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TDM Soliton Transmission and Storage

H. A. Haus

Department of Electrical Engineering and
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The traus-Atlantic cable to be laid in 1995 will not use solitons. Instead, it will use

a dispersion shifted fiber, with zero dispersion at and near the 1.5 # wavelength of the

Erbium amplifier. The transmission will be "linear," at 1.5 p, suppressing effects of the

nonlinearity of the fiber by staggering slightly positive and slightly negative dispersive

fiber segments. This design was chosen, rather than the repeaterless soliton transmission

proposed by Hasegawa[1], and experimentally demonstrated by Mollenauerl], because of an

effect characteristic of amplified solitons, the so called Gordon-Haus effectP']. This effect is

due to the shift of the soliton carrier frequency experienced when a soliton is amplified by an

amplifier with spontaneous emission noise. The carrier frequency performs a random walk.

Even though the "steps" are small, the cumulative effect of travel over long distances shifts

the timing of the solitons, leading to errors. Transmission over trans-Atlantic distances

is not prevented by this effect. However, the effect increases with increasing power and

sets an upper limit to the signal power. A lower limit on the signal power is set by the

standard ratio of signal power to noise power, the S/N ratio. The window of permissible

power, for a given bit-error rate, is too narrow to assure long term reliability.

This was the situation when plans for the 1995 trans-Atlantic cable were made. In

1991 it was discovered, both at MIT and at AT&T Bell Laboratories, that the Gordon-
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Haus effect can be reduced by judicious placement of a filter with every amplifier in the

chain[4'5 ]. The filters tend to control the carrier frequency of the solitons and thus reduce

their random walk. The filters can be of the Fabry-Perot type, allowing several wavelength

channels to pass through, with each maximum of filter transmission set at the channel

center frequency. In this way it is possible to wavelength multiplex the transmission,

whereas the "linear" design can accomodate only one wavelength channel. Solitons of

different frequencies can pass through each other and fully recover their shape and spectrum

after the "collision.' Thus, ideally, there is no crosstalk inspite of the nonlinearity. It is

very likely that the transoceanic cables after 1995 will use solitons for transmission. This

will foster technological developments in the generation, transmission and switching of

solitons.

The bit-rate for transoceanic transmission is limited to abcut 10 Gbit. The reason

for this is that the amplifier spacing must be shorter than a soliton "period" in order to

prevent soliton instabilities. At constant power, the period is inversely proportional to

the bit-rate squared. Long-distance terrestrial communications will, most likely, follow the

transoceanic model, in part because of the same bit-rate limitation, in part to take advan-

tage of the technology developments for transoceanic communications. In this context, one

may imagine a scenario in which the local area TDM bit-rate grows beyond the 10 Gbit

limit. If local areas are to be interconnected, the problem then is to transmit "bursts"

of high bit-rates over wavelength multiplexed channels of lower bit-rates. The transmis-

sion can be done, in principle, by demultiplexing and modulation of individual-channel

transmitters.

The reception problem is more complicated and calls for the development of novel op-

tical devices. The demultiplexed messages arrive at different times, with pulses adapted to

the low transmission bit-rate. The pulses have to be recompressed and variable delays have

to be introduced. Finally, an optical storage with high speed access has to be developed.

The talk will touch on some possible realizations of such devices, and will give some details

on the optical storage ring[']. The optical storage ring has gain to compensate for the loss.

It resembles a modelocked laser, with some obvious differences. In a modelocked laser, a

pulse can be maintained forever however "zeros," gaps between pulses, cannot. We have
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shown[61 that a combination of active modulation, that spreads the spectrum of the noise,

and filters, that absorb the spread spectrum, can maintain zeros indefinitely.

The switching in and out of the storage ring could be accomplished by several types

of optical switches. It is hoped that the talk will stimulate work on components necessary

to accomplish the task of reception of demultiplexed signals. It goes without saying that

most of these components are generic and would find use in other applications.

This work was supported in part by National Science Foundation Grant 9012787-ECS.
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Martin A. Pollack
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INTRODUCTION

Monolithic integrated circuits containing both semiconductor optical and
electronic elements should provide improved performance and
functionality compared with their hybrid circuit counterparts. They also
have the potential for higher reliability and lower cost. The early
realization of these same advantages has driven the incredibly successful
development of all-electronic ICs.

However, despite more than a decade of research, most of today's
experimental optoelectronic integrated circuits (OEICs) still combine only
simple electronic functions with a very limited number of optical devices.
In recent years, the potential advantages of integrating greater numbers
of semiconductor optical components has become recognized. Such
integration can greatly simplify packaging, thus significantly impacting
system costs. The term photonic integrated circuit (PIC) has come into
use to describe these monolithic circuits, which consist of several
photonic/guided-wave optical components, both active and passive, and
possibly a small number of electronic devices.

APPLICATIONS

The potential applications of OEICs and PICs extend from very large to
very small lightwave system dimensions. Long-haul trunk transmission
terminals require the high levels of performance and reliability expected
with circuit integration. Higher volume, short distance systems, such as
telephone distribution plant, cable TV, and local data networks, demand
both high performance and low cost. Optical interconnections between
racks, boards, or even chips are future applications for which high
reliability and low cost are paramount. Photonic switching, routing,
signal processing (logic), and computing are technologies which may only
become practical with the increased functionality of OEICs and PICs.
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The performance improvements possible with OEICs compared with
hybrid circuits will be achieved principally through the reduction of
electrical parasitics. This will lead to higher speed lightwave transmitters
and lower noise, wide bandwidth receiver circuits. Much work already
has been focussed on integrated detector-preamplifier circuits for InP-
based long-wavelength (1.3-1.55pm) photoreceiver front-ends. Far more
advanced integration has been reported for GaAs-based OEICs.

Examples of the increased functionality now possible through the
monolithic integration of photonic components into PICs include
balanced photoreceivers for long-wavelength coherent systems, laser-
amplifier and low-chirp laser-modulator combinations, waveguide
multiplexers and demultiplexers, and lasers or modulators with integrated
electronic driver circuitry. Laser and receiver arrays for multi-
wavelength systems, as well as switch matrix technology, also fall into the
category of photonic integrated circuits. In addition to combining
discrete devices onto a monolithic chip, increased functionality can also
be brought about by combining multiple functions into a single device, as
with the SEED and VSTEP technologies.

TECHNOLOGICAL CHALLENGES

Many challenges must be overcome before OEICs and PICs can fully
achieve their anticipated potential. Their performance levels now often
approach those of hybrids, but predicted higher performance has rarely
been realized. So far, most of the research on OEICs and PICs has been
concerned with the integration of existing discrete devices. A major
thrust of future integration must be in the direction of novel device
elements and new combinations.

Higher reliability and lower costs should come about through the reduced
component count, reduced circuit size, and simplified packaging possible
with monolithic integration. However, the potential of lower costs is not
even close to being realized, mainly because of small circuit yields.
Concerns over costs and packaging have led many to consider
alternatives to OEICs and PICs which involve hybrid integration in the
form of flip-chip bonding of discrete components, or the use of silicon
"optical bench" or "waferboard" technology.

The past few years have seen rapid growth in OEIC and PIC research,
and in the materials and processing technology base required to support
it. To those working in this exciting field, it is a matter of faith that
OEICs and PICs one day will be the essential elements needed to fully
utilize the potential of photonics.
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"Current Status of Nonlinear Materials and
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It was recognized in the early days of nonlinear optics that waveguides provide the

optimum beam confinement and long propagation distances needed for efficient nonlinear

interactions. This led first to the demonstration of guided wave versions of plane wave

nonlinear optical phenomena (e.g. doublers), and later to effects either unique to guided

waves (e.g. modulational instabilities) or to phenomena for which the right conditions

could only be met in waveguides (e.g. solitons). Over the years this has led to the

demonstration of various devices such as efficient doublers for the blue and all-optical

switching, logic and demultiplexing. Furthermore, new materials which will lower the

device operating powers are continuously being reported.

For example, one of the recent achievements has been the development of

waveguide doublers for the blue. Mw of blue are now possible with 100 mw IR inputs.

The key has been the development of quasi-phase-matching structures in KTP and lithium

niobate, two "old" materials revitalized for nonlinear optics by new processing

technologies. At the same time, new molecules are being developed which in poled

polymer structures have the potential for much higher conversion effioiencies. On the

other hand, the explanation of second harmonic generation in gl935s bers has proven to

be an ineresting materials problem.
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In the area of third order effects, there have been many waveguide-specific

developments. For example, temporal solitons which are easily excited in fibers can be

used for long distance communications, or all-optical switching without pulse distortion.

All-optical switching, logic gates, signal demultiplexing have been demonstratfre in two-

dimensional waveguides. New fibers with nonlinearities larger by I02-104 thai s, and

new approaches to producing even larger effective third order nonlinearities have been

reported and will be discussed.

These are a few of the examples of the recent developments in nonlinear materials

and waveguide phenomena which will be discussed in this talk.
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The carrier-Induced refractive Index change of a M v heterojunction is very large[l1. It is

produced by bandflllng, band-gap shrinkage, and plasma dispersion. Optical switches

utilizing this large index change have already been demonstrated[2,31. At the photon

energies near Eg, however, measurement is difficult due to absorption, so that the

experimental verification has not been completely donel4] and the design of the carrier-

induced optical devices is still difcult.

Recently. we have proposed a method to measure the complex refractive index change near

the band edge using a small interference-ellipsometry bridge and presented several results of

nt of refractive index change An[51. In this paper, we measure the changes of both

refractive index and absorptionl6l at a higher injection level than before and compare with

theories.

Fig. I schemat/cally shows the structure of the sample. The epitaxlal layers were grown by

MOCVD. The probe light traverses the sample perpendicularly to the surface and the

absorption of the active layer is small even for X<Xg. In order to avoid the absorption in

the regions other than the active layer, the cap layer is made of InP.

The setup for measuring the complex refractive index changes Is shown in Flg.2. The

light source is the wavelength-tunable pulse laser system (Quanta-Ray, DCR-2A). with

5nsec width and 10pps repetition frequency. The Injected current is rectangular pulses

with lpsec width and l0pps repetition frequency (the duty ratio Is 10-5) and temperature

rise of the active layer is negligible. The optical pulses are synchronized with current pulses

by the delay lIne(SMF2). Part of the light beam is branched by the PBS and the reference

signal for compensating the perturbation of the polarization and the power is obtained. The

main beam is then led to the microbridge, where the calcite plate 1 and 2 have the same

optical path lengths and operate as a splitter and combiner, respectively. The separation

width of two beams is 1mm. The extraordinary beam passes through the carrer Injection

area and is combined with the ordinary beam passed through the dummy electrode by the

calcte plate 2. We derived An and 2A* from the change of the polarization state of the

combined beam
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The direction of the rotation of an elliptically polarized light, hence the sign of An. cannot

be determined from the shape of the ellipse. So that another measurement is necessary. We

determine It for every wavelength and every injection level from the change of the
poblarzation ellipse caused by heating a glass plate with a known sign of anl/T>O) inserted

to the same optical path with the samplIe.
An example of the measrmn of the polarization state changed by carrier injection

is shown in Fig.3. The power of light passed through the carrier injection area is shown

by the y coordinate. In this element, the phase is delayed by the refractive index reduction i

and the amplitude decreases by the absorption increase. We derived the complex refractive

index change by the least-square fitting.

We show measured An and 2Aa in Fig.4(a) and (b), respectively. The carrier density was

estimated from the measured decay time of spontaneous emission[7] in another sample of

the same lot. We can measure the value of An very precisely, so that the measurement of An

become possible even if the injection level is relatively low. In the vicinity of Xg. An has a

negative peak at the shorter wavelength region and has a positive peak at the longer

wavelength region. At sufficiently longer wavelengths. An has negative values characterized

mainly by plabma dispersion. The wavelength dependence of An shifts to longer wavelengths

by increasing inJection. 2Aa is obserbed to have a positive peak near .g.

Different theories or theoretical models predict different values of complex refractive

index changes by carrier Injection. We also show the calculated values using the model of

Ref.181 in Flg.5. for example. Calculated An has a negative peak much larger than the

measured one. 2Aa has a positive peak slightly larger than the measured one near Xg. The

wavelength dependence of the calculated values is roughly similar to that of measurement.

In conclusion, we have measured An and 2Aa of carrier-injected GaInAsP using a small

interference-ellipsometry bridge at the photon energies near Eg, especially E>Eg, and

compared to previous theories.

[11. Manning, R Olshans]y, and C. B. Su, IEEE J. Quantum Electron., Q 19, 1525(1983)
1210. Mlkaml and H. Nakagome, Electron. Lett., 20. 228(1984)
131K. Ishlda, H. Nakamura, H. Inoue, and H. Matsumura, IOOC'85, 357(1985)
141U. Keller, S.K.Dlamond, B. A. Auld, and D. M. Bloom, Appl. Phys. Lett., 53, 388(1988)
1510. Hanalzumi, H.Takemoto, K. Kuwahara, and S. Kawakami, 4th Optoelectronics

Cozerence, OEM 17C3-4 (1992)

161 We define a as an absorption coefficient of amplitude, so that the change of the absorption

of powr is exressed as 2Aa
[7J0.Hanalzuinl. H.Takemoto, K.Kuwahara, and S. Kawakami, IEICE Tech. Rep., OQE92-98,

1(1OG=
[SIB. R Bennett, R A. Soref, and J. A Del Alamo, IEEE J. Quantum Flectron., Q,2F., 113(1990)
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A COMPACT INTEGRATED-OPTICAL SWITCH BASED ON DYNAMIC FREE CARRIER
GRATINGS IN GAAS

Lewis B. AronsonI and Lambertus Hesselink2

1) Hewlett-Packard Labs, Bldg 26M, Palo Alto Ca. 94303
2) Department of Electrical Engineering, Stanford University, Stanford Ca. 94305

Introduction and Background
Future optical communication and computer interconnect systems will require complex

switching networks. Computer applications, in particular, may require monolithic, non-blocking
switching networks of at least 100 x 100 elements. Numerous integrated-optical switch designs
have been described and demonstrated with low insertion losses and high switching speeds.1 To
date, however, the highest level of integration achieved is a 16 x 16 LiNbO3 switch array on a 60
mm long substrate. 2 One reason why these switch designs can't be integrated to higher levels is
the geometry of the basic device which consists of waveguides running in parallel or crossing at
very small angles. This results in a device cell which is very long and thin and thus does not
efficiently use substrate area. In addition, the near parallel waveguide geometry usually mandates
the use of bends for waveguide separation which further increase overall switch area.

Large angle switches with small interaction lengths are possible using short period active
grating structures (as distinguished from devices based on detuning a static grating) to couple light
between crossing waveguides. While dynamic waveguide gratings have been demonstrated, 3,4,5
they are either too slow or have large grating period and small crossing angles resulting in switch
elements similar in size to more conventional designs.

We report a new type of high speed integrated optical switch based on electrically
controlled free-carrier gratings in semiconductors. The refractive index change associated with the
free carriers in these grating structures diffracts light between crossing waveguides. Fig. 1 shows
the overall layout of the active grating and the layout of a full crossbar switch array. There is no
need for the waveguides to cross at right angles as shown, and in fact other large crossing angles
are shown to be useful for polarization insensitive switches. We believe that this switch principle
has the potential for monolithic integration of 100 x 100 element arrays.

Device Implementations
We have considered three semiconductor structures to control free carriers (and thus the

refractive index) in the sub-micron grating pattern required for large angle switching. The first
structure, which we have fabricated and tested, is a low efficiency demonstration design which can
be built without epitaxial regrowth. A schematic of this device is shown in Fig. 2 and represents
the A-A' cross-section in Fig 1. A lightly doped n-type GaAs/AIGaAs waveguide is used. At the
intersections, a grating of heavily doped n-type material is formed using ion implantation. The
presence of free carriers results in an index grating which couples light between the guides. When
a reverse bias is applied via a Schottky electrode, the free carriers are depleted and the coupling is
switched off. Modeling of the efficiency of this switch, which we report in an upcoming paper,6

indicates diffraction efficiencies ranging from 2.7 - 11.0 x 10-4 for 100 jim guides, depending on
which published estimate of the free carrier index changes is used.

We have considered, but not yet fabricated, two designs which involve epitaxial regrowth
in their fabriation. By using regrowth in the device fabrication, we have the flexibility to place the
free carrier grating at the point of maximum optical field resulting in higher diffraction efficiencies.
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Fig. 3 shows the first regrowth design which is based on the depletion of an implanted heavily
doped p-n grating in a lightly doped p-n waveguide. Modeling of the efficiency of this switch
indicates diffraction efficiencies of 0.02 for 100 Pm wide waveguides. The limitations on the
diffraction efficiency of depletion mode designs are a result of the limit on the number of carrier
which can be depleted before the breakdown field is reached.

Figure 4 shows the second regrowth design based on carrier injection through a periodic
structure. In this case, the grating is formed by implanting a reverse p-n junction which becomes
depleted during forward bias allowing current to flow only in the unimplanted regions. By using
injectioa, the brakdown field limitations are eliminated. If we assume a grating region 0.1 pIn
thick with an injected free carrier density of 3 x 10" cm-3, we calculate a diffraction efficiency as
high as 40%. This corresponds to an insertion loss of less than 10 dB if 6 dB coupling and
pFpagation losses are assumed.

Fabrikatim
A Schottky based depletion mode device was fabricated for use at a wavelength of 1.55

pm. The waveguide layers for the device are grown by molecular beam epitaxy (MBE) on an n+
GaAs substrate (n=101 cm-3). A 2.5 pun cladding layer of AI0.7Ga 0.3As is followed by a 0.4 Jim
GaAs guiding layer (both layers with n = 3x1016 cm-3). Ridge waveguides are lithographically
defined and etched to a depth of 0.2 gm. An SiO2 layer is deposited and patterned to define the
active switch area at the waveguide intersections.

Holographically patterned photoresist is used for the ion implantation mask. An analysis of
the tradeoff between implantation depth and lateral straggle yields an optimum implantation energy
of 100 KeV for a silicon implant, requiring a photoresist mask at least 0.4 pm thick. For this
device, Bragg matching dictates a grating period of 0.35 Pn. To achieve the required high aspect
ratio, a technique developed by Anderson7 is employed. A thin (0.15 gm) absorbing layer (Brewer
Scientific OmniLayerm) is spun on the substrate followed by a 0.4 pm layer of photoresist. This
is exposed using an argon ion laser. After development, a ridge structure about 0.15 gim deep
remains. A layer of silicon (250A) is shadow evaporated at a 500 angle to coat the tops of the
grating ridges. This layer serves as a mask for a low pressure oxygen reactive ion etch which
deepens the gratings to the substrate (depth = 0.55 prn).

Using this mask, silicon was implanted at 90 KeV with a dose of 8X1012 cm"2. Following
an activation anneal, another SiO2 layer is deposited and patterned to provide electrode isolation. At
this stage, the wafers are thinned and a backside ohmic contact (A ei/Au) is evaporated and
annealed (450*C, 10 sec). A liftoff process is used to define the Schottky electrodes which consist
of sputtered Indium-Tin-Oxide (ITO) followed by a thin layer of gold for reduced electrode
resistance. ITO, a transparent conductor, is chosen as a Schottky electrode because it induces less
optical loss than a metal electrode. To suppress unwanted etalon effects, the input and undiffracted
output facets were anti-reflection coated. The final device consists of six guides in each direction
with widths ranging from 25 - 800 pm and switch elements at the 6 symmetric intersections on a 1
x 1.5 cm chip.

Experimental Results
An Er+ fiber laser, tunable from 1.525 to 1.580 gim, was used as an optical source for

diffraction efficiency measurements. The output of the laser is focused by a cylindrical lens and an
objective onto the input waveguide facet to allow efficient coupling to the lowest order modes of
the input guide. This is important since the angular selectivity of the grating allows efficient
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coupling only between the fundamental modes for a grating formed at 450 to the waveguides. The
transmitted and diffracted outputs are focused by objectives onto Ge detectors. The drive signal for
these tests is from +1 to -1 Volt. The modulated diffracted signal is measured using a lock-in
amplifier. Static diffraction is measured from the DC output of the detector.

The maximum TM to TM dynamic and static diffraction efficiencies are shown in Fig. 5 as
a function of device size. Dynamic diffraction efficiency is observed in all of the devices except for
the 50 pim switch which shows ohmic rather than rectifying behavior. As expected, the diffraction
efficiency scales as device area (straight line in plot). The fall-off for the largest devices is believed
to be due to progressively poorer coupling into the lowest order modes of the waveguide. The
maximum dynamic diffraction efficiency for the 100 x 100 gtm device is seen to be 1.0 x 10-4

which occurred at a wavelength of 1.534 gim. This value is a factor of 2 to 8 below theoretical
predictions for this device which we attribute to incomplete activation of the implant.6

Fig 5. also shows the presence of a large static diffraction efficiency. This would lead to
unacceptable crosstalk in a practical switch. We don't believe this static coupling is fundamental to
our design but is rather a process related artifact such as a surface corrugation or unannealed
implant damage which can be eliminated in future versions. The demonstration device, however,
exhibits all of the important features of the device design. The wavelength dependence of the static
diffraction efficiency for the various polarization cases is shown in Fig. 6. We have fit the data
assuming the presence of a surface related static grating, a small rotation error (0.560) in the grating
angle, and the presence of launched power both the fundamental and third order lateral mode and
achieved very good agreement with our results.6

Conclusions
We have demonstrated a new type of integrated optical switch based on dynamic free

carrier gratings. The measured diffraction efficiency is found to be close to predicted values. The
performance of the demonstrated switch along with several proposed variations is shown in Table
1. The device in the last column uses a non-orthogonal intersection and offers high diffraction
efficiency and polarization independent performance. These switch designs offer the possibility of
integrating arrays of 100 x 100 elements on a single substrate with reasonable insertion loss and
high switching speed. We believe that such a switch array could have important implications for
computer based optical interconnects.

TABLE I
COMPARISON OF KEY SPECIFICATIONS OF VARIOUS SWITCH DESIGNS

Schottky P-N Depletion P-N Injection P-N Injection
(Demonstrated) (90°crossing) (900 crossing) (280 crossing)

Device Size 100 x 100 gm 100 x 100 lim 100 x 100 .m 50 x 50 .m[d]
qmax (TM Input) 1.0 X 10-4 1.9 x 10-2 3.8 x 10-1 4.2 x 10-1
Tlma (T&E Input) [a] 5.0 x 10-5 5.2 x 10-6 0.0 4.2 x 10-1
AX Bandwidth 18 nm 6 nm 6 nm 42 nm
Switching Speed 28 MHz MbI 1.4 GHz 300 MHz[CI 300 MHz[C]

[a] With device designed for maximum TM response.
[b] Estimated from electrode capacitance (-700 pF) and 50Q input resistance.
[c] Higher speeds may be possible with bipolar structures.
[d] Intersection not square, area is approximately 5300 ptm 2.
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High-Sensitivity InGaAs Photoreceiver Arrays in GaAs Waveguide*

T. Q. Vu and C. S. Tsai
Department of Electrical and Computer Engineering and

Institute for Surface and Interface Science
University of California, Irvine

Irvine, CA 92717

Integration of optoelectronic devices in a common waveguide substrate will result in
superior device modules for applications in optical communication systems operating in the 1.3 -
1.5 ptm wavelength region because of the significant improvements in speed, noise performance,
and reliability via reduction of parasitic reactances associated with hybrid interface of individual
devices. Arrays of photoreceivers are also needed for systems such as optical cross-point
switches for telecommunications,[1] and analog switching applications such as CATV or for
optical interconnects between very large scale integrated circuits.L2] A number of InP-based
single-element waveguide photodetectors[ 3] have been reported in recent years. Reports of their
GaAs counterparts have been scarce.[4,51 Furthermore, arrays of waveguide photoreceivers are
yet to be realized in GaAs. In this paper we report the realization of a 45-element photoreceiver
array in a GaAs waveguide for use at 1.3 Itm optical wavelength. The photoreceiver array that
utilizes InGaAs photoconductors and passive load resistors has demonstrated important
advantages such as large gain-bandwidth product, high degree of compactness, and simple
processing requirements. The total active area of the photoreceiver arrays was as small as
0.45x0.25 mm2. A unique feature of these photodetector and photoreceiver is their very high
gain (or sensitivity) at frequency up to 1 MHz which also makes the photoreceiver array an ideal
candidate for integration with guided-wave acoustooptic signal processors[ 6] in which the
integration of more than a few tens of photodetectors with switching bandwidths in the order of
3 MHz on a single integrated circuits has thus far presented difficult problems due to thermal
and chip area considerations.[7]

The optical waveguide used to fabricate the photoreceiver array consists of 1.1 gLm GaAs
layer on 2.0 ptm Gao.85AI0.15As layer grown by MOCVD on top of a semi-insulating (SI)-GaAs
substrate. An absorbing layer 0.3 ptm thick with the indium concentration graded from 0 to 53%
and followed by a 0.2 1pm thick InGaAs layer with 53% indium concentration was subsequently
grown by MBE. The absorption coefficient (a) of the InGaAs layer was measured at 1.3 pxM to

be 460 cm-1 (0.2 dB/prn) by transmission characterization of light through the samples with and
without the InGaAs layer. This data suggest that a photodetector as short as 50 p= in the
InGaAs layer would absorb 90% of the guided light. Note that this length is only one half of the
shortest detector reported [51 heretofore.

The transimpedance amplification of a photoconductor can be realized by simply
connecting in series the photodetector with a matching load resistor of the same resistance value

This work was supported in part by the UC MICRO project, Amerasia Technology, Inc., and Statek Corp.
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for maximum power detection. It is most convenient to use the same photodetector structure for
the load resistance by ensuring that no light can reach it. We have realized a 45-element
waveguide photoreceiver array using the structure with resistive load. The architecture of
photoreceiver array is shown in Fig. 1. The fabrication process involved requires five masks,
two metalizations, and two dielectric depositions. The photodetector and the load resistor each

consists of 7.5 x 50 pm2 InGaAs mesa and 150 pm separation between the two. The 2.5 gm
wide metal contacts lie on top of the InGaAs mesa with 2.5 prm separation between the anode
and cathode contacts. The center to center separation between adjacent photoreceiver elements
was set at 10 prm, thus the smallest dimension involved was 2.5 pm.

Measurements of the photoreceiver array were carried out by both normal incidence and
waveguiding using the 1.3 pm laser light. The normal incidence measurements have allowed us
to calibrate the photovoltage response with the optical power absorbed. Note that the metal 2
layer was designed such that it blocked all the light from reaching the load resistors to ensure
that the resistor would be purely passive. Figure 2 shows the photovoltage response of one
photoreceiver element with the light incidence from the waveguide. A power dependency of the
photovoltage over optical power with a slope of 0.72 on the log-log plot at low optical power
was measured. At optical power higher than 300 nW, the slope of the curve was lowered to
0.39. The saturation effect of the photoreceiver as shown in Fig.2 was not observed in our
earlier work on photodetector array[4 ] due to of the lack of laser source of higher power. Figure
2 shows a dynamic range of more than 35 dB at 1 KHz modulation frequency and a
photoresponse as high as 45 to 480 V/mw at lgW to lnW optical power, respectively. The
frequency dependence of the photoresponse at the optical power of 1.0 ILW is plotted in Fig.3.
The frequency response of the photoreceiver is seen to follow approximately an ideal low-pass
filter with -20 dB/decade in the slope of the high frequency roll-off, and the photovoltage
response at 1GHz is extrapolated to be as high as 45 and 480 V/watt at lp.W and lnW optical
power, respectively.

The response of the photoreceiver array was rather uniform, namely, with less than 12.%
variation across the whole 45 elements. The electrical cross-talk between the detector elements
was measured to be lower than -40 dB by injecting a small-signal current source at one receiver
element and measuring the signal output from the other receiver elements. Further amplification
of the output signal from the photoreceiver array can be accomplished by using external or
monolithically integrated operational amplifier circuits. The detailed fabrication procedures and
measured performances of the photoreceiver array will be presented.

1) Y. Liu, S. R. Forrest, G. L. Tangonan, R. A. Jullens, R. Y. Loo, V. L. Jones, D. Persechini, J.
L. Pikulski, and M. M. Johnson, "Very-high-bandwidth In0 .5 3Ga0 .4 7As p-i-n detector array,"
ME-E Photonic Tech. Lett. 3,931(1991).
2) M. Kobayashi, M. Yamada, Y. Yamada, A. Mimemo, and H. Terui, "Guided wave optical
chip-to-chip interconnections," ElcrnJ.Let 23, 143(1987).
3) S Chandrasekhar, J. C. Cambell, A. G. Dentai, and G. J. Qua, "Monolithic integrated
waveguide photodetector," E 23, 501(1987); R. Trommer, "Monolithic InGaAs
photodiode array illuminated through an integrated waveguide," Electrn . 21, 382(1985);
P. Cinguino, F. Genova, C. Rigo, C. Cacciatore, and A Stano, "Monolithic integrated
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InGaAs/lnP ridge waveguide photodiodes for I .55pun operation grown by molecular beam
epitaxy," Ago, hyA. LCLL 50,1515(1987).
4) T. Q. Vui, C. S. Tsai, and Y. C. Kao, "Integration of curved hybrid waveguide lens and
photodetector array in a GaAs waveguide," A01.Qi. 31, 5246(1992).
5) C. Jagannath, A. Silletti, A.N.vLM. Choudhury, B. Elman, and P. Melman, " 1.3 ~Im
monolithically integrated waveguide-interdigitated metal-semniconductor-metal photodetector on
a GaAs substrate," A0L. Ms.Lett, 56, 1892(1990).; F. Mallecot, J. F. Vinchant, M. Razeghi,
PD. Vandermoere, J. P. Vilcot, and D. Decoster, "Monolithic integration of a short-length GalnAs
photoconductor with a GaAs/GaAlAs optical waveguide on a GaAs semi-insulating substrate,"~
A0L1hxMs. lzt.53. 2522(1988).
6) See, for example:

(a) Guided-Wave Acousto-Optics - Interaction, Devices and Applications, ed. by C. S. Tsai,
Springer Series in Electronics and Photonics 23, Springer-Verlag Berlin-Heidelberg, 1990.

(b) Y. Abdelrazek, C.S. Tsai, and T.Q. Vu, "An integrated optic rf spectrum analyzer in a
ZnO-GaAs-AlGaAs waveguide," OUE J. Lightwave Tech. LT-8, 1833(1990)
7) R. J. Inkol, W. D. Washkurak, and S. G. Chamberlain, "A photodetector array for acousto-
optic signal processors," Can. J. Ms. 67, 400(1989).
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Surface emitting lasers are important elements in optoelectronic integrated circuits and
in smart pixel arrays. In these applications, low threshold and high wall plug efficiency
are desired since high density packing of such devices Is desired. Conventional vertical
cavity lasers have been demonstrated that exhibit threshold current below 1 mA.
However, stringent growth and processing requirements, maximum output power
limitations, and low wail plug efficiency are serious limitations of these devices.
Furthermore, the device concept is not easily used in either long or short wavelength
lasers where high index of refraction difference dielectric layers are not easily integrated
into the cavity.

In this paper, we discuss the design and fabrication of surface emitting lasers based
upon an alternate fabrication approach. the device concept is based on a conventional
edge emitting geometry Into which 450 mirrors are etched to deflect the light
perpendicular to the cavity. Integration of high reflectivity cavity mirrors is thus
accomplished by deflecting the light to Bragg reflectors incorporated into the epitaxial
structure as shown in Fig. 1. In this way an integrated cavity structure is formed in which
many of the constraints of vertical cavity device are relaxed. The need for exceedingly
high reflectance mirrors is reduced because the gain path is increased. This also
reduces the severe constraints on layer thickness control to achieve phase matching at
the correct wavelength. Finally, since lower reflectance mirrors and a lower 0 cavity can
be used, losses in the mirrors due to doping are also reduced. All of these factors
Improve the producibilty and characteristics of the lasers.

The key issue in the design of a high performance laser becomes the coupling between
the Bragg mirrors and the waveguide mode and the quality of the 450 reflector. We
describe in the this talk the performance of, as yet unoptimized AlGaAs/GaAs/InGaAs
surface emitting, folded cavity lasers emitting at 0.99 gm. These devices incorporate the
Bragg reflector into the epitaxial design by growing the reflector on the substrate,
etching the resultant substrate/reflector to produce mesas over which GRINSCH OW
laser structures are grown by MOCVD using'the temperature engineered growth (TEG)
technique. 450 minors are then etched into the resultant buried heterostructure cavity to
form the integrated structure. Arrays of vertical emitting devices have been fabricated
with two integrated mirrors that exhibit thresholds as low as 8 mA and CW output
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powers of 20 mW for iI 3wn wide active stripe. An optimized geomeby is expected to
have thrseholds near lmA.

The key issue in the optimizalion of these devices is to improve the coupling between
the Bingo mirror and the cavity mode. We will present the results of analysis of the mdal
propeilies of Braog coniL, muem structures that sire expected to minimize the coupling
Sbetween the two sets of mirrors and thus lower the efficiency. We will also
present the most recent results in our efforts to maize these structures.
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Optically-generated free carriers can cause significant changes in the refractive index

and the absorption coefficient of semiconductors. Optical switching and modulation that
utilize injection of such free carriers were demonstrated previously in Si [1[2J and GaAs[3].

Most recently, an integrated optic Mach-Zehnder interferometer modulator that utilizes such

optical activation in GaAs was reported by us[4]. In this paper, we report successful

extension of this work toward the construction of an optically-activated integrated optic
dirconal-coupler modulator using GaAs ridge waveguides.

Fig.I shows the schematic and dimensions of such optically-activated directional-

coupler modulator. A single-mode channel waveguide directional coupler was fabricated in a

double-epilayer structure with an undoped-GaAs layer at the top. The directional coupler was
in the form of a ridge waveguide structure. In order to increase the phase mismatch between

the two arms of the directional coupler, one arm was covered with a Cr film. An anti-
reflective ZnO film (about 4000 A thick) was deposited between the GaAs guiding layer and

the Cr film to minimize the propagation loss of the signal light.
In the experiment, a sig beam at the wavelength of 1.15 pm was edge-coupled into

one arm of the directional coupler. A pin hole aperture was used to pick up, one at a time, the
two light spots appearing at the output edge of the directional coupler. The ratio of the output
light powers from the two arms was measured to be P0 1/P02=36/30=f1.20. Thus, the coupling

coefficient of the directional coupler was calculated to be 0.24 mm- 1. Subsequently, either a

CW He-Ne laser at the wavelength of 0.6328 pm or a CW Argon laser at the wavelength of

0.511 p^n, which served as a mglulafii light beam, was focused upon the interaction region

of the directional coupler. Fig.2 shows the resulting modulations in the signal light of the two

output ports when the 0.511 pm modulating light beam was shined upon one of the channel
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waveguides. It is seen that the changes in the intensity of the two output light are out of

phase as expected. Also, as previously observed[4], the effect of free carrier-induced

absorption for the 1.15 pm signal light was found to be much weaker than the free carrier-

induced refractive index change in this particular experiment. When the modulating light
intensity was increased, the signal light intensity from one arm (P0 1) was increased, while the

signal light intensity from the other arm (P02) was decreased. The highest depth of

modulation(AP0/P02) in P02 was as high as 65% at the modulating light power of 100

W/cm2 . The corresponding free carrier concentration (8N) and refractive index change (8n)

were estimated to be 1.2x017[cmn3] and 2.8x10"4. For the experiment with the modulating

light at 0.6328 pLm, the modulation depths in both arms were found to be nearly identical for

the modulating light power up to 10 W/cm2. Thus, we conclude that the free carrier-induced

absorption was too weak to be detected for the range of modulating light intensity used in the

second experiment. For the available intensity of modulating light, namely 10 W/cm2 , the

modulation depth was measured to be 6%. The corresponding free carrier concentration(8N)

and refractive index change (8n) were estimated to be 2.Sx10 16 [cm-3] and 6.0x10-5,

respectively.

In conclusion, we have designed and constructed an integrated optic ridge waveguide

structure to study optically-activated directional coupling effect in GaAs . Free carrier-

induced refractive index changes was found to be the main cause of this effect. In this paper,

the design, fabrication, and measured results of the preliminary device described above are

presented. The experimental results for devices of improved design aimed at higher

modulation depth and switching speed measurement will also be reported.
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Carrier Heatin* Effects on High
Frequency Conversion in Semiconductor

Laser Devices
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(1) Dip. di Elettronica, (2) Cespa-CNR, Politecnico di Torino,

Corso Duca degli Abruzzi, 24 12129, TORINO, ITALY
Tel. 011/5644063, Fax 011/5644089

Several papers have recently reported experimental results concerning optical frequency
conversion with very large frequency spacing (hundreds of gigahertzs) and high effi-
ciency [1,2]. The explanation of such phenomena requires some very fast nonlinearity
in the material. Several authors have invoked hot carrier effects to explain ultrafast
refractive index dynamics in semiconductor lasers [3, 4, 5].

A model has been developed in order to analyze frequency mixing in semiconductor
laer devices under multicarrier injection, by exploiting the nonlinearity due to carrier
density and temperature pulsations at the beat frequency. As regards the electron and
hole heating, the model includes:

"* stimulated and spontaneous recombinations,

"* effects of free carrier absorption (through an upper valley in the conduction band,
and through a simple plasma model for electrons and holes),

"* electron and hole capture in the active layer of the heterostructure,

"* carrier cooling by means of thermal coupling with LO-phonons.

The nonlinear behaviour is represented by a contribution to the dielectric constant

Aen, oscillating at the beat angular frequency 17; it is written as follows:

'&J7 = M E:44-1-,+
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where F are the electric field of the optical signals. The quantity M is obtained

from the contribution Ae(N, T., TZ) to the dielectric constant due to the carrier-field

interaction that is evaluated from a microscopic model based on the density matrix

formalism [61, including the dependence on the carrier density N and the electron and

hole effective temperatures Te and Th. The connection between M and Aea is as

follows: OAe. & _ •ze_

i

since i :E.+.+ appears as a common factor (at least at the first order of perturba-

tion) both in No and To,,, Taj,; these are, respectively, the components of N, T., Th

fluctuating at the angular beat frequency 0.
An example of the behaviour of Aca as a function of frequency spacing is shown in

Fig. 1 for a quaternary alloy InGaAsP, for a typical choice of the parameters involved

in the model. Both the global result and the separate contributions of carrier density

and electron and hole temperatur fluctuations are reported. It appears clearly that

for small frequency spacing, carrier fluctuations represent, as well known, the dominant

effect. At increasing £2 the less efficient, but faster carrier heating phenomena, become

more and more important.
The preceding material model has been introduced in a coupled mode formalism

in order to study frequency mixing in a guided wave device. The model applies to
both travelling wave amplifiers and Fabry-Perot or Distributed Feedback oscillators,

depending on the boundary conditions. In the first case the problem of intermodulation

distortion appears [1], while the second is concerned with frequency conversion, the
same device operating as pump and frequency converter [2].

A computer code has been implemented for the numerical integration of the coupled

mode equations in devices of different types and using different materials (GaAlAs,

InGaAsP). An example of results concerning a travelling wave amplifier, for the same
working condition of Fig. I is shown in Fig.s 2 and 3, where the behaviour of the

structure with an input constituted of two equal lines is shown. The output powers

associated to the two central lines (f2 and f3) and the two adjacent lines (fl and f4)

generated by the non-linear interaction are represented as a function of the frequency

spacing between f2 and f3. Fig.2 is concerned with the region of large frequency spacing

(>10 GHz), where the carrier temperature effects are dominant [11, while in Fig.3 the

low frequency range (<10 GHz) is shown. These results agree satisfactorily with those

of the literature in the region of small beat frequency (<10 GHz) [71; in the case of

highly nondegenerate four wave mixing, the results show a behaviour very similar to
the experimental data found in [1, 2].
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Figure 1: Frequency response of Aeo/e for E= 4 corresponding to a power

density of 1 mW/pm2 . It has been computed for a quaternary material, carrier density

N = 3 • 1018 cm- 3, 9 A 1.568 pm.
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Cptical waves of different kinds, particularly

wavguide, radiated and leaky modes can exist in anisotropic
optical waveguides. It allows to realize in similar waveguides
sam nnlinear four - wave prooesses, wher several waves of

different kinds can take part. Recently the parametric
potordefractive interaction of leaky and radiated modes in
UN0O:Ti:Fe wavegdde ws observed,, wher the holographic

gratings with periods depending on the crystal optical
anisotropy appeared at the single input light beam 1,2). It

is of great interest to use this effect for formation of
holographic dynamic or stationary gratings with arbitrary

periods, wich c-m be used as passive or operating elements in

integrated - optical devices. Several results d otrating
such possibility are presented in this report.

1. Conditions of experiments.

Optical waveguides were formed on substrates of Y - cut
ilNbO3 by the serial diffusion of titanium and iron in the

air atosfere. For different substrates an angle between the

optical axis of the crystal and the optical wave propagation

direction in waveguides was changed from 200 up to 700. An

etraordinarily polarized light beam of a He - Ne laser was
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reflected from the waveguide surface inside the substrate and
went out it trah the polished lateral side. 7he parametric
scattering pictures and the intensity distri bution between

output ordinary, extraordinary and generated parametric beam
were studied visually on the screen and with a photocamera or
photorecei ver outside the substrate.

2. Experimental results.
It is well known that the four - wave interactions are

observed at the satisfaction of the following condition:

2ki - k2 -k O, (k)

ere - wave vectors of interacting waves. In our case kc is
the projection of an extraordinary beam wave vector on the

wavegdde surface, k2 , i3 - wave vectors of leaky waves
generated in waveguide due to the parametric interaction
process (Fig. 1). r-/ines

42111

Fig. . Fig.2. The intensity distribution
picture on the screen.

In experiments the appearance and development of
parametric mxima, corresp ng to the highest IE - leaky
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modes, with prompagation directions oresponding to the

ondition (1) satisfaetion, we: observed. The instanoe of an

entire picture of the light intensity distribution on the

screen is presented on the fig.2. Here the spots 1,2

correqv to the reflected extraordinary and appearing at
its reflection an ordinary light beams. The spots 3,4
oourespond to the enerSy of parametrically generated leaky
waves radiated from the waveguide as ordinarily polarised light
bee,. Some part of their energy is radiated from the waveguide
ede giving the maxima ,66. At the laser beam power of about 10
A and for its aperture of I mm the development of
parametrical ptocess took about 10 - 16 minutes. The time
dependences of parametric maxima intensity for the different
waveguide saiples, light beam incidence angles and the inciding
light intensity were studied. Because the Fe average
concentration for the highest waveguide modes was not very
large, the storage time of parametrically generated gratings
made up some days. It should be noted, that the relative
intensity of such maxima could obtain up to 10% of the input
extraordinary light bean intensity.

The next interpretation of this effect is proposed. An
interference of inciding and reflected extraordinary waves may
be considered as propagation in waveguide region of an
extraordinary ino g os wave with the propagation constant
P = ko-sin(c, where no - the refractive index of an
extraordinary wave in the waveguide region; a - an angle of its
incidec at the waveguide surface. Because of the inciding
wave scattering at the waveguide volume and surface
perturbations there are very many weak secondary light waves in
waveguide belonging to different waveguide modes and

propagating into the wide spatial angle. A photorefractive
interaction of inhomogeneou extraordinary and scattered
secondary waves of different modes leads to an appearance of
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"unofipi •Iotcretractive grati ns from wich by means of the

parametric amplification the gratings corresponding to the
condition (1) satisfaction are developed.

In conclusion it should be noted the single - bean
formation of periodic structures in photorefractive wavegtides

promises s-oe advantages for the diffractive waveguide elements
creation due to its simplisity and possibilities to form some
dynamic as well as stationary elements. The possibility of

photorefractive i urity oncentration changing allows to
provide the different characteristics of such separate elements

on the ground of the sawe subtrate due to the local doping of

some its area with different impurities or with different

conditions of technological processes.
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Semiconductor waveguides are widely used in the field of integrated optics as the basis of
active and passive devices. Since no analytical solution to the wave equation is available for
rib, ridge or strip loaded structures many modelling techniques have been developed to
analyze the guiding properties of these structures. These methods vary considerably in
accuracy and ease of application. This paper considers two of these analysis methods, the
Finite Difference (FD) Method and the Spectral Index (SI) Method, and notes that both
approaches can be extended for use in the complex case ie when the local refractive index
of the waveguide cross-section may become complex due to the presence of loss or gain. This
gives rise to a complex propagation constant. Complex propagation constants obtained from
the FD and SI methods are compared for the first time.

The Finite Difference Method is an accurate, versatile and rigorous numerical approach which
has been applied to the study of waveguide structures of arbitrary cross-sectional profile. The
original scalar finite difference method has undergone several recent developments. Semi-
vectorial finite difference methods find solutions to the wave equation for the dominant
electric [1] or magnetic [2] field component of a TE-like or TM-like polarised wave and build
the discontinuity of the field component considered into the difference equations. Results
compare favourably with benchmark Vector Finite Element results [3] for a range of
waveguiding structures. Recently the method of false position [4,5,6] was applied to the FD
method to simplify the treatment of the semiconductor-air interface such that no mesh points
are required in the air region. This considerably reduces memory requirements and
computational time [7]. Further, a new correction formula enables the propagation constants
of both TE-like and TM-like modes to be accurately obtained from a single scalar solution
[81.

The main features of the semi-analytical Spectral Index Method [5,6] can conveniently be
introduced by considering a rib waveguide. The method of false position is used to simplify
the semiconductor/air interface and the field set to zero on the repositioned boundary.
Separate exact solutions to the governing scalar wave equation are obtained for the regions
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in and below the rib. These are matched using a variational boundary condition which leads
to a transcendental equation for the propagation constant For many semiconductor
waveguides the refractive index in the region below the rib varies in the vertical direction
only. By working in the spectral domain the problem is reduced to a one-dimensional one in
this region. This means that the SI Method is considerably faster than a full scale numerical
method such as FD. The accuracy of the SI Method has previously been established for rib
and ridge waveguides with real refractive indices [5,6] and symmetric and asymmetric
couplers [9-11].

Oksanen and Lindell [ 12] recently noted that the stationary points of the real and imaginary
parts of a complex functional coincide. A consequence of this is that both FD and SI Methods
can be generalised to the complex case in a straightforward way. In the FD method the local
refractive index of each mesh point and the propagation constant are defined as complex
quantities. In the SI method each real refractive index is allowed to become complex and this
produces a complex transcendental equation for the complex propagation constant with the
same form as in the real case.

The complex SI and FD Methods are used to study the scalar mode propagation
characteristics of the structures shown in Figures 1 and 2. The structure of Figure I represents
a semiconductor laser with a thin active region . Figure 3(a),(b) presents the real and
imaginary parts of modal index (B/ko) calculated for this structure, as a function of H, at a
wavelength of 1.5 pm. The real and imaginary parts of the modal indices predicted by the FD
and SI Methods are consistent across the whole range of H values used. Results obtained
using a complex Effective Index (EI) Method [13] are also given in Figure 3 for comparison.
As the thickness H is decreased the effective rib discontinuity is increased and this causes the
E1 method to become inaccurate. It will be shown in our presentation that this inaccuracy
extends to predictions of the laser far field pattern.

In a practical laser structure it is likely that current will be injected from a contact placed over
a limited area of the laser surface, say at the top of the rib. This will give a localised region
of gain within the active region, the exact nature and extent of which will be determined by
the carrier diffusion equations. Whilst the FD method is able to deal with an arbitrary
refractive index distribution across the laser cross-section the SI method assumes a layered
refractive index distribution in the region under the rib. SI analysis must rely on a
perturbation analysis for structures where this is not the case. We will show results in our
presentation to show that such a perturbation approach is accurate for most modem laser
structures in which index guiding dominates gain guiding [ 14].

The structure of Figure 2 is a TE/TM mode splitter of current practical interest [15]. This
consists of two guides fabricated in close proximity. The guide on the left is clad with a metal
layer. The problem resembles that of an asymmetric coupler. When evaluating supermode
propagation constants and field profiles the FD difference method usually takes advantage of
symmetry conditions so that only half of the waveguide cross-section need be considered. The
asymmetric problem cannot be partitioned in such a simple manner and a recent
"equipartition" methodology [16] must be adopted. However although this method confirms
SI results it requires several single rib calculations to determine supermode propagation
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constants and construct the supermode fields. The SI Method is able to find these supernode
fields and propagation constants quickly and efficiently and provides a much more practical
design tool than the FD Method for this class of problem.

CONCLUSIONS

We compare, for the first time, Finite Difference and Spectral Index analysis of optical
waveguides containing regions with optical loss or gain. The two methods produce consistent
results for a range of test configurations. In our talk we will demonstrate that the two methods
complement each other since each is best suited to a different type of problem. The FD
Method is able to deal with arbitrary refractive index profiles directly which makes it ideally
suited for laser studies. The SI Method provides a much more practical design tool for the
TE/TM mode splitter.
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Many devices have been demonstrated that conservation identified the error introduced by
are not accurately modeled by using only bound retaining only bound modes in the expansion,
!Mmodes. The role of the non-bound fields in power conservation is an inadequate cridteion, as

models can p beyond simply eesai evident if the imaginary pa of the index in the
radiative losses, for example: coherent absorber layer is taken to be -0.1113 rather than
aupeposition of radiation modes can produce 0.1552. In this pathological case, although power
slowly decaying behavior,[ 11] radiation modes can is conserved across the interface, the fields and the
be excited and jthen coupled back into the power elsewhere in the waveguide are incorrectly
device,[2] inclusion of radiation modes can be predicted by the bound mode model. In addition to
critical for accurate calculations of power in power conservation we suggest a measure of
absorbing strnctures,[3] and radiation modes can discontinuity of the fields across the interface. For
Influence the calculation of reflection at example, discontinuity in the TE electric field
interfaces. Consequently, there has been an might be written as,
increased Interest in eigenmode expansion
techniques that include these radiation fields. The(f
two most popular means of appending the CF.E + E! - Efdx / ýi'Fdx . Eq.l
radiation field to the bound waveguide mode f
expansion are the improper "leaky" mode
technique[l] and the sampling of the radiation
field by meas of an imposed boundary (such as a where Ei, Er, and Et are the incident, reflected and
metal wall).[2] transmitted electric fields respectively. The

To understand the applicability of "leaky" quantity CE should be zero. If it becomes
mode technique consider the structure shown in significantly larger than zero the expansion must
Fig. ILa. Here a bound mode is used to excite a be considered incomplete, or in some other way
leaky structure of length L, which in turn excites a inaccurate. CE for the two structures mentioned
third structure supporting a single bound mode. above can be seen in Table 1. Here the large CE
The plot Mg. lb shows the power transfered from identifies the error in both structures, whereas
the input mode to the output mode as a function of Power conservation would not.
L The result predicted by the "leaky" mode and The two guides shown in Fig. la and 2a,
that p by metal box technique are seen to represent two regimes. The first is an example of
be equivalent (better that 0.0196). That the the "fight resonance" regime, characterized by
complex leaky solution to the dispersion relation frustrated total internal reflection. In this regime
is an accurate representation in this regime can be the coherent excitation of radiation modes exhibit
understood by examining the excitation of the a slow exponential decay. Therefore the device is
radiation modes as a function of P. the well modeled by using a leaky mode. Further, in
propagation constant. The simple Lorentian this same regime, the slow transverse divergence
dependence on 0 reveals the Fourier relationship of the leaky field makes the calculation insensitive
between the excitation and resulting exponential to the arbitrary normalization which must be
decay.[4,51 imposed when leaky fields are used. Note that as

As an example of a system that is poorly
modeled by leaky modes consider the structure in
Flg2a.[31 When this structure is modeled using Basis (Pr + Pt)/Pi CE
only bound modes, power is not conserved across Bound 3.5911 2.2805
the interface. The plot in Fig. 2b shows the total 0.1552
forward going power as a function of the distance Complete 1.003 0.0007
into the detector region. The excitation of the Bound 1.002 0.8620
radiation modes is shown in (Fig. 2c). The 0.1113 -

absence of the Lorentian form for the excitation Complete 1.003 0.0006
suggests that the radiation field would not be
modeled well with an exponentially decaying Table I
leaky mode. Note that, though in this case power
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the reaoname becomes tighter, the leaky mode difficulties; associated with the divergent, non-
~proximation will become more accurate, while orthogonal, leaky modes.

the metal box technique becomes more
cumbersome,- e as a progressively larger box is References
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In the second example radiation modes are 5. A. IC Chatak,' Opt. and Quan. Elecronics 17
important for accurate modeling of device 311(1985).
absorption. Here, the weak resonances of modes
beyond cutoff are best modeled by using a Acknowledgments
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Introduction

In the integrated optics electromagnetic field problems have to be solved with numerical
methods, where the structure has to be surrounded by a box of metallic or magnetic walls,
whereby box modes can occur and complicate the numerical evaluation. Because these
boundaries must not have any influence on the field distribution, the distance between the
walls must be chosen very large, especially in case of a structure with a weak confinement.
For such a structure the numerical effort is high. In [1] we could demonstrate that these
disadvantages can be vanquished by introduction of special absorbing boundary conditions
(SABC) in the method of lines (MoL) for the analysis of slab wavegnides. Now we will
present improved SABC for the analysis of single or coupled channel waveguides and we will
elucidate the advantages in relation to the hitherto used Dirichlet and Neumann boundary
conditions.

Theory

For the analysis with the MoL [2] we consider
a ridge waveguide as demonstrated in Fig. 1.-- -------------- ------ 3 ,
The potentials .e and #h have to fulfill the -- n-----
Helmholtz equation and the Sturm-Liouville
equation. In the regions at the top and at the --- --------- 4

bottom the local wave equations are factorized f
[3] under utilization of the fact, that the wa-
yes are supposed to fulfill the Sommerfeld's ra- z- y
diation condition [4] at the boundary. After
discretization of the wave equations and of the Fig. 1: Computation window
boundary conditions we express the potentials Oo and ON+, on the boundary through po-
tentials inside the computation window. We obtain the expressions

01h,o = ai+W2+C0

'kh.N+l = -ab/N + bbON-1 + ChikN-2



/!• with
2p2- 1Wd(1 - q2) -3q2h-nif + (p2 -po)ii

FP2 + "Wid(1 q2) -2W

= -b P2 - id(l -q2) - 3 q2flr,'t 1fid(1 - q2) + q2 iif'P2 + q2) - q2 n_ P2 +p2 + d(1 - q 2)i*q*1

and _ = -" (neff -- nt,b)1/ , h = koh. For the parameter combination Po = 1, P2 = 0.75
and q2 = 0.25 the reflection coefficient at the boundary is zero for perpendicular incidence.
The regions in which the SABC are positioned have a lower refractive index than the effective
index. For that very reason the coefficients a, b and c are real. That means, that the SABC
describe the decaying character of the field in an infinite halfspace beyond the boundary.
The combining of the discretized wave equations and the discretized boundary condition run
to the difference operators D and D.:

00 I 0t1, 02 ."'' N- 1, ON ] PN+I (at+ -b t -C

S-1 1 -1 1

h•_•. -1-.. 1

DD
cb bb-b+1

With these difference operators the second derivative with respect to the x variable, which
occurs in the Helmholtz equation is described as

"T2O92h -D tDa Oh

Ph

whereas the second derivative in the Sturm-Liouville equation is expressed in discretized
form by the matrix product:

P.

The further analysis can be accomplished with these matrixes P, and Ph like in [5].
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Results

For the example of the weakly guiding rib wave- w
guide, which is shown in Fig. 2, we will exhi-
bit the advantages of the introduction of the air n=1 dt
SABC opposed to the hitherto used metallic or -
magnetic walls. The fact that the SABC can nnG&A\P
be positioned very near to the film is illustra-
ted in Fig. 3 and Fig. 4, where the normalized /

phase parameter B is presented versus the di- In 3 0
stance d between the film and the wall in the Fig. 2: Rib waveguide with dt = 0.3pm,
substrate for the HE00 - and EHoo- mode. The t = 1.3pm, w = 2.0opm. A = 1.286pm
field distributions in the symmetry plane of the
rib waveguide are illustrated in Fig. 5 for the EHoo- mode for metallic walls respectively

limit value 1.05 1.20

*1.00
SABC 4 2.5X 0.95 metal walls d M110 =

metal walls d SB . 100.90 =
M nlimit value

70.80 0.00 1.00 2.00 3.00 4.00 5.00 6.00
0.00 1.00 2.00 3.00 4.00 5.00 6.00

distance d//Am ON distance d//m IM

Fig. 3: Convergence behavior of the phase parameter Fig. 4: Convergence behavior of the phase para-
B for the HEoo- mode with B0 = 0.18006416 meter B for the EHoo- mode with Bo = 0.14628822
B = ( -. )/(n2 - n2)

meta 1.0

0.8

0.2

•- 0.0

0.0 0.3 0.6 1.6 2.1 2.6 3.6
box width•m -Am

Fig. 5: Normalazed z component of the electric field Fig. 6: Reference contour plot of the z component of
for SABC and metallic walls at the positions 1 and 2 the electric field for metallic walls for d = 6 ism.

SABC at the positions 1 and 2. Here we can see that for SABC already at the position 2,
where the SABC is very close to the film, the field distribution agrees very good with the
reference distribution, whereas for the metallic walls the disturbance is substantial at the
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Fig. 7: Contour plot of the x component of the electric Fig. 8: Contour plot of the x component of the electric
field for metallic walls for d = I po. field for SABC for d = 1 p&m.

position 2. Only for very far distances between the metallic wall and the film the deviation
from the reference distribution will be smaller. Adequate strong disturbances of the field
distributions will be obtained by using magnetic walls. The reference distribution was obtai-
ned by using a metal wall in a distance of d = 6 pm from the film. Fig. 6 shows the contour
plot of the field distribution for the reference case. Fig. 7 and Fig. 8 illustrate the contour
plots for the wall position 2 for metallic walls respectively SABC for the distance d = 1 pm.
Fig. 7 clearly shows that the field distribution is strongly disturbed by the metallic wall,
whereas in case of the SABC in Fig. 8 the field distribution is identical with the reference
distribution in Fig. 6.

Conclusion

The introduction of the special absorbing boundary conditions in the method of lines is
very advantageous because the SABC can be placed closer to the guiding structure, whereby
the discretized area and the corresponding matrices become smaller. With the SABC we
simulate an infinite computation window at the place where they are introduced and box
modes, which complicate the numerical evaluation, don't occur.
These advantages can be favourable utilized for the analysis of optical structures with metal.
At the conference, first results from the analysis of an optical TE/TM mode splitter with
the MoL and SABC will be presented.
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Our goal in this paper is to point out that ultrathin optical films bounded by low-

loss birefringent materials allow an additional type of guided waves that has not been

noticed early. For illustrative purposes, we pay attention here to a film of thickness D of

an isotropic material with refractive index nf, surrounded by an isotropic material with

refractive index n, and a positive birefringent crystal, whose ordinary and extraordinary

refractive indices are n0. and ne,. The optical axis of the crystal is assumed to lie on

the guide plane, forming an angle 0 with the waveguide axis, which corresponds to off-

axis propagation in an X or Y-cut sample. With the exception of on-axis propagation

configurations, waves guided by such an structure are of the hybrid type, with the six

field components.

Integrated optical technology typically employs materials for which n,, > no, >

n,. Nevertheless, our aim here is to point out that when the involved materials verify
n., > n. > n.., the resulting structures allow existence of guided waves for waveguide

parameters below usual cutoff. Above cutoff these waves become the well-known hybrid
guided modes [1], and for D/A -. 0, with \ being the wavelength of the used radiation,
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they become the surface waves guided by the interface between the dielectric materials
forming the substrate and the cover, which have been pointed out by Dyakonov [2].

The effective index N of the allowed stationary guided modes is obtained as roots of
the eigenvalue equation verifying N > n,, N > no, and N > n.,(0), with n,,(0) being the

refractive index for the extraordinary wave propagating in an unbounded crystal. When

fe. > no& > n,, guided propagation requires N > n.*(O), hence existence of guided
modes is governed by the extraordinary-cutoff for radiation to the substrate. Usual
waveguide modes fulfill this requirement, but there is a cutoff thickness (in units of A)
for the guided waves to be allowed. In the case n., > n. > no., guided solutions occur
above both the extraordinary-cutoff to the substrate and the usual cutoff for radiation
to the cover, thus guided propagation requires N > nf(O) and N > n,. The point is
that such kind of guided waves exist for any value of the ratio D/A, provided that a
suitable orientation of the crystal optical axis is taken. This is true even for D/A = 0,
then the waves being guided by the cover-substrate dielectric interface.

Figure 1 shows the allowed values of the optical axis orientation for the guided waves
to exist, as a funtion of the ratio D/A. In our calculations we take the parameters of a
glass film (n __ 1.57), deposited over a crystal quartz substrate (no = 1.544, n, = 1.553),
with a low-alkali, lime-alumina borosilicate (n = 1.548) forming the cover, operating
at A = 589.3 nm. At D/A = 0, the allowed angular interval is nearly centered at
00, which is the orientation verifying n,°(eO) = n,. This interval is extremely narrow,
AO =- 0,2-0, -= 20 x 10-3, although it encreases fast with D/A. As D/A grows, 0,1 -, 00
and 0, 2 --+ 900, with the limiting values being reached at the cutoff point of the TE0 wave
taking place at these symmetric orientations. In Figure 2 we have plotted the effective
index of the allowed hybrid guided wave as a function of the optical axis orientation, for
a waveguide with D/A = 0.2. Dashes indicate the cutoff lines N = n, and N = ne(O).
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Parametric amplifiers have been proposed [1] as an alternative to lumped erbium-doped

amplifiers for long-distance optical pulse propagation in fibers. While filtering techniques

[2] have been demonstrated to suppress the bit-rate limitation caused by the Gordon-Haus

jitter [3] - the random walk of solitons caused by spontaneous emission noise of the erbium

amplifiers, or by initial fluctuations in the soliton parameters - a chain of lumped parametric

amplifiers should have higher possible bit-rates because no such amplifier noise is present [1].

Here, we present a theoretical analysis of pulse evolution in a nonlinear optical fiber where

loss is balanced by a chain of periodically-spaced phase-matched, degenerate parametric

amplifiers. Such a system can be shown to be governed by the equation

vOq iO02 q. 2  I ' IZ5Z-- = j ip--T + ilqJ q + -' q + ' q-,(1

where h(Z/l) and f(Z/e) model both the uniform loss in the fiber and the optical phase-

sensitive gain of the lumped parametric amplifiers. Furthermore, the amplifiers are modelled

as periodically spaced delta functions in which the pump pulses are assumed to be much

wider than the signal pulses and undepleted. As in the case of erbium-doped amplifiers [4],

the length Z in equation (1) has been scaled on a typical soliton period Z0 (e.g., 500 km

for erbium amplifiers [5]); the amplifier spacing Z1 is assumed to be much shorter than this
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length (e.g., 33 km [2]). Mathematically, we set Z/Zo = el where e < 1 and I is an 0(1)

quantity.

We perform a multiple scale expansion in the fast length scale • = Z/E, the soliton

period Z, and the slow length scale e = cZ. This expansion is similar in spirit to the

Lie transform method for the guiding-center soliton [4]. After a few amplifiers, the pulse

locks onto and follows the phase of the amplifiers, i.e., q = R(Z, e, T)eieP(Z)/ 2 (while the

phase in quadrature to that of the amplifier decays exponentially with distance). Solvability

conditions show that M = 0; therefore, unlike erbium-doped amplifiers [4], no evolution
Oz

occurs on the scale of the soliton period Zo. In this case, evolution R(ý, T) occurs on the

longer length scale ý (e.g., 7500 km if the soliton period and amplifier spacing are as indicated

above) due to amplification in one quadrature and attenuation in the other.

Higher order solvability gives the evolution equation

2 tanh(ri)OR 1O4R x82R (f!.+ )

Sa" + n4 48T4 2/" 0T2 + 4

Ar3+ 02R5+ 3 R(R) +0 4R22 =0, (2)

where O(Z) E xZ, the Ai's depend on the parameters r and 1, and r2 is an O(02) deviation

from an exact balance between amplification and decay. As a preliminary investigation

of pulse stability, we examine the above equation for small amplifier spacing 1. Although

this is perhaps somewhat unrealistic physically, it is mathematically convenient since simple

solutions of (2) are known in closed form in this limit. We therefore expand r 2 = y1l +

7212 + ... and R = Re + IR, + ... , collecting terms with equal powers of l to determine

stability. The leading order steady-state problem has a hyperbolic secant solution of the

form Ro = AsechAT where A = x2. This agrees with what is expected physically as the

amplifier spacing I approaches zero.
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Second-order perturbation theory shows that -tj = 0 and that there is a critical value

of the parameter -2 (-y = -1.48A'r 2 ), above which pulse solutions are stable. Numerical

analysis is in progress to determine the full range of stability for the nonlinear evolution

equation. This preliminary analysis, however, strongly indicates that this equation will have

stable, steady-state pulse solutions (in an appropriate parameter range), and that within the

stability regime, initial pulses will decay exponentially onto the stable solution in an entirely

local manner due to the diffusive nature of the envelope equation; this is in contrast with

the stability of erbium-doped amplifier systems where steady-state soliton pulses are reached

via the shedding of dispersive radiation.

This work was supported in part by the AFOSR, DARPA, NSF and ONR.
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Accurate single-mode waveguide geometry is determined for heterostructure ridge
waveguides in A1GaAs/GaAs using a semivectorial finite difference technique. The
results are compared with the effective index method.
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Ridge waveguides are widely used in integrated optics and optoelectoic devices
for their two-dimensional (2-D) mode confinement and simplicity of fabrication. For
most applications, ridge waveguides are required to operate as single-mode guides and
hence there is current interest in different modeling techniques to accurately design
"single-mode structure. Unlike circular waveguides with radial symmetry, for example
optical fibers, where a single V parameter is sufficient to determine single-mode design,
the effective cross-sectional waveguiding area of a ridge guide is usually asymmetrical
about the lateral direction resulting in asymmetric modal field distributions about this
direction. Thus, determination of accurate single-mode ridge waveguide geometry is not
straight forward and requires the solution of the 2-D wave equation satisfying the
boundary conditions.

In this paper, we use a semivectorial finite difference method (SFDM) to show
that for a 3-layer double heterostructure ridge guide with a ridge width not too large
compared to the wavelength of operation, operates initially as a multimode guide for
small ridge heights. The guide becomes single-mode for a range of larger ridge heights,
and then becomes multimode again with further increases in the ridge height, before
becoming cutoff.

M. W. Austin [1] observed a similar behavior in 2-layer rib guides using the
variational technique. He also demonstrated experimentally that the number of modes in
such guides decreases with increasing rib height, and at some point the structures become
single-mode and then cutoff with further increases in the rib height. In contrast, the
waveguide in our investigation has both upper and lower cladding, and therefore, the
optical confinement is able to increase within the ridge even when it is etched slightly
beyond the guide layer. Hence, as the etch depth is increased beyond the single-mode
range, the guide becomes multimode again before becoming cutoff. We also show that
although the effective index method has been shown to produce modal refractive indices
in good agreement with those from other more accurate methods, it fails to predict this
single/multimode behavior of ridge guides.

The AlGaAs/GaAs ridge waveguide geometry which we investigate at 0.83 gm
wavelength, is illustrated in Fig.1. Such structures are often used in waveguide devices
such as phase modulators, couplers, and interferometers to achieve high-speed and high
modulation efficiency characteristics [2, 3]. The epitaxial layer design was optimized to
achieve low loss at this wavelength and a propagation loss of only 1.0 dB/cm was
measured for single-mode waveguides fabricated on gas-source MBE-grown wafers,
despite the high aluminum concentration in the layers.

The SFDM technique, employing the closed boundary condition, is used to solve
the guided modes and their field distributions in the ridge waveguide for various ridge
heights H, and widths W. In this boundary condition approximation, the optical field is
set to zero at the outer boundary of the finite difference grid box, which introduces a
small error since the array size is large compared to the ridge width. A 22X22 array is
used with x and y grid spacings of 0.20 and 0.16 gm respectively. The modal effective
indices only decrease by - 0.0005 when the array size is increased to 44X44 with x and y
grid spacings of 0.1 and 0.08 gnm respectively. The single-mode ridge width, W, = 2.4

.un, is first determined by analyzing structures of different ridge widths at the etch depth
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S144 L" m. This depth is chosen to achieve appreciable confinement within the ridge
itwe by partially ching the guide layer

In order to determine the range of etch depth for which the structure in Fig.I is
single-mode, H is varied from 0.16 to 1.92 $m= in increments of 0.16 pro, keeping W
fixed at 2.4 lIm. A ridge waveguide structure with a small ridge height has a large
effective cross-sectional waveguiding area that spreads out of the ridge in the lateral
direction which can allow for several modes to propagate. As the ridge height is
incrased, the effective cross-secional area gets smaller and becomes concentrated only
under the rdge, allowing propagation of only the lowest order mode. If the ridge height
is increased further by etching beyond the guide layer into the lower cladding, higher
order modes are again allowed to propagate becuase confinement within the ridge
becomes very strong. This behavior is observed from the SFDM calculations which is
shown in Table L

Table L Modal Effective Indices of TE Modes Calculated Using SFDM

Rig Height DOWm ner ndT n.0s

0.16 3.433M30U- 3.4281661 3.421782 -
UN3 3.433305 3.42816612 3.421782336 -

0.48 3.43330528 3.428166190 3.421782336 -
0.64 3.43330532 3.42816ý6255 3.421782341 -

S0.80 3.43343105 3.42902553 3.424652759- 3.419919928
0.96 3.433308903 3.42817753 3.421795846-

S1.12 3.4327541 8 3.426061451 3.418559717-
1.28 3.432287881 3.423973807-
1.44 3.431961705 3.422402783u1.60 3.4270511 --

' 1.76 3.43168757 M.41106434
1.92 3.43165767 3.420968863 -

These calculations indicate that the ridge structure is single-mode approximately
in the range, 1.44 pm < H < 1.76 prm. As H is increased beyond 1.60 gm, the ridge
waveguide again becomes multimode due to higher mode confinement. The modal field
distribution of the fundamental mode of the single-mode structure at H = 1.60 grm, is
shown in Fig. 2. The field distributions for H = 1.92 gm, supporting two modes are
shown in Figs. 3(a) and 3(b). If H becomes very large, the waveguide will eventually
become cutoff because much of the optical energy will then be radiated in the etched
region.

The effective index method (EIM), however, does not show this behavior because
it is not valid for guides with strong mode confinement, or those near cut-off [4]. The
EIM calculations suggest that the structure in Fig. 1 is single-mode upto H = 0.8 jm,
supports two modes in the range 0.8 pm < 1 1.28 jim, and supports three modes at H =
1.44 pm, becoming cutoff beyond H > 1.44 Pm. The modal effective indices are in good
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agreement with those from the finite difference method only in the range 0.8 ptm 5 H 5
1.28 pim. As seen fom the finite difference results, this is not the single-mode range for
the structur in Fig 1, and hence the effective index method does not appear to be useful
for designing sigl-moehe;aZutr ridge waveguides.

In conclusion, we have carried out an investigation on the number of guided
modes supported in typical 3-layer heterostructure ridge waveguides, and determined the
accurate singemd ridge waveguide geometry. We have shown using the SFDM, that
in a double teserstructure ridge waveguide of fixed width and layer structure, the guide
is intalyiultimode for small ridge heights, single-mode in a small range of larger ridge
heights, and multimode again whnte ridge height is further increased. Similar
behavior was observed in 2-layer rib guides by Austin [1]. From the comparison of the
SFDM and EIM results, we conclude that the effective index method is not suitable for
determining accurate single-mode ridge waveguide geometry.
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The effect of self-trapping and self-focusing of light beams in
nonlinear media was predicted in the early 1960s (1,2]. The evolution
of light beams in self-focusing media has always been described by the
nonli-near Schroedinger equation (NLSE) ever since the very first
works devoted to this question [3,4]. It takes the diffraction and
nonlinearity into account in a simple way, and describes the field
evolution with high accuracy, unless time dependence and dispersion
are involved [5]. Thus, the NLSE is a convenient approximation; it
provides the possibili-ty of using a powerful tool such as the inverse
scattering method [6] for its investigation. In fact, a variety of exact
solutions can be obtained for the I-D NLSE using even simpler
approaches [7]. This equation, with variable coefficients adjusted for a
layered medium, has been used widely for describing nonlinear wave
propagation in optical waveguides and interfaces [8]. It is also
important to note that many fast and convenient calculation methods
have been developed [9] for numerical simulations of solutions of the
NLSE

Unfortunately, this equation has limitations which have not been
discussed before, and which are connected with the approximation of
slowly-varying envelope. As can be seen in what follows, some physical
implications of this equation can even be misleading and turn out to be
at odds with the general theory of wave propagation. Moreover, the
NLSE has an infinite number of conserved quantities [6], but none of
them has a clear physical interpretation-at least for the problem of
beam propagation. The question arises: is approximation by the NLSE
good enough to describe nonlinear guided wave phenomena in their
full complexity?

We show here that the NLSE is a good approximation unless
stationary (in longitudinal direction) solutions (like self-trapping [2]
and stationary nonlinear guided waves [8]) or solutions close to them
are considered. If the beam has any longitudinal variation during
propagation, as happens in most cases of interest, then the equation
should be completed by an additional term describing longitudinal field
oscillations. This additional term allows us to present a clear physical
interpretation of the conserved quantities involved.

We start from the scalar wave equation for a two-dimensional
field E(x,z) in a medium [10]:
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En + Exx -(x,IEI) Ett = 0 (1)

C2

where subscripts indicate derivatives, E is y-component of optical field,
and e(xIEI) is the intensity-dependent dielectric permittivity where

e(x,[EI) = ej(x) + a(x)IE12. Here £I(x) is the linear part of the transverse
profile of the dielectric permittivity of the layered medium, and a(x) is
the transverse profile of the nonlinear susceptibility. The field, which
also has x and z components of the related magnetic field H, is assumed
to be stationary (in time) and monochromatic E = W(x,z) exp(-itot). For
convenience we normalize the coordinates x,z using the freespace
wavenumber k=colc:

iZZ + WXX + E(x) •j + a(x)IivI 2 jV = 0 (2)

We seek a solution of Eq.(2) of the form:
W(x,z) = B(xz)ei9(z) (3)

We assume that the envelope function B(x,z) is slowly varying, and that
all fast oscillations are included via the phase function 4P(z). Usually, in
the approximation of slowly varying amplitude, we set (p(z)=I3z+9po, with
1=const. In this case, if this approximation is used for numerical
simulations, then fast oscillations are implicitly included in the function
B(x,z). However, the second derivative of this function is then not small,
and cannot be dropped completely.

Of course, there is some degree of arbitrariness in extracting the
fast oscillatory part from the function B(x,z). This is especially so if the
beam divides into two during propagation. In this instance it is more
convenient in numerical simulations to keep 13 constant, as is usually
done. On the other hand, the correct separation produces physically
important consequences, as we now show.

We suppose that we have only one beam as a solution of Eq.(1),
so the function IB(x,z)l has only one maximum at any fixed z and that it
approaches zero at x=infinity. Substituting Eq.(3) into Eq.(2) we obtain:

B. + Bxx + 2iqpzBz + ikp.B - qWB + ej(x)B + a(x)IBI2B = 0 (4)
The term Bzz can be omitted from Eq.(4), as is usual in the

slowly-varying amplitude approximation. However, this can only be
done if B(x,z) does not include any fast field oscillations in the z
direction. With our assumption, the rapidly oscillating part of the
solution is included via the function (p(z) in such a way that the
function B(x,z) maintains constant phase - at least at the center of the
beam where IB(x,z)l has its maximum. If the beam center is located at
x=0, for example, then we can define the function p(z) such a way that

arg[B(x=0,z)]=const (5)
where B(O,z) has been written as IB(O,z)l exp[i arg B(0,z)]. This in turn
means that the ratio of imaginary to real part of B(0,z), i.e.
Im(B(0,z))/Re(B(0,z)), remains constant.
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We should remember that these oscillations can appear in a
solution as z changes, even if we have 13=const at z--O. This will happen
if the boundary condition B(xz=O)=f(x) does not coincide exactly with
the solution of Eq.(4) which does not depend on z at all. If we include
oscillations along z into the exponential factor of Eq.(3), and apply (5),
then we must still retain the influence of this oscillatory part in the
term with second derivative pzz from Eq.(4).

Let us define the function 1 as:
P(z) = (o~z (6)

This is the instantaneous propagation constant at a given cross section
z. Now we can write Eq.(4) in the form:

2i13Bz + iNzB + Bxx- -2B + ei(x)B + cx(x)IBt2B = 0 (7)

In the case of constant 5, this equation obviously coincides with the
standard NLSE for studying the propagation of nonlinear guided waves.
The second term in Eq.(7), which can be of the same order as the first
one, makes it different from the usual NLSE.

Now let us turn to physical differences which appear when we
take this term into account. Consider, for example, the invariants of

Eq.(7). By multiplying Eq.(7) by B*, taking the complex conjugate of this
expression, and subtracting and integrating, we obtain:

AL (D) = 0(8)
dz

where I is the energy invariant for the standard NLSE:

I = J IB(xz)12 dx (9)

We can see now that the product 51, rather than just I, is the

conserved quantity during propagation:

3(z) I(z) = const. (10)

This product Sz = PI is proportional to the integrated energy flow [11]
in the z direction, i.e. to the z-component of Poynting vector S=ExH
integrated over the cross section. It can also be called 'power' [111 or
'power flow' [12] crossing a given surface z=const. This is the result
which we would expect physically, because in the general theory of
wave propagation, the energy flow is the quantity which has to be
conserved in media without gain or loss. However, in the standard
approximation by NLSE, this conservation law is incomplete, and only
the 'energy integral' I is conserved, as rapid oscillations are neglected
when the term Bzz is dropped. Of course, in the case of constant f0, the
energy invariant I itself is conserved. This can happen only for
stationary solutions of Eq.(2). But in that case it is a trivial result, as the
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function B(x) itself then does not depend on z, and so neither will any
integral of it.

Let us now consider the second quantity conserved in case of

NLSE, namely, the Hamiltonian. By multiplying Eq.(7) by dB*/dz, taking
the complex conjugate of this expression, and adding and integrating
over x, we obtain:

"ijdx N(BzB -BzB) - 2Jdx 55zl BI 2

f41

-22

The sum of integrals in (11) is proportional to the energy density of the
optical field integrated over x per unit z. The first two terms are the
part of the energy density connected with the x component of the mag-

netic field (I-). These two integrals becomes zero when j3=const. in the
standard NLSE approximation. In this case the third integral is conser-

ved along z. If Pz is nonzero, then the whole expression (11) cannot be
represented in the form of a conservation law. The consequence is that
the Hamiltonian (the third integral in (11)) is no longer conserved.

In conclusion, we have shown that the standard approximation,
which uses the NLSE and is employed in the analysis of nonlinear self-
focusing and self-guiding, should be completed with an additional term
which takes into account the variation of the propagation constant
along the propagation direction.
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Active components on glass and lithium niobate substrates have been fabricated by

combining passive waveguides with an overlay of grafted semiconductor material for optical

detection applications1 . To improve the overall coupling from an optical fiber to the detector,

a vertical directional coupler that transfers power from a buried waveguide (with a minimal

insertion loss) to a surface waveguide was recently proposed and demonstrated using a field-

assisted K+-ion exchange in glass2 . Though this scheme works well for vertical coupling

of light to the detector, its efficiency is impaired by the presence of a thin layer of low

index amorphous material at the semiconductor/waveguide bonding interface3 . An effective

way to avoid this problem is to use edge coupling to the detector which can be achieved

by cladding the waveguide/detector structure with a dielectric thin film of refractive index

higher than that of the waveguide4 . Here, we report preliminary results on the fabrication

and measurement of a vertical directional coupler that is clad with a sputtered Coming 7059

glass thin film to take advantage of this edge coupling scheme. In addition, we compare

the experimental to the theoretical results obtained using a finite-difference vector beam

propagation method5 (FD-VBPM).

The dielectric-clad vertical coupler, comprised of two parallel slab waveguides (see Fig.

1), was fabricated by a three-step electric field-assisted K+-ion exchange in soda-lime glass2.

The single-mode buried guide 2 was made by a two-step exchange, using an applied field of

20 V/mm and exchange time ti = 15 sec in the first step, and 100 V/mm in the second step
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with exchange time t 2 varying from 2 to 3 min. The single-mode surface guide 1 was made

by a one-step exchange with 20 V/mm and t3 = 5 sec at a constant temperature of 385°C.

These fabrication conditions provide for longer coupling lengths (340 - 380 pm) than our

previous results2 (200 - 280 pm). The cladding layer is formed by plasma sputtering with a

Corning 7059 glass target under the conditions of 12 psi Ar/0 2 (4:1 mixture) gas pressure

and 20 W rf power. The refractive index, nc, and film thickness, t, are measured by prism

coupling and a surface profilometer, respectively.

The TE and TM effective indices of the even (Nev,,) and odd (Njdd) mode m-lines

were measured by prism-coupling at A = 0.633 pm with an error of ±2 x 10'. The coupling

length L, can be deduced from the mode-index measurements. The relative intensities (power

ratios) of the normal modes are measured with an IR vidicon and oscilloscope. An input lens

was used to excite both modes simultaneously yielding a streak of periodic dots, representing

power transfer2. In addition, we determine the coupler's potassium concentration profile

directly using an electron microprobe. Prior to measurement, the surface of the (unclad)

coupler is tapered by careful polishing to expose the varying potassium concentration with

depth (z) using an angle-lapping technique with a taper angle of about 20. The measured

concentration profile, shown in Fig. 2, shows the surface and buried waveguides of the

coupler with a large overlap between them.

For the coupler fabricated with t2 = 2 min. and dielectric-clad with n, = 1.545± 8 x 10-4

and t = 0.1310.04 pm, the measured coupling lengths for both TE and TM modes are almost

identical to those of the unclad coupler, within experimental error. The coupling length is

also determined theoretically with the FD-VBPM for varying cladding thickness, as shown

in Fig. 3. Modelled results predict an increase in the coupling length with the cladding

thickness, as expected, since the peak of the field is being pulled up toward the waveguide-

cladding interface, as shown in Fig. 4, thus providing for an improved edge coupling to the

detector. For thickness values below 0.1/sm, there is negligible change in the coupling length

which is in agreement with the measured sample (t = 0.131pm). Further experiments with

thicker cladding layers and more accurate modelling are being pursued with results to be

presented at the meeting.
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Fig. 1 Dielectric-clad vertical directional coupler used in waveguide-detector geometry
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Waveguides doped gain active medium offer possible means of incorporating
light sources and amprifiers into integrated optical circuits for comunications and
sensor applications. In particular, the mediums that with wide gain bandwidth such
as dye and Ti doped saphier are atractive for wavelength tuning. Dye is one of
considerable mediums for the gain medium because there are many applicable
materials from UV to near IR wavelength range, and they can be easily doped into
organic and inorganic glass thin films. There are several reports for tunable
operation of waveguide dye lasers with distributed feed back (DFB) using etched
periodical grouves or interference fringes of two pump beam on a waveguide [ 1-4].
These lasers are, however, difficult to obtain stabilized single mode operation in
comparison with distributed Bragg reflector (DBR) lasers especially in pulsed
pumping. In this paper, we report successful single mode operation of a waveguide
dye laser with second-order DBRs in pulsed pumping and its wavelength
tunability. PUMPING BEAM

GAIN ACTIVE

REGION

LASER OUTPUT

DYE DPDDISTRIBUTED

POLYMER FBRAGG REFLECTOR

SUBSTRATE

Fig. I Fundamental structure of the DBR dye laser
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The fundamental structure of the laser is shown in Fig.1. We determined
parameters of the DBR laser to obtain a single mode operation around 620nm for
the fundamental TE mode. A dye (Kiton-Red 620) doped polymethylmethacrylate
(PMMA) film (nf=1.49) and qartz (ns=1.46) were used as guding layer and
substrate respectively. In the film of 1.2um thickness (effective index of the
waveguide was 1.48), the period of DBRs was determined to be 419nm because of
the second-order Bragg condition. The lengthes of two DBRs were determined to
be 0.8mm, and 0.5mm respectively, and 0.lum. These DBRs were designed to
have 100% and 99.3% reflection ratio of guided power in 0.5nm bandwidth. In this
case, we did not take into account of first-order radiation loss of the DBRs pointed
out and analyzed by Streifer et al.[5J so far. Thus, in order to produce longitudinal
single mode operation, we determined the required separation of the DBRs (cavity
length) to be 0.28mm.

We created the laser as follows. First, we fabricated the DBRs on the quartz
surface using holographic exporsuring and reactive ion etching techniques. The
SEM photograph of the grating is shown in Fig 2. Then, the laser was completed
by coating the dye doped PMMA film on the substrate with a dipping method. This
laser structure enables us to refresh the dye repeatedly with simply removing the
film with a solvent.

616 617 618 619

WAVELENGTH (nm)

Fig.2 SEM photograph Fig.3 Characteristic of
of the grating DBR cavity

We investigated characteristics of the ---ond-order DBR cavity by measuring
transparensy and radiation of the first orde iction using cw dye laser and prism
coupling method.As shown in Fig. 3, band aninated characteristic within 0.5nm
bandwidth of the DBR cavity was observed. At the eliminated wavelength, we
observed reflected streak. We also observed weak radiation from the DBR due to
first order diffraction through all wavelength.
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By pumping the dye in the cavity with 532nm laserbeam(2nd-harmonic of Q-
switched Nd:YAG laser) that was focused on the cavity from the direction normal
to the surface of film, we observed guided laser output through a rutile prism
output coupler. The absorbed pump power exeeded 21W in the film. The laser
output power versus absorbed pump power is shown in Fig.4. The guided mode
was TE fundamental mode for a poralization in the pump beam parallel to the
groove of the DBRs. As shown in Fig.5(a), we estimated that the laser operates in
single mode at 618.6nm wavelength with 0.07nm linewidth by observing the
spectrum of the lightwave. The linewidth was obtained from a coherence length of
5.38mm measured by Michelson interferometer. From a pulsed waveform
(Fig.5(b)) with 23ns width and 4ns period of modulation due to pump source
characteristics, we believe that the laser is applicable for signals with higher than
repitition rate 230MHz. After pumping around 9,000 pulses, the output power
decayed to a half.

Linear tuning of the lasing wavelength is possible by changing the cavity length
and period of the DBRs in a same ratio. Therefore we changed these parameters by
compressing the qartz substrate with a piezo actuator. Linear tuning characteristic
was obtained as shown in Fig. 6. The linearlity was due to the elastic modulas of
qartz and small size of cavity. In this case, break down pressure of the qartz is a
limitation of tuning.

In conclusion, we have described the characteristics of a tunable second-order
DBR dye laser using a waveguide of the Kiton-Red 620 dye doped PMMA film on
a quartz substrate. The laser can generate a guided wave of 618.6nm in a single
mode, and can tune r-, sing wavelength in the range of 0. lnm.

30

0 170
0

0 20 40 60 80 100

ABSORBED PUMPINtO POWER (W)

Fig.4 Laser output power versus absorbedpump power
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1. Introduction

A reflection-mode spatial light modulator (RSLM) with a high bandwidth, a
large cont t ratio, and low power consumption will have great potential for use in
free space optical interconnects. Reflection-mode devices modulate the intensity of
the reflected light and could possibly be used to optically interconnect internal
nodes of a transmitting chip to internal nodes of a receiving chip. Existing electro-
optic materials do not allow for a RSLM with all of the above characteristics. As a
result of material limitations, current RSLM designs must incorporate performance
tradeoffs. The performance of Fabry-Perot (FP), surface plasmon (SP), and long

range surface plasmon (LRSP) thin film nonlinear polymeric reflection modulators
are analyzed here.

2. Motivation

Nonlinear polymers are a desirable material for the electro-optic dielectric
layer in a RSLM because the nonlinear polarization is primarily electronic in
nature. This fact, combined with a low dielectric constant, can produce a RSLM
with a bandwidth in the gigahertz range and low electrical drive power. Other
electro-optic materials most often used in spatial light modulators (SLMs) include:
liquid crystals (1], PLZT [2], and multiple quantum wells (MQW) [3]. Liquid crystal

SLMs exhibit high contrast ratios but are slow because the molecules must rotate to
physically align with the applied electric field. Si/PLZT SLMs have a bandwidth
limited by the high capacitance of the structure due to the large relative dielectric
constant (e.g., er=570 0 ) of PLZT. MQW SLMs are based upon quantum confined

electro-absorption effects and have been the subject of recent interest. These MQW

structure are grown with well established molecular-beam epitaxy or metallo-
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organic chemical vapor deposition techniques, which require fabrication steps

significantly more complex than the polymeric structures investigated here.

Another alternative is optical interconnect architectures that incorporate vertical-
cavity surface-emitting lasers [4]. This approach could be very promising if the

large electrical drive powers could be reduced.

Using an organic polymer in a RSLM has several advantages over the other

electro-optic materials mentioned. First of all, polymers are suitable for monolithic

optoelectronic integration. Fabrication of polymer structures is straightforward

because the polymer can be spun-cast onto substrates. Since most integrated

circuits are silicon based, it is important that the processing of the polymer is

compatible with silicon processing techniques. Secondly, orientational order can be

achieved in the polymer film by techniques such as poling, Langmuir-Blodgett, and

self-assembly. In the case of poling, a large electric field is applied across the thin
polymer film, which is at an elevated temperature. A noncentrosymmetric film with
oomm symmetry is produced. Poling can produce nonlinear polymer films with
linear electro-optic coefficients approaching 100 pmN. It should be noted that the

use of nonlinear polymers in optical devices is an emerging field. As refinements
are made in material synthesis and orientational techniques, it is expected that the

linear electro-optic coefficients will continue to increase.

3. Polymeric Modulator Performance

The FP structure consists of a thin gold layer, a nonlinear polymer layer, and
a thick gold electrode. Our group demonstrated experimentally the feasibility of FP
reflection-mode polymeric modulators for optical interconnects, as well as a

technique for material characterization [5, 6]. The SP structure consists of a high
index prism, a thin gold layer, a nonlinear polymer layer, and a thick gold electrode.

In surface plasmon structures, the high index prism is required to excite surface

plasmons via the method of attenuated total reflection. SP modulators using liquid

crystals (1] have been fabricated. The LRSP modulator structure is the same as the
SP structure except for a dielectric coupling gap located between the high index

prism and the thin gold layer. LRSP modulators vsing electro-optic crystals [7]
have been proposed but not implemented. In this paper, we will present

experimental evidence of a polymeric electro-optic LRSP modulator.
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Theoretical reflectance and modulation response for the FP, SP, and LRSP
modulators have been numerically analyzed with a theory that accounts for layered
media, modified for the anisotropy of the nonlinear polymer film. The definition for
modulation used here:

Rmax + Rmin

is consistent with the standard used in communication theory. The magnitude of
the maximum modulation for the three typical modulator structures is plotted
versus r33V in Figure 1.

4. Discussion

The modulation of the LRSP modulator is approximately three times larger
than the FP modulator and eight times larger than the SP modulator. From Figure
1, it is clear that the modulation depends upon the quantity r33V. If these reflection

modulators were used to optically interconnect internal nodes of a transmitting chip

to internal nodes of a receiving chip, it is likely that the voltage on these nodes will
switch between 0 and 5 volts. If a polymer with r33 -100 pm/V is developed, the

modulation produced by all three structures could be detected with simple detection

techniques. In terms of fabrication and implementation complexity, the FP
modulator is the most attractive of the three structures since it does not require the
use of a high index prism. However, if r33 <30 pm/V, the LRSP modulator becomes

a more attractive structure because the sharp resonance in the LRSP reflectance

curve provides the largest modulation.

References

[1] E. M. Yeatman and M. E. Caldwell, "Spatial light modulation using surface plasmon

resonance," Appl. Phys. Lett., vol. 55, pp. 613-615, Aug. 14, 1989.

[2] S. H. Lee, S. C. Esener, M. A. Title, and T. J. Drabik, "Two-dimensional silicon/PLZT spatial

light modulators: design considerations and technology," Opt. Eng., vol. 25, pp. 250-260, Feb. 1986.

[3] RP-H. Yan, R. J. Simes, and L. A. Coldren, "Surface-normal electroabsorption reflection

modulators using asymmetric Fabry-Perot structures," IEEE J. Quantum Electron., vol. 27, pp. 1922-

1931, July 1991.



IMB17-4 I 71

[4] C. J. Chang-Hasnain, J. P. Harbison, C.-E. Zah, M. W. Maeda, L T. Florez, N. G. Stoffel, and

T.-P. Lee, "Multiple wavelngth tunable surface-emmiting laser arrays," IEEE J. Quantum Electron.,

vol. 27, pp. 1368-1376, June 1991.

[5] C. A. Eldering, S. T. Kowel, M. A. Mortazavi, and P. F. Brinkley, "Electrooptic polymer

materials and devices for global optical interconnects," Appi. Opt., vol. 29, pp. 1142-1149, Mar. 10,

1989.

[61 D. Yankelevich, A. Knoesen, and C. A. Eldering, 'Reflection-mode polymeric interference

modulators', SPIE, vol. 1560, pp. 406-415, 1991.
[7] J. S. Schildkraut, "Long-range surface plasmon electrooptic modulator", AppL Opt., vol. 27,

pp. 4587-4590, Nov. 1, 1988.

0.16

0.14 -
LRSP

0.12 -

0 0.10

S0.08

0.06-

0.04 -
-

0.02 SP

0.00 1
0 100 200 300 400 500 600

r3V (pm)

Figure 1 - Theoretical modulation comparison of Fabry-Perot (FP), surface plasmon (SP), and long

range surface plasmon (LRSP) polymeric reflection modulators. The FP structure consists of a thin

gold layer 48 nm thick, a nonlinear polymer layer 2000 nm thick, and a thick gold electrode. The SP

structure consists of a high index prism, a thin gold layer 48 nm thick, a nonlinear polymer layer

1000 nm thick, and a thick gold electrode. The LRSP structure consists of a high index prism, a

dielectric coupling gap 650 nm thick, a thin gold layer 20 nm thick, a nonlinear polymer layer 1000
nm thick, and a thick gold electrode. The refractive indices used are hA. = 0.217 + 3.425i for the
gold, ndp = L52 for the nonlinear polymer, np,.. = 172 for the prism, and ndjjgic = L52 for the

dielectric coupling gap.
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Since first proposed as a total internal reflection (TIR) device in 1978 [1, X-branch waveguide devices have
been studied extensively [2]. Their characteristics in terms of the extinction ratio, insertion loss, device dimension
prove to be very attractive. The widened X branch (Fig 1) offers the additional advantage of a simpler fabrication
process, as there is only one step involved in the ion-exchange. However, in the commonest two mode
interference operation region, the requirements on the design parameters of a widened X-branch type
demultiplexer are tight, when one wants to achieve wavelength demultiplexing 131, specially in a device made in
a glass substrate, which allows little possibilities of an electrooptic adjustment. To find the best point for
demultipleuing one can use, the following parameter R [4]:

R = AP -= 1.31 prm) / A 0P4 = 1.55 pm) (1)
R - ( 2mx -24,) / ( (2m-1): - 24, ) (2)

Where A P• is the difference of the propagation constants between the even and odd mode in the central region.
It depends strongly on the width w and the diffusion time used for the ion exchange t,. 24mV is the phase angle
difference between these two modes in the tapered regions.24D, depends very weakly on t, and w, but strongly
on the branching angle a. Demultiplexing operation is obtained when both equations (1) and (2) are satisfied.
For a given w and a, there is only a discrete set of the number m of coupling length 1,, diffusion times t and
lengths L ( L = (2iax - +, )/A 0, ) to yield solutions.

Numerically, we used both the effective index method ( ElM ) plus the Yajima's method (YM) [51 and the
EIM plus 2D FD-BPM [6] .When using the EIM we applied a Runge-Kutta scheme [7] for calculating the
effective index in the depth direction, and the Yajima for calculating 4t. In a first approximation, for the purpose
of a simple comparison between the two methods, we did not take into account side diffusion effects in our
modeling of the index profile. We considered only the TE modes for which accurate datas are available for the
index values at 131 and 1.55 pm [8]. From Table 1, we can see that the results from the two methods agree well.
The small numerical discrepancies are most likely due to the fact that the BPM takes into account the radiation
modes excited along the structure whereas the YM does not.
The apparence of radiation modes associated with a large branching angle or poor confinment of the modes, as
revealed by the BPM, does not just simply increase the scattering losses of the structure but also reduces channel
isolation as some radiated power is coupled back into the guided modes in both branches ( see Table 2).
The best design results using the BPM are shown Fig 2 ab.

The first problem to solve when one wants to design an X branch, taking into account side diffusion effects,
"to find an accurate model for the effective index profile in the transverse direction. Around the merging point

of the tapered regions we cannot simply add up the index profile functions of the two separate waveguides to
find the index profile of the whole struture [9]. Assuming an erf type function for the channel index profile
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including side diffusion, we used like Feit 110], the following normalized model for the transverse effective index:

Neff(x) - (N(x+s/2) + N(x-s/2) - N(-) ). N(0) / max(Neff(x)).

with N(x) = N(-) + { A ( N(O) - N(-)) (erf( (x+w/2)/D,) - erf( (x-w/2)/DJ)) / 2erf(w/2D1 ) }

N(..),N(0) are respectively the effective indices calculated in the depth direction for x = --,0, D. is the diffusion
constan in the transvse direction ( D.= DY -D as the glass is assumed isotropic ). (see Fig 3).
Considering this model, the values of the design parameters are dramatically changed in comparison to the
approach neglecting side diffusion. First of all the diffusion time must be slightly smaller if we want to stay in
a pure two mode interference operation region (see Fig 4). Moreover, R is significantly changed (see Fig 5) even
though the propagation constants calculated by both models stay close. Variations in *, ( calculated by BPM )
are small. This leads to a very different design. It is not surprising: discrepancies as small as 0.0005 in the
propagation constants are not negligible in terms of the phase delay when the average length of the device
(L-3000 pm) is considered.

In conclusion, we have examined the performance characteristics of a widened X-branch demultiplexer made
by K÷ ion exchange in a soda-lime glass substrate, employing the EIM and a 2D-FD-BPM scheme. In the case
of step index boundaries for the channel guide, the new scheme has been tested against the YM with good
agreement. We shall present the optimized device performance figures for this demultiplexer with the inclusion
of side diffusion effects. Fabrication of the device using the optimized design data is also being planned.
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Extinction ratio (dB) Radiation Loss (dB)
( 10 1os(PJ P. ) (10 Iog(l-e p )

EIM+YM EIM+BI3'tl 1,:l.31prn 1.:l.55pmn A=l..1AIII A=l.S, jzn

t.(-n) L(pmn) t,,(-n) L(prn)

a-t.2 ,w=t).4prmju4 267 3960 272 vM860 =].2 ,w=b.4 tn,.m=4 23 -24 -7 -43
1 .w 6.3.ni =4 256 3660 2-) 3MAX) = I -,w=6..3pm,m=4 35 -27 -13 -15

g=..5,w=64pm,rn=6 2A4 5490 28 545A) a=0.5-,w= 6
.4pm,mf6 43 -33 -15 -1')

P, Normali;,ci output Power in branch 4

Talbli I Comparison between ElM and FD-BPM P. = Normaliicd output Power in branch 3

Table 2: Extinclion ratio vs branching anglc

FiýT' Widened X-Branch demultiplexera0

C.p

I w4

Ss.a pm

Fig 2: a,b BPM results with a =0.5-,W=6.4 I1m,t, ---272 minutes at 1.31gm (a) and 1.5%pm (b)
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Introduction:

Surface plasmon sensors are used in chemical, gas, and bio-sensing applications. Detection is

based on changes in the permittivity of thin interfacial layers', 2. Most surface plasmon detection

configurations require expensive optical equipment and a stable optical bench. Thus, surface plasmon

sensors have for the most part remained in laboratory environments. The sensors employ a beam of

transverse magnetic (TM) polarized light incident through a substrate onto a thin metal film, e.g. Ag or

Au. The metal film is chemically sensitized, and exposed to an analyte (see Figure 1.) Above the critical

angle, ec, the light is totally reflected from the substrate-metal interface, except at a distinct angle of

incidence where a surface plasmon mode is generated. At the surface plasmon angle, Osp, the

reflectance reaches a minimum. Osp is very sensitive to dielectric changes in close proximity to the

metal-analyte interface. If te film is sensitized to selectively bind a prescribed chemical, X, a change in
permittiiy will occur resulting in a shift in Osp, which can be used to obtain a quantitative measure of the

chemical activity of X in the analyte. The basic configuration is shown in Figure 1. All surface plasmon

sensors require four basic elements: a source of TM polarized light; a method of coupling this light to a

thin metal film through glass so as to achieve incidence angles above the critical angle of reflection; a

means of providing a range of incidence angles; and a detector to measure the reflectance as a function

of the angle of incidence.

* System design
A surface plasmon sensing microsystem is implemented using silicon micromachining and hybrid

microelectronics technologies. The system integrates optical, mechanical and electronic elements in a

hybrid package, roughly 1 x 2.5 cm2 .
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The complete sensor padcage is shown in Figure 2. Critical elements include the polarization

preserving single mode fiber, collimating lens, a rotating micro mirror, index matching fluid, and
precision component-to-component alignment. Figure 3 depicts a blowup of the system components and
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The enor design employs a variety of materials and fabrication techniques incuding a laser drilled

alumina subsrate with printed thick film conductors, two anisotropically etched silicon layers which

contain the micro-mirmr and lens-to-fiber alignment structure, a position sensitive photo diode, and a

machined glass layer. The four layers are joined using several bonding techniques, with the layers

positively registered to one another by 0.5 mm metal balls and matching alignment pits. The sandwich

of four layers forms a sealed cavity. This cavity is filled with index matching fluid allowing light coupling

into the glass layer above the critical angle.

The fiber/lens alignment is accompWlished with matched anisotropicalty etched v-grooves in a single

silicon layer. The structure is defined photolithographically, yielding extremely close tolerances. The

fiber is intentionally offset from the lens center in order to produce a collimated beam which exits the

lens at a small angle toward the mirror plate. The micro mirror is a 2.5mm square plate, suspended by

two center torsional silicon tethers. A voltage applied between the mirror and the mesa structure below

causes an electrostatic attraction which rotates the mirror about the axis of the tether and scans the light

beam toward the metal film. Index matching fluid in the sensor cavity allows light to enter the glass at

angles above the critical angle without a prism or grating. Finally, the position sensing photo diode

(PSD) simultaneously measures the position and the intensity of the reflected optical beam. The angle

of incidence at the metal film is geometrically related to the spot position on the PSD, and can be

calculated off-board. In operation, the incident angle is scanned by rotating the micro-mirror. Position

and intensity data are collected during the scan, and are transformed to yield reflectance as a function of

incidence angle. A base-line scan can be performed before the sensitized film is exposed to analyte.

After exposure to analyte, any bound material on the metal surface will result in a shift of the reflectance

minimum, indicating the presence of the chemical to which the surface was sensitized.

•Conclusion

The microfabricated surface plasmon sensor is a hybrid device that integrates optical, mechanical,

and electronic components. Elements which are common to numerous electro-optical systems are

integrated, demonstrating the feasibility of a miniature micromachined optical bench. System

miniaturization is achieved with elements including a single mode optic fiber and collimating lens, a

scanning rotating micro mirror, index fluid coupling, multi-substrate bonding, and positive component to

component alignment.
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1. Introduction
In contrast with the limited variety In inorganic electrooptic crystals, an Infinite series of different
electroopqc polymeric materials can be faomed, since these polymers may consist of arbitrarily
combinations of, usually organic, building blocks. The chemical synthesist has a large freedom in his or
her choice of these buldling blocks, the way how they are Interconnected and the total number of
building blocks forming a macromolecule or polymer chain.
This property results In the possibility to Individually tune several key characteristics of the material by
changft just parts of the macromolecule. This advantage has become more and more attractive since
computer automated molecular design has become a mature field. Presently, researchers can first
calculate the properties of a novel molecular design, before the tedious process of the chemical
synthesis commences. This has resulted in a much more efficient effort In the development of new
polymeric materials, such as in the field of nonlinear optical polymers.

2. Materials developmena
The basic requirements of polymers for integrated optics applications can be well defined [11, and
chemical engineers need to translate these properties into materials characteristics. The most critical
Issues are: low optical losses in the near-infrared, high nonlinear coefficients and a high thermal
stability.

2.1 LOw IoN
Losses In polymers have two major sources: intrinsic losses due to optical absorption, and extrinsic
losses due to scattering at imperfections. The first are dominant in most polymer wavegulde systems
reported thusfar. Two different effects can be distinguished, absorption caused by the long wavelength
tall of electronic transitions, and the absorptions caused by vibrational overtones In the infrared. To
reduce the first contribution, nonlinear moieties In electro-optic polymers should have absorption
maxima far away from the wavelength for its intended use. Most systems (DANS, diazodyes) have a
I.. between 350 and 500 nm, which will cause no excess losses In the wavelength region between I
and 1.55 iam. However, the vibrational overtones do cause significant losses in this wavelength region.
Especially hydrogen bonds, such as OH and C-H, exhibit significant absorptions. These can be
eliminated by chemical modifications of the materials. Substitution of the hydrogen atoms by heavier
species results in a red shift of the overtone absorptions, leaving a highly transparent window. This
has been demonstrated In several polymer materials 12b

2.2 HX0 eectmoptic coefflicents
The net electrooptic effect In (poled) polymers is based on the first order hyperpolarizability (0) of the
active moieties and the poling Induced polar order. Molecular modelling has been used to calculate the
0 of many molecjles. These molecules consist of electron donating and electron accepting groups
connected with a i-electron system. Well known examples of high-O molecules are substituted stilbenes
(300 104 0 esu) and dazodyes. Molecules with much higher p's have been realized [3], but the use of
these elongated molecules Is presently hindered by their adverse effects on other key properties of the
polymers, such as a good processability.
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2.3 ThMnal Stability
Poled polymers depend on the (thermal) stability of the polar order of the active molecules. The polar
order Is Induced at elevated temperatures, but will also relax to a certain extent at higher temperatu-
res. In solid solutions, where the active groups are dissolved In the polymer, the rotation of these
groups is hindered only by the size and shape of the group In comparison to the free volume in the
polymer. A major Improvement Is achieved with a covalent attachment of these groups to the polymer
backbone, either in the mainchain or as pendant groups, the socalled sidechain polymers. If the
polymer forms a network by crosslinks between backbones or via the sidechains, an even higher
stability might be obtained. However, crosslinking should then be performed during or after poling,
which implies a significant complication in the realization process of devices. Moreover, linear polymers
with very high softening points (Tg) are available, which can lead to eiectro-optic polymers with a long
term stability in excess of 1 50-C.

3. Polymer device processing
Polymers are In general attractive materials for mass production methods. A broad range of processing
technologies has been established, Including thin film processes such as spincoating, spraying, casting
or extrusion. Integrated optic devices require a polymeric multilayer with stringent tolerances in
thickness and homonegeity. Such layers can routinely be obtained using spincoat techniques, which
results in a thickness tolerance of better than 2% (40 nm for 2 Irm thick films). Once a high quality
multilayer has been deposited, channel waveguldes can be realized with a variety of techniques.
Examples are local poling (41, wet or dry etching of (inverted-) ridges, photopolymerization 151,
photobleaching 161 etc. Especially the photoinitlated processes result In smooth channels with low
scattering losses, and a fiat topography, facilitating high resolution lithography on top of the
wavegulde system.
The waveguldes are subsequently poled, using either a corona discharge (usually In case of crosslinka-
ble systems) or a two-electrode system. When prepared under appropriate clean room conditions, very
strong poling fields can be achieved, in excess of 200 V/pm. These fieldstrengths result In electrooptic
coefficients r., In the range of 40 pm/V for side chain polymers Including DANS or DRI moieties. With
a T of 1400C of the polymer, the polar order is maintained for several days at temperatures around
140&C 17]. A further Increase of T. can result In acceptable stabilities over long periods of time.
A final key Issue in device processing Is the interfacing with fibers, or In other words, the plgtailing of
these devices. Apart from the development of a plgtailing technology, the mode sizes of fiber and
device should match perfectly. This implies that both the refractive index contrasts and the core
thicknesses of fiber and polymer wavegulde should be Identical. This can easily be achieved In
polymers, since refractive indices can be tuned by slight chemical modifications, and layer thicknesses
are well under control. However, the required relatively thick layers have disadvantages as well. First,
the switching voltage in electro-optic devices depends linearly on the fieldstrength In the active
polymers, which Is Inversely proportional to the total layer thickness. Secondly, the low Index contrast
has adverse effects on the minimum radii of curvature of channel guides, resulting in an increase in
device length, hence an Increase In optical losses. These conflicting requirements in modesizes requires
a case-to-case analysis to determine the optimal solution for each device developed. For complicated
cascaded designs, such as nxn switching matrices, the use of thin high contrast layers could be more
attractive, despite the Increase of pigtailling complexity by adding extra optical components to
compensate for the mode mismatch between fiber and device.

4. Current status of polymeric devices
Typical results of present efforts in polymeric devices come close to the performance of competing
technologies (i.e UNbO3 ) (switching voltages, extinction coefficients), or even show an Increased level
of performance (speed). Optical losses and stability need further Improvements, but these are
considered to be demonstrated within I or 2 years from now.
The results achieved can be described In terms of general device performance, or as a set of separate
materials characteristics, The following examples indicate the current status along both lines.

4.1 BElcKUpUc modulators and wetcs
MachZedr Interferometers have been extensively studied mainly because the relative simplicity of
the waveuide design, and the straightforward performance analysis. It has been demonstrated that
high quality modulators can be realized, with low switching voltages (< SV) and high extinction
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omefficlents (>20 dB) 17. More complicated desi have demonstrated the high Weed operation of
poymes 18L where the speed Is limited by eectrode design. instrumentation and electrical termination
rather than materials properties. contras to UNbOý.
Space switches ae more difficult to design, especially In the case where detailed insight In the mode
profiles of waveguldes Is missing. Locally poled and bleached waveguldes have complicated mode
profies, deviating from the simple step index or diffusion profiles Untl recently, results were often
based on nonoptimized design showing the basic potential of these devices rather than the llmRts.
NeverthekMl space switches with acceptable switching voltages and extinction ratios have been
reported 171

FiS.1. Baulcdeelgof polymwelecbooM Ix2 msith.
clannel width: 4 pam, gap: 7 paM; MZ-lengti: 21 mm, DC-ength: 2.3 -u

Using design rules for bleached polymers, Akzo now have realized electrooptic 1 x2 space switches
with very good performances. The basic design Is depicted in Figure 1, simulations were based on a
bleaching induced lateral refractive Index contrast of 0.005.

lgM Ia. Camara output of sed1ch: 0 V Figr lb. Camera output of stItch: 8 V



IMCI-4 /85

Fgures 2a and b show the two output states of the I x2 spatial switch with 0 and 8.5 V drive voltage.
Extico coefficients well over 20 dB are observed, with a driving voltage of 8.5 V for the 21 mm
log electrode. This result demonstrates that high quality devices can be realized if the design is
olltmized for the polymer processing usedAs mentioned before, thermal stability, insertion losses and

drift obervations require further materials and processing Improvements for the development of
market aeple dtvkx

4 2 llwumopt wA c•es and mo*datr
This category of devices can find applications In area where speed Is not of prime Importance, such as
distributive and protective switches In networks. Thermo-optic devices are based on the An/AT effect of
the polymers, where a heated polymer section will exhibit a decreased refractive index. This effect
allows efllnt desins since the change In refractive Index can be very high. Digital optical switches
have been demonstrated with extinctions well above 20 dB, and switching powers In the order of 100
mW (91. Thermal stability of these devices Is less of a problem, since no polar order Is required,
reducing the thermal stability Issue to a mechanical and chemical Integrty. Present polymers
(crosslinked or linear) can be used at temperatures above 1009C Main Improvement In this field will
be the reduction of Insertion losses, the optimization of the mode match with fibers and decreased
(Intrinsic) optical losses.

S. Conclon
The field of polymeric Integrated optic devices shows a rapid progress. Electro)optic devices can
routinely be realized with standardized processes, resulting In devices which show a level of performan-
ce close to competing technologes. Present R&D Is strongly focused on the reduction of optical losses.
the Improvement of thermal stability and the efficiency of the pligtalling process. The first attempts to
arrive at intrinsically low loss electro<optic polymers show the validity of theoretical predictions with
respect to chemical modifications. Polymer chemistry provides the necessary tools to obtain nearly
perfect mode matching to fibers, however, a careful analysis of the optimization of the total device
performance Is required, balancing mode matching with other characteristics. -
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There has been considerable progress made in the demonstration of guided wave
devices which use electro-optic polymers as the active layer[l,2,3,4,5,6, Recently a
multilevel polymer waveguide system with an intensity modulator in the top level has been
reported [7]. Reported here is a demonstration of a registered multilevel Mach-Zehnder
intensity modulator array, including two independent modulator levels vertically aligned.
This demonstration establishes the feasibility of using polymer materials to fabricate
multilevel active structures not possible in other materials such as LiNbOs.

Figure I illustrates in detail a cros sectional end face view of the device showing the
relative scale all the layers, which include ten distinct spin coated layers. Two arms of one
Mach-Zehnder electro optic intensity modulator are shown in the figure. There are twenty
modulators in the device, with ten in each level. The two levels of modulators are identical
and separated by a high resistivity electrical buffer layer as well as a separate ground
plane. Shown in Figure 2 is an illustration of the multilevel modulator array emphasizing
the most important layers of the device. The device utilizes a push-pull electrode
configuration and the waveguides as well as electrodes are registered to the glass substrate
using the gold benchmarks.

The waveguides used in this device were fabricated by a ni ntact projection
printing technique which images the waveguide pattern into a UV curing cladding
layer(Norland 61). Fabrication details of this technique have been previously reported [8].
The glass substrate was coated with 2500 A of gold and then patterned with photoresist to
form the lower ground plane and alignment marks for level to level registration of
waveguide patterns as well as electrodes. Pattern placement is within 0.5 pm. The
substrate is first spin coated with a 3.5 pm lower buffer layer (NOA 61) and fully cured by
UV exposure (450 mw--min/cm2 ). Relief of the polymer in the electrode pad areas is
accomplished by shadow mask during UV curing at each layer. Next the sensitized NOA
61 is spin coated, patterned by UV exposure, and developed. The patterned layer is then
coated with the active polymer material (2 pm thick). The electro-optic polymer used in
the device was DOW Chemical TP7 (a thermoplastic polymer). This polymer has a T of
138" C; typical electro-optic coefficient for TP7 is r33 = 10 pm/V at a wavelength of 1.3 pm
when poled at a field strength 70 V/pm. The polymer is then baked under vacuum at the
T temperature for 2 hours to remove residual solvent. The sample is then overcoated with
a3.5 pm upper cladding layer of NOA 61, given a 5 minute UV soft cure (76 mw-min/cm2)
followed by a 3 hour bake to fully cure the cladding layer. Next a 2500 A thick layer of
gold is deposited by electron beam evaporation. The gold is patterned into the the
poli"/switching electrodes using standard photolithographic and chemical etching
techniques. The electrodes are 7.5 mm long and complete the fabrication of the first level
modulator. Next a 8 pm thick electrical buffer layer as shown in Figure I is spun on. The
buffer used was a thermoset polymer, DOW Chemical OL2. This buffer layer is thermally
cured for 2 1/2 hours at 180" C. The material was chosen to have a resistivity much
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th that of the NOA 61, near the poling temperature of 140" C as well as
t the operating temperature range. All the fabrication steps just described are

then repeae to form the second level modulator. The second level is accurately registered
to the But level du the patterning exposure step using the ground plane alignment
marks. The final step in fabrication is the application of a 4 pm overcoat layer for
electrical protection against dielectric breakdown and mechanical protection during cutting
and polishing.

Shown in Figure 3 is a photograph of the polished end face of the device. Note that
the two vertically aligned waveguide levels and electrical buffer layer are distinguishable.
The resistivity of the TP7 active polymer, NOA 61 Cladding, and OL2 materials were all
measured as a function of temperature and these results are summarized in Table 1. From
this table the resistivity of the TP7 and NOA 61 are seen to be within a factor of two at
both the poling temp of 140" C, and at the operati temperature (25" C). The resistivities
were measured using electrical fields of 70 v/pm and 5 V/pm at the corresponding poling
and operating temperature respectively to account for the field dependant differences in
resistivity. The resistivity of the OL2 is higher than the other materials by well over a
factor of 10 at both temperatures. These resistivities ensure that the device poles and
operates efficiently, by dropping most of the field across the polymer, while the high
resistivity of the electrical buffer layer serves to effectively isolate the lower level from the
ground plane of the upper device.

The device was tested at a wavelength of 1.3 pm with TM polarized light using end
fire coupling. Shown in Figure 4 is the output of a two by two group of vertically stacked
waveguide end faces. The mode size is nearly circular with dimensions of 3.3 prm wide by
2.7 pm deep. The waveguide separation between adjacent devices is 50 pm and the vertical
separation between devices is 21 pm. Both modulator levels were poled at 70 V/pmi at
140" C using device electrode poling [9]. V1r was measured to be 25 V. Optical cross talk

measured between the levels by exciting a modulator in one level and measuring the optical
output in the coresponding waveguide of the other level was found to be less than -60 dB
(instrument limited. Electrical cross talk between modulator levels was measured by
applying a voltage to a modulator on one level while monitoring the output of a
orrespondinl• modulator on the other level and found to be less than -51 dB (instrument
limited). Th2 large degree of electrical isolation illustrates the effectiveness of the
isolation ground plane between modulator levels. Total insertion loss of a 2 cm long device
was measured to be 6.6 dB, with 0.44 dB of this loss estimated to be due to mode overlap
and reflection losses at the input.

In conclusion we have demonstrated a new polymeric multilevel Mach-Zehnder
modulator array. Results indicate that good electro-optical performance and electrical
isolation between levels can be achieved by a design using specific polymer materials which
optimize resistivity. Accurate registration has been demonstrated between the levels
making possible two-dimensional device structures and level to level interactions.
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F e 3. Polished end face
of multilevel waveguide showing
four channels. Spacing between
waveguides is 50 pm.

Temperature 25" C 140" C

Poling Field 5 V/npm 70 V/pm

NOA 61 6.0 x 1013 fl-cm 6.5 x 1012 fl-cm

TP7 3.3 x I1O f0--cm 4.0 x 1012 l.--m

OL2 1.0 x lol fl--cm 2.1 x 1014 fl-cm

Table 1

Figure 4. Optical output of
four single mode waveguides
in the array.
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lntroduction

Ther is a persistent need for a compact optical isolator in optical packaging and

integrated optical circuits. Current isolator technology is limited by the requirement for bulk

magnets to induce Faraday rotation in YIG or Bi-YIG crystals. A thin-film magnet would allow

a considerable reduction in size relative to current designs, and, more important, it would also

open up the possibility for fully integrating optical isolators on a single wafer.

Within the last decade there have been significant advances in thin-film magnets.1. The

availability of metallic films, which could serve as miniature permanent magnets, opens up the

possibility of fabricating very compact magneto-optic structures. In addition, recent advances in

Bi-YIG film technology have made it possible to fabricate ridge-waveguide Faraday-rotation

isolators with isolation ratios of -35 dB.'

In this paper we demonstrate for the first time that these new technologies can be used

to make a thin-film-magnet optical isolator. The basic structure of this device consists of a

magnetic film on top of a Bi-YIG waveguide, separated by an appropriate buffering material
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(Fig. la). Alternatively, the film may be placed on the sides of the waveguide ridge (Fig. lb).

Our tests use epitaxial iron-cobalt films, but the results are applicable to other magnetic films.

Device Fabrication

The 1.5-pm-thick iron-cobalt alloy films used in our experiments are single-crystal films

(30% iron, 70% cobalt), grown by molecular beam epitaxy on (110) GaAs substrates. Hysteresis

studies of these films show a flat rectangular response and a coercivity of about 50 Oersted, with

a remanent 4UM of about 21,000 Oersted. 4 The waveguides used in these experiments were

triple-layer Bi-YIG films3 designed to support single TE and TM modes. The films were grown

by standard liquid phase epitaxy on (11 1)-oriented gadolinium-gallium-garnet substrates and were

subjected to annealing procedures to ensure near-planar magnetization anisotropy of the upper

layers. The linear birefringence was reduced to zero at a wavelength near 1.5 prm by etch-tuning

the thickness of the top surface.3" Ridge waveguide patterns were then etched into the surface,

parallel to one of the easy axes of magnetization of the Bi-YIG sample. The Faraday rotation

in the Bi-YIG films was measured to be 127*/cm at a wavelength of 1.55 pm. The sample was

therefore cut to a length of 3.55 mm to provide 450 of rotation, and the edges were optically

polished.

Experimental Results

A fully-magnetized 4 mm iron-cobalt alloy film, together with its GaAs substrate, was

placed film-side down on top of the Bi-YIG sample, its magnetization parallel to the waveguiding

ridges. The iron-cobalt film was found to induce a large Faraday rotation of 30-450, indicating

that 80-100% of the length of the Bi-YIG was saturated.
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In order to measure an effective isolation ratio for our device, the iron-cobalt piece was

placed with its direction of magnetization parallel to the length of the waveguide ridge, and the

analyzer was set at the extinction angle for this geometry. After measuring the power transmitted

through the analyzer, the iron-cobalt film was rotated 1800 so that its magnetization was oriented

antiparallel to the original direction of magnetization, and the transmitted power was measured

again. Following R. Wolfe et al.,3 the ratio of the detected intensities for the two magnetization

directions was taken as the isolation ratio for the ridge wavegnide isolator. The value obtained

was 120 to 1, corresponding to an isolation ratio of -21 dB.

Condusion

In summary, we have demonstrated the first compact thin-film-magnet magneto-optic

waveguide isolator using iron-cobalt and Bi-YIG thin film technologies. The device exhibits an

isolation ratio of -21 dB. Further work is underway to explore the feasibility of a fully integrated

structure, possibly using direct metal-film deposition.

The authors would like to acknowledge the support of DARPA/AFOSR, NCIPT, and ARO

(M.L., I.., R.S., and R.M.O., Jr.) as well as ONR (CJ.G. and G.A.P.)

and the NRC/NRL Postdoctoral Associate program (C.J.G).
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Feo 3 Co- 7

Overlayer

(a)
nF90.3 Co0 .7

m Bi-VIG

(b)

Figure I. Ilustration of thin-film-magnet miagneto-optic isolator. Figure 1(a) shows placemnent
on top of the waveguide and Fig. 1(b) shows lateral placement.
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A laminated polarization splitter (LPS) [1] is a building block for a number

of ultrasmall fiber-integrated optical devices. Figure 1 schematically shows

the structure and performance of an LPS, consisting of alternately laminated
dielectric materials with a high refractive index and a low index. Thicknesses
of two kinds of layers are the same, and the period is sufficiently small

compared to the wavelength L. The optical properties of an LPS are the same

as those of uniaxial crystal because of form-birefringence and the principal

axis of the multilayer structure is perpendicular to the layers [2]. The

projected light beam splits into an ordinary wave Eo polarized in the y

direction and an extraordinary wave Ee polarized in the x direction. This

paper discusses the fabrication of high-performance, low-loss a-Si:H/SiO2

LPS's for 1.55pm wavelength region.

To start with, we present a specific example of application and show a
typical structure and size. A polarization-independent fiber-integrated
isolator [3], shown in Fig. 2, is proposed and demonstrated. Spatial walk-off

polarizers are used for splitting an optical beam into two orthogonally polarized

beams. In the ultimate configuration of such isolators, LPS's should be used

as the spatial walk-off polarizers. Typical values of related parameters are

shown in Fig. 2. For this specific example, the calculated diffraction loss of

the isolator is 0.55dB [4]. If one wishes to keep the excess insertion loss

(absorption or scattering) below 1dB, the attenuation constant of the LPS should

be under ~l1XO- 3dB/pm. The insertion loss of the previously fabricated LPS
(~8x10- 3 dB/4Lm), however, is much larger than the one (-5x10- 4dB/1tm)
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expected from absorption coefficients of the films. The extra loss is caused by

scattering loss due to form-imperfection, that is microroughness at boundaries

of layers. Reduction of the roughness is essential to obtain LPS's with a low

insertion loss.

In our experiments, an rf magnetron sputtering system with the function

of bias sputtering, schematically shown in Fig. 3, was used. Use of rf bias

sputtering deposition is effective to obtain films having smooth surfaces [5]. A

polycrystal silicon and a fused silica target are in the chamber. a-Si:H and

Si0 2 alternate layers are fabricated by rotating the substrate electrode.

Deposition conditions, summarized in Table 1, were determined so that films

have the following optical and mechanical properties,

(1) low absorption coefficients for a low insertion loss

(2) high refractive index for a-Si:H and low index for SiO2 to have a
large split angle

(3) low stresses for mechanical stability.

The stress of films, especially of a-Si:H films, deposited by bias sputtering
increases with the power applied to a substrate electrode. In order to obtain

LPS's with low stress and a flat surface, SiO2 films are deposited by bias

sputtering and a-Si:H films without. The measured refractive index and

absorption coefficient of the a-Si:H films deposited under these conditions are

3.24 and 1 x10-3dB/;zm, respectively, at X=1.55pm. Refractive index of the SiO2

film is estimated to be 1.45.

The layers were deposited on a fused silica substrate 30x30mm 2 and

1.5mm thick. The thickness of each film is 61nm and the total number of

laminated layers is 1150. The magnitude of compressive stress of the

multilayer structure is 1.8x10 9 dyn/cm2, which is small enough for successive

mechanical processes.

Figure 4 shows cross-sectional scanning electron microscope (SEM)

photographs of the multilayer structure in the vicinity of the surface, where (a)

and (b) corresponds to the sample deposited by bias sputtering in this work and

one by normal sputtering in our earlier work (1], respectively. From Fig. 4 (a),

it is found that each layer has a flat surface and geometrical imperfection

disappeared.

The multilayer structure was sliced at 0=38°(see Fig. 1), and sliced

surfaces are polished to a sample thickness of 44gm. The measured split
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angle is 16.70 at ).=1.55ILm, which is in good agreement with the calculated

value from refractive indices of the films.

Both sides of the sample surfaces are antireflection coated with reference

to air. Near-field patterns of the output of E0 and Ee are uniform in the part

of the LPS. The measured insertion loss excluding reflection loss of E0 and

Eeare 0.16dB and 0.17dB, which corresponds to 3.6x10-3dB/gm and 3.9x10-
3dB/pm, respectively. The attenuation constants are reduced to half from that

of a previously fabricated LPS (-8xj0-3dB/im). The new loss figure is not low

enough for use in a fiber-integrated isolator of Fig. 2. The present work,
however, demonstrates that rf bias sputtering is in the right direction. In

addition, the loss figure of this study is sufficiently low for several other

applications such as an optical switch using liquid crystals [6]. If a completely
flat multilayer structure is obtained, the insertion loss will reduce to the value,
<5x10-4dB/pum, expected from absorption of films.

In conclusion, it is found that rf bias sputtering method is effective to
fabricate LPS's with a low scattering loss caused by the microroughness of
boundaries between the a-Si:H and SiO2 layers.
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Table 1. The deposition conditions

a-Si:H SiO 2

gas Ar+H 2(5%) Ar+0 2 (10%)
gas pressure 3.6mTorr 2.OmTorr
substrate temperature 1400C 1400C
distance between electrodes 125mm 125mm
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(a) bias rf sputtering and by (b) normal rf sputtering, respectively.
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Attempts to take advantage of the large electro-optic effect in waveguides
formed directly in liquid crystal (LC) films have met with limited success because of
large propagation losses associated with thermal fluctuations of the long-range

crystal ordering.' Recently, optical waveguide modulators2 and switches3 have been
formed using nematic LC overlayers on passive waveguides. In both cases, the use of
LC overlayer cells on passive waveguides significantly reduced propagation losses due
to scattering in the liquid crystal. The reduced propagation losses are a direct
result of sampling the LC material only via the evanescent portion of the guided
light.

Hu and Whinnery4 have analyzed the exact eigenmodes of inhomogeneous,
anisotropic structures associated with LC waveguides. It was shown that a simplified
three-layer model yielded excellent agreement with the exact results. The simplified
model assumes that the three layers are uniaxial but homogeneous, and the effective
thickness of each of the two outer boundary layers, ý, depends on the voltage, V,
applied to the LC cell, is given by

vc
4 = tLc VC)

where tic is the thickness and Vc is the so-called "critical voltage" of the LC cell.
The director, or direction of preferred LC molecular orientation in the middle layer,
is maintained along the direction of the applied electric field. In general, Vc

depends on both the LC material itself as well as the nature of the alignment layer.5

Where light is guided primarily in a passive waveguide with LC cladding,
interaction between the light and the LC material is via the evanescent tail. In
such a case, it is expected that the detailed nature of the boundary region between
the passive waveguide and the LC material would play a major role in determining the
change in propagation constant of the guided mode with voltage. In this paper, the
simplified three-layer model of Hu and Whinnery is modified in order to analyze the
LC-clad passive waveguide. First of all, only the outer boundary region of the
overlayer cell immediately adjacent to the passive waveguide is included in the
model. Secondly, the boundary region is divided into eight homogeneous and uniaxial
layers of thickness 4(V)/8, such that each layer has a different director angle. The
angle that the director makes with the normal to the plane of the waveguide is
assumed to vary in steps linearly from the value 0 B at the interface between the



IMC5-2 /99

passive waveguide and the LC overlayer cell to Oc(V) at the center of the LC cell.
0

As the applied voltage increases from Vc, Oc decreases from O to 0. 4(V) also
decreases with applied voltage according to Equation (1). Oc and Vc are taken to be
parameters that are adjusted to fit observed data.

For both the MZ interferometer and the deflector, the measure of performance
is related to the number of waves of retardation, NR, that can be generated for a
given applied voltage. NR is given by

L
NR(V) = ALnd(V) - (2)

where And(V) is the change in effective index of the LC-clad waveguide as a
function of applied voltage, L is the length of the cell, and X is the wavelength of
light in free space.

Figure la shows a cross section of the LC-clad waveguide structure. Values
for the indexes and thicknesses of layers used in the model for both devices are
given in Table I. The buffer layer was a thermal oxide grown on conductive silicon
substrates. The silicon oxynitride was deposited by plasma-enhanced chemical vapor
deposition, and the tantalum pentoxide was deposited by rf sputtering. SiOx was
evaporated at oblique incidence to form the alignment layers. The top half of the LC
cell (not shown in Figure la) is an ITO-coated microscope slide with a SiOx alignment
layer. After the two halves of the LC cell were spaced one above the other with
mylar spacers, the cell was filled with a nematic LC. Figure l b shows a plan view of
the devices. Note that in the case of the MZ interferometer, a rectangular top
electrode patch of length L = 12 mm was used, whereas two electrically isolated
prism-shaped electrodes of length L = 19 mm were used for the deflector. AC voltages
(10 Hz to 20 KHz) were applied between the conductive substrate and the ITO upper
electrode(s).

TM polarized light was coupled into the passive waveguides using either prism
or grating couplers with the light propagating along the alignment direction of the
LC molecules. Figures 2a and 2b show plots of NR for the MZ interferometer at X =
633 nm for the m = 0 and m = 1 modes (Figure 2a) and X = 830 nanometers for the m = 0
mode (Figure 2b). As can be seen from Figure 2a, 100 waves of retardation was
obtained for 50 Vrms for the m = 1 mode at ), = 633 nm. Propagation losses in the LC
overlayer region for the m = 1 mode at X = 633 nm were estimated to be 2 to 4 dB/cm
with no voltage applied. Actual data points are shown to compare well with the
theory for O0 = 390 and Vc = 1.15 volts.

Figure 3 shows a deflection angle plotted as a function of Vrms for both
theory and data. In this device, OB = 240 and Vc = 0.3 volts were used to fit the
observed data. Note that the two separate sets of data shown plotted in Figure 3
correspond to the two independent prism-shaped top electrodes (i.e., "prism 1" and
"prism 2" in the figure). One top prism electrode was shorted to ground, while the
second was energized, followed by interchanging the two electrodes. Interchanging



1001 IMCS-3

the electrodes caused the beam to be deflected in opposite directions. The number of
resolvable spots Ns should be related to the maximum deflection angle, AOMAx,

according to the relationship

AOWM AnfL WB
Ns = 2 5 MDn - 2 Wc W B 2 NR W (3)

where 80Dn is the diffraction-limited divergence of a beam of diameter WB and Wc is
the width of the prism electrodes. The factor of two arises from the deflection of
the beam in two directions by the two prisms. Given a beam width of 3.5 mm and a
prism electrode width of 4.76 mm, the number of resolvable spots from Equation (3)
and Figure 3 should be approximately 40. The observed number of resolvable spots was
closer to 15 for Vrms = 28 volts. The discrepancy between the expected and observed
values of Ns is due to the fact that the divergence of the beam exiting the deflector
was broader than the diffraction limit.

1. C. Hu and J. R. Whinnery, J. Opt. Soc. Am. 64(11), 1424 (Nov. 1974).
2. Okamura, et al., J. Lightwave Technol. LT-4(3), 360 (March 1986).
3. Kobayashi, et al., IEEE J. Quantum Electron. , QE-18(10), 1603 (Oct. 1982).
4. C. Hu and J. R. Whinnery, IEEE J. Quantum Electron., QE-10(7), 556

(July '974).
5. L. M. Blinov, "Electro-Optical and Magneto-Optical Properties

of Liquid Crystals," J. Wiley & Sons Ltd., Belfast, 1983,
Chapter 4.

Table I

layer material index (633 nm) thickness (jim)

substrate p+ silicon
buffer Si0 2  1.457 3.0
waveguide (MZ int.) SiOo.8No.8  1.79 0.94
waveguide (def.) Ta2O 5  2.11 0.32
alignment SiOp 2.0 0.005
LC ZLI-1289 1.692 (n,) 12.5

(Merck) 1.514 (n.)
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We have fabricated and characterized zero gap couplers for electron waves. These couplers behave
analogously to integrated optical zero gap couplers. This analogy is due to the wave-like behavior of
electrum when they are quantum confined in two dimensions and their phase information is preserved.
Such behavior Is first observed in electron waveguides[ 11, [2]. The successful operation of these devices
prompted the proposal of other novel devices taking parallel from integrated optics and exploiting the
wave nature of electrons [3]. We report here the first successful operation of a novel device using
electron waveguldes-a zero gap coupler.

The schematic of the zero gap coupler is shown in figure 1. We assume the input and output guides are
single moded while the wider waveguide at the center is double moded. An incident electron wave will
excite a superposition of the two modes of the central guide. There will not be significant reflections of
the incident wave if the transition to the wider guide at the center is accomplished adiabatically using
tapers. If the phase of the electrons entering the central region is preserved, the modes of this wavegulde
acquire a phase difference since they have different subband energies resuting in different velocities for
electrons coupled Into these modes. Depending on their phase differene at the end of this regioo, their
suprposon hence the excitation of the output guides will differ. Thus by controlling the phase
differnce between the two modes of the centr region or the lenglh of this region, electim waves can be
coupled to either output guide. Externally this will be observed as current switching.

In the experimental structure required two dimeonal qumtm confinement is achieved using Schottky
gate electrodes on the surface of atwo dimensional electron gas sample. Cros sectin pro oftis
arrangement is shown in Figure 2. Two dimensional electron gas sample is a GaAs/AIGaAs
heteroucture which provides quantum confinement along the vertical direction. The electrons ae
further confined by anplying negative voltage to the Schottky gates which deplet electrons from the
2DEG underneath the gates. This way a narrow and short chanmel, which confines and guides electrons,
i.e., an electron wavegulde is formed. Furthermore, by changing the magnitude of the gate voltage the
degree of lateral confinement can be changed. The changes in the lateral confinement changes the
number of modes and their their energy separations. A scanning electron microscope picture of the zero
gap structure showing thegates on the surface is shown in figure 3.

The fabricated structures are characterized by measuring the currents coming out of the output
waveguides as a function of the voltage applied to the electrodes defining the wider central region. This
arrangement is shown in figure 4. Preliminary measureme indicated that waveguiding effects occurred
strongly at 0.1Kelvin, but very weakly at 4.2Kelvin. When measured at 0.IK under appropriate bias
conditions the coupler exhibited current modulation indicative of proper coupler operation as shown in
Figure 5. The coupling was not 100% however, due to the presence of more than two modes in the wider
central guide. To verify that current modulation was due to waveguiding effects, the same experiment
was performed at successively higher temperatures, where the waveguiding effects were known to
decrease. The curent modulation also decreased at higher temperatures, verifying that it is due to modal
interference.

This is the first time an electron waveguide coupling device has been experimentally demonstrated. The
zero gap coupler shows promise for further waveguiding experiments. We would like to acknowledge
Rich Muller and Paul Maker of JPL for electron beam lithography and Esther Yuh and Elizabeth Gwinn
for help with low temperature measurements. We also acknowledge support from the NSF Science and
Tecmhology Center for Quantized Electronic Structures under grant #DMR 91-20007.

[11 B. L. van Wees et aL, Phys. Rev. Len. 60,848 (1988).
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[2) D. A. Wharm etaAL J. Phys. C 21, L209 (1988).
[3) N. Dqfg! et aL, J. Apo. Phys. 69,1047 (1991).

Figure 1. Schematic describing the basic pdndpe of operation. Electnm waves in lowest mode of Input
waveguide excite modes of wider central guide. These modes interfere and excite the modes of the output
guides depending on the coupling length and phase difference between the modes of the central guide.

Schottky gates on
semiconductor surface

-I OOOA

AIGaAs

GaAs Eleciron,
channel

FRgure 2. Cms sectionl profile of the fabricated waveguides. Electrons are confined at the interface
between AlGaAs and GaAs. Reverse bias on Schottky gates provides lateral confinement by depleting
electron undemeath the gates

FI(u.e 3. SEM photo of the coupler. Light regions are metal Scboy gates on semiconductor surface
(dark). Distance between the side gates is 0.15 pm, between top and bottom is 0.7 pm.
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Fig. 4 Bias for measument. The side gates are biased to create a fixed
coupling length. Current is inject in one input guide and the direct (Id)
and coupled (Ic) currents are measured. The top and bottom gate voltages
(Vg) arm varied to vary the lateral dimensions of the guides and hence the
number of modes supported by the guides.
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Fig. 5 Coupling Results. Ic and Id are the coupled and direct currents as shown in fig. 4.
Oscillations are seen in these currents as Vg decreases-the input, output and coupling guides
support fewer modes--and the oscillations become stronger at larger reverse biases.
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Finite-Difference Time-Domain Algorithms in the
Analysis and Design of Optical Guided-Wave Devices

S. T. Chu, S. K. Chaudhuri*. and W. P. Huang

Department of Electrical and Computer Engineering

University of Waterloo
Waterloo, Ontario

Canada, N2L 3G1

Over the past decade, the finite-difference time-domain (FDTD)
method has been established in microwave and millimeter wave research as
one of the most versatile and accurate methods, for the analysis of problems
involving electromagnetic wave interactions. However, present optical devices
contain large electrical lengths which demand vast computational resources for

their analysis. This makes the applications of the FDTD method in the optical
regime less attractive. This paper discusses a class of optical device analysis
where the FDTD method can make a significant impact. Modifications to
the full-vector algorithm, such as the semi-vectorial and scalar formulations,

are also discussed. These alternate approaches improve the computational
efficiency while maintaining the accuracy of the FDTD method.

1. Introduction

The design of optimized integrated-optical (10) circuits requires a detailed understand-
ing of the various factors that affect the characteristics of their constituent devices. In addi-
tion to optimal design, it would be advantages to have accurate methods which can emulate
these 10 circuits without the expense of fabrication and testing. These methods would also
allow the exploration of new device ideas. The CAD tools and simulators have played a criti-
cal role in the tremendous advancements in the area of microelectronics. The CAD tools for

optical circuit simulation are much less advance than their counterpart in microelectronics. It
is obvious that the development of the CAD tools for 10 circuits is only in their infant stage

and more sophisticated CAD tools are needed in the advancement of 10 research.

Generally, an 10 circuit consists of two types of geometries which require different
approaches for their analysis. First, for the axially uniform geometry, it is necessary to deter-

mine its normal mode distribution and the associated propagation constant. Second, for the
axially non-uniform geometry, it is necessary to observe the behaviour of the optical signal as

it propagates along the structure. In principle, the solution to these problems can be found by
solving Maxwell's equations in an appropriate domain subject to the boundary conditions dic-
tated by the geometries.
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A number of methods have been developed for uniform structure analysis. The effec-
tive index method, the variational method, the weighted-index method, the finite-element
method, and the finite-different method are some of the examples. For non-uniform struc-
tures, commonly used approaches are the coupled-mode theory (CMT) and the beam-
propagation method (BPM) [1]. The CMT usually considers only the propagation of the two
dominant guided modes while neglecting the coupling effects of the radiation modes. The
theory is very effective in situations where the radiation is small. The forward propagating
radiation fields are accounted for by the BPM, which solves the one-way wave equation in
the spatial domain. Although the method assumes the reflection effects are weak and can be
neglected, it is a good approximation for many optical structures and is the ideal method for
the analysis of adiabatic structures.

A more versatile method which is capable of studying the important effects of polariza-
tion, reflection, radiation, dispersion, and non-linearity in a complicated structure is the
FDTD method. The method is an important addition to the arsenal of tools for the design of
10 circuits, especially, in situations where the limitations of the CMT and BPM have been
reached.

2. Full-Wave FDTD Algorithm:

The FDTD algorithm converts the two coupled curl equations in Maxwell's equations of
electromagnetic theory into their difference expressions in time and space. A leap-frog
scheme is used to decouple the curl equations, leading to a sequential algorithm (a propagator
in time) for the calculation of the electric and the magnetic fields in the time-domain. This
full-wave approach provides flexibility in the analysis of arbitrarily shaped or profiled com-
plex structures that may contain electrically and/or magnetically anisotropic media. The
details on the implementation and the operation of the method can be found in [2-3].

The salient feature of the FDTD method is its ability to solve guided-wave problems
that contain strong wave interactions and/or cause strong reflections. Problems such as the
design of sharp bends and mirrors are of current research interest. To achieve efficient
integration, optical signals must be routed sharply with in the optical circuit. If these signals
can be routed within a few rather than hundreds of wavelengths, valuable chip space can be
saved. Another device that is well suited for a FDTD analysis is the distributed feedback
(DFB) structure. As the grating structure in the DFB laser becomes a part of the lasing
geometry, it is necessary to investigate the wave interactions in these cavities. The FDTD
method is ideal in the analysis of small distributed reflections which can add up coherently.

Since the FDTD simulation is performed in the time-domain, the analysis of time-
varying media is straight forward. This unique feature makes the method attractive for the
analysis of electo-optical or acousto-optical devices. As an example, the modulation charac-
teristics of a travelling wave Mach-Zehnder modulator can be simulated by the FDTD
method.

The appeal of the FDTD method can be further enhanced by improving its computa-
tional efficiency. In the next section, two alternate approaches based on the scalar limits are
presented.
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3. Scalar and 8.in-Vecterdal Wave FDTD Algerfthlts 4,5$:

Starting with the vector wave equations in a linear and inhomogeneous medium,

49 t2 IV e (la)

a¢' 2, _ I2J + VE X [I'V X• (1b)

If the electric field is linearly polarized in the x direction where the dominant field com-
ponents are Ex and Hy, then both the x component of (ia) and the y component of (ib) can

be used to describe the propagation of the field exactly. Under the semivectorial approxima-
tion, the interfaces between the different indices are assumed to be parallel to the x and y
directions. The terms involving the minor components, which are responsible for the coupling
between the dominant component and the remaining minor components, are neglected. The
resulting equations are the semi-vectorial wave equations (SVWEs):

a 2EX a 2EX a 2EX a [1 ' E 1,
492 9y 2 - +jZ 8 2 +ax [axE~ (2a)

and

___+ 82 H, _LH,1 a iOH (2b)
a t2  OmaX y XaZ

For guided-wave optical problems in two dimensions, there is only one dominant field com-
ponent; these equations are sufficient to describe the propagation behaviours of the optical
signal.

In situations where the refractive index changes are small, Ve - 0, the SVWEs reduce to
their scalar forms and the scalar wave equation (SWE) is:

Sn2 a2
2 = 0,2 0,

with 0 representing the dominant field component. For the x polarized wave in this example,
Scan either be E. or Hy.

In the alternate FDTD algorithms, the SWE and the SVWEs are solved numerically
using the finite-difference approach. An explicit time-domain approach similar to the full-
wave FDTD algorithm is used to solve the reduced wave equations. In this way, the majority
of the above mentioned advantages of the full-wave FDTD analysis are maintained.
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The SWE and SVWEs are second order equations with respect to time, in the imple-
mentation the field values at the two previous time steps, at t - n - I and t - n, must be
known in the calculation of the field value at t - n + 1 . However, the equations contain
only one unknown field component, they require less memory storage than the full wave
FDTD algorithm. In comparison with the full wave FDTD algorithm, the memory require-
ments for the alternate algorithms are reduced to one-thirds for 3-D and to two-thirds for 2-D

problems. Similar improvement in computational efficiency is also found.

Comparison between the FDTD and these schemes in terms of accuracy and efficiency
in the analysis of 2-D and 3-D geometries will be presented at the conference.
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Intoduc~m
As integrated optical devices become more sophisticated, so does the experimentation
and analysis required to design them. By augmenting conventional expermnts .,,i th
rigorous computer modeling we can lower costs, shorten schedules, and provide
faster, more accurate predictions. Discrete modeling codes using finite differences or
finite elements are the most general, albeit expensive. Nonetheless, they are
competitive today by virtue of simple, robust algorithms and modern workstations
thatyput near-superomputer capabilities on the desktop.

In support of computer modeling this paper demonstrates the practicality of time-
domain fiite element codes for simulating 2D and 3D devices on UNIX work-
stations. We describe EMFIex, a finite element wave solver for large-scale electro-
magnetic simulations, and apply it to highly confining dielectric waveguides in 3D
routing and 2D grating couplers. EMFlex was originally developed for optical
lithography and metrology studiesl,2, funded in part by the NSF and SEMATECHE

Time-Domain Finite Elements
We seek discrete solutions of Maxwell's equations in heterogeneous dielectric and
semiconductor domains. Solving in the frequency-domain couples fields at all points
in space and yields large systems of equations. A more practical approach is to
integrate Maxwell's equations in the time-domain using finite differences. The
equations' fundamental hyperbolicity decouples points separated by Ax if time step At
is less than Ax/c, where c is the local speed of light. The discrete problem is then
solved locally at each time step-by summing nodal contributions from nearest
neighbors and integrating each node independently using a leapfrog scheme.
"Lumping" permittivity at the nodes yields further simplification. This approach
eliminates the large system of frequency-domain equations and yields a simple, fast
algorithm that is well suited to pipelined or parallel computer architectures.

There are two standard methods for spatial discretization of Maxwell's equations,
finite differences and finite elements. Finite differences3 are the oldest and the most
efficient for structurally simple models. Finite elements are newer and better suited to
structurally complex models, but increase the floating point operation count. They
also yield simpler (nonstaggered) field sampling and include nonlinear material
behavior more readily. The dominance of finite elements in the commercial sector
(thermal, structures, fluids, EM) is due to geometric adaptability and modeling ease.Speed turns out to be a secondary issue in most cases.

A critical issue for discrete solvers is grid truncation error caused by spurious
reflections at the model's artificial boundaries. Radiation conditions are necessary to
reduce this error. In time-domain analysis these are usually local relations among
nodal boundary values derived from the paraxial wave equation4. However, higher
order implementations tend to degrade in 3D vector domains. Also, the local phase
velocity is required. A better approach is based on the formalism outlined below.

- S. E .= -lsla ._
ans a&~ an55l eF an"

The first equation rewrites the normal component of Maxwell's equation on E
(similarly for H). The second is the plane wave jump condition projected onto the
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boundary normal, where $n is the unknown normal component of slowness.
Applying this jump condition to the two sides of the first equation and eliminating Sn
yields the third equation, giving the time derivative of the normal electric field in
terms of its normal derivative and the time derivative of the magnetic field.
Tangential conditions may be derived in the conventional fashion, by differencing
nodal values for example. The important point is that these boundary conditions do
not involve the local speed of light and they perform as well as 4th order paraxial
conditions but with less computational overhead. They are unique in that nonlinear
material behavior is permitted at the radiating boundary.

In addition to its fundamental wave solving capabilities, a practical code needs
various pre- and post-processing options, both quantitative and graphical. For
example, pre-processing includes calculating "illumination" conditions representing
the optical field incident from outside the model, e.g., plane waves, Gaussian beams,
waveguide modes, etc. To make these compatible with the radiation conditions,
EMFlex does exact phase velocity matching using dispersion analysis of the discrete
equations on the boundary. Post-processing includes automated amplitude and phase
extraction from the steady state time-domain solution, scattered field extraction, far-
field extrapolation, plane wave decomposition, and other means of characterizing
device performance, e.g., modal mixes in a 3D waveguide. In addition, there is a
complete graphical display and PostScript capability for interactive plotting of time
histories, field snapshots, and movies.

Model Problems
Our interest is integrated optical waveguides with high index of refraction contrast
between the guide and surrounding dielectrics. Such high-contrast may allow
unprecedented optical component and wiring densities, comparable to electronic
integration, with compaction two orders of magnitude smaller than typical integrated
optics. Unfortunately, this approach has not received much attention because
fabrication of devices for 1 micron light pushes the outer limits of optical lithography.
Also, practical analysis of these devices is difficult if not impossible using perturbation,
paraxial, and ray theories. This causes us to question design rules and how they reflect
limitations of traditional analysis methods.

Initial realization of these devices has been in the mid-IR (10 microns) with Ge
waveguides (n=4.0) on GaAs (n=3.27). A typical waveguide is 1.75 microns high and
3.0 microns wide. The mid-IR region is considered ideal for device development
because of fabrication ease, good dimensional control, and relative surface
smoothness. Also, many practical nonlinear and electro-optic elements (detectors,
modulators, logic, etc.) can be made with intersubband transitions 5 in the mid-IR.
With advances in lithographic resolution, we expect these concepts to be useful in
near-IR (1 micron) too, e.g., sizes should scale with wavelength to 0.2-0.3 microns.

Our model problems concern low-loss routing of optical signals through a
circuitous waveguide and coupling off-chip beams into on-chip waveguide modes. In
particular, we use EMFlex to calculate & modes in 3D waveguides, propagation
through a tight waveguide turn, and scattering from a single tooth in a 2D waveguide.
Our eventual objective is to optimize designs for a given set of nominal dimensions
and layout constraints. These calculations were done on an IBM RS/6000 Model 350
workstation with 64 megabytes of memory.

Mode shapes are calculated in the time-domain by applying an approximate TM
mode to one end face of a long 3D symmetric model with radiation or symmetry
conditions on the other faces. The model is 10.5 microns deep, 9 microns wide, and 60
microns long (71x61x406-1.76 million nodes). Shape of the stable mode that arrives
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approximately 12 wavelengths from the illuminated end is then measured. Thus, we
use the finite element model as a waveguide filter. These experiments are done for a
number of cross-sections and the effective index is calculated to insure that modes are
trapped. Leaky modes are also apparent by their gradual amplitude decay. Mode
shapes calculated in this manner are illustrated in Figure 1 for a 1.75 x 3.0 micron
cross-section. The effective index is 3.33. Waveguide height is the critical dimension
in these 3D experiments. For example, a 1.65 x 3.0 micron cross-section is leaky
although the 1.65 x - micron case (slab) is not.

To illustrate modeling of waveguide routing we use the above cross-section and
model a 7.5 micron radius turn (2.5 wavelengths). The TM mode shape is applied as a
boundary condition on the input face with radiation conditions on the other five
faces. Snapshots of the field are shown in Figure 2 after the mode has traversed the
bend and a fe-, waves have been absorbed at the other face. The model is 15 microns
square and 10.5 microns deep (l01x1Olx71=724,000 nodes).

Our basis for investigating grating couplers is scattering from a single tooth. This
is used to design arbitrary output beam profiles. The 2D Ge waveguide is 1.75 microns
thick over GaAs. The tooth is 1.5 microns wide and etched into the waveguide from
above. The 2D model is 24.4 microns deep and 150 microns long (138x10014138,000
nodes). Illumination and boundary conditions are similar to those described above.
Results for the fundamental TM mode incident from the left are illustrated in Figure
3. This shows amplitudes of the vertical (top) and horizontal (bottom) electric field
components in the neighborhood of a 0.477 micron tooth, and a plot of reflected
amplitude coefficient, transmitted amplitude coefficient, and scattered power
coefficient for tooth depths from 0. to 1.75 microns (full penetration).

Conclusions
We have shown that workstation-based computer modeling of 3D high-contrast
optical devices is practical. There are limitations of course, on problem size and
complexity, wavelength versus feature size (subscale roughness), and boundary
conditions-bbut none appear insurmountable. General modeling codes like EMFIex
that are tailored to facilitate numerical experimentation will prove valuable to the
designer and experimentalist, particularly as desktop computing power increases.

Concerning the high-contrast wafer-scale models described here, it is clear that
complete performance information can be obtained in regimes where more classical
approximations fail utterly. We know how to fabricate these devices but lack the
knowledge to design them. Tailored modeling codes can help develop the necessary
knowledge base and facilitate new classes of integrated optical devices.
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Figure 1. Fundamental TM mode shapes in a 1.75 x 3.0 micron Ge (n--4.0) waveguide
on GaAs (n=3.27). Free-space wavelengt is 10 microns and effective index of the
mode is 3.33. The smaller Ey and E~z fields are scaled by a factor of 2.0 over Ex.

Figure 2. Fundamentli TM mode propagation in the waveguide of Figure 1 with a 7.5
micron radius turn. The mode is applie on the left, front face and absorbed on the
left, rear face. The smaller Ey and Ez fields are scaled by afactor of 1.6 over Ex.
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Figure 3. Scattering from a 1.5 micron wide .tooth in a 1.75 micron Ge slab waveguide
over GaAs. Fields scattered from a 0.477 micron dee p tooth are shown on the left.
Scattering coefficients as a function of tooth depth are plotted on the right.
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The whispering-gallery mode microdisk - or thumbtack - laser is a novel, strongly confining,
microstructure with "potential for the integrability and and low-power operation required for large-
scale photonic integration"3 . It is a thin dielectric (n 3 3.5) cylinder - or disk - on top of a
rhombiod post. Analysis of the optical modes of this structure have, to date, consisted of scaling
arguments drawn from the theory of whispering-gallery spheres. While this analysis has proved
useful in understanding the basic aspects of the operation of this laser, it is limited. We have
undertaken a complete electromagnetic analysis4 of the thumbtack laser using 2-D, 2.5-D and 3-D
Finite-Difference Time-Domain (FDTD) codes which range in complexity from 2-D studies of the
mode structure of the disk to a geometrically complete 3-D analysis of the radiation emitted from
the laser. The goal of this project is to predict changes in the optical behavior that accompany
structural changes in and about the laser described elsewhere in these proceedings5 , and to guide
optimized device design.

To understand the etiology of the experimentally observed M = 8 azimuthal whispering-gallery
modes, our analysis began with a time-domain study of the mode structure of a cylinder excited by
a dipole using TSARLITE 6 . A dielectric cylinder was externally excited by a transient optical dipole
oscillating at A = 1.5 pm as shown in Fig. 1. This initial condition evolved into a mode pattern
dominated by the experimentally observed M = 8 azimuthal whispering-gallery mode shown in Fig.
1. We varied the initial excitation of this system to study the robustness of this mode structure.
Excitation of the cylinder with a variety of dipole positions - both inside and outside of the cylinder
- demonstrated the robustness of this mode.

Examination of the properties of individual azimuthal modes was carried out using AMOS7 .
This code differs from TSARLITE in that it treats rotationally symmetric problems with arbitrary
variation along the axis of symmetry, and has the ability to easily focus on specific azimuthal modes.
We have used AMOS to calculate the Q of the disk laser set upon a cylindrical pedestal. In Fig. 2

2This research was performed under the auspices of the U.S. Department of Energy by the Lawrence Livermore
National Laboratory under contract W-7405-ENG-48.

3S.L. McCall, A.F.J. Levi, R.E. Slusher, S.J. Pearton, and R.A. Logan, "Whispering-gallery mode microdisk

lasers," Appi. Phys. Lett. 60, 289-291 (1992).
4 Since we are not yet including gain in these simulations we are, effectively, cold-testing these structures.
51LE. Slusher, A.F. J. Levi, S.L. McCall, J.L. Glass, S.J. Pearton, and R.A. Logan, "Output couplers for whispering

gallery mode microdisk lasers" this digest.
STSARLITE solves the time-dependent Maxwell's curl equations on a two-dimensional cartesian grid using the

standard leap-frog FDTD algorithm with 1st-order radiation boundary conditions.
7AMOS computes the temporal evolution of electromagnetic fields in rotationally symmetric simulation volumes by

using the FDTD algorithm on fields distributed on a two-dimensional (2D) field grid with radial and axial coordinates,
r and z respectively. The projection of the fields in the volume onto the 2D grid is accomplished by expanding the
fields in a Fourier series in the cylindrical (azimuthal) coordinate, 4. The Mth term, or multipole mode, in the series
varies as exp(iM#); AMOS is used to solve for the temporal evolution of the Mth mode via user specification of
M. AMOS allows the fields to vary in a predefined (harmonic) fashion in the 4 coordinate; it is for this reason that
AMOS is called a 2.5D code to distinguish it from a purely 2D code in which the fields do not vary with o. See, I.F
DeFord, G.D. Craig, and R.R. McLeod, "The AMOS wakefield code," Proc. Conf. on computer codes and the linear
accelerator community, (Los Alamos, NM) 256 (January, 1990); also LLNL UCRL-102731.
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we see a portion of a typical power spectrum calculated from the E,(t) at a point inside the laser.
The signal amplitude shows no discernible decrease over the timespan used. However, the resulting
spectrum consists of well resolved spectral lines quite adequate for finding line center frequencies
and Q values using a lineshape fitting methods This method involves windowing the time signal
before Fburier transforming to avoid aliasing errors. It then uses the ratio of amplitudes on either
side of a spectral peak to determine real and imaginary parts of the frequency. The first two lines
shown in the Fig. 3 have Q = 207.7 and w = 1.62 x 1015 sec- 1 and Q = 163.9 and w = 1.83 x 1015
sec- 1 . We also find that Q diminishes approximately exponentially with radial mode number.

The thumbtack laser is not rotationally symmetric: it consists of a disk set upon a rhombiod
pedestal. The complete electromagnetic treatment of the laser was accomplished using DSI3D 9,
where the full geometric complexity of the microstructure can be represented. The use of a general
nonorthogonal mixed-polyhedral unstructured grid permits a variable mesh that can follow closely
the geometry of the microstructure, thus allowing for efficient computation. DSI3D has shown a
variety of results. In particular, the impact of the pedestal is dearly seen as illustrated in Figs.
3a,b where the intensity in the plane of the disk is shown with and without the pedestal. The
pedestal clearly modifies the modal solution and seems to give rise to the preferential directions of
light emission observed experimentally10 .

Because the thumbtack laser is small, a complete numerical electromagnetic analysis can be
finished in a short amount of time. Indeed, even in DSI3D, this problem is not considered large.
Consequently, we have used these tools to begin studying the effect of structural modifications of
the disk on the optical structure. Initial results are encouraging. Adding a slight bulge to the disk
resulted in an enhanced intensity in the region of the bulge as observed experimentally. Extensive
video demonstration of these and other results will be given at the meeting.

Optically confining microstructures with volumes on the order of the cube of the optical wave-
length can be studied efficiently using FDTD techniques. This means that a complete full-wave
electromagnetic analysis of these structures is indeed possible. The ability to fully characterize such
microstructures and to study the impact of structural alterations on optical behavior in a timely
manner is a significant development in integrated optical design.

$M.D. Feit and J.A. Fleck, Jr., "Spectral approach to optical resonator theory," Appl. Opt. 20, 2843-2851 (1981);
M.D. Feit, J.A. Fleck, Jr., and A. Steiger, "Solution of the Schroedinger equation by a spectral method," J. Comp.
Phys. 47, 412-433 (1982).

9DSI3D uses a discrete surface integral method for solving Maxwell's Equations in the time domain. This method,
which allows for the use of general nonorthogonal mixed-polyhedral unstructured grids, is a direct generalization
of the canonical staggered-grid finite difference method. Employing mixed polyhedral cells, this method allows
more accurate modeling of non-rectangular structures and objects because the traditional "stair-stepped" boundary
approximations associated with the orthogonal grid based finite-difference methods can be avoided. See, N.K. Madsen,
"Divergence preserving discrete surface integral methods for Maxwell's equations using non-orthogonal unstructured
grids," submitted to J. Comp. Phys.; also LLNL UCRL-JC-109787

1°ACKNOWLEDGEMENT: We thank R.E. Slusher for discussing his observations of the thumbtack laser with
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FIGURES:

[Figure 1] On the left is an early time slice showing the initial excitation of a dielectric cylinder by
a transient dipole. The grey scale follows the intensity of the E, component of the electric field.
On the right is a later time slice in the same simulation. The dipole has now been off for some
time, and an M = 8 azimuthal whispering-gallery mode is apparent.
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[Figure 2J The modal spectrum for the M = 8 modes.
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FIGURES:

[Figure 3a] The time slice of the mode pattern within the plane of the disk of the thumbtack laser
with the refractive index of the pedestal set to 1. The radiation pattern in the lower half of the
figure has been removed to show the radius of the disk. The grey scale follows the intensity of the
E. component of the electric field.

[Figure 3bJ The mode pattern cotemporaneous to Fig. 3a, but with the rhomboid dielectric post.
The radiation pattern in the lower half of the figure has been removed to show the radius of the
disk.
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1. INTRODUCTION
Optical feedback is the major cause in the deterioration of laser signal
quality. To suppress reflections from connectors, tilting the endface of
the waveguide is beneficial [1][2]. Tilting the endface prevents the
coupling of the reflected bean back into the fundamental mode. Considerable
effort has also been made in obtaining an antireflective coating for the
endfaces of dielectric wavetuldes [3]-[5J. However, the full-wave analysis
of these reflection problems has not appeared to date.

The purpose of this paper is to analyze the reflection problems of optical
waveguldes using the finite-difference time-domain (FDTD) method [61[7]
combined with the absorbing boundary condition [8]. The FDTD method allows
us to obtain information on reflected power for both TE and 11
polarizations.

2. EFFECTS OF A TILTED ENDFACE
Consideration is first given to the analysis of reflected power from the
tilted endface shown in Fig.l. The two-dimensional wavegulde to be
considered has refractive indices of Nco=1.515 and N-=1.5. The adjacent
nedium on the right is air (NA-l). The width of the wavegulde is taken to
be 2D-3.0 on, and the wavelength is chosen to be 1=1.55 an, so that the
guided nodes supported by the wavegulde are the TEo and TWo modes. The
endface is tilted by an angle of 0.

The CW simulation of the TE wave is considered. The +z propagating incident
wave is generated on the incident plane located at ziLo 1 isi. In this
excitation scheme, the total field and reflected field regions [71 are
located at zal in and z<1 om, respectively. Since only the -z propagating
field generated at the endface exists in the reflected field region, the
amount of the reflected power is easily calculated. The increments used for
the simulation are Ax-0.05 am, Az=0.025 am and cht=0.02 om, where c is the
velocity of light in free space.

FIg.2 shows the reflected power of the fundamental mode observed after the
transient has passed (ct=20 am). For the normal incidence, i.e., 0=0 , the
reflected power is calculated to be 4.2%. This value is close to that
evaluated by the simple reflection coefficient of a plane wave. It is seen
that the reflectivity decreases monotonically as the tilt angle 0 is
increased. For example, for 0-10', the reflected power is less than 0.05%.
Although the result for the TX wave is not shown, it is similar to the TE
one.

Fig.3 shows the -z propagating E, field observed in the reflected field
region. The fundamental mode is found to propagate for the normal incidence
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case. In contrast, for 0-10' , the propagating field can be regarded as a
radiation node, so that the reflected power of the guided-mode is
suppressed.

Next, we consider the reflection and transmission problems of a mated
Interconnection shown in Fig.4. A waveguide identical to that in Fig.2 is
used for the analysis. Fig.5 shows the reflected and transmitted power of
the fundamental mode as a function of the endface separation S. It is found
that the reflected power oscillation observed for 0-0" is greatly
suppressed for 0-.10. It should be noted, however, that the transmitted
power undergoes oscillation even in the case of 0=10 . This is due to the
multiple reflections between the endfaces.

The maximus transmitted power for 0*10" and S20.8 an is almost 100%, since
the separation between the endfaces is small. When the separation is large,
we must offset the receiving waveguide toward the *x direction to obtain
the maximum transfer, due to the refraction at the boundary between the
waveguide and the air. In Fig. 5, the effect of the refraction is seen in
the fact that the period of the transmitted power oscillation for 0=10' is
longer than that for 0=0.

3. ANTIREFUCTIVE COATING
Another method of reducing the reflection is to coat the endface with an
antireflective dielectric layer, as shown In Fig.6. The following
parameters are used for the simulation; D=0.13 tn, Nco=3.6, NCL=3.24,
1-0.86 om, Ax-Az-O.O1 pm and cbt=O.007 pn. The thickness of the
antireflective coating is designated as L. Since the antireflection
mechanism of the coating is considered to be impedance matching between
the wavegulde and the air, the refractive index in the coating Is taken to
be N^=/N/zN^, where Nz is the effective index of the waveguide.

Fig.7 shows the reflectivities of the TEo and TMo modes as a function of
the thickness L. For L-O, we can compare our results with the analytical
results obtained by Vassallo [5]. The reflectivities for the TEo and TMo
modes are 40.8% and 26.8%, respectively, while those in reference [51 are
41.5% and 26.5%. Good agreement is found to exist between both sets of
results.

As expected, we can obtain minimum reflection when the thickness L is
around 0.25 X/NAa. It Is interesting to note that the optimum thickness for
the TE wave Is slightly different from that for the TM wave.

4. CONCLUSIONS
Reflected guided power from the tilted endface has been calculated using
the FDTD method. It is shown that the transmitted power in a mated
interconnection oscillates as a function of endface separation due to
multiple reflections. Waveguides with an antireflective coating are also
investigated, and the polarization dependence of the reflected power is
revealed.
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1. Introduction

Experimentalists have produced all-optical switches capable of 100-fs responses [1]. To
adequately model such switches, nonlinear effects in optical materials [2] (both instantaneous and
dieve) must be included. In principle, the behavior of electromagnetic fields in nonlinear
dielctrics can be determined by solving Maxwell's equations subject to the assumption that the
elcric polarization has a nonlinear relation to the electric field. However, until our previous work
[3, 4], the resulting nonlinear Maxwell's equations have not been solved directly. Rather,
approximations have been made that result in a class of generalized nonlinear Schrodinger
equations (GNLSE) [51 that solve only for the envelope of the optical pulses.

2-1D and 3-D engineered inhomogeneities in nonlinear optical circuits will likely be at distance
nales in the order of 0.1 - 10 optical wavelengths, and all assumptions regarding slowly-varying
p a (which ran throughout GNISE theory) will be unjustified. For such devices, optical
wave scteing and diffration effects relevant to integrated all-optical switches will be difficult orimpos3ible to obtain with GNLSE because its formulation discards the optical carrier. The only
way to model such devices is to retain the optical carrier and solve Maxwell's vector-field
equations for the material geometry of interest, rigorously enforcing the vector-field boundary
conditons and the physics of nonlinear dsersion.

In this paper, we describe first-time solutions of the 2-D vector nonlinear Maxwell's
equationsfor material media having linear and nonlinear instantaneous and Lorentz-dispersive
ees the electric polarization. We use the finite-difference time-domain (FD-TD) method in an
extension of our previous work in I-D [3,4]. The optical carrier is retained in this approach. The
fundamental innovation is the treatment of the linear and nonlinear convolution integrals which
describe the dispersion as new dependent variables. By differentiating these convolutions in the
time domain, an equivalent system of coupled, nonlinear, second-order ordinary differential
equations (ODE's) is derived. These equations together with Maxwell's equations form the system
that is solved to determine the electromagnetic fields in nonlinear dispersive media. Backstorage in
time is limited to only that needed by the time-integration algorithm for the ODEs (2 time steps),
rather than that needed to store the time-history of the kernel functions of the convolutions. Thus,
a 2-D nonlinear optics model from Maxwell's equations is now feasible.

II. A New Approach for Modeling Optical Pulse Phenomena in
Nonlinear Dispersive Media In Two Dimensions

Consider a 2-D transverse magnetic (TM) problem. Maxwell's equations for the electric and
magnetic field intensities, Ez, Hx, and Hy. are given by:
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dE dj d 0 HY d E . Ad H, dH. I
at ay dt dx dt dx dy

We allow for dielectric nonlinearity by assuming that the electric polarization, P,, consists of a

lne ar • •, and a nonlinear part, Iý [5]. Then, we have:

Ds = eoe..E+Pt, p=p + pL (2)

1I is given by a convolution of EAz0t) and the Lorentz susceptibility function, X("):

JI (x,t) = so41 ZX')(t-t') E,(x, t')dt' , X•" (t) = exp(-St1 2)sin(v0t) (3)

Here, o),I = 0)0o (4- e.) and V2 = O01 _ 52 / 4. Further, we assume a dispersive (memory-type)

material nonlinearity characterized by the following time convolution for e. L [2]:

P,'(x, t) = evo() E.(x,t)'_ g(t - t') E. (x, t') dt' (4)

where ;() is the nonlinear coefficient and J g(t)dt = 1. Eqn. (4) accounts for phonon
inteructions and nontesonant electronic effects, as given by

g(t) = a8(t) + (l - a) (t) gR(t) Q , RW I2 exp(-t / -r2) sin(I / tI) (5)

Here, 8(t) is the instantaneous delta function that models Kerr nonresonant virtual electronic

transitions in the order of about 1 fs or less, and gR(t) models transient Raman scattering.

We now describe the system of coupled nonlinear ODE's that governs the time evolution of
the polarization. Assuming zero values of the electromagnetic field and the kernel functions for
t : 0, define the functions, F(t) and G(t), as respectively the convolutions:

F ~ Q -eo'()t') E. (x, t')dt' , G(t) = E4J'R (t -t') E,(x, t') dt (6F(t) = soJ (6

"Then, by time-differentiating F and G, these functions satisfy the following coupled system:

1 d2F 8 dF .( eI -. - ) (e, -e.+)(1- a)()EslG= 4• -()e..400• e.+#"•F +az JD (7)
0)02 t* )0 t E.. + aXZ~~(3)E2 22e_ e. + aZ E

I d 2 G 3 dG +_ __ +_ __ ( )(3ZG+ EF= E+-D (8)
E. (+. aZ13)E,2

where 9=2/2 and 0 = (1/') 2 + (1/ 2)2. Eqns. (7) and (8) are first solved simultaneously
for F and G at the latest time step by using a second-order accurate finite-difference scheme that
operates on data for the current value of Dz and previous values of DZ, EZ, F, and G. Then, the
latest value of Ez can be obtained via a Newton's iteration, using the new values of Dz, F, and G:
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Es = D, - F-_(I -a)Z(3Ez,G 9
eo(s,. +aZ( 3 g)E2

S+ X9

The system of Eqns. (7) - (9) determines values of EZ and Pz so that Eqn. (2) is satisfied. This
procedure, combined with the usual FD-TD realization of Maxwell's equations, Eqn. (1),
comprmise the complete solution method.

II. Results
The modeling capabilities of this new algorithm are demonstrated by 2-D calculations of

~ modlin pra g n wire
propagating and collidinf solitons. T7he calculations are for a propagating pulse with a carrier
frequency of 1.37-101 Hz (X = 2.19 gm), and a hyperbolic secant envelope having a
characteristic time constant of 14.6 fs. The computational domain for the 2-D dielectric waveguide
is l0 x 5 p, with the dielectric waveguide itselfI gm thick and 2 pm of air on either side. The
first calculation simulates Lorentz-medium linear dispersion alone (Eqn. 4). As Fig. 1 shows, the
pulse undergoes predicted [51 pulse lengthening due to dispersive effects.

The second calculation simulates the effects of the full linear (Eqn. 3) and nonlinear (Eqns. 4
and 5) polarizations. As shown in Fig. 2, the propagating pulse now has the features of a soliton
with the retention of its length. In addition, detailed plots show a second, low-amplitude, high-
frequency, "daughter" pulse forms and moves out ahead of the soliton.

The third calculation simulates the collision of two equal-amplitude, counter-propagating
solitons. The results show the solitons interacting during the collisions and then separating
without general changes. However, by comparing the carriers of the collided solitons with those
of the non-collided solitons, precise carrier phase lags of the collided solitons are measured.

The presentation also includes a color video of these calculations that shows the pulse
evolution in time. Also, results will be shown of colliding solitons at angles other than head-on.

IV. Implications

The novel approach discussed here achieves robustness by rigorously enforcing the vector
field boundary conditions at all interfaces of dissimilar media in the time scale of the optical carrier,
whether or not the media are dispersive or nonlinear. As a result, the new approach is almost
completely general. It assumes nothing about: (a) the homogeneity or isotropy of the optical
medium; (b) the magnitude of the nonlinearity; (c) the nature of the material's o) - 0 variation; and
(d) the shape, duration, and vector nature of the optical pulse(s). By retaining the optical carrier,
the new method solves for fundamental quantities - the optical electric and magnetic fields in space
and time - rather than a nonphysical envelope function. It has the potential to provide an
unprecedented 2-D and 3-D modeling capability for millimeter-scale integrated optical circuits
having sub-pmr engineered inhomogeneities.
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Fig. 1. Electric field of propagating optical carrier pulse with inital hyperbolic secant envelope
= 2.19 pm, c = 14.6 fs) in 1-pjm thick linear Lorentz-medium dielectric waveguide.

Fig. 2. Electric field of optical soliton carrier pulse corresponding to Fig. 1,
including quantum effects such as the Kerr and Raman interactions.

Fig. 3. Electric field of colliding counter-propagating solitons corresponding to Fig. 2
(approaching, destructively interfering, constructively interfering, separating).
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In this paper we discuss the characteristics of the scattering of pulsed Gaussian beams from a variety of
linear-nonlinear interfaces. These results are obtained [R. W. Ziolkowski and J. Judkins, "Full-wave vector
Maxwell equation modeling of the self-focusing of ultrashort optical pules in a nonlinear Kerr medium
exhibiting a finite response time", to appear in JOSA B, January 1993.) with a multi-dimensional, full-
wave, vector Maxwell's equation solution method that models the interaction of ultra-short, pulsed optical
beams with a nonlinear Kerr material having a finite response time. This nonlinear finite difference time
domain (NL-FDTD) approach combines a nonlinear generalization of a standard, FDTD, full-wave, vector,
linear Maxwell's equation solver with a currently used phenomenological time relaxation (Debye) model of
a nonlinear Kerr material. In contrast to a number of recently reported numerical solutions of the full-wave,
vector, time-indepeidest Maxwell's equations and of vector paraxial equations, the FDTD approach is a
time-dependent analysis which accounts for the complete time evolution of the system with no envelope
approximations.

NL-FDTD results for normal, oblique, and grazing incidence nonlinear interface and dielectric slab
waeguide problems will be emphasized in this paper. Although these basic geometries are straightforward,
the NL-FDTD approach can readily handle more complex, realistic structures. These example TE and TM
nonlinear optics problems will highlight the differences between the scalar and the vector approaches and
the effects of the finite response time of the medium. Moreover, by incorporating single-cycle as well as
multiple-cycle (envelope) pulses in the analysis, we can completely characterize, for instance, the potential of
linear-nonlinear interfaces r linear-nonlinear slab waveguide configurations as all-optical switches for pulses
generated with current as well as future laser systems. This case separation also affords us the opportunity
to investigate the differences between the scalar envelope and full-wave vector equation models.

The NL-FDTD method is beginning to resolve several basic physics and engineering issues concerning the
behavior of the full electromagnetic field during its interaction with linear-nonlinear interfaces. In particular,
using the NL-FDTD approach we have (to the best of our knowledge) (1) performed the first complete full
wave, vector treatment of both the TM and TE models of an optical diode (linear-nonlinear inttrface switch);
(2) characterized the performance on an optical diode to single-cycle and multiple-cycle pulsed Gaussian
beams including the appearance of a nonlinear Goos-Hinchen effect, the stimulation of stable surface modes,
and the effects of a finite response time of the Kerr material; (3) shown definitively that the linear-nonlinear
interface does not act like an optical diode for a tightly focused, single-cycle pulsed Gaussian beam; and
(4) characterized the performance of linear-nonlinear slab waveguides as optical threshold devices. In these
analyses we have identified the role of the longitudinal field component and the resulting transverse power
lows in the interface scattering-coupling process.

The NL-FDTD method solves numerically Maxwell's equations

as o [ =-Vx0 (1)

at [CL = V xH - at PL, (2)

where the nonlinear polaization term PJNL = XNL (j ,, I'12)• is specified by solving simultaneously a Debye
model for the third order, nonlinear susceptibility XNL of the Kerr medium:

8, XNL +1 XNL 12 If12" (3)

This approach models the medium as having a finite response time r. If T represents the pulse width, then
by setting T > r, one obtains an instantaneous response model: X N $2 IfI2, i.e., the medium follows



IMD6-2 / 129

the pulse. On the other hand, if T < T, then the finite response time effects are maximal and the medium's
response significantly lap the pulse. The NL-FDTD approach can treat both extremes. Moreover, the
divergence equation asociated with this system indudes the nonlinear source term: V. [,L tj = -V. NL.

In two space dimensioms and time with coordinates the (z,z,t) and with the choice of a TM, polarized
wave, the NL-FDTD method solves for the complete time history of each of the components (E,, E., Hy).
The equatious for a TEa polarized wave can be obtained by reciprocity: f -- A and 7--. -E , and they
lead to the NL-FDTD solution of the components (E, H., H.). The nonlinear source term strongly couples
the transverse and longitudinal electric field components in the TM case; the corresponding magnetic field
,'omponents in the TE case are driven by the transverse electric field component which exhibits the nonlinear
.awth. Additionally, when the linear-nonlinear interface problem is treated, Maxwell's equations naturally
provide the boundary conditions appropriate for this lossy dielectric interface. Thus, the linear-nonlinear
interface problem can be handled without imposing any additional constraints on the fields. Moreover, more
complex structures can be added to the simulation with little difficulty, giving the NL-FDTD approach
a great deal of flexibility. Note that we have taken the linear permittivity to be a constant. We have
currently incorporated linear dispersion in the FDTD approach and are studying its effeck on the optical
diode. Because of the versatility of the FDTD approach, we have been able to "turn-on" the dispersion
effects to analyze their impact on the linear-nonlinear interface reflection-transmission processes. The NL-
FDTD results to be reported were obtained by carefully designing and testing the numerical grid, material
parameters, and the algorithm to insure stability, accuracy, and efficiency.

In all of the interface problems we assumed that the interface was in the far-field of the source. We thus
used a single bipolar pulse excitation for the single-cycle cases. This initial pulse was given by the function

2t

Ft)= (1 - z) H(1-II) ; z 2= - 1 (4)
T

wihere Y(z) is Reavisrde's fiaction. A total pulse width T = 20.01s corresponds to an effective wavelength
of 4.Opm. This initial driving ficion has both first and second time derivatives continuous at its endpoints,
thus reducing the numerical noine initially generated in the grid.

For the normal incidence cases we used a 30.0 pm x 40.0 pm rectangular grid with Az = 0.02 pm and
At = 0.018 fs resolution. This resolution gives a problem 1500 x 2000 cells large. The discretizations thus
provided an average spatial resolution of Az = A/160. The nonlinear medium parameters were set to the
value n2 = e2/(2no) = 1.0 x 10-is (m2 /V2), where no = 1.0. The initial transverse amplitude waist was
taken to be w0 = 10.0 pm. Most of our results were obtained with the nearly instantaneous-regime medium
response time of r = 4.0 fs = 0.2 T. Typical results are depicted in Figure I in which the waist of the energy
of the beam is plotted as a function of its location along the direction of propagation. For low intensity, the
beam diffracts as though it were in free space; for high intensity, some portion of the beam reflects and the
transmitted beam self-focuses in the Kerr medium. The actual reflection coefficient is substantially below
the value anticipated from an equivalent monochromatic beam. This is due primarily to the fact that the
pulse does not cause the medium to respond instantly; hence, much of the energy penetrates into the medium
before the boundary is sufficiently reflective. The transmitted beam behaves as predicted from previously
reported self-focusing beam propagation simulations.

The goal of the oblique incidence cases was to construct a configuration in which the pulsed Gaussian
beam is either transmitted or reflected completely from the linear-nonlinear interface. By design, the incident
wave is assumed to be beyond critical where the critical angle

8,.e > 9Oet = sin-I (n6 -- An+ n 2 ,Eo,) (5)

the index of the linear medium being nb and the index of the nonlinear medium being nb - An + n•2Eo02.
The expectation from linear theory is that a monochromatic plane wave will be reflected when it is incident
beyond the critical angle and transmitted when it is below that value. Including the nonlinearity, one
introduces a control over the critical angle. In particular, the critical angle will disappear at sufficiently
high field intensities. This optical diode has been considered as a proto-type all-optical switch. Because the
NL-F)TD appraoch is a complete vector model, it is a good method for modeling the wide range of wave
vectors contained in a tightly focused, strongly diffracting beam that scatters from a sharp index step at any
angle of incidence considered in this problem.
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Figure 1. The normal incidence problem is divided into two regions: the incident region which is linear and the
transmision region which is nonlinear. The linear index is continuous across the interface so that a low intensity
beant will propagate unchanged. As the intensity increases, the pulse experiences some refection and the transmitted
pulse will self-focus if the initial transmitted field amplitude is above threshold.

For the oblique incidence casm considered, we used a 105 pm x 305 pm rectangular grid with
Asz 0.125 pm and At = 0.018 fs resolution. The nonlinear medium parameters were set to the same value
n2 = C2/(2v4) = 1.0 x 10-1s (m2/0), where na is the background index. The initial pulse was given by Eq.
(4) but with a pulse width of T = 30.0 fs, hence, an effective wavelength of 6.Opm. The discretizations thus
provided an average spatial resolution of Axz = A/48. The initial waists range from 10 pm to 15 psm. Several
medium rponse times r wer investigated from r = 5.0 T to r = 0.05 T. Mad of the cases were run with
the parametes no - n& = 1.56 and An = 0.06, giving 96, = 74.1P. A variety of initial field amplitudes and
Sof incidene we explored.

We have found tha this optical diode may be realizable for plane waves, but it does not be appear
to be feasible for realistic, pulsed, finite beams. Figure 2 represents the typical results. We have explicitly
demonstrated the presence of the nonlinear Goos-Hichen effect as indicated. However, because the tightly
focused beam contains such a large variety of wavevectors, a large portion of the incident beam penetrates
into the medium, even in the linear case. Our best results to date have only indicated a - 40% reflection
coefficient for either the TE or the TM cases. Only when the beam was highly defoucsed so that it behaved
more like a plane wave did we see more substantial reflections. These results indicate that the linear-nonlinear
switch will perform poorly as an optical diode in any ultrashort, focused optical system.

With these initial disappointing results for the optical diode, we have switched our attention to optical
threshold device in dielectric waveguides. Figure 3 represents the basic idea. A linear guiding film is
sandwiched between a linear cover region and a nonlinear substrate region. The substrate and cover have
the same linear attributes. If the intensity of the pulse propagating in the channel is below threshold, the
pulse remains confined within the guide. On the other hand, if the pulse amplitude is close to or above
threshold, the coupling of the propagating mode to the nonlinearity causes some of the energy to switch out
of the guide into the Kerr medium. The energy emitted into the nonlinear substrate is either channeled into
a nonlinear surface mode along the film/substrate interface or gets distributed between the surface mode
and a self-trapped channel and propaates awy from the guide at an angle dependent on the initial pulse
intensity. A second guide can then be positioned to capture the energy switched out of the first guide. The
waveguiding nature of these configurations appears to overcome the diffraction spreading of the wavevectors
that occurs with tightly focused beams in the linear-nonlinear switch geometry. We are currently studying
the switching eflicency of these optical threshold waveguide configurations and will report the results of our
copete study.
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I. INTRODUCTION

Methods of solving Maxwell's equations on a discrete grid in space and time show promise in pre-
dicting the time-evolution of ultrashort pulse propagation in optical devices [1,2]. Finite-Difference
Time-Domain (FDTD) algorithms developed for microwave problems [3,4] discretize Maxwell's curl
equations and consider the permittivity e and permeability p of a material to be constant. Over
the bandwidth of short optical pulses, the material dispersion cannot be ignored. Recently, various
authors [5-11] have attempted to model this dispersion by adding finite-difference approximations
of the constitutive equations to the algorithm. Two competing approaches with very different mo-
tivations have emerged; comparisons between them have been in the form of lengthy numerical
simulations. We formulate the problem of modeling dispersive materials as a filter design problem
in signal processing. The formalism of discrete-time linear systems then enables us to examine the
difference equation as an approximation to the desired continuous filter, and to equate the design of
an optimal filter to the solution of a constrained minimization problem. We show that the previously
used methods of approximating dispersion are analogous to the matched and bilinear approxima-
tion methods of discrete filter design theory. We compare the exact frequency response of existing
discretizations to the desired response for Debye and Lorentzian media.

II. THEORY

Maxwell's Equations relate the spatial derivatives of the electric and magnetic fields, E and
H, respectively, to the time derivatives of the electric and magnetic flux densities, D and B. The
constitutive equations represent the effects of the material on the radiation; they relate the fluxes
and fields through the electric and magnetic polarization response of the medium. In this paper, we
consider only the dispersion in permittivity, but the approach can also be applied to a dispersive
permeability as well.

In general, the constitutive relation describing the electric response of a material is a convolution

D(t) - 0 e(r)E(t - r)dr. (1)
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As a linear system, equation (1) indicates that the polarization response of a material is a linear time.
invariant filter whose input is the electric field and whose output is the electric flux. To construct
an appropriate model for FDTD, we start with the general form for a discrete-time linear filter:

boD/" + bl!D- 1 + b2/j- 2 + ... = aoe0E" + aleoE"-1 + a2e0E"- 2 + ... , (2)

where n corresponds to the time step. Any realizable approximation of (1) can be cast into this
form; the only differences in the various approaches lie in the method used to derive (2) and the
specifics of implementation, e.g., the use of intermediate variables. The two general approaches used
to discretize the polarization equation are direct integration [5,6] and differentiation [9]. Direct
integration requires first converting the frequency response of the permittivity to a time-domain
impulse response, then approximating the convolution integral. A recursive sum simplification (in
the manner of [6,12]) may not be obvious or stable, forcing the storage of the entire time-history
of the simulation. Differentiation, on the other hand, is straightforward for a simple dispersive
behavior, but may quickly lead to a large number of coupled equations if several resonances are
to be considered. Most importantly, neither method is capable of giving a quantitative answer to
the all-important question of how well it models the desired response. To answer that question, we
appeal to linear systems theory, which is able to examine convolution, integration, and differential
equations in a more general setting. By examining these systems in the frequency domain, we may
directly observe the frequency response 4, of a given discrete equation and compare it with the
desired frequency response ec:

= ao + al exp(-jwAt) + a2 exp(-2jwAt) + ... (3)
b) + b1 exp(-jwAt) + b2 exp(-2jwAt) +..

We introduce the z-terminology [13] for a delay of At,

z = exp(-jwA). (4)

Equation (4) allows direct translation of a frequency-dependent permittivity to the "delay" domain
with a rational z-polynomial approximation of jw. Alternatively, equation (4) may be used to
formulate the design as a linear minimization problem.

III. COMPARISON TO EXISTING METHODS

Exploiting the linear systems perspective, we recast the work of previous researchers as discrete
filters and compare them to cr(jw). In this form, the nature of the approximation to equation (4)
becomes evident.

The recursive convolution approach originally taken by Yee et al [12] and subsequently )f 'lowed
by Luebbers et al [6,8, t0,11] preserves the poles of d,(jw) exactly. For this reason the analogous
approach in linear systems theory is called a matched transform:

( I -- exp(--aAt)-l

Employing this simple relation, the inverse Fourier transform and approximate integration can be
bypassed completely, and one arrives at equation (2) in two steps for an arbitrary frequency function.
In comparison to other techniques of approximating (4), the matched transform has the feature that
in simple cases it requires minimal operations, and, more importantly, only one delayed variable
for each pole. Unfortunately, this method is only accurate near the pole frequencies, i.e., for low
frequencies. The simplest example of a matched transform is the backward difference approximation
to a derivative.
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Figure 1: The frequency response of the Debye relaxation (left axis) and the error in the approximation (right axis)
of two existing models. Parnmeters are as given in Ref. (6o.

Both the trapezoidal integration technique of Kashiwa and Fukai [5,7f and the differential equa-
tion techniques of Joseph et ([9] are analogous to the bilinear transform:

2 (z-1) (6
At \Z+1I

It is termed bilinear because a single pole or zero is replaced by a discrete pole-zero pair. Once
again, this relation considerably simplifies the process of deriving a differencing schemne for (1). The
bilinear transform offers a good approximation to W over the bandwidth of the simulation, but if

imlemented directly as in (2), it doubles the memory necessary at each grid point. The simplest
bilinear filter is "box scheme" differentiation.

IV. RSULTS

Figure I illustrates the insight obtained from linear system theory. It shows a comparison of
the exact dispersive response to FDTD models; a comparison made in the context of a digital filter
approximation. The exact filter in this case is the Debye polarization model (with parameters given
in [6])

CSo0- (7)1 + jWT("

Superimposed is the error of the matched (Luebbers) and bilinear (Joseph, Kashiwa) filters. The
bilinear transform consistently exhibits several orders of magnitude better accuracy than the matched
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t 6,scm. Both methods Iose accuracy as the frequency approaches cutoff at f 1/2At.

Similar comparisons have been made with the Lorentuian model of electronic polarization, with
similar results.

V. CONCLUSIONS

In this paper, the formalism of linear systems theory was used to compare existing models
for common polarsation responses of optical materials. This approach to implementation and
analysis of frequency-dependent material models in FDTD was shown to be much simpler than
existing techniques. Systems techniques can also be used to approximate an arbitrary frequency-
dependent respose function, or to tailor the frequency response to be highly accurate over a specific
bandwidth. Furthermore, this approach can be used to implement specific filters with a tradeoff
between economy and numerical sensitivity. In short, the system theory perspective promises to be
strengthen and simplify the development and analysis of finite-difference time-domain techniques for
modeling optical problems.
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Linear electronic dispersion and Finite-Difference Time-Domain calculations: a
simple approach2

1J. Hawkins and J.S. Kallman
Lawrence Livemwre Nationa Laborator, Livermore CA 94550

(510) 4*1-0581

The Finite-Difference Time-Domain (FDTD) treatment of electromagnetic pulse propagation
holds much promise for the complete numerical description of integrated optical device behav-
ior where reflections and/or coherent effects are important. The recent application of FDTD to
problems in integrated optics 3 has indicated that electronic dispersion must be included to treat
realistically the broadband behavior of integrated optical devices. The inclusion of material disper-
sioa (electronic or magnetic) in FDTD calculations has historically been quite limited. The first
formulation of broadband dispersion in FDTD was presented in a pioneering paper by Luebbers et.
aL.4 who demonstrated that if the electronic susceptibility was expanded as a series of exponentials
that the treatment of dispersion could be reduced to a recursive update. The incorporation of this
update, however, requires a substantial rewriting of the standard electric field update equations.
More recently, Lee et. a/.i and Joseph et. aLe demonstrated a different formulation to the linear
problem in which they solve explicitly the equation of motion for the polarizability using finite-
difierencing. Goorjian and Tailove7 have extended this alternative formulation to nonlinear optical
propagation. In this paper we follow the general approach of Luebbers et. aL but exploit a simple
causality argument that enables us to write dispersion as a simple recursive additive term in the
common electric field update equations. This is of particular interest since it will enable the treat-
ment of dispersion in a large number of existing FDTD design codes with minimal computational
modification. We then demonstrate the accuracy of our formulatidn by simulating the reflection of
a broadband pulse from an air-water interface.

We begin with a quick review of the Yee formulations of Maxwell's curl equations since the steps
in this derivation will be followed in our development below. In Yee's notation the one dimensional
Maxwell's curl equations for a nonpermeable, nondispersive, and isotropic medium

Bs OE,(

2This research was performed under the auspices of the U.S. Department of Energy by the Lawrence Livermore
National Laboratory under contract W-7405-ENG-48.

3S.T. Chu and S.K. Chandhuri, 'A Finite-Difference Time-Domain Method for the Design and Analysis of Guided-
Wave Optical Structures", J. Lightrave Technol. LT-7, 2033-2038 (1989); S.T. Chu, Modelling of Guided. Wave
Opticau Structwe by the FDTD Metho4 Doctoral Thesis, University of Waterloo (1990); S.T. Chu and S. Chandhuri,
Combining Modal Analysi- and the FDTD Method in the Study of Dielectric Waveguide Problems," IEEE Trans.

Microws.. Theory 38, 1755-1760 (1990).
4 R. Luebbers, F.P. Hunsberger, K.S. Kunz, R.B. Standler, and M. Schneider, "A frequency dependent Finite-

Diference Time-Domain formulation for dispersive materials," IEEE Trans. Electromagn. Compat. EMC-32,
222-227 (1990).

5 C.F. Lee, R.T Shin, and J.A. Kong, PIER4 Progress in Electromagnetics Research, edited by J.A. Kong (Elsevier,
New York, 1991), pp. 415-435.

R.M. Joseph, S.C. Hagness, and A. Tallove, "Direct time integration of Maxwell's equations in linear dispersive
media with absorption for scattering and propagation of femtosecond electromagnetic pulses," Opt. Lett. 16, 1412-
1414 (1991).

?P.M. Goorjian and A. Talove, "Direct time integration of Maxweli's equations in nonlinear dispersive media for
propagation and scattering of femtosecond electromagnetic solitons," Opt. Lett. 17, 1412-1414 (1992).

KS. Yee, "Numerical solution of initial boundary value problems involving Maxwell's equations in isotropic
media," IEEE Trans. Ardennas Propag. AP-14, 302-307 (1966).
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G, = - a-'T'(2)

become, with B, =#H,,

+ 1/2) - 5 /, + 1/2) = _ E(i + 1) - El(i)at ISAX ' (3)

D (- D(i) - H,1+ 1/2(i + 1/2) - H:*•/(- 1/2)
At =A(

where E'(i) denotes the value of the ,-component of the electric field at position z = iAz and time
t = RAt; the displacement field D*(i) and magnetic field H."(i) being similarly denoted. Using
the constitutive relation D,(t) = coEy(t) we can dear D, from Eq. 4 and obtain the field update
equations

H* 1I/2(i + 1/2) = '/2(i + 12)- E' i 1)(;&A

:+I(/) = EI(/) - -' [H;+1/2(i + 1/2) - H:+1/2 (i - 1/2)1 ] (6)

Equations 5 and 6 are the standard Yee formulation field update equations. We now consider the
the constitutive equation for linear dispersion

D(t) = EoE(t) +o E 0  x(t - r)E(r)dr, (7)

= oE(t) + eP(t), (8)

where X(t) is the linear susceptibility and where we have defined P(t) to be the integral in Eq. 7.
Proceeding as we did above we obtain the following modified version of Eq. 6:

- [Pu+1(i)- .p,(,)]. (9)

To evaluate P1,+'(i) - P'(i) it is useful to return to the continuous representation:

PY(t + At) = j X(t + At - r)EI(r)dT + j x(t + At - r)E,(r)dT". (10)

The second integral in Eq. 10 vanishes because (i) X(0) = 0 9 and (ii) the contribution to the
integral at r = t is contained in the first integral in Fq. 10 when rectangular quadrature is used.
Thus

F91tt + At) - PY(t) = fo" [X(t + At - r) - X(t - r)] Ev(r)dr . (11)

This is a particularly useful result because it eliminates the term E,(t + At) from the convolution
and, thus, maem electronic dispersion an additive contribution to the standard Yee formulation.
Thus, adding dispersion to an existing FDTD code can now be done by adding a term. This

sElecumomic susceptibilities are impulse response functions for materials. Causality states that the material cannot
Tespond befoN e field arrives. The statement x(o) = 0 simply means that the material responds to the field and
that this respose is not instantaneous.
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contruts with the formulation of Luebbers et. aL that required a rewriting of the electric-field
update equation.

A simple recursion for Eq. 11 can be obtained by writing the susceptibility as x(t) = a2 tieAt.
Substituting this into Eq. 11 and casting the integral as a rectangular quadrature we obtain

+1 (i) - P'• (i) = At at (eCOAt - 1) R,,(i), (12)

where,
n

= ~eI(? )AE~i).(13)
j=0

It is a straightforward matter to show that the recursion for Rj',, is

R'(I = e I (i) + Et(i), (14)
Rio,v(i) = Ev(i) . (15)

Summing up, we substitute Eq. 13 into Eq. 6 we obtain the following update equation

E~+()= E;'(i) - (AIt) (Hn+1/2(i + 1/2) - H~n+1/2 (i _ 1/2)]
CAt

-,*t- 1 (16)

Comparing this with Eq. 6 reveals that linear dispersion simply adds a recursive term to the
standard Yee equations.

A similar result has been obtained for the case of magnetic dispersion by DeFord et. al.1°.
These results taken together constitute a complete solution to the treatment of dispersion - both
electronic and magnetic - in FDTD calculations.

To test this approach we have reproduced the calculation given in the paper of Luebbers et al.
of the reflection of a 1 kV/cm Gaussian pulse from an air-water interface in 1-dimension.11 The
results are shown in Fig. I where we compare the results of our formulation to that of Luebbers et
al.. Using the method discussed by Luebbers et al. we have also calculated the reflection coefficient
as a function of frequency, and we show the result of this calculation together with the exact result
in Fig. 2. The essentially identical results demonstrate the accuracy of our formulation.

In summary, we have demonstrated an alternative formulation of dispersion in the FDTD
equations and have shown that our approach reproduces accurately the reflection of a broadband
electromagnetic pulse from an air-water interface. Our new formulation has the novel feature that
dispersion enters as an additive term and, thus, provides a computationally simple introduction of
dispersion into the standard Yee formulation.1 2

10J.F. DeFord, G.D. Craig, L. Walling, P. Allison, and M. Burns, "Development and application of Dispersive
Soft-Ferrite Models for Time-Domain Simulation," (to be published).

"11To obtain the coefficients needed for our calculation we fit the Lorentzian form of X(w) to that used by Luebbers
et @L: X(w) = (c, - c.)/(l + iwto) where e,. 81, co. = 1.8, and to = 9.4 picoseconds. We thus obtained w0 = 135
GHl, -' = 1000 GHz, and m = 6.86 x 10-7 GHz-1. The numerical experiment was set up identically to that of
Luebbers et al.: a problem space of 1000 cells (499 air; 501 water), Az = 37.5 Am, and At = 0.0625 picoseconds.

12 ACKNOWLEDGEMENTS: We thank Dr. John F. Deford of LLNL for his help in this work and for providing
a preprint of his work on magnetic dispersion. We also thank Scott Nelson for enlightening discussions and for his
help in the calculation of the reflection coefficients.



IMD8-4 / 139

FIGURES:

200'

0' /--

"~I'

-6

S-800\

SI i

- I I
S-600 /.

"t i

-800 " '-

0 200 400 600 800 1000
CELL NUMBER

[Figure 1] A comparison of the total electric field after reflection from an air-water interface. The
dashed line is the result using the formulation of Luebbers et aL. The dotted line is the result of
our formulation.
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A Frequency Reference Photonic Integrated Circuit for WDM
with Low Polarization Dependence

J.-M. Verdiell, M. A. Newkirk, T. L. Koch, R. P. Gnall, U. Koren, B. I. Miller, B. Tell
AT&T Bell Laboratories, Crawfords Corner Rd. PO Box 3030, Holmdel , NJ 07733-3030

Photonic Integrated Circuits (PICs) based on InGaAsP are attractive for implementinj
WDM filters, but achieving absolute wavelength reproducibility on the order of a few I
and low polarization dependence is still an important challenge. We present a frequency
referencing PIC implementing 10 narrowly spaced frequency filters with low polarization
sensitivity and improved wavelength reproducibility.

The wavelength reproducibility of integrated optical filters that rely on geometrical
dimensions of the structure (i.e., corrugation period and strength of a grating, phase-shift
locations, relative facet locations and physical length) is limited by the degree of control of
the effective index of the waveguide. The latter will vary because of non-uniformities in
the quaternary material photoluminescence wavelength and thickness. Moreover, the large
index step of typical waveguides on InP materials inevitably introduces an undesirable
waveguide birefringence, even in the case of a slab waveguide. Besides improving
fabrication tolerances, it is possible to optimize waveguide design with regard to
reproducibility and polarization dependence by lowering the index step and enlarging the
core size. An elegant way of growing a waveguide core which satisfies this criterion is to
use a multi-quantum-well (MQW) [1,2] diluted waveguide, where the core region consists
of a few regularly spaced quantum wells separated by a relatively thick binary material
barriers. It offers the advantages of acting like a layer with an arbitrary small index step [3]
without relying on very tight composition control. A theoretical comparison between a
standard slab waveguide (2000A , , =1.3 pIm core) and a diluted MQW waveguide (9
pairs of 50 A wenls of Lp1=l.1 prM and 1250 A InP barriers) is summarized in Fig. 1. Note
that an impressive 15 fold decrease in polarization sensitivity is expected.

Such a MQW guide as been incorporated in our frequency referencing PIC as depicted
in Fig. 1. The working principle is as follows: the input light is launched through a 500 pm
long rib-loaded waveguide. After reaching the end of the input waveguide, the light freely
expands in the slab MQW waveguide, then travels through a 3 mm Bragg grating section,
whose corrugations have been etched in a thin quaternary layer on top of the waveguide.
An array of 10 MQW detectors samples the light coming out at different angles through the
grating. Since each ray traveling at an angle 0 within the grating sees a different effective
grating pitch, each detector will show a dip in its response curve when the input
wavelength A satisfies:

•-_A* n,- (Cos O-_1) (1)
;Lo feff group

where the Bragg wavelength A0 at 0 =0 is determined by the grating pitch A =Ac/2 ndy.
The detector signal thus behaves like an "artificial" absorption line to which a laser
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frequency can be locked [4].
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Fig. 2 : Frequency Reference PIC. Top: layer structure, bottom: circuit layouL

We briefly describe the processing sequence of the PIC [5]. The device material was
grown using atmospheric pressure MOVPE. The base wafer before processing consists of
the MQW waveguide stucture previously described, a 135 A thick InGaAsP layer (A,,1

=1.30 Jro) in which the grating is etched, a 2000 A thick layer (A,,1z =1.30 Jtm) which
serves as the rib loading for the input guide and as a mode converter in front of the
detectors, a stack of four InGaAs quantum wells separated by InGaAsP barriers (A,,, =1.30

pm) which are used for the detectors and absorbers, and finally p-doped InP layers. All the
quaternar layers are separated by thin InP etch stops to facilitate processing. The InGaAs
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quantum wells were first selectively removed by wet etching in the passive sections, and
left to form the absorbers on each side of the chip and in a rectangle delimiting the detector
region. Subsequent layers were patterned to form the input guide and the mode converter,
then the slightly slanted (00=6.5") grating was defined by holographic exposure. The

upper 1.2 pn thick semi-insulating InP cladding was regrown by MOVPE, then selectively
etched away from the detector and contact pad region. p+ doped contact layers were then
regrown and etched away from the passive regions. After gold contact formation and
patterning, the whole p+ region was ion implanted except for the detectors. A Cr/Au guard
ring surrounding each detector and contact pad, not shown on the figure, was then
deposited and patterned by lift-off. The total size of the cleaved device was 6.1 mm x 1
mm.

The performance of the device was tested using a Hewlett Packard tunable laser source
coupled with a lensed fiber to the PlC. The wavelength channels were exceptionally
regularly spaced as shown in Fig. 3. A linear fit with a correlation coefficient R=0.999
indicates a 7.2 A spacing, only 0.5 A from the design goal.

15640 . I I I I I I I

15630

S15620

15610

CD
156MO

~15590

15570

15560
0 1 2 3 4 5 6 7 8 9 10 11

Channel #

Fig. 3 Center wavelength of the 10 channels.

The response curve of one detector for both TE and TM polarized input is shown in
Fig. 4. A narrow dip at 1.5610 mim is obtained. The cause of the apparent "ringing" on the
longer wavelength side of the dip, however, is not yet known. All channels displayed
similar curves translated in wavelength. One of the detectors (channel 10) showed the
largest TE/TM shift of 2 A. All other channels had shifts below 1.2 A, with an average
value of 1 A. To the best of our knowledge, this represents the lowest polarization
sensitivity ever reported for an InP based PIC.integrated filter.
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In order to assess the absolute wavelength reproducibility, we measured the first
channel center wavelength of 33 devices chosen randomly from two samples measuring
about 1 square inch each. These samples were processed separately but came from the
same 2 inch diameter base wafer. The standard deviation obtained from these

measurements is oa3.33 A, and the total range is 12 A. Although this represents quite a
good result, we believe that these numbers may still be limited by the unevenness of the
grating layer which was partially washed out during regrowth, and not by the uniformity of
the MQW guide itself.

In conclusion, we have demonstrated a frequency reference PIC incoqpxaing a diluted
MQW waveguide for improved wavelength reproducibility and low polarization
dependence. This concept could potentially be applied to other PICs performing functions
necessary for WDM, where tight wavelength control and low TE/TM sensitivity is
desirable.

[1] RJ. Deor, E. Kapon, IEEE Journal of Quantum Electron., vol. 27, p. 626,1991.

[2] U. Koren, N. L. Miller, T. L. Koch, G. D. Boyd, R. J. Capik, S. E. Soccolich, Appl. Phys. Lett. ,

vol. 49, p. 1602, 1986.
[3] G.M. Alman, A. Molter, H. Shen, M. Dutta, IEEE J. of Quantum Electron., "Refractive index

approximation from linear perturbation theory for planar MQW waveguides", vol. 28, pp 650-657.

1992.

[4] Y.C. Chung, R.M. Derosier, H.M. Presby, CA. Burrus, Y. Akai, and M. Masuda, "A 1.5 /m laser
package frequency locked with a novel miniature discharge lamp", IEEE Photon. Tech. Lett., vol. 3,

pp 841-844, 1991.

[5] T. L.Koch, U. Koren, "Semiconductor lasers for coherent optical fiber communications". J. of
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Polarization Independent 8x8 Multiplexer on InP

M. Zirngibl, C. H. Joyner, L. W. Stulz, Th. Gaiffe, C. Dragone
AT&T Bell Laboratories
Crawford Hill Laboratory

Holmdel, NJ 07733
Phone: 908-888-7153

NxN waveguide grating multiplexers are key components in wavelength division multiplexed
(WDM) transmission systems and networks [1]. Recently, we demonstrated a 15x15 InP
multiplexer that was comparable in performance to SiO 2-based devices [2]. One problem
with the InP multiplexer was the TM-TE polarization shift of the spectral characteristics.
This is not acceptable for many applications where the polarization state of the input signal
from a fiber transmission line is random. One can always try to achieve polarization
independence by reducing the waveguide birefringence. This approach, however, may be too
much of a compromise if one also requires low straight- and bend-loss and reproducibility.
Here, we show that the multiplexer can be designed to operate independent of polarization
even though the waveguides are birefringent.

The trick is to choose the free spectral range (FSR) so that it equals the TM-TE shift. This
means that the grating order for the TM mode is exactly one lower than the TE mode at the
same wavelength [3]. The FSR is then given in the frequency and wavelength domains,
respectively, by

FSR(f) = FSR() _= An
f X n

where f is the optical signal frequency, X the signal wavelength and An/n the waveguide
birefrigence. The FSR or optical bandwidth over which the multiplexer can operate is
limited by An/n. For our buried-rib waveguide, An/n = 3.7X 10-3 [2]. This gives a FSR of
about 700 GHz in the 1.Spm window, which is sufficient for many applications. Experiments
show that the birefrigence is only weakly dependent on the actual waveguide dimensions,
and we observed identical TM-TE shifts for multiplexers from several different fabrication
runs. Therefore, we think that polarization independent devices are producible.

The multiplexer has 8 input/output ports and 24 grating arms. The path length difference
between neighboring grating arms is 133p1m. This should give us the desired FSR that
matches the TM-TE shift of 5.7nm observed with the previously described 15X 15
multiplexer [2]. The total size of the device is 6x9mm 2 , with input/output ports spaced by
100#m. Otherwise, we followed the same design rules for the bends, epilayer composition
and multiplexer layout as described in Refs. [2] and [4]. A tunable laser source was used as a
probe signal with 100 MHz step resolution. The light was launched into the device by a
lensed fiber. The temperature of the sample was controlled by a Peltier element.

In Figure 2, we display the spectra for all eight output ports for light coupled into port 5.
Channels I and 8 are the outermost ports. The measurement was done for the TM mode.
The insertion loss is calibrated against a straight test waveguide; it does not include fiber-
to-waveguide coupling loss. We find a channel spacing of 88.4 GHz (0.7Inm), a channel-to-
channel cross-talk of -20 dB and a 3 dB channel-bandwidth of 39 GHz (0.3nmm). The
insertion loss is very uniform and below 5 dB for all channels. In Figure 3, we have overlayed
TE and TM spectra of output channel 5; the two curves overlap almost completely showing
thereby that polarization independence is indeed achieved. By varying the temperature of



the device, we rind a tuning coefficient for TE and TM modes of 18.75 GHz (1.5.k)/°C. In
WDM transmission systems, this tunability could be exploited to align the multiplexer to
different signal wavelengths. In WDM networks, one could also imagine using the
multiplexer tuning for slow switching between optical channels.

To the best of our knowledge, the only truly polarization insensitive NxN multiplexer has
been demonstrated by Takahashi et al [4]. This SiO 2 based device has a X/2 plate inserted
in the middle of the arrayed waveguide grating. It exhibited very low crosstalk of -30 dB due
to the much larger number of grating arms per channel than for our device and device
insertion loss of 8.3 dB. A direct comparison of insertion losses should, of course, also take
into account fiber-to-waveguide coupling losses which are generally lower for silica devices
than for InP devices.

In conclusion, we have demonstrated a polarization insensitive multiplexer on InP which has
low crosstalk, low insertion loss and high wavelength resolution. This, together with the
potential of tunability, should make this device an attractive component for WDM systems.

REFERENCES

(11 I. P. Kaminow, "FSK with Direct Detection in Optical Multiple-Access FDM
Networks", IEEE J. Select. Areas Commun., Vol. 8, pp. 1005-1014, 1990.

[2] M. Zirngibl, C. Dragone, C. H. Joyner, "Demonstration of a 15x15 Arrayed Waveguide
Multiplexer on InP", to be published in IEEE Photon. Technol. Letters.

131 M. K. Smit, "Integrated Optics in Silicon-Based Aluminum Oxide", Proetschrift, 1991.

[4] C. Dragone, "Optimum Planar Bends", to be published.

[5] H. Takehashi, Y. Hibino and I. Nishi, "Polarization-Insensitive Arrayed-Waveguide
Grating Wavelength Multiplexer on Silicon", Optics Letters, Vol. 17, pp. 499-501,
1992

FIGURE CAPTIONS

Figure 1 Schematic layout of the multiplexer.

Figure 2 Spectral characteristics for all 8 channels for TM polarization; input to
channel 5.

Figure 3 TM and TE spectra of channel 5.

Figure 4 Temperature tuning of multiplexer spectrum.
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Intrduction

There Is an increasing interest in passive optical integrated devices based on
multimode interference (MMI), that can produce real one-dimensional self-images
by interference of the wavegulde modes [1,2,31. These type of devices include 3
dB couplers [4,5,6,71, passive optical 90* hybrids [111 and power
combiners/splitters [8.9,101. The last ones are usually made by means of Y-
Junction or 3 dB coupled based structures. Multimode interference provides shorter
and more compact devices than adiabatic ones, and preserve the balanced output
characteristics. Recently, a general design method for l xN MMI power
splitters/combiners has been developed [8,91. We present here more detailed
designing formulas and report the first implementation of these devices on InP
materials. Results of a fabrication tolerance analysis are also presented.

Fig. 1 shows a top view of the multimode interference power splitter. It
consists of a rectangular section of width W and length L, an input waveguide
centred symmetrically, and four (n in a general case) output guides. The input and
output guides have the same width. Fig. 2 shows the evolution of the fundamental
mode power of the input guide Incoming to the device; it has been calculated by
means of a BPM analysis. The input mode is coupled only to the even modes of the
rectangular section. These modes propagate with different phase velocities,
shaping different power profiles. The propagation constant of these even modes
can be approximated by:

2n- (2m+1)=' 2 - (M2+m)x (1)

41F.2 W24M

where N is the effective index (2D analysis) of the guiding layer, A vacuum
wavelength, m(0,1,2..) even mode number, and W., is the modified width of the
rectangular section, assuming the mode perfectly confined inside the section. This
modified width is slightly greater then the real width, and it has been proved that
works better. It is defined by:

S= (2)

where nf is the effective index of the fundamental mode of the multimode section.
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So, all the even modes constructively interfere at a distance along the propagation
direction defined by d = (NW., 2 / A), where the input image is reproduced. At
distances defined by d/n, where n is an arbitrary positive integer number, the
modes interfere shaping a pattern with n images equally spaced. Particularly, if we
excite with a field distribution defined by the Dirac Function 6(x) centred at the
rectangular section input plane and supposing that there are infinite modes
absolutely confined in the multimode section that follow (1), then the field image
formed at a distance d/n is defined by the "transference function":

d-1
H.(x) me-I e "H3x)-- u• 4 e-s'8(x+_PJw) (3)

n X-1 n
p--.

This formula is a very useful design tool, that provides, besides the phase
relation between outputs, the correct localization of the output guides that
minimizes the insertion losses.

Since the modes are not perfectly confined, there exists a "border
aberration"; it consists of a distortion of the lateral lobes at the output planes.
There is also another source of potential error because of the finite number of
confined modes that can increase the insertion losses. In order to minimize these
two error sources it is preferred a highly confined guided structure, as the buried
one. It has also small losses, and is compatible with other integrated devices, as
lasers or guided photodetectors; so this structure is suitable for photonic integrated
circuits.

Fabrication and Measurements

We have designed and fabricated a power combiner/splitter (1x4) on InP
technology. Figure 3 shows two micrographs of the input and output of the power
splitter, before the last InP regrowth. The cross section structure is shown in Fig.
4. It consists of a layer of InGaAsP (1.3 pm) 0.3 pm high, surrounded by InP. The
layers have been grown by MOVPE on an InP, S doped, substrate. The pattern
definition has been made by RIE. Afterward a 1.5 pm high InP regrowth has been
carried out also by MOVPE. The input and output guides are 2.5 pm wide, (there
are two confined modes); the rectangular section has 24 pm width (22 confined
modes) and of variable length, around the design length of about 300 pm. The
output guides have 6 pm separation between guide centres; and S-bends provide
50 pm separation between output branches at wafer the device output.

Measurements have been performed focusing into the devices the light of
a 1.55 pm DFB laser, by means of microscope objective lenses. Figure 5 shows a
camera image and a power scan of the output power. The total unbalanced power
between lateral and central branches has been tested. These power is the sum of
the power carried by the two modes supported by the waveguide; however the
second mode has greater attenuation that the fundamental due to the radiation
losses at the output S-Bend. Results are shown in Figure 6 with the simulated
curve (total power difference). Figure 6 also includes the theoretical difference
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between power contained in fundamental modes at output branches, eliminating
the second mode power (BPM analysis).

A tolerance analysis, carried out by 6PM analysis, has shown that
parameters as quaternary composition (1.3 *0.1 pm bandgap), quaternary layer
height (0.3*0.03 um) or light wavelength (1.55+0.03 prm) can vary over a
relative wide range without degrading device performance, keeping insertion losses
below 0.5 dB and 0.2 dB unbalance between output branches. On the other hand,
the photolithography tolerances are critical. The total width of the rectangular
section must be controlled with a 0.3 pm precision in order to keep the insertion
losses below 0.5 dB. Figure 7 shows the output branches insertion losses versus
the photolithography error on total width over the designing value of 24 pm.
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Figure 3. Microscope photographies of two power splitter details. Input zone
(left) and output zone (rigth). The photographs has been taken before the
InP regrowth
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Wavelength division multiplexing (WDM) and demultiplexing (WDDM) devices have been under
intensive research for the past 15 years. Many WDMs and WDDMs that use absorption and/or
interference filters [1,2] and diffraction gratings [3-61 have been reported. Wavelength division
multiplexing and demultiplexing is a promising technique for both optical communication and
sensing systems. Multiplexing an array of signal carriers with different optical frequencies greatly
enhances the transmission capacity and the application flexibility of an optical communication
system. The dispersion characteristic of the diffraction grating provides an opportunity to employ
WD(D)M devices for optical encoders [7.81 to detect both linear and rotatio,•d positions. We have
developed four-channel visible (543, 594.1, 611.9 and 932.8 nm) , five-channel near IR (730,
750, 780, 810 and 840 nm), eight-channel (740, 750, 760, 770, 780, 790, 800, and 8lOnm) near
IR and ten-channel near IR single-mode wavelength division demultiplexers using a graded index
(GRIN) polymer waveguide in conjunction with a highly multiplexed waveguide hologram[9'10 ].
Due to the index tunability of the polymer guide the reported device can be implemented on high
refractive index substrates such as GaAs and Si [11,12,13]

We are reporting for the first time a twelve-channel single-mode waveguide WDDM on a semi-
insulating GaAs substrate (Fig.1). The center wavelengths of these channels are located at 830,
840, 850, 860, 870, 880, 890, 900, 910, 920, 930 and 940 nm . To construct a highly
multiplexed waveguide hologram, twelve channels in this case, the dispersion of the polymeric
material was first determined within the wavelength of interesL The phase-matching condition
associated with each grating and the corresponding diffracted beam can be constructed afterwards.
Note that the isotropic characteristic of the polymer thin film significantly eases the fabrication of
the associated diffraction gratings. Anisotropic diffraction is eliminated in this case.

To precisely control the Bragg diffraction angle ej, Neff (X,) has to be measured before hologram
formation. Coating thickness and dry and wet processing conditions have to be standardized to
validate the design process. To fabricate a waveguide hologram with a desired grating spacing, a
well-collimated beam is introduced onto the waveguide emulsion containing the hologram 1
The object and reference beams thus generated require a very short temporal coherence length of
the laser beam. The beam size of the collimated beam is much larger than the interaction length
(submillimeter), i.e., grating thickness (Figure 1), of the waveguide. As a result, each waveguide
hologram is formed by two plane waves. For a perfectly phase-matched, lossless, unslanted
transmission grating, the diffraction efficiency can be written as [15]

T• sn2( j COS ej ()
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Figure 1
Reconstruction of the waveguide WDDM device using a Ti:A1203 laser.

where Oj is the Bragg diffraction angle of the jth signal beam, Anj and d are the associated index

modulation and the interaction length, respectively, and is a constant which varies bewen 0 and
1 depending on the polarization of the incident beam [! 2]. The sinusoidal nature of the device

requirs precise control of Oj, Anj and d in order to generate a highly multiplexed hologram with

uniform fan-out intensity. d is controlled by the lithographic process and An is manipulated
through exposure dosage and wet and dry processing parameters. To introduce the desired index
modulation, the exposure time tj needed for the jth hologram should satisfy the following equation
[15]

where I} is the sensitivity constant for the emulsion, E is the exposure intensity of the laser beam,

Ani is the index modulation for the ith exposure and Anmax is the maximum index modulation for
the holographic material. Note that the exposure dosage needed to generate a fixed value of index
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modulation increases as the number of holograms to be multiplexed increases. This is due to the

fixed value of Anmax and the tinear response of the film. Eq. (2) has been experimentally
confirmed and further results will be presented in the future.

For the present WDDM device, the gratings were designed to operate at the diffraction angles of
10, 15 20, 25, 30, 35, 40, 45, 50, 55, 60 and 65 degree to selectively disperse signals at the center
wavelengths of 830, 840, 850, 860, 870, 880, 890, 900, 910, 920, 930 and 940 nm,

respectively. For each Xj, the corresponding recording angles were selected to generate a

waveguide transmission hologram with the desired grating periodicity and 6j. Figure 1 shows the
reconstruction of the waveguide WDDM device using Ti:AI203 laser light as the input signal. The
interaction length of the multiplexed waveguide hologram is 0.4 mm. The mode dots coupled out
of the prism coupler are shown in Figure 2 with the corresponding wavelengths as indicated. The
observation of these clean mode dots verified the quality of the polymer waveguide. A propagation
loss in the neighborhood of 0. 1 dB/cm has been routinely achieved in a Class 100 clean room
environment. As was previously reported, the channel density [13] of the WDDM device is a
function of Anj, d and Oj. The correlation of these parameters can also be observed in Eq. (1). A
higher index modulation and longer interaction length provide us with a narrower FMHW (full
width at half maximum) diffraction spreading and, thus, higher channel density.

Figure 2
Mode dots from the output prism coupler (Figure 1) of the 12-channel WDDM on GaAs Substrate.

The noise of the fan-out channels of the WDDM device is mainly from the crosstalk of the signals
from adjacent channels. An average crosstalk figure of -20.5 dB was measured with diffraction
efficiency from 40% to 55% among these output channels. The spectral width of the Ti:AI203
laser from Spectrophysics was also measured. A -3 dB bandwidth of -4 nm was found. The
results suggest that the WDM devices of better than 4 nmn wavelength separation cannot be
experimentally realized without significant channel crosgtalk. Theoretically, our device structure is
capable of operating at •s channel-to-channel spacing as small as 1 nm under the current design
when a DFB laser diode is employed. The -20.5 dB crosstalk is primarily due to the wavelength
spreading of the Ti:AI203 laser rather than the waveguide device itself.

As far as the throughput intensity is concerned, the 33% diffraction efficiency represents an output
power as high as 50 mW. For a communication system involving the reported WDDM device, the
system power budget will be determined by laser power, modulation speed, bit error rate and
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detector sensitivity. Employing a PIN-FET as the demodulation scheme, theoretically we can
utilize a -0.5 mW semiconductor laser to obtain 1 Gbit/sec communication with a 21.5 dB
signal-to-noise ratio. The above power budget assumes 50% diffraction efficiency, 1 dB
waveguide propagation loss, 3 dB waveguide coupling loss, 2 dB hologram excess loss, 4 dB
fiber propagation loss, 5 dB system power margin and room temperature operation condition with
an amplifier noise figure equal to 4. The current design allows us to provide 60-channel
multiplexibility with the maximum value of index modulation set at 0.1.

We report, for the first time, a single-mode, GRIN-polymer-based waveguide WDDM device on a
semi-insulating GaAs substrate. Twelve-channel WDDM (830, 840, 850, 860, 870, 880, 890,
900, 910, 920, 930 and 940 nm) with channel separation of 50 in space and 10 nm in wavelength
has been demonstrated with an average crosstalk figure of -20.5 dB. The spreading of the
Ti:A1203 laser turned out to be the major source of the crosstalk from adjacent channels.
Theoretically, WDDM channel spacing as small as 1 nm is plausible under the current design
criterion. To understand the effect of finite beam size and interaction length, the diffracted beam
spot size was also considered. The variation of beam spot size as a function of diffraction angle
and grating interaction length with 100 gtm input beam width is presented here. A diffraction spot
whose beam width is larger than that of its output fiber requires the implementation of a waveguide
lens array to enhance the coupling efficiency.

The device reported here not only enhances the bandwidth of optical interconnects but also
provides us with a new avenue through which dispersion-sensitive optical sensors, such as optical
encoders [7], can be realized. The GRIN property of the polymer waveguide allows us to
implement the reported device on an array of substrates. Such universality greatly enhances the
application scenarios in which the conventional guided wave devices can be used.
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In the standard architecture for optical communications receivers there are
typically three basic elements, a photodetector, a pre-amplifier, and a filter. If the
signal is frequency multiplexed, there must be an additional mixing stage to
separate the different incident optical channels. Sensitivity and gain are most
critical for these elements since the signal is weakest and most susceptible to noise
at the receiver front end. In commercial receivers, the photodetector and mixer are
separate from the pre-amplifier and must be integrated by hybrid techniques.
Interconnections between the pre-amplifier and the other components frequently
require complex matching networks or interconnection schemes which introduce
unwanted noise while reducing reliability. We have designed and tested a high
sensitivity p-i-n/JFET, monolithically integrated photoreceiver which incorporates a
p-i-n photodiode and a voltage tunable transimpedance preamplifier for 1.3-1.55
gim optical fiber communication. This design allows us to monolithically mix an

optical signal with an electrical signal for use in applications such as frequency
demultiplexing or coherent detection. Comparison of our results with alternative
mixer technology indicates good efficiency with low signal distortion.

A schematic diagram of the setup used to test our mixer/receiver is shown in
Figure 1. The photodetector, amplifier, and tunable feedback resistor are
monolithically integrated using Ino.53Gao. 47As and lnl-xGaxAsyPl-y lattice matched
to an InP substrate. The amplifier uses an active load common source amplifier
front end DC coupled to an output stage. A more detailed description of the
integrated receiver has been previously published [1,2]. Equalization of the circuit

is accomplished using a single pole passive RC network. The variable feedback
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mixing resistor is a narrow gate JFET operated in its linear regime denoted QFB in
Figure 1. Since QFB is operated as a feedback resistor, the drain-to-source voltage
is close to 0 V. In this circuit, the feedback resistance, and therefore the
transimpedance of the amplifier, depends on the gate bias voltage of QFB. The
feedback resistance RF can be expressed as

qN142a" qND VV(1)

where Lg is the gate length, q is the electron charge, ND is the doping concentration
in the channel, gt is the electron mobility in the channel, Z is the gate width, a is the
channel thickness, es is the dielectric constant of the semiconductor, Vg is the gate
bias voltage, and Vbi is the p-n junction built-in voltage. For our receiver, lg = 25
gm, ND - 8 x 1016 cm-3, g= 9 x 103 cm2 N-s, Z = 5 jrm, a = 0.2 gm, es = 12eo, and Vbi
= 0.68 V. From this equation we would expect a nearly linear resistance vs. voltage
relation for small gate voltages. Measurement of the feedback resistance for gate
voltage values between 0.4 and -0.4 V does reveal a linear resistance dependence
of 16.5 kWN, as shown in Figure 2. By changing the gate bias of QFB from 0.4 to -

0.4 V, the transimpedance of the amplifier can be varied from approximately 8.7 to
22.5 k.W. For an open loop voltage gain >> 1, the transimpedance of the amplifier is

approximately equal to RF. Therefore we can expect linear frequency mixing
without unwanted high order intermodulation frequency products. The 2.6:1
contrast ratio available in feedback resistance should also allow for good

conversion efficiency for the mixed signals.

The optical signal frequency was set to 900 MHz to test the receiver
performance. An electrical input of 700 MHz was applied to the gate of QFB, with a
100 Q shunt resistance to ground to reduce impedance mismatch. Figure 3a is a
plot of the output spectrum of the receiver without the electrical input to QFB. A

-34 dBm peak power is observed at 900 MHz for an input optical power of
approximately 10 gIW. In Figure 3b, a 0.0 dBm electrical signal is applied to QFB

creating a new peak of -43 dBm at 200 MHz. A -8 dBm peak is also observed at
700 MHz, corresponding to the frequency of the electrical mixing signal. This
"leakage" of the electrical input is due to poor biasing and impedance match to the
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gate of OFB. The FWHM of the frequency peaks are less than 10 kHz and are
limited by the FWHM of the oscillator source. For an 800 MHz electrical signal,
varying the power of the electrical signal from -10.0 dBm to 0.0 dBm yields signal
strengths of -44 dBm to -37 dBm, respectively, for a 100 MHz signal. With respect
to the receiver output, this corresponds to a conversion loss of 11 to 4 dB. Taking
into account the 24 dB gain of the amplifier, this corresponds to an overall signal
gain of 13 to 20 dB. This value compares well with typical conversion gains
reported for Schottky barrier diode or dual gate MESFET microwave mixers.

Using a lower frequency electrical mixing signal, higher order frequency
products and frequency isolation can be observed. To measure this, the electrical
frequency is reduced to 100 kHz and the optical signal frequency is changed to
850 MHz. Second order frequency products are visible at approximately -80 dBm,
which is 26 dB lower than the first order sidebands. The FWHM is again 10 kHz
limited by the oscillator source. Isolation between peaks 100 kHz apart is greater
than 40 dB with power falling off at over 1000 dB/MHz. The sensitivity of our
receiver has been calculated from preliminary measured bit error rates to be better

than -31.4 dBm for BER 10-9 at 500 Mbit/s. These results indicate that there is
excellent signal fidelity and low noise in the receiver. This in turn allows close
spacing of frequency multiplexed channels without significant crosstalk.

In conclusion, this is the first demonstration of a monolithically integrated
photoreceiver and mixer. Although similar results have be achieved with avalanche
photodiodes (APDs) by varying the bias voltage [3,4], the conversion loss and
mixing linearity of the APD scheme are inferior to those presented here.
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Lightwave communication has become the technology of choice for long-haul, high-bit-
rate transmission[l]. While optical transmission has the benefits of high bandwidth and low
signal loss, system design and fabrication are usually relatively expensive. As a result, there is a
need to develop low cost components and circuits. To date, optoelectronic circuitry has utilized
Il-V compound materials. However, Si integrated circuit technology is mature, compact,
inexpensive, and has demonstrated high reliability. The speed of Si devices has been improved
dramatically by scaling the channel length of Si-MOSFETs into the deep submicron regime[2]-
[3]. These characteristics make Si-based integrated circuit technology very attractive for
lightwave communications, particularly, for short-haul, low-bit-rate communication systems
such as local area networks and domestic services. We report an integrated receiver which

consists of a planar Si p-i-n photodiode and a Si-MOSFET preamplifier.
The transimpedance preamplifier was designed, with the aid of the SPICE simulation

program, for depletion mode MOSFETs with a gate length of 1 gm and a threshold voltage of -
0.IV. Figure I shows a circuit diagram of the receiver. The first stage is a common-source FET
amplifier, with a gate width of 5 pLm for the drive transistor and a gate width of 15 pLm for the
active load transistor. The gate ratio of the input common-source stage and the series resistor
value of the first source-follower stage were adjusted to bias the feedback loop for zero dc

feedback current while providing adequate open-loop voltage gain. For the second and third
stage source-followers FETs 3 through 6 fh We a gate width of 100 gm. The final source-follower
stage was designed for impedance mati -a a 50 f load.

Ve VD VD VD

PD FEEi g 3 R T

FET 24 FET 4 FETS6

Rf t
Figure 1. Circuit diagram of the Si MOSFET-based OEIC receiver.
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The feedback resistor and the bias resistor have resistances of approximately lkfil. Three

different photodiode diameters (20,50, and 100 jim) were employed.

The fabrication of the integrated lightwave receiver was carried out on high-resistivity (60

Lcm), p-type Si substrates. High substrate resistivity helps to suppress the parasitic effect of the

pad capacitance at high frequency. The circuit was fabricated using a seven layer

photolithographic process. In the first step, an n- well was formed to isolate the photodiode from

the substrate by a P diffusion at 850 oC for 10 mins and a drive-in step at 1050 oC for 400 mins.

This produced an n- well approximately 2 g~m deep with an impurity concentration of 1016 cm-3.

Isolation of the MOSFETs was accomplish with a standard LOCOS oxide isolation technique.
The gate oxide was thermally grown at 850 0C in dry oxygen for 60 mins followed by annealing

in a nitrogen atmosphere at 950 OC for 60 mins. The resulting thickness of the gate oxide was 90

A. Thereafter, 4000 A of heavily-doped polysilicon was deposited to form the gate. A 1000 A-
thick spacer layer was then deposited by CVD. The source and drain regions of the MOSFETs

and the n+ regions of the photodiodes were formed by a P diffusion at 900 oC for 15min. The

p+ region of the photodiode was created by B implantation at a dose of 4 xIO15 cm-2 and an

energy of 50 keV through a 1500 A SiO2 mask layer. This yielded a surface doping of 2x10 2°
cm-3 and formed a good ohmic contact.

The discrete FETs exhibited a external transconductance of 177 mS/mm. The gate leakage

current was found to be less than lpA. This low value for the gate-leakage current helps
suppress circuit noise [4]. The dark current of the Si photodiode was 5 nA at 3 V and the

breakdown voltage was 6.7 V. The external quantum efficiency of the photodiode was

approximately 70% without an AR coating at 1= 700 nm.

$$0-

M -

400 1 l2 14 ' l 1 4i I

Current (IA)

Figure 2. Closed-loop transfer characteristic of the transimpedance amplifier at VD = 4V. The

slope indicates the transimpedance of the circuit.
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The open-loop dc voltage gain of the first amplifier stage is measured to be 8.9 with

VD=4 V. This is sufficient to achieve a closed-loop transimpedance of about 90% of the value of
the feedback resistor. Figure 2 shows the transfer characteristics of the amplifier circuit measured

at VD• 4 V. The transimpedance, Zr, as given by the slope of the curve, is approximately 900

and the curve is found to be nearly linear up to 60 gtA.
The frequency response of the discrete MOSFETs was measured in the common-source

configuration using an HP 8510 network analyzer with Cascade Microtech 150 pIm ground-

signal-ground coplanar waveguide probes. Drain to source and gate to source biases of 3V and

2V were used, respectively. On-wafer s-parameter measurements, corrected for bonding pad

parasitics, yielded a short circuit current gain cutoff frequency of fT = 4.5 GHz, as shown in

figure 3. The frequency response of the circuit, also obtained from s-parameter measurements,

shows that the 3dB bandwidth of the circuit is approximately 320 MHz. Further improvement in

the performance of the preamplifier could be achieved by reducing the gate length as well as the

gate resistance. The use of a self-align silicide process should reduce the gate resistance as well

as the source and drain resistance significantly. Another approach for improving the performance

of the circuit would be to utilize a SiGe MODFET design. It has recently been demonstrated by

Kdnig et al. that higher transconductance can be achieved with this type of structure[5].

20

*10%

-6 I I I I I
0 1 2 3 4 6 6

Frequency (GHz)

Figure 3. Current gain h2l versus frequency for the discrete Si MOSFET, showing fT of

4.5GHz for VGS=2, VDS=3. Gate length and width are Igm and 40pn,

respectively.
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The noise current of the receiver was calculated using:
.i 2>= <i2>r + 2qljI2B

where, di2>T is the equivalent amplifier input noice current[6], Id is the dark current of the

photodiode, and 12 is normalized noise-bandwidth intergal. The receiver total capacitance is 1.4
pF, the intrinsic transconductance of the MOSFET is 5.83 ms, and 1d is 5 nA. Assuming a load
resistor sufficiently large that its noise can be neglected, we have calculated that <i2>C= 8.95x10-
19 A2 at 75OMbit/s. At this bit rate, the receiver sensitivity should be within 3dB of that of a

GaAs MESFET circuit.
In conclusion, we have fabricated the first fully monolithic Si MOSFET lightwave

receiver. The receiver consists of a planar Si p-i-n photodiode and a Si-MOSFET preamplifier.

The Si p-i-n showed an external quantum efficiency of 70% at a wavelength of 700 nm. The
transimpedance was 900 Q and the 3dB bandwidth of the preamplifier was found to be 320

MHz.
This work was supported by the Office of Naval Research (Contract # 26-0679-73XX)

and a grant from the National Scienice Foundation (Grant # 26-1000-56XX).
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INTRODUCTION

A near term application of photonic switch arrays appears to be in the broadband telecommunications
transport network as optical cross-connects in a transparent optical layer of the network. Fig. I schematically
illustrates such a system where photonic switch arrays can be used for protection switching and network
reconfiguration whereas the digital cross-connects are used for, e.g., routing in digital transmission hierarchies
and for regeneration of optical signals [1]. Prerequisites for the employment of switch arrays in such systems
are introduction of high (Q 10 Gb/s) bitrate communications, such that the photonics layer in the system
complements electronic systems in a meaningful way, as well as adequate performance of the switch arrays.

LiNbO3 switch arrays have been extensively used for systems experiments [1]. Their losses are a major
problem, which, in principle, can be overcome with optical amplifiers. However, switch arrays based on
integrated semiconductor laser amplifiers appear to offer superior performance in (physical and port) size,
functionality and cost. One approach to such switch arrays is to use gated amplifier switches of the tree
architecture. Advantages of such gate arrays are simple structure (one structure, the amplifier, is used for
switching, amplification, and monitoring), equal power in point-to-point and multipoint operation as well
as being a strictly nonblocking architecture. A disadvantage is the loss incurred in the power splitters in a
point-to-point connection: L(dB)=6.ld(N), where the switch size is NxN and ld is the base 2 logarithm.
This type of loss does not occur in switches which spatially switches the signal at each switch point. When
the switch array is operated in a broadcast mode, these losses are reduced to L(dB)-3.ld(N) as compared to
switch arrays using spatial switch points. The speed of rearrangement is limited to around I GHz, unlikely
to be a limitation in most applications.

LASER AMPLIFIER GATE SWITCH ARRAYS

Fabry-Perot and travelling wave semiconductor laser amplifiers are suitable for use as ON/OFF switches
owing to their large extinction ratio and nanosecond switching time [2], [3]; travelling wave devices provide
a large optical bandwidth, high saturation output power, and stable operation and are preferred in high
bitrate multicarrier systems. More complex photonic switching functions are feasible using a number of
these ON/OFF switches interconnected by optical waveguides [2]. Early demonstrations of space switch
matrices based on semiconductor optical gate switches include a switch comprising a hybrid-integrated
indium phosphide laser diode gate in a 4x4 silica waveguide structure [41 and monolithic InGaAsP/InP 2x2
laser diode matrix switches [5], [6]. Recently, several low loss hybrid-integrated A well as monolithic space
switches and switches with gain have been presented, with port size up to 4x4 and 1x 16, see, e.g., (7]-[16].

The photograph in fig. I shows a gate switch array developed by Ericsson, which will be discussed in the
following. The switch architecture is a strictly nonblocking tree structure comprising passive waveguides for
signal transport, passive Y-branches for power splitting and combining, and integrated amplifiers for gating,
amplification and monitoring. Each of the N=4 inputs is connectable with each output by a passive binary
tree splitter of ld(N) levels at the input and a passive binary tree combiner of ld(N) levels at the output
which form an active connection region with N 2 waveguides connecting the splitter with the combiner; this
region is used to control the switch state by gating the signals with integrated amplifiers. A switch array
of this type will thus need at least N2 integrated amplifier gates; in addition, to keep the signal level high
throughout the switch, one or more stages of booster amplifiers can be included (in this case two booster
stages are included). To minimise the coupling loss between plane cut fibres and the chip, the passive
waveguides at the input and at the output have been provided with linear tapers.

Integration of passive and active (amplifier) waveguides is a main problem in the development of com-
pact monolithic switch arrays. The structure should exhibit high coupling efficiency and low reflectivity at
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the pasive-active waveguide interface, and low polarisation dependence; the active waveguide should be low
noise (at least the input amplifier), have a large extinction ratio and short switch time (at least the gate), and
provide high saturation output power (at least the output amplifier). Further, the passive interconnecting
waveguides should be low los and allow small bend radii. A butt-joint integration approach (with regrown
passive waveguides) provides flexibility in the separate optimisation of the passive and different active sec-
tions of the switch structure; however, another, more reproducible, butt coupling approach as described in
the following has been used. The switches are fabricated in the InGaAsP/InP material system, and the
fabrication process [10] is based on metal-organic vapour-phase epitaxy (MOVPE) and reactive ion etching
(RIE) to form the waveguide mesa; selective wet chemical etching is used to define the active sections in
the direction of light propagation. Regrowth is performed in two steps by MOVPE: firstly, iron doped semi-
insulating (SI) and n doped current blocking layers are selectively grown over the wafer, and secondly, the
contact layers are grown. To laterally isolate the active sections from each other, the contact layers outside
the contacts are removed by RIE. Schematic waveguide cross sections are depicted in fig. 2. Antireflective
coatings are applied to the cleaved chips to reduce the optical feedback and for improved coupling efficiency.
Length and width of the 4 x4 switch array chips are approximately 7 mm and 3 mm, respectively.

The fabricated switches operate at wavelengths around 1.55 pm; an example of switch characteristics at
a signal wavelength of 1.543 um for a 4x4 gate switch array is shown in fig. 3; as can be seen, net optical
signal gain can be provided between fibres; also, the extinction ratio is high, typically 40 to 50 dB. In this
type of gate switch arrays, contributions to spatial crosstalk include incomplete signal absorption in the
amplifier gates in their OFF-states, crosstalk in waveguide crossings, and scattered light in the chip. A signal
in a point-to-point connection contributes to croestalk for other signal channels directed to the three other
output ports. The design and fabrication process allow typical croestalk levels less than -40 dB.

Amplifier saturation output power and requirements on error rate performance limit the size of amplifier
based space switches and systems with such switches. A number of analyses on switch and system properties
and size limitations have been published, see, e.g., [17]-[21]; large (>8x8) strictly non-blocking switches are
predicted to be feasible. Considering available substrate area and fabrication yield, space switches larger
than 8 x 8 are probably best realised by employing a hybrid-integration technique using monolithic 8 x 8 or
smaller switches in a SiO 2/Si or polymer passive waveguide pattern.

CONCLUDING DISCUSSION

When contrasting the systems requirements on switch arrays with data for the gate amplifier switch arrays,
these clearly represent an interesting option. It should, however, be noted that other alternatives, such as
digital switch arrays [22], combined with laser amplifiers and/or erbium doped fibre amplifiers, overcome
the inherent power splitting loss problems, at the expense of a more complex switch element structure, the
excess loss of which has to be significantly lower than 3 dB. Interesting alternatives are also monolithic switch
arrays which combine the use of optical switches, such as directional couplers or digital optical switches, as
switch points with integrated laser amplifiers; the integrated amplifiers can be used to improve crosstalk
performance of the switch arrays, and for monitoring, loss compensation and power equalisation.

In summary, it appears that the switch arrays described here can be developed to sizes required for
systems applications (Q 8x8), and that, in general, switch arrays with integrated optical amplifiers will
bring the photonic network significantly closer.
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FIGURE CAPTIONS

FIg. 1. Schematic illustration of a transport network with OXC/DXC nodes; the photograph shows a 4 x 4 semicon-
ductor laser amplifier gate switch array which can be used as a central part of the OXC in an OXC/DXC node [1].

Fig. 2. Schematic passive and active waveguide cross sections for a switch array of the type shown in fig. 1.

Fig. 3. Example of switch characteristics: Switch characteristics of four of the sixteen transmission paths in a 4 x 4
gate switch array of the type shown in fig. 1. The input and output booster amplifiers are biased at 50 mA each.
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1. Introduction
An optical matrix switch is one of key components for

photonic switching systems. So far, several kinds of switch
element have been investigated. (1)-1) Among them, the GaAs/AlGaAs
electro-optic directional coupler (EODC) switch has several
advantages including (1) the low electric power consumption and
fast switching speed inherent to electro-optic effect, and (2)
low absorption loss in the long wavelength region of 1.3 - 1.5
Am.-

We previously reported the development of a 4X4 optical
matrix switch using GaAs/AlGaAs EODC switches with uniform device
characteristics. (2) Its total waveguide loss was over 10 dB,
however, which was higher than the expected value. A total
waveguide loss of about 1 dB was calculated for the matrix
switch, assuming 0.5 dB/cm absorption loss.

In this paper, we present an' extremely low loss 4X4
GaAs/AlGaAs optical matrix switch. The total waveguide loss has
been drastically reduced to 1.6 dB. This drastic reduction was
achieved by layer structure optimization, crystal quality
improvement, and plasma damage reduction.

2. Loss reduction approaches
A schematic diagram of the 4X4 GaAs/AlGaAs optical matrix

switch is shown in Fig. 1. It is designed with a simplified tree
architecture similar to the one used for the above switch. (2) This
device is 17 mm long and 1.4 mm wide. The waveguide width is 2
pm. The waveguide spacing and length in the EODC region are 2 pm
and 3 mm respectively. The waveguide bend radius is 4 mm.

The total waveguide loss includes radiation loss,
intersecting loss, absorption loss, and excess loss (damaged etch
surface, scattering, etc.). As radiation loss and intersecting
loss have been already reduced to under 0.5 dB,() we made efforts
to reduce absorption loss and excess loss using the following
three methods.
(1) Reduction of free carrier absorption by layer structure
modification: The layer structure used is shown in Fig. l(a) in
comparison with the conventional layer structure in Fig. 1(b).
In the conventional structure, an i-GaAs guiding layer was
stacked directly on top of an n-AlGaAs cladding layer. The high
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free-carrier absorption loss was mainly due to the n-cladding
layer. In order to reduce this free-carrier absorption, a lower
i-AlGaAs cladding layer (0.2 j•m thick) is inserted between the
n-AlGaAs cladding layer and the i-GaAs guiding layer, as shown
in Fig. 2(a). The reduction in free-carrier absorption is
calculated to be 4.3 dB.
(2) Reduetion of excess loss by 2-step RIBE technique: Waveguide
fabrication for GaAs/AlGaAs matrix switches has conventionally
been performed using reactive ion beam etching (RIBE) (6) with C12
gas. There has been concern that the plasma damage caused by high
energy ions may increase propagation loss. In order to avoid
plasma damage, the 2-step RIBE technique was newly introduced.
In this technique, high-energy ion etching, which gives a
moderately high etching rate, is carried out as the first step.
Then low-energy ion etching,(7) which removes only the damaged
etch surface, follows as the second step. Acceleration voltage
values were 400 V and 30 V for the first- and second-step
etching, respectively. The estimation of excess loss using this
method is 1.2 dB, revealed by the difference in propagation loss
between waveguides fabricated by high-energy RIBE alone, and by
2-step RIBE.
(3) Reduction of excess loss by crystal quality improvement:
Excess loss is also influenced by the crystal quality of
epitaxial layers. The oval defect density in particular, peculiar
to molecular beam epitaxy (MBE) grown layers, should be
decreased. In this experiment, gas source molecular beam epitaxy
(GS-MBE) system with low-defect cells(8) was employed for crystal
growth. The density of oval defects was 100 cm 2, which is ten
times smaller than that using the conventional MBE system. Based
on this, the rate of occurrence of oval defects in a 4X4 matrix
switch is 0.3 particle/chip.

3. Results and discussion
A 4X4 optical matrix switch was fabricated by 2-step RIBE

on a wafer grown by GS-MBE, using the above loss-reduction
approaches. The matrix switch characteristics were measured by
coupling 1.3-JIm wavelength TE polarized light.

Total waveguide loss inside a matrix switch, excluding
coupling loss and reflection loss, was 1.6 dB. In comparison to
the 10.6 dB loss of the 4X4 matrix switch reported previously,(2)

a drastic loss reduction of 9 dB was accomplished. The reduction
in the free-carrier absorption loss by layer structure
modification, was calculated to be 4.3 dB. This value agrees well
with the measured loss difference for waveguides with and without
a second i-AlGaAs cladding layer below the GaAs guiding layer.
The decrease in excess loss due to plasma damage reduction was
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estimated to be 1.2 dB. The remaining 3.5 dB are attributed to
the lessened number of oval defects. This loss reduction analysis
is summarized in Fig. 3.

Typical switching characteristics of an EODC switch element
are shown in Fig. 4. Under alternating Aft operation, the &state
and @-state were obtained at 12 V and 25.5 V, respectively. The
switching voltages only increased 3 V compared with those of
previously reported, (2 mainly due to the fact that the grown
layers are thicker than those of the designed rather than the
insertion of a lower i-AlGaAs cladding layer between an n-
cladding layer and an i-GaAs layer.

4. Conclusion
We have developed an extremely low loss 4X4 GaAs/AlGaAs

optical matrix switch. The total waveguide loss was 1.6 dB,
which makes the devices suitable for optical switching systems.
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Y-Bmanck Electro-OpticWaveguide Switch at 1.55 pmn using Chopped Quantun Well Electron
Transfer Strucure

YI Chien, J. E. Zlicker, T. Y. Qiang, N. J. Sauer, B. Tell, K. Brown-Goebeler
Room VF 311

AT&T Bell L.aboratoiries, Holmdel NJ USA 07733
9089496137

Y.4ijwjh elcopi wavegnud'e switches baed on modal evolution I (rather than modal minerference)

hav received wide Mtention for their wavelength- and polarization-insesitve properties.
Semcoducory-branch swithes2 3 usualy employ curren injection since large refractve index

changs ame required . Compared so current injection, electrooptic switches possess the advantages of

high speed and low power dissipation. However, most vollage-controlled y-buunches suffer high drive

voltage requirements due so weak clectroopuic effects. Recently a waveguide structure has been

demonstramed that produces large electrooptic phase shifts with high-speed ( > 10 Gbps) capability4.

Interferoneuric waveguide modulator 5 based on the InGa~is /hnWAs / In~leAlAs Barrier, Reservoir, and

Quantum Well Electron Transfer Structure (BRAQWErS) have employed 70 A InGaAs quantum wells

for ecIrorefraction at 1.58 pm. In order to shift the wavelength of operation oo the gain bandwidth of Er-

doped fibre amplifiers, we here employ the chopped quantum well (CQW) concept . Three 6 A thick

hiGaAlAs "spikes" are inserted in the 70 A InGlaAs well to yield the energy band diagram shown in frig.l1.

(Also shown are the InAlAs barrier on the left of the CQW and the InGaAlAs electon reservoir on the

right). This technique allows three or more effective InGiAlAs compositions to be grown in a molecular

beam epitaxial system with only two Al source cells. Using the tunneling resonance method, we calculate

that insertion of the InG*AlAs spikes results in a significant blue-shift of the ground state n=1 heavy

hoe excilo. transition, from 1.51 pm to 1.40 pmn at

flat-band. However, the spikes are thi enough to allow

easy tunnelling of electrons and holes as shown in Fig.l1.

Thie electron and hole wavefunictiouas are relatively

smooth, reflecting a potential well layer with an

maveag bandgap between that of .74 eV InGaAs and

1.06 eV InGaAlAs.

Fig. 1 Band diagram for a chopped quantum well
that contains three 6 A InGaAlAs spikes inside a
70 A lnmam quantumn wenl. At left the inAlis
benier at right, a reservoir layar composed of 1.06
eV bandWa InGaAlAs. Electron and heavy-hole
wavefianctions (calculated by tunneling resonance)
average over the chopped potiential.
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A URAQWKFS rn-i-. waveguide was grown with an active core composed of twelve CQWs as detailed

above each ucompmnied by a 250 A p-doped hnAlAs barrier and a 200 A n-doped InnAlAks reservoir.

PIg.2 dom dhe niormal-jucidence elcrabsoIpIon spectrum of this sample. As predicted. the buidedge

appear newr 1.4 pon. Moreover, the spectra show the same characteristic features as in unchopped

BRAQWETS. At apple voltage W<0, absorption at long wavelength increases as the grUnd state

excites red shifts, while VW.O produces bmndfilling and decreasing exciton absorption.

For wavelengths near 1.55 pm. the change in absorption is minimal and we can e~xpect refractive index

change An <0 from bandfilling and An>0 fromn the red-shift. Thins ability to produce both positive and

negative an is a significant advantage of the BRAQWETS for y-branch switches which operate by

directing light to the higher index waveguide port. In contrast to current injection switches, where only

In <0 is produced. both sides of a BRAQWETS y-branch can be actively controlled.

44 V Fig.2 Normal incidence
0 +AVelectroabsorption spectrum

-. *.-+2 Vfrom chopped BRAQ WETS
-- a--4 Vwaveguide sample. Positive
-- O--6Vapplied voltage causes

electrons to transfer from
0 reservoir

layers into the quantum wells,
causing bandfilling and a
bleaching of exciton
absorption. Negative applied
voltage empties the well and
increases the field across it,

____ ____ ____ ____ ___causing red
shift of the exciton

Wavelength (nm)abrpon

We wet-etched rib waveguide y-branches, shown schematically in Fig.3, from thee 12-period CQW BRAQ WETS

wafer. The active region of the switch where voltage is applied is 500 pm long, with a standard 1.5 mm total

cleaved length. (Complete switches can be cleaved much shorte, - 600 pm). Thie y-branch angle is 15 mrad.

Electrical isolation between the two sides of the switch is provided by a two step ion implant into a narrow cenraml

region of the waveguide.Io ob"a

Fig. 3 Schematic of BRAQWETS y-bruich55N
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f4 dsws ft measued switching charactertiics as a function of voltage applied to a single side. At 0

V, we have 5050 spliL as designed. For positive applied voltage, the output light is directed away from

the active port and for negative applied voltage, light exits from the active port. This behavior is

con€sam with the BRAQWETS electrooptic properties mentioned above, with V> 0 producing An <0

and vice-vera. The switching characteristics are remarkably consistent for the wavelength range

measurd ,between 1.50 and 1.59 ptm.

0.8

0.7-

Fig.4 Measured
relative output power
as a function of drive

lu voltage to a single
side of the

OA- BRAQWETS y-
branch switch.

0.3-

-10 4 ; 0 1o

V~iag A;pls fb Port I

Fig. 5 shows the calculated switch performance as a function of refractive index change for single-arm

drive operation. This beam-propagaton-method result indicates that the maximum refractive index

change we are producing in the waveguide with single-arm drive is - 6 X 10 -4. With dual-arm drive (or

with the larger refractive index change we have obtained in other BRAQWET samples 5 ) we calculate

that we will obtain > 10 dB crossialk.

.. . . . . .. . . . . .. Fig.5 BPM
0.8 -*-PM1simulation of switch

response as a function
of voltage-induced
refractive index

change.

tobw' &we late 0.0 e -twe .gm 4.001f 4110'

RFiMaxffChwgmmSIftI
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In canclhuklo, we have demansuraoed the firm Y-branch swiach booed on quantum well dectron transfer

wem id.. This malarial sysom pmvids both positive and negative refractive index change with

high-speed capability. We have sucesfully employed the chopped quantum well concept m shift the

wavelenpth cd operation aD the 1.55 pm wavelength range. The measured switching characteristics are

in excellent agreement with calculated performance.
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Compact GaAs/AlGaAs Waveguide Optical Switch
with Adjustable Y-Junction

T. C. Huang, G. J. Simonis, M. Stead, R. P. Leavitt, J. Bradshaw, and J. Pham

Army Resawrh Laboratory, AMSRL-EP-EE
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A compact GaAsAIGaAs optical switch with a y-junction structure in which the two

output arms can be individually turned on or turned off electrically is demonstrated here for

the first time. This initial experimental result shows that switching operation has been

achieved with a crosstalk of less than -12 dB for a device with a transition length of less than

400 j*m at 1.06iLm wavelength.

T P-GaAs (O.ljim, lx1 0mcm-4)

P-AIUGaVAs (Ol am. 2410 1
7cnf

3)

NUM ~(0.17p= .410'7 cni)
-N-GaAs (0.17pzm, 4.1017crI 3)

""*N-AýAG#U& ( lgm, 2. 0t7cr63I)

•NNG-As subsria

Fig. 1(a) Schematic diagramn of the y-bruich Fig. 1(b) Cross section through points A-A' of
switch. The guide width is 4 pm; the gap size Fig. 1(a). The guide layer is a 0.34-jm-thick
between the input and output guides is I pm. GaAs layer with a pn junction at the center.

A schematic view of the optical switch is shown in Fig. 1(a). The device structure

consists of three voltage-adjustable field-induced waveguides (FIGs). The operational

principle of the switch is based on the special property of the FIGs, i.e., that the waveguides

can be turned on and turned off electrically [1]. As shown in Fig. 1(a), at the center of the y-

junction, the transition section of the switch consists of three arrow-shaped FIGs overlapped

in the propagation direction. The specially shaped y-junction of two output guides has
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adjacent channels close to the input waveguide, with narrow proton implanted gap

eparations. This provides the smooth waveguide transition section as well as electrical

isolation. With this waveguide electrode configuration plus the unique property of the FIGs,

this device structure allows us to switch the input light from one output guide to another.

When a DC reverse bias is applied to the input waveguide, and reverse biases are applied to

either of the two arms of the y-junction, the propagation path depends on which output arm is

turned on. Thus, the switching operation between the two output waveguides can be realized

by changing the reverse bias applied to the output arms of the y-junction.

Optical switches were designed and fabricated based on the device concept described

above. A cross-sectional view of the y-junction is shown in Fig. 1(b). Devices were

fabricated from GaAs/AlGaAs heterostructures grown on a [1001-oriented n-type GaAs

substrate by molecular beam epitaxy (MBE). The angle between the two output arms is 3'.

The separation of the two output guides is 20 gim, and the length of the output guides is 400

Am. Multiple-energy proton implantation is carried out using the thick plating Au layer as the

implantation mask. The electrical isolation gap between the guides is less than 1 pnm wide.

Switching properties were investigated at 1.06-p.m wavelength. Incident light was

end-fire coupled into the input end facet of the device as a DC bias was applied to the input

guide. The light beams exiting from the output facets were recorded by a detector and

infrared camera. As a DC reverse bias was applied to the input guide with no bias on either

output arm of the y-junction, there was only a very small amount of light out of the output

guides; this was due to scattering and weak guiding in the side guides from the built-in

junction voltage. However, when reverse biases were applied to the output guides, the near-

field patterns of the output guides indicated well-confined single-mode operation of the

switch. In addition, as reverse biases were applied to the output guides alternately, switching

performance was achieved between the two guides.

Fig. 2 shows the measured output light intensity (normalized to the maximum output

as a reference point) as a function of the reverse bias applied alternately to the left and right
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guides, with a -9 V DC bias applied to the input guide. When the reverse bias to the left

(right) guide changes from +1 to -9 V with no bias to the right (left) guide, the output light

intensity increases from the left (right) guide, and the output light intensity is almost

unchanged from the right (left) guide. Extinction ratios larger than 12 dB have been achieved

for both guides as the reverse bias changes from +1 to -9 V. Thus, the crosstalk between the

two output guides is less than -12 dB. It is also found that the outputs from the left and right

guides are quite symmetric under the same bias condition, due to the symmetric structure of

the switch.

Applied Bias to Left Guide (V)

-9 -7 -5 -3 -1 +1
1.0

0.8

S 0.6

- 0.4

0.2*
0

+1 -1 -3 -5 -7 -9

Applied Bias to Right Guide (V)

Fig. 2 Normalized output light intensity as a function of the applied reverse biases to

the left (square) and right (dot) guides, when a -9 V DC bias was applied to the input

guide. The extinction ratios for both left and right guides are larger than 12 dB. The

crosstalk co the switch is therefore less than -12 dB.

The propagation loss of this device at the maximum optical switching is 8.5 dB. A

large part of this loss comes from the mismatch between the FIG regions and the spatial filter
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sections. Ti loss can be eliminated in the integrated optics or optical fiber coupling since

spatial filhring is not necessary in those cases. The proton implantation damage also caused

about 2 dB loss in this experiment; it could be reduced to less than 0.4 dB by more carefully

optimizing the annealing process as reportod previously [1].

Unlike the reflection-type and mode-coupling-type switches, which involve optical

mode coupling between the input and output ends [2, 3], the switching operation for this

device is smoothly transferring the incident light to the output guide. Therefore, this device

structure should reduce the mode transition loss within the device, as well as providing good

preservation of the light mode quality. Another attractive feature of the switch is that devices

with small size can be achieved. In large-scale monolithic integrated opto-electronics, it is

very important to minimize the switch length in order to make many devices on a single

wafer, reduce the insertion loss, and increase the switching speed. The transition section of

this switch involves only a short distance; therefore, a small size device is predictable. Also,

since it uses non-resonant refractive-index-change effects, this optical switch can operate

over a broad wavelength range.

In conclusion, we have demonstrated a novel optical switch structure. The

fabrication processes and the initial experimental results have been reported. A switching

operation has been observed with reverse bias applied to the two arms of the y-branch

alternately. A crosstalk of less than -12 dB has been achieved with an active length of less

than 400 pm at 1.06-jm wavelength. This device structure should provide some superior

characteristics such as large extinction ratios, small device size, low insertion losses, large

optical bandwidth, light mode quality preservation, and relaxed fabrication and operation

tolerances.
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DIRECTIONAL COUPLER ELECTROOPTIC MODULATOR IN AlGaAs/GaAs WITH LOW
VOLTAGE-LENGTH PRODUCT

M. Nia Khan, Wei Yang, and Anand Gopinath
Dept. of Eiec. Eng., University of Minnesota, 200 Union St., SE, Minneapolis, MN 55455

Electrooptic HI-V directional couplers have been demonstrated both in multiple
quantum well (MQW) and bulk systems [1]-[4]. The results indicate that the MQW
devices exploiting the quantum-confined Stark effect and other quadratic electrooptic
effects have much shorter device lengths as well as lower voltage-length (VL) products
than those of the bulk devices. However, MQW devices are w'velength and temperature
dependent, and have high propagation losses (- 20-40 dB/cm) [2]. The linear electrooptic
bulk waveguide devices, employing the Pockels effect away from the bandgap, are fairly
insensitive to wavelength and temperature changes and are able to exhibit low loss. In
this paper, we present a directional coupler electrooptic modulator in epitaxilly-grown
bulk AlGaAsGaAs, for which we have experimentally achieved a voltage-length product
of only 7.0 V-mm, and a propagation loss of 3.4 dB/cm at 0.83 pim wavelength.

The geometry of our directional coupler modulator is shown in Fig. 1. The
coupler interaction length L was desi. ' "-, be one coupling length and the optical power
output was taken only from the adjo -inled Wide with respect to the input guide as
shown in this figure. At OV bie A, guide, most of the power transfers to the
coupled guide. When bias is app.i,: 'e input guide with respect to the ground plane
on the adjacent etched mesa, output light intensity is reduced. The device dimensions are
shown in the cross-section schematic in Fig. 2(a). The coupler was differentially-etched
so that the gap etch-depth was shallower than that of the outer sides. This design allowed
us to reduce the coupling length by nearly a factor of 3 and to achieve a higher overlap
efficiency between the optical and electrical fields.

The device was fabricated from AIGaAs waveguide heterostructures grown on a
[100] oriented semiinsulating GaAs substrate by gas-source molecular beam epitaxy
(MBE). The waveguide layers were unintensionally doped to the background p-doping
level of- lxl015 cm-3. The differentially-etched structure was formed by a two-step RIE
process where SiO2 and photoresist masked the first etch, and a second photoresist layer
protected the gap for the second deeper etch at the outer sides of the coupler. The
electodes on the coupler were Schottky contacts formed by evaporation and lift-off of
300A/1200A of Ti/Au. Air-bridges were fabricated to make connections from the narrow
electrodes on ridge guides to the probe pads. Forward and reverse breakdown voltages
for the ridges were 15 V and 35 V at IlpA leakage respectively. The scanning electron
micrograph of the cross-section of the device is shown in Fig. 2(b).

Modulation characteristics were determined by applying a bias to the two back-to-
back Schottky contacts on the input guide and its adjacent mesa plane, while the contacts
on the coupled guide and its adjacent mesa were both grounded. In order to achieve a
large electric field in the input guide which is nominally p-type, the depletion region was
increased with a positive bias to this guide with respect to the adjacent contacts. Intensity
modulation with voltage variation was monitored via an infrared camera and
simultaneously measured by dividing the output beam with pellicle beamsplitter and
using a Si-photodetector with a narrow vertical slit to prevent detection of light from the
input channel. Intensity modulation of approximately 13 dB was measured at only 2V.
Modulated intensity as a function of voltage for the coupler is shown in Fig. 3.

Optical loss in single ridge waveguides, fabricated alongside the modulator, was
measured using the Fabry-Perot resonance technique. The propagation losses in the
waveguides with and without electrodes were approximately 2.8 and 3.4 dB/cm
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respectively. The propagation loss is not dominated by intrinsic absorption of the
AlGaAs layers, but rather by the sidewall roughness created from the RIE process, as loss
of only 1.0 dB/cm was measured for the shallower wet-etched waveguides on the same
material. This is also confirmed by higher losses for the narrower ridge guides alongside
the modulator. Our low propagation loss and low current ( - 100 nA at 2 V) injection
from the Schottkey diode I-Vmeasurements indicate that the index change from Franz-
Keldysh and thermal effects are very small.

Accurate calculation of the VL product for a modulator structure such as ours, has
not yet been found in the literature. Therefore, we compare our experimentally
determined result with the following well-known simplified formula for an electrooptic
modulator with only two planar electrodes [5]

VL= pXG (1)
n3 r41 r

where p, according to coupled-mode equations, is 40 for directional couplers, n is the
average refractive index, r4l is the electrooptic coefficient, X. is the operating wavelength,
G is the gap between the electrodes, and f is the overlap integral between the applied
electric field and the optical modes. We have calculated an overlap integral of 0.93 from
the 2-D optical and electrical field distributions numerically determined using the
semivectorial finite difference method [6]. Our modulator electrode structure, consisting
narrow electrodes on top of the waveguides, and ground electrodes at a different level, all
separated by spacings on the order of 1-2 gm, increases the electric field in the optical
waveguiding region considerably. Furthermore, due to the height difference between the
electrode on the input guide and the adjacent ground electrode on the etched mesa,
increases the vertical electric field component utilized for the elctrooptic phase change.
Thus, the VL product for our modulator is expected to decrease from that given by Eq.(1)
by several factors. We have experimentally determined that our modulator VL product is
approximately a factor of 3 lower than that obtained from Eq.(1).

In conclusion, we have fabricated a low optical loss directional coupler optical
modulator with a measured voltage-length product of only 7.0 V-mm at 0.83 gm
wavelength. We have significantly reduced the VL product for the electrooptic
modulator utilizing the Pockels effect by using an efficient electrode configuration and
the differential-etch design. Such an intensity modulator/switch is attractive because of
its low absorption loss in long wavelength regions, wide bandwidth, and low electric
power consumption. To our knowledge, this VL product is the lowest reported for an
epitaxially-grown bulk electrooptic modulator in AlGaAs/GaAs material system.
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Fig. 2(b) SEM photograph of the coupler cross-section showing the different etch depths
for the gap and outer sides, and the electrode configuration.
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Fig. 3. Experimental data of the modulated light intensity as a function of applied voltage
for the directional coupler.
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Ojftelectronic transceivers are critical components for many high-performance lightwave
communication systems. In the case of a 1.3-rIm analog fiber-optic link employing external
modulation of a cw optical source, a transceiver module consists of an integrated-optic modulator,
a photodetector, and transmit/receive electronic control circuitry. GaAs is a promising substrate
material for pursuing monolithic optoelectronic transceiver integration because of its mature
electronics technology and its ability to support high-performance 1.3-jIm electro-optic waveguide
modulators and photodetectors [1,21. Toward this end, monolithic integration of GaAs waveguide
modulators with MESFET drive electronics has already been demonstrated [3]; however,
photodetector integration with active waveguide devices has not been previously reported. This
paper reports for the first time the integration of an optical waveguide modulator and a 1.3-jim
photodetector on a common GaAs substrate, thereby demonstrating the feasibility of monolithic
optoelectronic transceiver integration.

A schematic cross-section of the monolithically integrated GaAs/AlGaAs Mach-Zehnder
modulator and InGaAs metal-semiconductor-metal (MSM) photodetector is shown in Fig. 1. A
single molecular beam epitaxy (MBE) growth sequence is used to produce the epitaxial layer
structure of Fig. I on a (100) n+-GaAs substrate. The lower part of the structure consists of GaAs
and AI0.1GaO.9As layers, which are used to form the double heterostructure waveguide. Lattice-
mismatched buffer and detector layers (0.5-jIm-thick InO.2GaO.8As and 0.75-jim-thick
InO.4GaO.6As, respectively) are grown on top of the waveguide structure. Finally, a 600-A cap
layer graded from InO.4GaO.6As to InO.4Al0.6As is used to enhance the MSM Schottky barrier
height.

The optical modulator described in this paper utilizes the linear electro-optic effect in the
intrinsic region of a reverse-biased p-i-n diode. Following photodetector mesa etching, the vertical
p-i-n diodes that serve as the waveguide active regions are produced by localized Be implantation
and an 850 °C activation anneal. T'/Pt/Au electrodes are patterned by liftoff to form the modulator
and detector contacts, and backside metallization provides contact to the n-type terminal of the
modulator. Wet chemical etching in 8 H2SO4: 1 H20 2 : 1 H20 is used to define the 7-jim-wide
single-mode strip-loaded waveguides that form the Mach-Zehnder interferometer.

The optical transfer characteristic of the integrated Mach-Zehnder modulator with 8-mm
active electrodes is shown in Fig. 2. The half-wave voltage for this device is 6.7 V at
IL = 1.3 jm, in ment with calculations based on the linear electro-optic effect. The 2.3-cm-
long device exhibits :<5-dB on-chip optical loss and a contrast ratio greater than 25 dB. As shown
in UIg. 3, the 3-dB bandwidth for this lumped-element modulator is 1.5 GHz, limited by electrode
capactance. By utilizing a traveling-wave electrode geometry, the bandwidth of similar
modulators on an n+ substrate has been extended to >5 GHz [4]. The performance characteristics
of modulators with on-chip InGaAs photodetectors were identical to those of discrete
GaAs/AIGaAs Mach-Zehnder devices.

The concept for our photodetector structure builds upon the previous work of Rogers et
at. [5]. Thick, deliberately lattice mismatched layers of InGaAs are grown on GaAs to force the
dislocations that are generated to be confined within a relatively thin region at the interface. In
addition, the present structure utilizes a graded cap layer that is lattice matched to the underlying
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detector layer, thereby avoiding the generation of dislocations at the wafer surface. Details of the
MBE growth of the detector structure ae reported elsewhere [6].

Interdigitated MSM photodetectors with 1-11m fingers and spacing were fabricated on the
integrated modulator/detector sample. These devices exhibit -1-tLA dark current at a bias voltage
of 10 V and breakdown voltages between 20 and 30 V. Under frontside illumination from a
single-mode optical fiber, the detectors exhibit a responsivity of 0.2 A/W at 10-V bias. When
corrected for finger shadowing and surface reflection, this corresponds to an internal quantum
efficiency of 55%, as expected for a 0.75-pxm-thick InO.4GaO. 6As absorption layer. As InGaAs-
on-GaAs photodetectors, these devices can also be back-illuminated for enhanced detector
responsivity. The frequency response of the fiber-illuminated photodetector, shown in Fig. 4,
was measured using a lightwave component analyzer at a dc optical power level of 365 gtW. The
detector's rf optical responsivity (0.2 A/W) is identical to its low-frequency value. The 3.7-GHz
detector bandwidth shown in Fig.4 is limited by the 150 x 150 gtmz bond pad-to-n+ backplane
capacitance.

In summary, we report the first monolithic integration of 1.3-pAm photodetectors and optical
waveguide modulators on a common GaAs substrate. In conjunction with the previously
demonstrated integration of modulators with MESFET electronics, this result represents the
enabling device technology for realizing a monolithic 1.3-tin GaAs optoelectronic transceiver.
Additionally, the present integrated structure is compatible with an efficient GaAs waveguide-to-
photodetector coupling technique [7], which may provide enhanced 1.3-1tm transceiver
functionality.

The authors would like to acknowledge D. W. Eichler for assistance with the MBE growth.
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UACH-ZEHNDER SMS PHOTODETECTOR
MODULA TOR

Mach-Zehnder and MSM Graded lno.4(Ga,AI)o6&As cap
electrodes
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Fig. 1 Schemnatic cross-section of monolithically integrated GaAsIA1GaAs Mach-Zehnder
mlodulator and Wnterdigitated JnGaAs MSM photodetector opearaing at X = 1.3 pm.

Optical
Intensity

Modulator Voltage (2 V/dlv)

Fig. 2 Optical transfer characteristic of integrated Mach-Zehnder moduimtor with 8-mmn-long
electrodes, exhibiting 6.7-V half-wave voltage and >25-dB contrast ratio at

X1.3 pm.
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Fig. 3 Microwave response of integrated Mach-Zehnder modulator with 8-mm lumped-element

electrodes.
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Fig. 4 Microwave response of 1.3-1im InGaAs-on-GaAs MSM photodetector with on-chip
GaAs/AIGaAs electro-optic waveguide modulator.
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The required performance characteristics for photonic devices are quite diverse,

depending on their specific tasks. In most of the applications for optical

information processing, however, high speed, low power dissipation, high switching

contrast, and gain are necessary. Detectors and electro-optical modulators represent,

apart from light emitters the key components as interface between optical and

electrical information processing. During the past few years all-optical components

which avoid the (explicite) use of electronics have found increasing attention.

So far S-SEEDs are considered as the most promising components for all-optical

information processing [1].

In this paper we present the first realization of a new concept based on n-i-p-i
doping superlattices [2] which - as we believe - is highly suitable for many
applications in the field of opto-electronic and all-optical digital and analog

information processing.

Some time ago we demonstrated the prototype of a new 3-terminal photo-

conductive device (3). This device can be operated either as a sensitive and fast

detector or as a threshold or bistable opto-electronic switch with high gain.

In the detector mode its response is linear up to a saturation value and the

gain can be adjusted via an external (input) series resistance. For the switch

mode it is advantageous to replace the series resistance by a photo diode

fabricated from the same layer structure as the 3-terminal device. Depending

on the design of this structure and on the wavelength of the light, bistable
or threshold switching is possible. The switching energies are determined by

the capacitances of these two components which can be in the low fF range.

In the sub-GHz range the internal carrier drift and diffusion times [4) do not

limit the speed of these devices. The switching times t. depend therefore on

the ratio of capacitance and pulse power Pin"
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1Fig: 1: Schematic Picture showing a smart
Pcont Pin PoutPO pixel for all optical switching. The

n-i-p-i switch is a 3-terminal device

I •with photoconductive gain providing

S0 amplified photocurrents for operating
0 mod the modulator with very low optical

R•°n/Roff input power Pin- The switching power

modulatrn depends on the optical power PConst"current. n-_I-p modulator
source" sw incident on the "current source"

"diode.

In a combination of this detector/switch with an electro-optical modulator - in

our present case a n-i-p-i Franz-Keldysh modulator - the latter can be operated

with unusually low optical input power due to the large photoconductive gain

and with high speed due to the low resistance of the switch in the "on"-state

which allows for short RC response times (see Fig.1).

In the all-optical switch mode these "smart pixels" combine all the virtues of

S-SEEDs with additional advantages. First there is direct opto-optical gain instead

of sequential gain. Second the optical and electrical power dissipation is much

lower [2). Further there is much better thermal stability, since we use Franz-

Keldysh type modulators which exhibit a much broader wavelength response

spectrum compared to MQW-SEEDs. Moreover the switches and modulators can

be optimized individually. This way one avoids the inevitable compr6mises imposed

by the partly opposing requirements on the double purpose multiple quantum

well p-i-n components used in the SEED approach. It should be pointed out

that - like the SEED concept - our approach allows for extensions to build

more complex functional units.

If our 3-terminal device is operated in the detector mode the smart pixel can

be used for many all-optical analog information processing tasks. These may

range from linear amplification to soft or sharp highly nonlinear input/output

relations to be used in neural networks operating at particularly low optical

and electrical power levels.

The function of the detector or switch is based on the light induced increase

of conductance of the n-layers in n-i-p-i structures which in the dark state

are nearly depleted (in the detector mode) or fully depleted (in the switching

mode) by a reverse bias applied in series with an external load resistor (replacing

the left photodiode in the circuit shown in Fig. 1) [3]. In our present investigation

we used a p-i-n structure whose n-layer was thin enough to represent a n-channel

which can be depleted [S]. By spatially separating a relatively large absorption

area and a small detection area both, the capacitance (in this case <30fF) and
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,C2, MS. 2: Double logarithmic plot of photo-

conductance vs. optical power for

,,:r3  . 0 as 0 different values of the load resistor
0 a 0 a a0 00 0 RL =104 , 103 , 102, 10', ). and 10-' MD

10"4 a 0°0 00 a= 00 (from left to right). The p-n photo-
n 000 0 * 00 0 current is indicated by ***. For

a 00 ** ** 0 1 Volt applied between the two

S,• 0 0 o a I n-contacts the gain corresponds to

10-10 10 - 10-8 10-7 10,-6 10-6 10 the ratio of conductance value /

Optical Power (W) p-n photocurrent value.

the transit time between the two n-contacts can be minimized. Fig. 2 shows

the (nearly linear) photoconductance vs. optical power curves for different values

of the load resistor. The photoconductive gain at Rpn= lOGO is > 106.

In Fig. 3 we present an example for bistable opto-electronic switching. In this

case the negative photo current characteristic of the left photodiode, resulting

from the Franz-Keldysh absorption above the bandgap, is responsible for the

bistability. Because of the very low dark currents of our switch and photo diode

(<lpA) bistability occurs at optical power <SOOpW. The on/off ratio and the
opto-electronic gain exceed 106.

In Fig.4 we show results for a smart pixel composed of the switch of Fig.3

and a selectively contacted n-i-p-i modulator grown with the epitaxial shadow

mask technique (61. The optical gain between input and output signals largely

exceeds 10S. The contrast ratio is 4.6

1-3 F i 1g. 3: Bistable opto-electronic

1-"4 -------------- switching with a gain
>106 at <500pWS106*5

ld10=. 1011 :

10-13 " ' '"

300 400 500 600 700 800 900

Optical Power (pW)
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100.

S switch used for Fig. 3
0

o 50

0
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These first results have been obtained on devices which have not yet been

optimized at all. They are, however already quite encouraging. The observed optical

holding power of less than I nW required for maintaining the bistable state

implies the possibility of operating a memory array consisting of I03 x i03 elements

at optical power < I mW. Using typical modulator leakage currents we estimate

an electrical power dissipation of SOmW for this example. Finally we would

like to point out that the monolithical integration of the two kind of components

to 2-D arrays should pose no fundamental problems.
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Introduction

The increased interest in dense wavelength division multiplexing for optical broadcast

networks has generated a need for sub-Angstrom bandwidth optical filters which can be used to

extract a single wavelength signal from a multiple wavelength optical bus. Recently, a novel

design for narrow-band channel-dropping filters (CDF) has been proposed by H.A. Haus.! These

filters use waveguide couplers combined with quarter-wave shifted DFB resonators, and are

capable of selecting channels significantly narrower than 1 A bandwidth, by appropriate choice

of the coupling parameters in the device. In this paper we demonstrate the fabrication and

operation of such a device for the first time.

Device Fabrication and Principle of Operation

The device was fabricated on a GaAs/AlGaAs slab waveguide heterostructure. The

waveguide coupler and other waveguide components were produced using a technique we have

developed for prototyping integrated optical devices by maskless laser etching of GaAs;2 once
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tested, these components can be made by more conventional planar processing. The grating was

patterned in photoresist using e-beam writing and etched using chemically assisted ion beam

etching. A diagram of the device is shown in Fig. 1.

The device can, in principle, produce resonant coupling of 50% of the light to the receiver

arm in an extremely narrow wavelength region, while allowing the remaining wavelength signals

to pass unperturbed through the transmission bus. This narrow bandwidth results from the high

Q of the resonant DFB cavity, and can be controlled by adjusting cavity losses through the inter-

waveguide coupling between the bus and the resonator, the position of the quarter-wave step and

the magnitude of the grating coupling constant.

Experimental Results

The measured response in the receiver arm is shown in Fig. 2. The most important

feature of the response is the pronounced narrow peak at about 1.5518 pm, which exhibits a

FWHM bandwidth of 0.8 A and a power transfer of about 30%. This peak is entirely repeatable

and reproducible from scan to scan for all of several devices fabricated. The peak position is in

good agreement with the expected resonant wavelength of 1.5508 pm, and the power transfer is

also in the predicted range. Further, it was found that this peak was accompanied by a

corresponding decrease in the power observed in the transmission bus. The bandwidth is in the

expected sub-Angstrom range. The high frequency variations present throughout the entire signal

are due to Fabry-Perot resonances from the end facets of the device, and are observable when

looking at the transmission of a simple straight waveguide. This is shown in the inset to Fig. 2.

These high frequency variations would be eliminated in a practical device through the use of

antireflection coatings on the waveguide facets.
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Comdlon

In summary, we have fabricated the first channel-dropping filter of the type proposed in

[1], and have demonstrated the basic principle of operation. The results show resonant transfer

of power near the expected wavelength and within the expected range of efficiency and

bandwidth for our designs. Further work is underway to improve the performance of the device.

The authors would like to acknowledge the support of the Defense Advanced Research

Projects Agency / Air Force Office of Scientific Research, the National Center for Integrated

Photonic Technology, and the Army Research Office.
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shows the response of a simple straight waveguide.
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Introduction. One of the major issues in designing Acousto-opic tunable filters (AOTF) for
optical networks remains the reduction of interchannel crosstalk, one significant source of
which is the sidelobes in the typical sinc-squared transmission passband of the device.
Interchannel crosstalk reduction can be achieved by sidelobe suppression, as has been
experimentally demosated using two different techfiiques: (i) employing apodization of the
acousto-optic interaction strength by means of acoustic wave couplers [1]; or (ii) by using
focused surface acoustic waves [2].

AOTF's employ the interaction between sound and light in a birefringent medium to
provide, on resonance, narrow band optical filters and switches for wavelength division
multiplxed (WDM) systems. These devices, using lithium niobate as acousto-optic medium,
are capable of a broad tuning range (about 300 nm in the region of 1.5 im), narrow passbands
(on the order of 10 A) and require only few milliwatts of radio frequency power to select a
single optical channel in the integrated optic versions [3]. Furthermore, AOTF's are unique
among optical filters in their ability to provide simultaneous and independent filtering of many
optical channels. These features make AOTF as unique "traffic light" to rule the traffic of
optical signals in dense (WDM) communications systems.

In this paper we present a simple theoretical model describing the fine structure of the
AOTF passband. Our model is a generalization of coupled mode theory [4] to describe local
variations in acousto-optic coupling strength, waveguide effective index and variations in
acoustic velocity. The two main purposes of this model are: (i) to simulate and understand
transmission passbands of real acousto-optic filters; and (ii) to design a contoured acousto-
optic interaction strength along the device which results in sidelobe suppressed AOTF's.

Theory. The AOTF acts as a polarization converter by means diffraction of light by a grating
created by a traveling surface acoustic wave across a birefringent medium. The model of large-
angle Bragg diffraction can describe the acousto-optic interaction by using the mathematical
formalism of collinear coupled mode theory [4]. Let us consider the filter configuration of Fig.
1, where infrared light propagates through a Ti-indiffused waveguide in a x-cut/y-propagting
lithium niobate crystal. Acoustic waves, generated by interdigital transducers, propagate
coilieardy with the optical beam. The polarization evolution of propagating light, at
wavelength X, is described by coupled mode theory, indicating with E1 the amplitude of
electric field of input light, with longitudinal propagation constant #I, and E2 the amplitude of
the electric field, with longitudinal propagation constant P2, diffracted after the interaction
with a surface acoustic wave, with a period A, along the inetraction length:

d El P -AOY d E2 P2 •- it 12•i'l~ E2 '9=-T•i 12 El e-•j
dy1W(21
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where AP-0 1 -02-2vIA is the mismatch or detuning between sound and light and X12 is the
acouso-opdc coupling coeffiecient. The general solutions, by integrating (1) between 0 and y,
can be expresed as, E(y)= M(r,6,j)E(0) in terms of polarization nsfmation matrix
M(jt,6j) of the Jones vector E(y) after a propagating distance y.

A ~ (y) (pcospy - Asin py) -iice'sinuy F 0

IFY -ice 5 ' sin ;y Oc'(j&cos Iy + Asin Iy) (Y i '(O)1
(2)

where the detuning is a = AO/2 and #2=K2 +62. El aid E2 usually correspond to light beams
with orthogonal states of polarization, the TE and TM modes.

The key to simulate birefringence nonuniformities of real devices and coupling strength
variation along the device, is to model the overall acousto-optic interaction as a sequence of
interaction regions, each with a local coupling coefficient xj and detuning parameter bj as
shown in Fig. 1. Then the overall polarization transformation through an interaction length L
is described by a product of matrices:

E (L)= M (xj,6j, yj) E(0) (3)

According to the particle picture of the acousto.-oic interaction the matching condition
happens when the difference between the momenta of incident and diffracted light beams or
potons, 2AWX, is compensated by the momentum of the acoustic wave or phonon 2i/A, i.e.
AO=6=0.

Fig.2a shows the plot of the transmission function in dB versus the detuning 6/r related
to the variation of the optical wavelength and fixed acoustic wave for an ideal device. The plot
represents a sinc-squared function with the maximum of transmission on resonance (6=0). In
this case, both birefringence and coupling coefficient are uniform along the device. The
transmission function is symmetric about the maximum with secondary maxima (sidelobes),
whose intensity is about -10 dB.

Simulation of sidelobe asymnmetry. The matching condition can also be written as A=Lb,
where Lb = )JAn is the polarization beat length. The typical asymmetry of sidelobes, observed
in most devices has been demonstrated experimentally to be related to nonuniformity of
effective birefringence along the acousto-optic interaction region [5116].

Fig. 2b shows simulation in sidelobe asymmetry obtained by introducing a parabolic
variation (decreasing) of effective birefringence away from the center of the interaction region.
In this case an additional detuning 6' has been taken into account such that 6'L--16w(y-
L/2)2/L2. Our model predicts that only even order variations of birefringence introduce
asymmetry, odd order variations broaden the passband and enhance the sidelobes while

reserving their symmetry.
Index variations in real devices can arise from many sources. For titanium-indiffused

optical waveguides in LiNbO 3, An changes with variations in titanium stripe width or metal
thickness or by in diffusion temperature along the sample. This implies that optical wavegiuide
width can contoured to control sidelobe suppression on one side of passband spectrum.
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According to this result, it is certainly possible to build a two stage acousto-optic filter with
suqpemd sideobes by countouring the waveguide of each stage, such that one stage has

sidelobe supprsso in the short wavelength side of the passabnd, while the other stage has

sidelobe suppmmsion on the long wavelength side [6].

Siudadon of aldelobe .uppresed filters. Sidelobe suppression by casiaded filters, as

described above [6], cannot reduce the most serious source of interchannel crosstalk in the

multiwravelength opematon of the AOTF: coherent crosstalk [7]. Specifically, in a one stage

filter, a single optical beam can be selected by two different acoustic frequencies one of the

which is in resonance with the input optical wavelength, while the other frequency is

mismachedbut in resonance with the first sidelobe of the transmission function for that

wavelength. In this case, the optical signal will reach the output with components at different

optical frequencies because of the different frequency shifts induced by the two acoustic RF

frequncie [8]. The different frequency components will interfere and will constitute an error

source in data tasmission. T7he solution of coherent crosstalk is to reduce sidelobes in a
single stage. The source of sidelobes, simply stated, is the abrupt onset and cutoff of the
acouslo-ptic interaction, whose Fourier transform is represenited in the filter transmission
function as a sinc-squared response. By tapering the interaction strenigth, the high frequencies

co1M poet (sidelobes) can be reduced. T"his tapering can be achieved in a number of ways,
including the creation of a raised-cosine SAW intensity by embedding the active optical
waveguide in one arm of a SAW waveguide directional coupler, as shown in Fig. 2c. The
result is a coupling coefficient profile xWj = icosn(ry/L), with the predicted sidelobe

sup~esst plotted in the same figure. Eprmnsconfirm the predicted degree of sidelobe
suppeso [1]

acoustic
acoustic waveguide

TM polarizer transducer cladding

TM output

TE output

LiNbO 3

coupling: K~1 l
dctuning: BiIs 8 i+

Fig. 1. Scheme of a collinea AOTF and local acousto-optic intercaction regions.
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Fig.2. Three AOTF situations (left) and the corresponding calculated sidelobe structure (right):
(a) ideal filter, (b) filter with an induced variation of birefringence, (c) apodized filter for
sidelobe suppression.
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Integrated acousto-optic tunable filter Fig. 1 shows the architecture of the
(IAOIF) technology, with applications to proposed IAOTF using bidirectional SAWs in
narrowband wavelength division multiplexed which the IDT is placed in the middle of the
(WDM) systems, has reached some maturity interaction length. The SAW generated
[1]. Recent progresses in IAOTFs include the propagates a distance equal to half the total
realization of low drive power [2] and low interaction length in both directions before
sidelobe level [3-5] devices. However, all the being terminated by SAW absorbers. This
IAOTFs reported heretofore have the surface arrangement results in a reduction of the
acoustic wave (SAW) generating interdigital switching (access) time of the IAOTF, i.e., the
transducer (IDT) located at one end of the propagation time of the SAW along the
filter interaction length. This results in longer interaction length, by a factor of two in
switching times as the SAW has to traverse comparison to the conventional IAOTFs [1].
the entire interaction length of the filter. In Such an architecture effectively uses the SAW
this paper, we present a new IAOTF in either direction and significantly reduces
configuration using bidirectional SAWs which the effect of SAW attenuation for narrow
reduces the filter switching time by a factor of optical bandwidth filters having long
two while retaining all the desirable interaction lengths. The attenuation of the
characteristics of the conventional IAOTFs. SAW results in higher RF drive power
Application of this filter configuration to requirements as well as degradation of
high-speed self-heterodyne optical communi- sidelobe levels [6]. It is to be noted that the
cation systems will also be reported. desirable features of the IAOTFs such as

InudiffAused-

Ligh AWrbwWavpid TrnsdcerRegion Guide
- ---- ••Mods-

Converted

Lih

Fig. 1: Schematic diagram of the integrated acousto-optic tunable filter using bidirectional surface acoustic
waves.
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broad optical wavelength tunability, low RF tilted by five degrees from the Y-axis to offset
drive power requirements and narrow filter the acoustic walkoff for X-Y LiNbO 3.
bandwidths are retained in this configuration. Electric black tapes were used to absorb the
Furthermore, unlike the conventional IAOTF SAWs in both ends of the interaction length.
configurations in which the mode-converted In the experiment, a microscope
light undergoes either a Doppler frequency objective was used for edge coupling of the
upshift or downshift, the mode-converted light input light beam obtained from a laser diode
in the proposed filter configuration consists of at a fixed optical wavelength of 1.31pim. A
both upshifted and downshifted components. second microscope objective followed by an
For instance, if the input light in Fig. 1 is TM- analyzer was used to image the outgoing
polarized, the mode-converted light will mode-converted light beam onto an InGaAs
undergo a Doppler frequency downshift photodetector. The filter response of the
(equal to acoustic frequency for mode- IAOTF was obtained by scanning the acoustic
conversion fa) in the first half of the frequency at the fixed optical wavelength.
interaction length due to the counter- Peak mode-conversion was observed at the
propagating direction of the SAW. However, drive frequency of 212.8MHz. The measured
a Doppler frequency upshift will result in the -3dB acoustic bandwidth of 0.35MHz
second half of the interaction length due to the corresponds to an optical bandwidth of
reversal of propagation direction of the other 2.15nm for the interaction length of 15.5mm.
SAW. Simultaneous existence of upshifted Fig. 2 shows the measured mode-conversion
and downshifted components has also efficiency versus RF drive power. A
facilitated experiment on optical self- maximum mode-conversion efficiency over
heterodyne detection. 90% at an RF drive power as low as 265mW

The IAOTF of Fig. I using was measured. Fig. 3 shows the oscilloscope
bidirectional SAWs was fabricated on a X-cut, trace of the mode -converted light obtained
Y-propagating LiNbO3 substrate, 17mm in
length. Titanium-indiffused single-mode i 100

Coptical channel waveguide at the wavelength
of 1.31ijim was formed by using a strip of Ti
film, 650A in thickness and 6.5pgm in width, " 75

and indiffusion at 1020*C for 15hrs in a flow W

of dry oxygen. Titanium indiffused barriers
for the single-mode SAW-guide of 100tm 50
aperture [7] were formed by using strips of Ti
film, 1500A in thickness and 300gtm in width,
and indiffusion at 1020*C for 37hrs in a flow
of dry oxygen. The edges of the substrate
were subsequently polished to facilitate edge-
coupling of the light beams. The IDT with 0 ................................
the acoustic center frequency of 214 MHz was 0 5 10 15 20

designed for the IAOTF to operate at the 4RF Driv in Poer' •I
optical wavelength of 1.31pm [4]. The IDT
had a periodicity of 17.6ptm, an aperture of Fig. 2: Measured mode-conversion efficiency versus

RF drive power.95ptm and 20 finger electrode pairs, and was
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(a) 50MHz/div2:
Fig. 3: Oscilloscope traces for rise time measure-
ment. The top trace shows the modulation pulse used
to generate the pulsed RF drive signal. The bottom
trace shows the resulting mode-converted optical
signal waveform (horizontal scale = 2ýLsdiv). (b) 50MHz/div

from the photodetector when a pulsed RF Fig. 4: Self-heterodyne output spectra of the IAOTF
signal, 6.0Atsec in width, was applied to the module using bidirectional SAWs showing
IDT for rise time measurements. The rise the double-Doppler frequency shifted

component at 425.6MHz with the (a) analyzertime of the IAOTF (10% to 90% of the on-off parallel to the polarization direction of the
signal intensity) was measured to be 1.48jtsec, mode-converted light, and (b) analyzer
in good agreement with the theoretical deviating slightly from the condition of (a).
prediction.

The co-existence of the Doppler the magnitude of the spectral component at
frequency upshifted and downshifted 425.6MHz was suppressed by -19dB with
components of the mode-converted light was respect to the 212.8MHz component as the
verified by self-heterodyne detection. In this photodetector used had a base bandwidth of
measurement scheme, self-heterodyning 300MHz only.
between the frequency upshifted and In summary, we have proposed the
downshifted components of the mode- first IAOTF configuration using bidirectional
converted light results in an intermediate SAWs. Experiments have clearly
frequency (IF) component equal to twice the demonstrated the reduction of switching time
RF drive frequency. Fig. 4 shows the double- by a factor of two and the improvement in RF
Doppler frequency shifted IF self-heterodyne drive power efficiency. This configuration is
spectral component at the frequency of better suited than the conventional IAOTFs of
425.6MHz. The single Doppler frequency- long interaction length due to its faster
shifted spectral component was completely switching speed. Reduced SAW propagation
suppressed when the analyzer was set parallel losses potentially results in lower RF drive
to the polarization direction of the mode- power requirements and prevents sidelobe
converted light (Fig. 4a), but appeared as level degradation. Potential applications of
expected when the analyzer was rotated by a the resultant IAOTF module to self-
small angle (Fig. 4b). It should be noted that heterodyne optical communication systems,
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utilizing the coexisting frequency upshifted 1990), 605-608 (IEEE Cat. No.
and downshifted components, will also be 90CH2938-9).
presented. 4. A. Kar-Roy and C. S. Tsai, "Low-sidelobe

weighted-coupled integrated acoustooptic
tunable filter using focused surface
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Laser-Beam Periodic-Dot Writing
For Fabrication of Ti:LiNbO3 Waveguide Wavelength Filters

M. Haruna, T. Kato, K. Yasuda and H. Nishihara
Department of Electronics, Faculty of Engineering, Osaka University

2-1 Yamada-Oka, Suita, Osaka 565, Japan

Laser-beam (LB) writing is a useful technology for patterning of channel
waveguides in photoresist coated on a substrate, as already reported by some
researchers [1-3]. In particular, the authors developed the practical LB writing
system which consisted of a closed-loop-controlled X-Y translation stage, a
focusing optics of the 442-nm He-Cd laser and a LB intensity control circuit [3]. In
this system, 3-to-8p.m wide channel waveguides can be formed automatically over
an area of 1 OX10 cm 2 with an accuracy of nearly 0.1 p m. Very precise waveguide
patterning is thus possible because of extremely smooth movement of the X-Y
stage whose translation speed fluctuation 8v/v is less than 10-4, as will be
discussed below; therefore, when the focused LB is switched on/off regularly under
a constant-speed movement of the stage, dots should be aligned with a uniform
period in photoresist. In this paper, we demonstrate such a new LB periodic-dot
writing used to form interdigital electrodes required for TE-TM mode conversion in
Ti:LiNbO3 waveguide wavelength filters.

The basic system configuration is shown in Fig. 1 where the stage is driven at a
constant speed v. A pulse generator is triggered by a counter/comparator in
synchronization with the stage movement, and the output pulse voltage of the
generator is fed into an AOM to switch the laser beam at a repetition frequency f.
Periodic-dot patterns are then formed in photoresist coated on a substrate, as
shown in Fig. 1, where the period A=v/f. In a commercially available pulse
generator, the frequency fluctuation 8f is ±0.01 Hz around f=1 00Hz. It, therefore, is
expected that the period is controlled with an accuracy of the order of nanometer
when v--1lmm/s. The dot size and spacing are also adjustable by the focused LB
spot size, a pulse voltage and its duty cycle T2/Ti. In the test patterning, 10-mm
long periodic dots were made repeatedly in 1-1±m thick photoresist, shifting the
starting point, where v=1.23mm/s, f=1 25.01 Hz (±0.01 Hz) and A=9.8391gm. The LB
periodic-dot writing was followed by lift-off of Ti sputtered film, resulting in the dot
pattern of Fig. 2. it was then found that the period fluctuation 8A was less than 4 nm
by dividing a dot array of Fig. 2 into segments having 100 dots and measuring the
segment length. This result indicates that the translation speed fluctuation 8v/v of
the stage is sufficiently less than 10-4 because 8A is mainly caused by the
frequency fluctuation of the generator.

The LB periodic-dot writing was used to form interdigital electrodes required for
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TE-TM mode conversion in the Ti:LiNbO3 waveguide wavelength filter whose
structure is illustrated in Fig. 3 [4,5]. The electrode period A satisfies the phase
matching condition of A=Xc/AN where Xc is the center wavelength of the filter and
AN (=Nim-NrE) is the modal birefringence. It, however, is generally difficult to
evaluate precisely AN at a certain wavelength. In design of an actual filter, AN was
approximated by the index difference An of ordinary and extraordinary waves in
bulk LiNbO3 [6]; and thereby, A was easily calculated to be 10.1 54g m when Xc was
given as 805nm. The pulse frequency 2f (=2v/A) of the generator became 242.27Hz
when v=1.23mm/s, because a main portion of the interdigital electrodes was formed
by repeating the LB dot writing with the period of A/2, shifting the starting point by a
dot radius, as shown in Fig. 3. The electrode patterning was also performed in
photoresist coated on Ti-LiNbO3 after alignment of the scanning direction of the
focused LB spot along a 3.71±m wide channel waveguide. The writing time for the
whole electrode was nearly 6min. Finally, the electrode was made by lift off of Ti
film, as shown in Fig. 4. The fabricated filter was characterized by use of a tunable
Ti-sapphire laser as a light source. The measured filter characteristic is shown in
Fig. 5. A complete mode conversion was attained with a drive voltage of 7.5V at the
center wavelength Xc of 802.9 nm. kc was apart only by 2.1 nm from the given value
of 805nm even though AN was approximated by the birefringence of bulk LiNbO3 in
the filter design. The filter bandwidth (FWHM) was also 1.1 nm which coincided with
the theoretically predicted value [5]. The experimental results described here
indicates that the LB periodic-dot writing can define precisely the interdigital
electrodes with a uniform period according to the design parameters.

Subsequently, in order to confirm controllability of the electrode period A by the
LB periodic-dot writing, eight filters with 5-mm long interdigital electrodes were
integrated on a LiNbO3 substrate, as shown in Fig. 6. The center-wavelength
spacing Ake between adjacent filters was 5.4nm which corresponded to the
electrode-period difference AA of 80nm. The interdigital electrodes for each filter
were formed by changing the pulse frequency f in the same manner as mentioned
above, where the frequency change Af=0.88 to 0.96Hz. In the fabricated device,
variation of the measured center wavelength Xc with the electrode period fitted well
a straight line, as shown in Fig. 7. If Af is around 0.1 Hz in the LB periodic-dot
writing, it should be fully possible to integrate the filters with a center-wavelength
spacing of nearly 1 nm.

In conclusion, we have demonstrated the LB periodic-dot writing in which dot
patterns of a nearly 1OI m period is formed with a period fluctuation of <4nm. This
new LB writing technique has been successfully applied to define 5-mm long
interdigital electrodes of Ti:LiNbO3 waveguide wavelength filters. The filter
bandwidth is 1.1nm at Xc,-0.8Sm which is in good agreement with the theoretical
value. The electrode period is also controllable with an accuracy of the order of
10nm, indicating that the filters with the center-wavelength spacing of >lnm are
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intagated on a LeNb3. Moreover, it should be possible to fabricate a filter having
the Interdigit eecftrod of >1 5mm which exhibits the FWHM of a few A.
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Integrated optic frequency shifters which provide wideband electronically tunable frequency

shift and output light propagating at a fixed angle, irrespective of the amount of frequency shift,

are highly desirable [1,2]. In this paper, a new optical frequency shifting scheme which utilizes

noncollinear guided-wave magnetooptic (MO) Bragg diffraction by magnetostatic forward

volume waves (MSFVW) in yttrium iron garnet-gadolinium gallium garnet (YIG-GGG) -based

optical waveguide structure [3] (Fig. 1) is presented. The constancy of output angle of the

frequency-shifted light is facilitated by maintaining a constant wave number for the MSFVW

using a dual-tuning mechanism which involves synchronous tuning between the carrier

frequency of the RF driving signal (and thus the MSFVW) and the bias magnetic field (Fig.2).

In so doing the spatial scan of the frequency-shifted light beam resulting from the tuning of the

RF driving frequency is exactly compensated by that resulting from the synchronous tuning of

the bias magnetic field. As a result, the Bragg-diffracted light propagates at a constant output

angle, irrespective of the RF driving frequency, and thus enables a very large bandwidth be

achieved. Wideband electronically tuned frequency shifting at various carrier frequency ranges

(2-12 GHz) was accomplished using a MO Bragg cell in a bismuth-doped YIG/GGG waveguide

substrate, 6x10 mm2 in size, inserted in a compact magnet housing which consists of a pair of
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permanent magnets and a pair of current-carrying coil. A specially designed electronic

synchronizer was used to convert the reference voltage from an X-band microwave oscillator,

which was linearly proportional to its output frequency, into a current to drive the pair of coils

and facilitated the synchronous tuning between the bias magnetic field and the carrier frequency.

Tunable bandwidths of 1.61 and 2.35 GHz have been accomplished at the center carrier

frequencies of 6.035 and 11.025 GHz, respectively. The maximum deviations of the output

angle of the frequency-shifted light measured at the two center carrier frequencies are 3.5xl04

and 2.Ox104 radians, which are well within the tolerance limitation for efficient edge-coupling

with a single-mode optical fiber. Linear dynamic ranges of 33.7 and 31.0 dB were obtained at

the two center frequencies, respectively. The corresponding MO diffraction efficiencies were

8.5% and 7.9% at input RF drive power of 30 dBm. The tuning speed of the device, as

determined by the response time of the current-carrying coils, was measured to be 10 gts. With

improvement in the designs of the synchronizer circuitry and the coils, the tunable bandwidth

can be readily increased by a factor of 2 to 4, and the tuning speed improved by a factor of 10.

[1]C.S. Tsai and Z.Y. Cheng, "Novel Guided-Wave Acoustooptic Frequency Shifter Scheme

Using Bragg Diffractions In Cascade," Appl. Phys. Let., 54, 24 (1989)

[2JZ.Y. Cheng and C.S. Tsai, "A Baseband Integrated Acoustooptic Frequency Shifter," Appl.

Phys. Let., 60, 12 (1992)

[3]C.S. Tsai and D. Young, "Magnetostatic-Forward-Volume-Wave-Based Guided-Wave

Magnetooptic Bragg Cells and Applications to Communications and Signal Processing,"IEEE

Trans. Microwave Theory and Technol. MTT-38, 560 (1990)
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Vector Finite Element Modeling of Dielectric Guides by
Tranverse Magnetic Field Formulation
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A transverse vector-H finite element formulation for the solution of modes
in optical guides has been implemented, and a quantum well laser structure
has been analyzed.
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Introduction

The vector finite element method usually determines the mode
structure of dielectric guides using all three magnetic field ( H) components
[1,2]. This gives rise to many spurious modes since the basis set does not
satisfy the divergence condition. The penalty function method alleviates this
problem, however not completely. Furthermore, this formulation requires
that the propagation constant be specified, and the frequencies or
wavelengths of the propagating modes be determined, which prevents the
analysis of guides with loss or gain. Alternate finite element formulations
have been proposed [3,4], but none has been shown to be satisfactory.

In this paper, we formulate the vector guide problem in terms of the
transverse H fields only, and utilize the corresponding wave equation pair
that satisfies the divergence condition. The interface boundary conditions
are imposed by a boundary operator, the null set of which is the basis
function set for wave equations. Thus, spurious modes are eliminated
entirely, and the formulaiton evaluates the propagation constants for a fixed
excitation wavelength or frequeny.

Formulation

The finite element formulation leads to the integral:

F =f Y,-(VHi)2 + (k2E, - f)Hi}dxdy, i=x, y (1)

Minimizing this integral with respect to the nodal value of Hi, reduces it to a
matrix equation of the form

[S][H] = B2 j[H] (2)

The continuity of E. and H, accross interface boundary conditions in
this formulation leads to another matrix equation of the form:

[R][H] =0 (3)

where [R] is a m x n matrix, m<n.

The null space of equation (3) is given by:

[H] = [N][C] (4)
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where [NI is a n x (n-m) matrix, and [C] defines the new vector space.
Substituting (what ?) in equation (2) and premultiplying by [ZIt gives the
reduced matrix equation:

[N]SNI[C] = -4N]tM[N][Cj (5)

which is solved to determine the eigenvalues of the propagating modes.

Results

The structure in Fig. 1 was used to compare the results obtained from
this technique with those from the literature [1]. Results are within 0.07%,
even with an extremely coarse mesh of 22 X 22 nodes. The second case
considered is a quantum well seperate confinement heterostructure laser at
transperency, shown in Fig. 2. Two etch depths are compared with the
variable-mesh finite difference semivectorial results [5] shown in Table I.
As seen in this table, even with a coarse mesh of 22 X 22 nodes, the
eigenvalues are within 0.07% of the finite difference method which has used
over 10,000 nodes. Fig. 3 shows a contour plot of the H, field of the quasi-
TE mode propagating on this guide.

Sunmary

A transverse vector-H finite element method for analyzing dielectric
guides with no spurrious modes has been proposed. The results, even with a
coarse mesh are in excellent agreement with published results in one case,
and the semivectorial finite difference in the second case.
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Table 1.
11 pm Wpm Ai% II)M i'M(EMllz)

1.0 3.0 45 3.35931 3.35708
1.0 4.0 45 3.35975 3.35804
1.0 5.0 45 3.36001 3.35853
1.0 3.0 50 3.34584 3.34341
1.0 4.0 50 3.34624 3.34431
1.0 5.0 50 3.34648 3.34475
0.9 3.0 45 3.35974 3.35790
0.9 4.0 45 3.35999 3.35844
0.9 5.0 45 3.36015 3.35872
0.9 3.0 50 3.34628 3.34201
0.9 4.0 50 3.34649 3.34468
0.9 5.0 50 3.34663 3.34492

Table.IThe computed Peff for the structure shown in Fig 2 for a wavelength of
I-=0.86pm, and for F.D.M. and dte F.E.M.

I I I I I I I ]

Fig. 3.. Contour plots of the fix field of the first propagating mode in the M.Q.W.,

11 = 0.9 pin, W = 3.0 pin, cladding layer (AIGaAs, with 45% AD), X = 0.86 pm
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For the step index profile of dielectric waveguides(see Figure 1), the mode-
matching techniques[Il], the finite-element analysis [2-4], and the finite-difference
method[5-7] have been developed for the discretization of the wave equation and the
computation of the eigenvalues. In this paper, we present an integrated finite-difference
method[81 to discretize the wave equation, and Amoldi's method[9,10] coupled with
multiple deflation[1O], followed by the inverse power method[l 1] combined with an
iterative solver[ 12], for the calculation of eigenvalues and eigenvectors.

The integrated finite-difference approach[8] is formulated in terms of transverse
components of the vector magnetic(H) field of the form V2 Hi + (k2kr - P32) Hi = 0, where
i = x, y. A nonuniform mesh is used in the cross section of waveguides in this approach.
'ahe wave equaton for each component of the H field is integrated over each cell of the
mesh by the box integrat'-n method[8] in thre finite difference scheme to discretize the
wave equation. The boundary condition at the interface with the nearest neighbor cells is
enforced by employing the transverse and longitudinal continuity of the H field and the
continuity of the longitudinal Ez. The discretization of these boundary conditions
together with the wave equation credites a sparse banded unsymmetric matrix, which has
two diagonal sections for Hx and Hy and two off-diagonal sections for the coupling
between the Hx and Hy The exponential decay of the H field at the clad layers is
accounted for by choosing a nonuniform mesh at those regions, but the mesh of the guide
region is uniform. Only the nonzero elements are stored.

The size of the matrix with coupling between the transverse components is about
four times larger than the matrix without this coupling. Solving for all the eigenvalues of
the matrix for a large number of nodes is too computer intensive. Since only a few
positive eigenvalues need to be obtained, depending on the mode structure of the
waveguide, finding a method for accurately computing few eigenvalues of the matrix is
highly desirable. We use the modified Arnoldi's method[9] with multiple deflation to
calculate few extreme eigenvalues and the corresponding eigenvectors by computing a
suitable small size matrix. With the multiple deflation[10], the calculation of eigenvalues
only follows the few desired ones. For the strongly guided modes, the convergence of the
calculation is fast and accurate. But for single mode waveguides or weak-guided modes,
improvement of convergence of the calculation is needed for rapid convergence. We use
the inverse power method[11] to continue the calculation after Arnoldi's iteration gives
us the initial eigenvalues. This strategy makes the convergence of the calculation very
fast. The s-step method[l12] is combined with the inverse power method to avoid directly
inverting the original matrix.

We consider hiree examples. The first two dielectric waveguides discussed in the
literature have strong guided modes, Figures 1 and 2 show the structures of these
waveguides. For these structures, Arnoldi's method(without the use of inverse power
method) gives maximum error less than 10-11, where the error is defined as IIAx-XxII, and
A is the original matrix, x is the eigenvector, and X. is the corresponding eigenvalue. Our
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error agrees well with the predicted error from Arnoldi's method[9][131. Figures 1 and 2
show the normalized propagation constant vs. normalized wave vectors. Only the first
three largest positive eigenvalues are shown in this figure. The calculation for each set of
the eigenvalues at a giv en wave vector needed an average 17 seconds CPU on Cray X-
MP. The last example is for one of a single mode three quantum well waveguide
structure(see Figure 3(a)). The maximum error is less than 10-8, and Figure 3(b) shows
the normalized propagation constant vs. the normalized wave vectors.

The technique we have presented does not use preconditioning. It is presumed that
this method will be more powerful with preconditioning. Currently we use this method to
analyze step index profile dielectric waveguides. It is also suitable for continuously
variable index profile waveguides, by using the first-order approximation of the Taylor
expansion of the index.
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Introduction
Grating assisted codirectional couplers are very useful for widely tunable lasers and filters.
They consist of a directional coupler with periodic discontinuities. These have to be strong to
obtain coupling in relatively short devices. Therefore these devices may show substantial
radiation losses. Generally, there are two methods to analyse codirectional couplers, one
based on a coupled mode formalism [1] and another using mode matching theory at
discontinuities and mode propagation in the straight waveguide sections [2]. Both methods
can calculate the wavelength of maximum coupling and the coupling length as a function of
the structure parameters. BPM calculations may have difficulties with the large refractive
index steps. In this paper we present a method to calculate accurately the radiation losses. An
optimised design with respect to losses is now possible for this kind of couplers.
Our method is basically an eigenmode propagation method, extended with radiation modes
[3]. With this method it is also possible to account for reflections, but in the structures
proposed here, these are negligible. An orthogonal discrete set of radiation modes is used by
introducing a finite calculation window with fictitious walls which provide zero field outside.
This gives rise to a problem however: when radiation modes are propagated, they can reflect
at the fictitious walls. Furtheron two solutions are proposed to avoid these reflections.
First we consider a simple slab waveguide structure consisting of three sections (Fig. !). We
calculate the power transfer in the guided mode of the last section, versus the length of the
intermediate section, when optical poer is launched in the first section. Fig. 1 illustrates the
problem of the reflecting radiation modes. The solution using a discrete set of radiation
modes is compared with the exact solution. The strong oscillation is due to the recaptured
radiation modes. The exact solution is calculated simply by enlarging the calculation
window. This latter method however needs a higher number of modes and is very unpractical
and CPU-time consuming. In order to take into account correctly the radiation modes, one
must know at which point they reflect at the fictitious walls. This can be derived from the
well known k-diagram, shown in Fig. 2. Each k-vector represents a mode. A radiation mode
reaches the fictitious boundary if

k.>W
z iL

The next two paragraphs show a solution to the problem of the reflecting radiation modes. In
the last section the results are compared by means of a calculation on a grating assisted
codirectional coupler.
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Using an absorber
In the first technique an absorber at the fictitious walls is introduced to avoid reflection and
recapturing of the radiated power at the walls. The absorbing frame is realised with complex
refractive indices. This complicates the evaluation of the eigenmodes and eigenvalues which
have to be searched in the complex plane, but as an advantage the fast matching and
propagation algorithm [3] remains the same. The plane wave Transfer-Matrix-Method [4] is
applied to calculate the set of eigenmodes including the discrete set of radiation modes of the
slab waveguides in two steps. In the first step we exclude the imaginary part of the refractive
indices of the absorber and we search for the roots on the real axis with an adaptive stepsize
control. Counting the nodes of the field distribution insures that the N lowest eigenmodes are
found. In the second step the imaginary part slowly increases. Starting with the roots on the
real axis from the first step and tracking the roots with reduced functions (divided by the
known eigenvalues) and checking the orthogonality give us the roots in the complex plane.
By a suitable positioning of the ideal metal walls and the absorbers the influence of the
boundaries on the eigenvalues and the guided mode shapes is practically eliminated. This is
achieved when the imaginary part of the propagation constants of the guided modes vanishes.
The simple waveguide coupling in Fig. 1 serves to illustrate the technic. The short-dashed
curve in Fig. 3 is calculated with an absorbing frame (4 layers, 10000, 5000, 2500, 1250 cm-1
absorption and each 1 pim thick) and a moderate number of 25 modes. The strong oscillations
vanish which indicates that the absorber works well for all radiation modes. Since radiation
modes with a lower radiation angle are absorbed more efficiently, the absorber remains the
same and is applicable to new structures as long as the radiation modes with a significant
contribution to the mode matching at the longitudinal discontinuities have a lower radiation
angle.

Hybrid propagation method
In a second method reflections at the fictitious walls of propagated radiation modes are also
suppressed. With each radiation mode we associate a maximum propagation length Lmax =
W' k / kx. This maximum length can also be written as

4P~Ld A3

with W' as defined in Fig. 2 and Pclad= 2ick02, nclad being the refractive index of the
cladding. We propose here to omit those radiation modes for which L-mx,i is smaller than the
total length L in the device. This restriction corresponds to the idea that each radiation mode
spreads out with a certain angle. If it is no longer confined in the calculation window, this
mode is not taken into account in the calculations. This is justified because the power in these
specific radiation modes is located already away from the structure itself. The output power
for the slab structure can now be analytically expressed as

2

Power(L)= ao exp(jPoL)+ •a• exp(jfJ1L)
i=L•>L I

with ao, resp ai (i>O), the overlap between the guided mode in the first section and the guided
mode, resp. radiation mode, in the intermediate section. Note that each term must satisfy a
condition, namely Lmanc > L, before this term is taken into account in the calculations. This
method applied on the slab structure results in the long-dashed line in Fig. 3.
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With some modifications this method can also be applied for a grating assisted
codirectionally coupled structure. A single radiation mode is now composed of several
contr:,butions, because at each boundary of the grating all radiation modes are generated.
Each contribution has a different critical length Im'M.

Grating assisted codirectional coupler
The two methods are illustrated for a grating assisted codirectional coupler. The structure is
an lnGaAsP/lnP based component, described in [5]. Fig. 4 shows the optical power in the
two guided modes of the coupler versus the longitudinal direction. Also the total power is
shown, giving us an estimate of the radiation loss at the end of the structure. The dashed line
is calculated with an absorbing frame and the'solid line is the result of the hybrid propagation
method. Both methods agree well, indicating a loss of approximately 0.3 dB after one
coupling length of about 2200 gm.
As a conclusion we have presented two methods to calculate the radiation loss in e.g. grating
assisted codirectional couplers. They are both based on an eigenmode propagation mode with
the inclusion of radiation modes. Concerning the estimate of the radiation loss, the two
methods agree well.
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The semi-vectorial finite difference method has been
extended to non-uniform grids by reformulating the matrix
equations, iaking possible the efficient analysis of quantum layer
structures.
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Finite difference methods for the analysis of dielectric
optical waveguides have been extensively explored in literature.
[ 1-8 ] The semi-vectorial method of [6 ] is of particular interest to
these authors because it allows the evaluation of polarized modes
(quasi-TB or quasi-TN) in dielectric layer structures by casting
the problem in the form of a simple eigenvalue equation Ax-Ax.

As presented, the method takes the standard finite difference
approach of enclosing the guide cross section in a box over which
is imposed a uniform mesh, the index of refraction in the region
being a point function defined at the nodes. Discontinuities in
refractive index are allowed to occur only at the midpoint of
adjacent nodes, and the field on the outer boundary may either be
set to zero or modified to represent an exponential decay.

The fact that the mesh is uniform in the lateral directions
proves very restrictive in the analysis of quantum well structures
where the quantum layer thicknesses may be on the order of 1/1000
the total guide dimension. The large number of node points
necessary for modelling such structures gives rise to finite
difference matrices of extremely high order.

In order to allow greater freedom in the analysis of
waveguides whose geometries contain large dimensional differences,
as well as make efficient use of computer resources, the method of
[6] was reformulated so that a grid with variable node spacings may
be used[1-2]. This approach yields a dramatic reduction in the
number of mesh points necessary for guide representation, and by
strategic arrangement of the node points, may also lead to an
overall improvement in accuracy. (1]

The semi-vectorial finite difference approach is well
documented in the reference, so little will be said here about the
actual method. The key point to this paper is the inclusion of the
full expansion of the finite difference operator for the
approximation of the second derivatives of
the Laplacian in the matrix equations as
derived in [6]:

1Jh.+ (h+.,

E W O .... -... .--- . h . -. E l•__ , H, h

MEw RW EC Hrh

8x2  hw(h.+h.) hWJi h.(h.÷h.)

When the method is reformulated in this Fig.l-A typical nod
manner, the spacings between the adjacent arrangement
rows and columns of nodes can be arbitrarily
set, allowing a particular guide geometry to be accurately
represented with a minimum number of nodes. Of course, the accuracy
of any finite difference method will suffer as the node spacings
are increased. Therefore, care must be taken to assure that the
mesh is fine enough to give an accurate representation of the
field.

The semi-vectorial finite difference method, reformulated in
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this manner, has been used to analyze ridge wavequide structures
previously analysed in references [4],[6], and [9]. In all cases,
excellent agreement with the published results were obtained using
significantly fewer mesh points. This is important, because cpu
time typically is non-linear in N, where N=Nx*Ny is the order of
the matrix, Nx and My being the number of nesh points in the
lateral directions.

The multiple quantum well structure NIWl shown in Fig.2 was
examined to determine the field profile and effective index of the
fundamental quasi TZ mode at a wavelength of 860 nm. For comparison
purposes, the calculation was
performed using both a uniform
nmsh and the non-uniform mnsh
depicted in Fig.3. In order to ....... W ....... -- . ..
observe the convergence behavior _4 .........
as the number of nodes was ..

increased, the non-uniform
calculation was performed several
times for different values of Ny... 9"A.2" lmas

(Mx was held constant in all Z/Co-I -2

cases)."AM lO
Only one uniform nesh loo son

calculation was possible due to ýig.2-Structure MQWI
constraints imposed by the
geometry of the guide and the
computer used. (CRAY XNP with 64
bit floating point precision).
Indeed, this is precisely the
reason why the non-uniform
implementation was investigated in
the first place.

The results of this work are
presented in Fig.4. As can be
seen, there is very little
improvement in the calculated
effective index as N is increased iq.3-Kesh used in analysis o
by nearly a factor of 5, from 7752 structure HWWl
to 38250. For N-7752, the
effective index has converged essentially to within 1xl0- of its
asymptotic value, which agrees very well with the uniform result
obtained with N-38250. The reduction in cpu time is just as
dramatic.

The upward convergence trend of the non-uniform method was
unexpected, and has yet to be explained. Similar behavior has been
observed in [4], where index discontinuities were placed at the
mesh points instead of between them. Where uniform meshes have been
used, the convergence has always been observed to be in a downward
direction.

Fig. 5 is a plot of the fundamental quasi-TE field profile
calculated using the non-uniform method.

In conclusion, a non-uniform implementation of the semi-
vectorial finite difference method has been used to evaluate
polarized modes in a variety of dielectric waveguides, including
quantum well structures. The non-uniform approach has three primary
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advantages: 1) It allows the efficient modelling of structures with
large differences in layer thicknesses which would otherwise
require unreasonably large finite difference matrices, 2) the
number of mesh points may be reduced while still maintaining a high
degree of accuracy, which 3) leads to a dramatic reduction in cpu
time.
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The future success of giided-wave optoelectronic circuits relies on the development of efficeint

photodetectors. In conventional photodetector designs the absorbing layer is grown directly adjacent

to the waveguide core and the transfer of energy proceeds by evanescent field coupling.' ,2,3 This

strategy leads, however, to small detector absorption coefficients and hence long detector lengths for

high quantum efficiency, typically 100l4m or more, with a concomitant increase in the device

capacitance and slow frequency response.2 ,3 Reducing the detector length is therefore a key issue

in the development of efficient waveguide photodetectors.

In response to the need for shorter detector lengths Deri and Wada4 proposed the Vertically

integrated Impedence-Matched waveguide/photodetector, or VIM diode, in which a thin matching-

layer is inserted between the waveguide core and the absorbing layer. The VIM detector structure is

shown in Fig. I along with the parameter values used in the simulations. VIM diode operation can

be modelled as a two-step process:5 The field coupled into the waveguide is transferred to the

matching layer in the double-moded waveguide/matching-layer structure prior to the absorbing

region. By judicious choice of the extended-matching-layer length M the optical power then can be

concentrated very close to the absorber thereby greatly increasing the evanescent coupling to the

absorber and reducing the device length. Device length reductions of 500% over conventional

structures have been reported by Deri et al.6 in agreement with numerical simulations using the

beam propagation method (BPM).5

In this talk we shall present a simple coupled-mode theory (CMT) which provides a particularly

convenient way of understanding the physics of VIM devices. For example, the CMT exposes the

relation between the spatial absorption transients seen in experiments6 and BPM simulations,5 and

the nonhermitian properties of the underlying modes of the problem. Furthermore, CMT allows one

to reduce the parameter space of the problem and to extract the key parameters for device

optimization, a formidable if not impossible task based on time-consuming BPM simulations alone.

Using the CMT we have discovered a new regime of operation of VIM devices in which spatial

transients can be eliminated so that the diode absorption is exponential as in conventional devices.



ITuC5-2 / 239

M L

Air n= I Absodberd .g
lr n- 35I+j.166 d=2.5iim

n =3.58 + J 0. 1552

Matc-k laver nhp =3.325 tImp = O AOItm X

0

WaveguLde ng =3.233 t =1.6 m

&Ubstrate n=32 Z

Fig. 1. VIM detector structure used in the simulations.

The CMT is built upon the two-step model outlined above. Before the absorber the waveguide-

matching layer system is assumed to support two supermodes described by amplitudes a,,2. We

assume that the combinations a± = (a, ± a2)/2 correspond to distributions concentrated in the

waveguide (+) and the matching layer (-). For an extended-matching-layer length M and initial

excitation of the waveguide we then have

a+(M) = cos(nM/2L€) , a. (M) = isin(iM/2L€) , (1)

where L, is the coupling length. In the absorbing region the coupled-mode equations are

dz[a] =[ 0 iw/2Lc i[a+ ]=M[a+] (2)dz a- ii/2L. -&d2 a- a_ '

where a is the intensity absorption coefficient of the matching layer due to the absorber. Here we

have assumed that the field is absorbed only when it is concentrated in the matching layer, thus only

a. is subject to absorption. The CMT equations are to be solved subject to the initial conditions (1)

due to the action of the extended-matching-layer.
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The solution of Eqs. (1) and (2) is straightforward and can be compared to simulations of the

BPM. The CMT parameters L, and a are obtained from a single BPM simulation without the

absorber. Figure 2a shows an example of the CMT results for the total integrated absorption versus

diode length for the case shown in Fig. 1 (a = 0.11an-l, L, = 26pm), and is in excellent agreement

with previous BPM simulations. 5 For 90% quantum efficiency the minimum diode length is seen to

be L = 25;&m for M = 17pm. The CMT results also show the spatial transients previously

reported,5,6 as evidenced by the crossing of the curves for different values pf M.

• 1.0..
0

10 0.O

0.5

C .4 SA A

0.0 0.0
0 10 20 30 40 50 0 10 20 30 40 50

Diode Length L (,am) Diode Length L (am)

Fig. 2. Total integrated absorption versus diode length: (a) a - 0.l1mL1, L --
26pAm, and (b) a = 0.6pn"', L. = 26pm.

The CMT provides a simple physical picture of the spatial transients. First we note that any

solution of the propagation problem (2) can be expanded in terms of the eigenvectors of the 2x2

nonhermitian matrix M, which by their nature are biorthogonal, as opposed to power-orthogonal, and

have different phase-shifts and exponential absorption coefficients. Now, the initial condition (1)

generally corresponds to a linear superposition of the two eigenvectors so that the propagating field

is a sum of two exponentially decaying components with different phase-shifts, thus giving rise to

the observed spatial transients. Analysis of the coupled mode equations shows that spatial transients

are always present if aL- <2w, as was the case in all prior BPM simulations. 5 However, for ad. >

2w it is possible to mode-match the input (1) to a solitary biorthorgonal eigenvector, and hence

obtain exponential gain with no spatial transients, by appropriate choice of the extended-matching-



ITuC5-4 / 241

layer length M. This establishes the dimensionless parameter aL, as a key parameter in device

design. Figure 2b shows the evolution of the total integrated absorption as a function of diode

length for a = 0.6pm-1, L,- = 26pm so that aL, > 21r. In this case the spatial transients are notably

absent, thus offering a new mode of operation for VIM diodes which may further reduce the device

length.

In summary, we shall present a simple CMT of VIM diode operation which exposes their basic
operating principles and promises to reveal new designs which may further reduce the device length.

This work was performed, in part, under the auspices of the US Department of Energy by Lawrence
Livermore National Laboratory under contract W-7405-ENG-48.

REFERENCES

1. P. Cinguino, et al., Appl. Phys. Lett. 50, 1515 (1987).

2. F. Mallecot, et al., Appl. Phys. Lett. 53, 2522 (1988).

3. M. Erman, J. Lightwave Technol. LT-6, 399 (1988).

4. R. Dent and 0. Wada, Appl. Phys. Lett. 55, 2712 (1989).

5. R. J. Hawkins et al., Opt. Lett. 16, 470 (1991).

6. R. J. Deri et al., Appl. Phys. Lett. 56, 1737 (1990).



242 / rrvuCl

A Novel Device Structure for Optical Switches:
Three Mode Interference (3MI)

H. - P. Noltlng, M. Gravert
Heinrich-Hertz Institut ffir Nachrichtentechnik Berlin GmbH,

Einsteinufer 37, 1000 Berlin-10, Germany, ++ 30 31002 427

Optical switches with high switching efficiency and low loss are neccesary for future optical
coaimun ion systems. Recently, switches with multiple quantum wells (MQW) of different kind
(QCSE, BRAQWBr, WSL(lD for WSgher efficiency are reported, which sometimes suffer of high loss.
Here a novel device structure (similar to 121) will be proposed and investigated theoretically, which may
overcome the problem of high cross talk in Mach-ender type interferometer switches on the basis of
the above mentioned layers.

Fig. I shows a directional coupler constructed of 3 independent waveguides, where both the outer
waveguides are monomode, passive, low loss and serve as input / output ports. The following discussion
is based on two different numerical examples Exl and Ex2 at wavelength 1.55 prn, which are descibed
in the table and fig. 1:

tWG 111nl t~aP [Pm] nbD nWiT , I controi a[n'l]
EXl1 0.5 1.5 3.2 3.3 3.4 100

Ex2 0.5 0.75 3.2 3.3 3.25 10

The center waveguide may be a multimode waveguide containing the MQW layers and is used as the
electrical or optical control structure of the switch. Thus this waveguide may be lossy ( up to 10 or 100
cmnI, depending on example Ex2 or Exl) and the refractive index of this layer can be changeable by An.
In the coupling region the total structure is multimode and the behaviour of the different modes as a
function of the thickness of the center waveguide is given in fig. 2. It can be seen by BPM calculation,
that the device acts as a coupler with a short coupling length at the 3 mode interference (3MW) crossings
of the diagram (marked by a circle) and with a very large coupling length at the two parallel lines (2MI)
in between. For switching purposes we use the asymmetric behaviour of the device in the region close to
the resonance coupling of the 3 modes. If we change the refractive index of the control layer (or the
thickness, or the wavelength), the output energy changes from resonant coupling (energy in the cross
state) over an asymmetric coupler with nearly all energy in the same waveguide to the very long two
mode interfermex coupler (parallel state). This is shown for different An in fig. 3. The cross talk here is
always present but low for a refractive index change of 10- 2 , which can be realized with suitable
MQW-layers.

The advantage of this novel device structure is, that in the case of lossy MQW-layers the total device is
symmetric in relation to the passive waveguides. Thus the cross talk in the device is always low, only the
output energy in the cross state is reduced a little compared to the parallel state, which is demonstrated
in the fig. 4. Due to the fact, that the coupling length of the 3MW device is about a factor of 10 lower
compared to the 2MW coupler, the total loss is also reduced drastically.

Suppose we have some freedom in the design of the switch in respect to the choice of the refractive
index of the layers and the point of operation in the eigenmode diagram, where multiple three mode
interaction points are possible (fig.2). The calculations show the followings trends:
* For high values of the refractive index of the control layer the device is short (low loss influence)

and a high An for switching is neccessary.
* For large thicknesses of control layer (higher order of modes) An decreases slowly, but device

length increases.
The first point has a strong influence, which is demonstrated in the reduction of An from 4 to 1 10-2 in
Example Exl and Ex2.
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Thus I dmenmdoa calculation show the principal behaviour of the devnice, which have also been
WOW ~by 2D FD clculadioIUArml kmo mcmn be realizin avertical or ahorizoiaaa

000 SlVaalage of this structure is the possiilty to use the cetrwaveguide as optical input waveguide
of a fcou Iral wave for optical switching of the device by nonlinear optical effct. Thus optical signal and
control -alm can be easily separated.

In the cr'oss sale Of the switch WO have to fuilfili a resonafft condition but in the parallel sftat we have a
dIOit. switching beasviour, that mean that beyond a specific switching voltage (optical power) , the
stlae nasials" stale To be mar to meet the resonance condition we can use a tapered velocity
esapler desig foir the passive waveluide, thus reducing the fabrication tolerances. For reducing the
cross talk a delta bela reversal design can be used. This will be shown on the conference in detail.

To reduce the cross talk of the switch by several orders of magnitudes below the usual 15 dB a cut off
switchingg design of the thir mode can be used. If the efecive refrctive index of the center wavegnide
opeate dlose to the eienmode value of the outer waveguides, it is possible to switch the center
wavegude structure from a leaky mode condition (sinusoidal behaviour inside) to an evanescent mode
condition (exponential behaviour inside). In the latter case the coupling of the outer waveguides
dec reasem- drastically to an uncoupled waveguide condition by the large separation (e. g. if the control
waveguiide is multimod) of both waveguides. The field distribution are shown in fig. 5 and the switch
behaviour in fig. 6.

By *con~ii two AG1 structures to act as a 5MI Y-branch, as shown in fig. 7, the following
advantages can be acheved:
0 aOwmebric Power divider even with slight fabrication tolerances in the passive state, leading to a
symmetric power output for both ports in a switching application,

*digital switching behaviour for both outputs stages, when activating one of the two electrodes.
The device improvement described above can also be used for the 5MI Y branch. For optimum loss and
cross talk behaviour the thicknesses have to be optimized for given refractive indices. This device
structure is very attractve for optical space switch matrices.

We have proposed and theoretical investigated a novel switch design, which is suitable for optical los~sy
material with high rfractiv indeox chang by el~ectrical or optical influence lie MQW layers. The Ma(
switch has a resoant and a digital state and the SM( Y branch two digital states of operation. The
cres talk is always low, even in the presence of loss. To meet the fabrication tolerances of the resonant
condition a tapred velocity design andlor a delta beta reversal design can be used. For extremly low
cross talk an operation at cut offpoint is advisable.

ill J. E. Zucker T. Y. Chuig, Ki Wegeew N. J. Saner, K~ L Jones and D. S. Chenia, Lgep Refreoo Wadx
Change in Tmft- ý hn.ýe InGeAWWn~ft Oua~nm Waka, PhFnlosd Technolog Loettr, Vol.2Z No.
1. Janumy logo, P29.3

(21 T. Yan~uguoh K~ Tad.. T. l ~a~k., 6A Nowe Devi=e S~utucr of Veicel MW"pl Qum*=u Wei Direcone
Coupler Swlth for Low Switching WOWmg. Intagrbd PolofNso Rneeseh Conferanos Apti 13-16,19M2 New
Ode.., Louleln., Technios Dlgeet Ser. VoL 10, popw WH4-1, pp 334-M3.
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Integrated Optical Pulse Shaping

Kent B. Hill and David J. Brady
University of Uinois at Urbana-Champaip

Department of Electrical and Computer Engineering
Beckman Institute

Urbana, MIlinois 61801
(217)244-689 (217)244-655

1 Introduction
Advances in pulsed lasers have resulted in a growing need for methods and devices for controlling and
exploiting the temporal bandwidth of pulsed fields. Mode-locked diode sources with subpicosecond pulse
withs have recently been integrat [1]. We consider high-resolution integrated systems for modulating
the bandwidth of such pulm. These systems are capable of creating arbitrarily-shaped optical pulses with
bandwidths limited only by the bandwidth of the pulsed source. Applications for pulse-shaping devices
exis in optical computing, and nonlinear spectroscopy.

We consider integrated systems which use high spatial bandwith reflection holograms to control the
temporal bandwidth of relfected pulses. To analyze the impulse response of such holograms, a numerical
method has been developed which efficiently and accurately calculates the reflection spectrum of arbitrary
•one-dl~msmo holopams. In Section 2, we describe an optical pulse-shaping system and consider mate-
rials which may be used in its fabrication. In Section 3, we discuss some difficulties that arise in methods
which have been previously used to analyze multiple-grating holograms. We then describe a numerical
rnsthd which overcomes then difficulties and provides a means of analyzing complicated one-dimensional
holoups.a A puble-cding scheme is also conmidered0 In Section 4, some numerical results showing the
impulse response of various holograms are presented.

2 A Pulse Shaping System

In Fig. 1 we show an experimental configuration that may be used for optical pulse shaping. The reference

Figure 1: A holographic puls-.shaping system.

beam and the control beams interfere to form a spatial intensity distribution on the waveguide. The
waveguide is doped wih an active species that responds to the intensity and creates a hologram in the
waveguide. The modulator array is used to control the amplitude and phase of each of the control beams.
The interference of each control beam with the reference beam creates a sinusoidal modulation whose
frequency is determined by the angle between the control beam and the reference beam. In this manner,
a holographic modulation is created in the waveguide. The input pulse is injected into the waveguide, and
the output pulse is reflected from the hologram in the waveguide. The wavelengths of the beams are chosen
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so tht thm control beur are absorbed by the waveguide to create it modulation, and the signal beam is
not absorbed.

As an example, the waveguide in this system may be fabricated with methyl orange doped in a thin
So of pcvinycohol. Methyl orange absorbes light at 514 nm and undergoes a cis-trans conformation
amnp whia changes the index of refraction. The hologram may be probed using an infrared pulse which

is not asorbed by the methyl orange. This system may also be fabricated using GaAs waveguides in which
pho4orefractive effects may be used to record holograms. These effects can occur on submicrosecond time
scales r2.

There ae several advantages in using this waveguide configuration for pulme-shaping applications. First,
since the waveguide is thin, it may be heavily doped so that all of the energy in the control beam is abombed
in the waveguide. In volume geometi, the absorption must be weak so that the intensity can be uniformly
dispesed throughout the volume. This means that the holographic modulation can be much stronger in
the waveguide gsonetry. Second, since Bragg-matching constraints are relaxed in the direction normal
to the waveguide, only one reference beam is needed for all of the control beams. Finally, the waveguide
gsometry is compatible with integrated circuit technology.

3 Impulse Response of Multiple-Grating Holograms

Volume holographic scattering is most commonly analyzed using the coupled mode formalism developed
by Kog&Aik (3[. Kolelnik's analysis focuses on holograms in which the modulation is sinusoidal, which we
rfr to as the single grating case. To be useful for pulse shaping, a hologram must consist of a number
of gratings. Scattering in multiple grating holograms has previously been analyzed using coupled mode
equatioms based on many-wave Bloch expansions [4, 5] and by finite element integrations [6]. The number
of coupled mode equatioms required in many Bloch expansions may grow combinatorially with the number
of gratings. The problem is considerably simplified if we limit our analysis to one-dimensional reflection
bolograms, but even in this case Bloch expansions have not been used to solve problems involving more
than a few gratings. Finite element integrations are performed by representing the hologram as a large
stack of homogeneous thin films. The characteristic matrix method for thin-film stacks is then used to
model the hologram.

We have developed a numerical method to find the impulse response of multiple-grating holograms
which is based on Kepler discretisation for problems in celestial mechanics [7, 8]. This method is used
to solve the cuedimensional problem of reflection from a hologram in which the modulation V(z) varies
only along the direction of propagation. Consider a pulse propagating along the i axis with polarization
normal to & that is reflected by this modulation. The modulation is sero everywhere except between the
bouadaries of the hologram at z = 0 and at z L. We solve the wave equation

829 829
22• -2(I + V(Z))--&- -=0.(1)

for the reflected field under the boundary conditions that a known pulse is incident on the holographic
region from negative z and that only a positive propagating field exits the hologram at z = L. # is the
scalar field, and c is the speed of light in the unmodulated dielectric.

The impulse response of a hologram is found by solving Eq. I in the temporal Fourier domain where,
for a given frequency, we can write

dW2 + k2(1 + V(z))O = 0, (2)

where k'2 = W2 /1. Applying the boundary condition that a field given by exp(jwt) leaves the hologram
at z = L, we solve Eq. 2 numerically and find the reflection coefficient, F(w), at z = 0. The numerical
algorithm uses Dehfihard's discretization of Eq. 2, and, starting at z = L, takes small steps back to z = 0
to And 0(0). Polynomial extrapolation is used at each step until the desired accuracy is achieved. Once
F(w) is determined over a suitable range of frequencies, FFT techniues are used to find the inverse Fourier
transform which yields the impulse response. This method has proved to be very accurate, and it is able
to efficiently solve problems with arbitrary modulations, V(z).



2481 /ruCT.3

Using this numerical method to analyze various modulations, it can be seen that the impulse response of
a hologram is newly proportional to the modulation of the hologram for even strongly scattering holograms.
Based an this fact, we have developed a coding scheme which modulates the amplitude of a hologram to
produce arbitrarily-shaped pulses. The amplitude modulation is performed by writing a multiple-grating
bhlogram in which the amplitude and phase of each grating is controlled independently. This control can
be achieved using the integrated system preented in the previous section.

4 Numerical Results
UsinS the numerical method described in the previous section, the responses of various holograms have
been determined. In Fig. 2 the reflection spectra, IF(w)I, and the envelope of the impulse responses, jr(t)j,
are ploted for a single grating. In Fig. 2a, the strength of the modulation is weak while in Fig. 2b, it is
strong. A normalized time parameter e = t/r, where r = L/e is the transit time through the hologram, is

.4 0.11 0(d

0 . 17o 
0 . 1'

O.OS 0.04
O.€S 0.02 I

-a0 3 4 S

3. 2. Of'A
3..

0."7. . 1.6OO -1 o 1 3

Figure 2: Responses of single grating holograms. V(z) = A cos(Kz). (a) A = 0.0001. (b) A = 0.005.

used. According to the Bragg condition, the maximum reflection from a grating with frequency K occurs
when w = w. = Kc/2. The normalized frequency w' is given by w' = w/w,. It can be seen that for weak
modulation, the impulse response is a simple square wave of duration 2r as predicted by coupled-mode
theory. For strong modulation, multiple scattering effects become significant, and the response continues
beyond t = 2r. There is also a reflection at the output interface which can be seen in the impulse response
at t = 2r. This reflection is caused by a mismatch in the effective index at the interface even though the
average index was assumed to be the same on both sides of the interface.

In Fig. 3, the response of a grating with a chirp in its spatial frequency is shown. The phase of the
impulse response is seen to follow the phase of the hologram. This effect may be used recover short pulses
which have been broadened by dispersion in optical fibers.

Finally, in Fig 4, the response of a hologram which has been coded to produce the bit sequence
1010001110110010 is shown. It can be seen that the code can be readily extracted from the impulse
response. If the length of the hologram in this example is chosen to be L = I mm, then each bit has a
pulse width of approximately 500 fs. With integrated pulsed sources approaching 100 f6 pulse widths, such
a pulse could be produced in an integrated system.
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5 Conclusion

An integrated pulse-shaping system has been described which may be used to modulate the high temporal
bandwidth of ultrashort optical pulse. Using a numerical method based on Kepler discretization and
polynomia extrapolation, the impulse response of complex refiectioa holorm has been calculated, and a
coding scheme has beenz developed to produce arbitrary pulse shapes. Applications for this system include
dispersion compensation, optical comnputing, aomniainsd nonlinear spectroscopy.
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Recently, the use of a cascaded second order nonlinearity has been proposed for all-optical

switching [1]. Standard coupled-wave theory of second-harmonic generation (SHG) shows

that the pump wave undergoes a nonlinear phase shift when the SHG process is phase-

mismaitched. This has led to the proposal of a number of novel switching devices, including

a push-pull Mach-Zehnder switch [2]. Looking at the origins of linear and nonlinear

polarization, a common feature, if the refractive index is to change, is that a frequency

component in the driving fields should appear in the resulting nonlinear polarization. In

the case of the optical Kerr effect, pj3) = X(w){,; wW, -wi}E, E.I EZ. In a similar way,

phase changes also appear in the pump wave during degenerate parametric frequency down-

conversion: p( ) = X(2){w; 2w, -w}E&. E., but none occur during frequency doubling, i.e.,

X(2){2w;w,w}E, E,, contains no term of type pS2). Added to the well-known fact that

both up- and down-conversion can occur under phase-matched conditions (the dominant

process depending on the relative phase, a balance occurring at the nonlinear eigen-mode

point[3]), it does not seem necessary to demand phase mis-matching to obtain a nonlinear

phase change in the pump light.

In the cascaded process, the SH is generated and gradually gets out of phase owing to

differences in phase velocity between pump and SH. This means (since the direction of

conversion depends on the relative phase) that down-conversion begins to appear increas-

ingly as the phase mis-match increases, which yields, according to the argument above, a
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Figure 1 Normalised pump, SH and pump phase evolution with distance for exact
phase-matching and 1% injected SH signal at -(2)L = 3w for (a) 0 = 0 and (b)
S= 0.49w. In the absence of the 1% SH seed, the pump phase change is zero. Note
that, as expected, the rate of nonlinear phase change with distance is greatest when
the down-conversion process is dominant.
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nonlinear phase change in the pump wave. This also suggests that pump phase changes

may be induced at exact phase-matching if both pump and SH are launched together with

an appropriate relative phase. To illustrate this result, I draw upon the distributed feed-

forward results in a recent theoretical analysis of reconstruction in nonlinear holograms

[3]. Of particular interest are the conserved quantities:

r = 4c(2 )}V/P.P.,cooe,-t (P,,-P.) (1)

and Pp + P0 = 1, which represents power conservation, Pp and P. being the normalised

powers of the pump and SH. t0 describes dephasing, x:(2) is the nonlinear coupling constant

(proportional to the square root of the incident power) and 0 = 4. - 240p is the relative

phase between SH and pump. From Equation (14) in [31, and using (1), the evolution of

the pump phase 4)p with distance x is easily shown to be described by:

NP0+(- r)(2
8-" 2 4P,,(z) (2)

The only varying quantity on the right hand side of this equation is the pump power P,

and Ir is set by the boundary conditions. If the incoming SH is zero (as in [1]) then inexact

phase matching is essential (1#1 > 0) for a nonlinear change in pump phase. If it is not,

then even when 0 = 0 it is possible to obtain a nonlinear phase change in the pump wave

provided the relative phase 0 is not equal to ir/2.

Some solutions of (2) for exact phase-matching and only 1% injected SH are given in

Figure 1. Next, keeping the SH seed power at 1% (for 0 = 0) while its relative phase

is varied (Figure 2), the effects are dramatic: the output slews rapidly between 100%

pump (at 0.261r) and 100% SH (at 0.57r). This result may have applications in nonlinear

mode-locking of lasers and in clarifying the growth of self-organised X) gratings in optical

fibres.
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3x/2 of a SB generator, plotted as a function of the relative phase 0b at the input
surface z = 0 for an injected SB power of 1% of the pump. The output swings from
zero to complete SB conversion between 0b = 0.26x and 0.5w.
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do d I N ftd eie idia uophlity. 10 ) m: fw example III,[2t. Recenty,) Sdalv et aL [3)ev labse shw that nonlinmea-hase i Wa ad thauby an e--ectve intmWry loodet rellractive index and can be obtained frnen casoding die second order

BMOnleaity Z .Tey & Odem oniad that the effective inestydpn eftrefctive index n~a.fproduced by die cascaded second
ouder nonlhinawily could be poenaitveo negative depending on die phase matching conditieansd they also measured noWras t2x10-
14 can 2 W-1 for KIP (K'ropOO which bas a dwgof 3.1 x 10-12 .V- 1 . MW. qpoziMb expression they derived for mnjr was a
folows

where LatheOW hmgth of the device. dff is die effective seond order nonlinear coefficient, Ak is die phase misnatch, p2a, is the
refractive index at die moodi huitnosic. aid no diste refractive index at die fudamental fteyaecy-I its tie wavelengt De Salvo et
al. also showed tgf is not coanstaw with intensity (i*c not strictly Ker law n -no + n21) but tends to saturate at phase changes of
around Wil.

We ptooye:bie has integirated aUl.cpia switch which uses the cascaded second order effect and is based on die integrated
Macb-Zolmchr moeonrillustrated in fge1). A similar device cofiuration has already beew demonstrated hiZMte&u-
order nonlinearit in AIGaAs (2] where a. syimnetric splitting of the input intensity sees employed in order to obtaina &ml-hs shift in die intafsunmeter. ron asmehic spitineuces tie overaldouglqmnt of die device. However, with the cascad~ed
second order rmlaineail not only is die intensity increased but it is also possible oo control
the sign ofdie nordnew apbas shift by a~sie ofphase matching. rnw
quest-phase matchming (QP) schm whic h1 bee sed to -p match fofeonulmoa aeratren nla~o 3 4.If)
end Xl[61 ad halo beenused in a smiconhco. Ga&s[7]. With QPM the -hs mismatch is given by:-.

Ak = k2 a1 - 2k. - K
(2)

where kz.a isthe phase propagahion coefficient of die second harmonic light. k~a is that of de fundamnental light And K = 2WIA where
A isdie periodicity of the grating. By arranging to have different grating periodicities in each arm of the interferometer it is, therefore

posbeto have a different sign of the effective n2 in each arm of the intefroee. In other words, with the cascaded second-order
fecitis possible to operate the device in a "push-pull" mode, where symmetric splitting of the light between the arms of the

intrfeonitercanbe Mployed with a subsequent increase in the overall transmission of the device compared to the asymometric
Mach-Zehnder of [2]. We call the proposed device a ecascded, Aoond order, puh-pull switch. The phase change required in each
arm for an on-to-off transition. oir convemsly, if die device is biase differ n ofo transition, is ii. Fo tis snount of

nonlinear shikt equation (1) may not be valid and therefore the approximate theory of [3] has to be extended to larger nonlinear
phase w

Figure. (1) Push-pull Switch

Arm I Ant.

AkL2in _AL
Caption: Schematic of integrated all-optical switch based on the integrated Mach-Zehnder interferometer; each arm of the
bntrjfiroeter has a grating of a diffrerr piod designed to give a different sign ef phase mismarch condition which results in a
differen sign for the nonline ~tar in phaeom rn tWm cascaded the secon order nonlinear effect. This device is called a

e addsecond order ps-dwrh

U Moe Of 21AMealiN

Theory ofdoe noninear phase chang has to considerable apended tranrmission of tie switch ilustrated in figue(l) is given by:-
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(3)
Nhr D is th dspbslmi of iS hadomental, 0., ad #.a an the noinhinedifts~ in asul and ian2 of the inuireromeler. ý is lbs
ph.. offset Tb. itooinheaf phase shift is found by sokving doe coupled diffixeeiial equations which describe soeod hsoinomic

nlis thedied ceireiptic inpslwhiaG- 1+2ge(144~)U3) 1N2 whir
*=wain(suC4 m))

(6)

l+2t-(1+4e)11I2

l+2e+(1+4e)12
(7)

and

the paroost e (2r/hk) with

(9)
16 is doe inial fudneadaaai field. k is the manaitude of the fondiuinWa waveveclor.
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HI-V uemiconductor mateioals haves largae d coefficient, for AIG&As d3 3-150 pat/. and they asho hay a mature growth and
N~ino oaibeology. They wre Uteratore an attractive material for investigating the cascaded second order effect with quast phase-

m hi-The following fabrication procedure was adoptd to ake a sample suitable for the investigation of the cascade second
WW-ISin AI~eAs semiconductor waveguides at fnaetlwavelengur of wround 1.55 pmn.

Figura (3) The wafer design for the semiconductor waveguides
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Two-photon transitions near the absorption edge in a
semiconductor multiple quantum well (MQW) structure are important
because they provide information about the energy states involved

in the forbidden direct transitions'.2 and the induced Kerr-like
optical nonlinearity has potential for ultrafast nonlinear

switching applications 3.4. In the TE polarization mode (the
polarization is perpendicular to the MQW growth direction), there

are no distinct exciton features because the two-stage transition
includes an interband transition and an intraband transition
whose final state is a 2P exciton. In the TM polarization mode
(the polarization is parallel to the MQW growth direction),
distinct exciton features are expected because the intraband

transitions are forbidden and intersubband transitions are
allowed. In this situation, lS excitons can be the final states

for two-photon transitions.
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In this paper, we present measurements of the two-photon

absorption coefficient, p2, and induced nonlinear refractive-

index, n2 , in both TI and TM modes of GaAs/AlGaAs NOW strip-

loaded channel waveguides in the wavelength range between 1490 nm

and 1660 na. The guiding layer included 85 periods of 70 A GaAs

wells and 100 A Alo.0 Gao. As barriers, sandwiched by Al0.27Gao. 73 s

cladding layers. The strip width of the vaveguide used for the

following results was 5.5 pm. Two samples from the same wafer

but with different lengths (1.5 cm and 0.67 cm) and different

etching depths were used. The results from the two samples are

consistent. The samples were grown by the KBE technique. 4-6

psec (FWHM) almost transform-limited pulses from a color center

laser were end-coupled into the waveguides. The coupling

efficiency was estimated to be between 30% and 60%. The inverse

transmission was recorded for determining the P2 values and the

self-phase modulation, which broadens the signal spectrum, was

monitored by a spectrum analyzer for determining the na values.

Theoretical predictions for the wavelength dependence of P2
were obtained from the calculations of the two-photon transition

rates2 . Those for n2 were then obtained by using the Kramers-

Ironig relation'. The error bars in Figs. 1 and 2 show the

measured P2 values in the TE and TM modes, respectively. The

continuous curves represent the theoretical values (up to a

multiplicative constant) from the contributions of 2D continuous

transitions at a low temperature. The excitons are indicated by

labelled vertical arrows. In the TE mode, because the

contributions from the excitons are weak, the continuous curve is

generally in good agreement with the measured values. However,

in the TN mode because the 1S exciton contributions are strong,

the theoretical result valid at low temperature cannot fit the

data well.

Figures 3 and 4 show the measured n2 values in the TE and TN

modes, respectively. The continuous curve in Fig. 3 represents
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the theoretical result based on the assumption that the 2P

exciton binding energy is 1 meV, the exciton radius is 200 A, and

the Lorentzian broadening width is 12 ueV. The choices of the 2P

exciton parameters are not critical because the contributions

from the 2P excitons are small. The continuous curve in Fig. 4

is the theoretical result for the TX mode with the assumptions

that the binding energy of iS and 2S excitons are 9 meV and 1

meV, respectively, that the exciton radii of C1L2 excitons and

C2L1 excitons are 300 A and 150 A, respectively, and that the

Lorentzian broadening widths of C1L2 excitons and C2L1 excitons

are 20 meV and 15 meV, respectively. Different choices of these

parameter values will change the shape of the curve slightly but

not the major features. However, it seems that the ClL2 (lS)

transition is weaker than what the theories predict. This may be

attributed to imperfections in the quantum well growth.
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In order to implement ultrafast all-optical switching using
the optical nonlinearities induced by two-photon transitions in
semiconductors, subpicosecond pulses are usually needed for
achieving the required high peak powers 1. However, because the
two-photon absorption coefficient and induced nonlinear
refractive-index are frequency dependent, particularly when the
signal wavelength is close to a strong transition, fentosecond
pulses (with large bandwidths) will experience dispersive
nonlinear absorption and self-phase modulation. These effects
may severely distort the pulses and degrade the switching.

In this paper, we present the results of experimental and
theoretical studies on femtosecond pulse propagation in
GaAs/A1GaAs multiple quantum well channel waveguides. The
guiding layer of the strip-loaded channel waveguides included 85
periods of 70 A GaAs wells and 100 A Al0.32Ga0.. As barriers,
sandwiched by Al0.2 Ga0.73As cladding layers. The strip width and
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the length of the vaveguide for the following experimental
results were 5.5 ps and 1.5 cm, respectively. 400-fsec almost
transform-limited pulses, obtained by additive-pulse mode-locking
a color center laser, were end-coupled into the vaveguide. The
output spectrum was monitored by a spectrum analyzer.

Figure 1 shows the output frequency spectrum of the 400-fsec

input pulses in the TN mode. The input peak intensity in the
waveguide was estimated to be 13 GW/cm. The sharp peak at 1545
nm came from the residual power not additively pulse mode locked
in the color center laser. After the additive-pulse mode-
locking, the central wavelength was shifted to some value near
1550 nm. From picosecond-pulse measurements of the two-photon
absorption coefficient, P2, and the nonlinear refractive-index,
n, and the theoretical calculations, it was learned that in the
TN mode the ClL2 interband transition and CIL2 (1S) exciton
transition occur near 1524 rm and 1532 um,, respectively2 .
Therefore, in the wavelength range between 1500 rum and 1600 nm
both P2 and n2 are expected to be highly dispersive. These
dispersion characteristics lead to the strongly asymmetric nature
of the spectrum shown in Fig. 1.

The theoretical results were obtained from the equation for
the frequency-domain complex amplitude A(z,.):

A (z, w) -a A(z, w) + a2 •d 0

j(Zw) T 2x• ýd-• '(w w. Y-2 (W+Wo, I +Wo)

-Pz (W+Wo, % +(0o)/2]p(wj) A(z, w-w).()

Here,, a is the linear loss coefficient which is assumed to be

frequency independent, a2 is a waveguide modal overlap factor
which is assumed to be 0.5, c is the speed of light in vacuum,

p(B1 ) is the Fourier transform of the signal intensity, and the
u's with various subscripts represent angular frequencies. Note
that the angular frequencies w0 and *I are defined to be the



26 IIUD4-3

deviations from the input central frequency *0. The

nondegenerate P2 and na can be obtained from the calculations for
the two-photon transition rates 3 and the use of the Kramers-

Kronig relation4. Their absolute values and frequency

dependences are justified by the measurements of degenerate 0 2

and n2 values. Fig. 2 shows an output frequency spectrum

obtained by solving Eq. (1) to simulate the situation leading to

the results in Fig. 1. The theoretical and experimental results

share the same asymmetry trends.

The solid curve in Fig. 3 shows the theoretical result of
the pulse shape corresponding to the spectrum in Fig. 2. The

input pulse is also plotted as the dashed curve for comparison.
It can be seen that the self-phase modulation has broadened the

pulse. More importantly, the dispersive two-photon transitions

have shifted the pulse peak towards the trailing edge. This

phenomenon is similar to feutosecond pulse propagation in a

silica fiber in which Raman scattering also tilts the pulse

toward the trailing side5 .
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This paper reports an investigation of the nonlinear properties of monomode fibre

waveguides consisting of glass capillaries (bore radius -1 pm) filled with organic

liquids. We demonstrate, for the first time, ultrafast (<1 ps response) refractive

nonlinearity, and the effective use of organic materials engineered to provide a large

electronic refractive nonlinearity.

If, in the future, optical switching and signal processing devices are to have a

significant role in computing and telecommunications, they must perform in ways

that electronics cannot. One important differentiator will be speed, Devices with

ultrafast response will allow optical switching and processing at rates greater than

100 Gb/s, reaching far beyond the fundamental speed limitations of electronics.

Truly ultrafast response (<1 ps) in guided wave devices will be necessary so that non-

dissipative operations using optical solitons as the natural 'bits' can be achieved, thus

ensuring high efficiency [1]. So far, the most successful ultrafast switching devices
have been based on silica fibre [2]. However, the nonlinear refraction coefficient n.

for silica is small, so that the product of switching power P and device length L is

necessarily high: PL -1 kW m typically. To keep the power requirements within

practical limits, it is typically found necessary to use device lengths of several

hundreds or thousands of metres. However, the corfesponding latency of operation

(0.5-5 ps) is a severe limitation for all but the most simple applications. For many
key processes in future advanced optical communications (including ultrafast clock

recovery, regeneration and packet switch control), a practical target is L -1 m (< 5ns

latency) and PL -1 W m, implying the need for a 1000-fold reduction in PL compared

to silica fibre devices.

One approach is to fabricate fibre devices using special glasses with high n., and

considerable success has been obtained recently [3]. We are investigating an

alternative approach based on liquid-filled fibres which offers the prospect of

obtaining significantly lower PL. Liquid-filled multimode waveguides were first

devised many years ago [41 in early attempts to lower the optical loss of fibre. The

potential of liquid-filled guides for nonlinear optics [5] has received greater attention

recently [6-81. The refractive nonlinearity due to forced molecular orientation in
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capillaries filled with nitrobenzene [6] and DEANST [7,81 exhibits response times of
35 ps and 4 ps respectively. In our current work, we are focusing attention on the
u/troast (<I ps response) electronic nonlinearity. A great advantage of the liquid-
filled waveguide approach is that the various organic materials that have been
specially developed recently for large electronic n2 can now be used effectively. This
approach overcomes the previous major difficulty of fabricating these special organic
materials in the solid state in the form of low loss optical waveguides. An additional
advantage, as described later, is the ability to use path lengths of several tens of
centimetres and relatively low molecular concentrations, thus avoiding other
fundamental problems that have also previously prevented the use of these materials
for ultrafast switching and signal processing.

Figure 1 shows one result from a theoretical analysis of the lowest-order eigenmode

of a step-index waveguide in which the core region has a nonlinear refraction
coefficient n2, whilst the nonlinearity of the cladding glass is assumed to be

negligible. The total power in the guided mode is P, and A is the wavelength. The
optically-induced change in the effective refractive index for the mode (An.) is

plotted in Fig. 1 versus the fibre V value, showing that V -2.0 is optimal. An
assumption in Fig. 1 is that An, is much smaller than the core-cladding index step
An. Further analysis shows that for values of ýn..J > 0.01 An, there are significant

deviations from Fig. I and the behaviour then depends on whether the refractive
nonlinearity is self-focusing or self-defocusing; for n2 > 0 the maximum value of
An.aA2 / n2P is enhanced, whereas it is reduced if n2 <0.

020 '

0.15 Figure 1: Theoretical

change in mode index
A .V (Anff,) versus V value

for a fibre with a weakly
41nonlinear core.

0OM

0
0 1 2 3 4 5

V

For the experiments in progress, the waveguide consists of a fibre capillary
(fabricated by drawing down glass tubing in a fibre pulling rig) suspended between
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two specially-designed cuvettes. The cuvettes are filled with the organic liquid which
is then allowed to fill the fibre core by capillary action. The fibre can be readily
demounted from the cuvettes, allowing different fibres and liquids to be examined.
Light is coupled in and out of the fibre through the cuvettes using microscope
objectives. The coupling efficiency is only slightly lower than for a conventional
fibre. With the addition of anti-reflection coatings on the cuvette walls, this small
reduction in efficiency could be eliminated. The nonlinear properties are investigated
using a pump-probe interferometer in a split unbalanced Michelson configuration.
Transient fringe shifts caused by changes in the effective mode index ( And) of the

fibre are measured with sub-picosecond time resolution. The light source is a
continuous mode-locked Nd:YLF laser together with a fibre-grating pulse
compressor, providing 1.5 ps pulses at 1.05 tim. First experiments were carried out
using a simple solvent, methyl benzene (toluene), as the core liquid. Figure 2 shows
the measured fringe phase shift as a function of pump-probe pulse time delay r for
peak pump powers of 43 W. The observed temporal response can be explained as a
combination of an ultrafast component of the refractive nonlinearity (centred at r - 0)
due to electronic deformation, and a weaker slow component (with relaxation time 8
ps) due to forced molecular orientation. The orientational component is negative in
Fig. 2 because the pump and probe pulses have orthogonal linear polarisations in the
waveguide. The solid curve in Fig. 2 is the best fit to the data using a simple rate-
equation analysis. To our knowledge, the electronic refractive nonlinearity of simple
solvents such as toluene has not been observed previously. A key observation is that
with pulses as short as 1.5 ps, the slower rotational component is effectively
suppressed compared to the ultrafast nonlinearity. The electronic n2 for toluene is
found to be +L3x 10-1 9 m 2 W, some 4 times greater than silica.

12 Figure2: Measured

10 firinge phase shift AO
versus pump-probe

a pulse delay ~r for a
p d 100 mm long toluene-

4 filled monomode fibre

/ at a peak pump power
of 43 W in a 1.5 ps

0 pulse. The solid curve

-2 y is a theoretical fit.

-10 0 10 20 30 40 50
r "s)
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Futher experiments are in progress using as the core liquid solutions of a nickel
dithiolene complex in nitrobenzene. Our previous measurements of the bulk

properties of this material have shown a refractive nonlinearity some 100 times
greater than silica at a molecular concentration of O1 cm-•3 [9]. We have also
previously reported measurements of the two-photon absorption coefficient and of the
ratio of the real and imaginary parts of the thiri-order susceptibility
(R = ýRez3) / Imz(3)I) for nickel dithiolene complexes at higher concentrations in

polymethylmethacrylate films [10]. The ratio R is an important figure of merit for

nonlinear devices; for a Mach-Zehnder device R - 2z or greater is required to avoid
the deleterious effect of two-photon absorption [11]. We showed that R depends on
the molecular concentration C; at C > 1020cm-3 then R - L4z which is close to being
acceptable, but with increasing C two-photon absorption begins to dominate (R
decreases rapidly) possibly due to molecular aggregation. Therefore a key aspect of

the liquid-filled fibre approach is the ability to optimise readily the device length and
C, to ensure a satisfactory nonlinear figure of merit.

To conclude, monomode capillary fibres using organic materials engineered for large

electronic nonlinearity have great potential for ultrafast signal processing
applications, particularly those in which device latency must be minimised. We have
demonstrated, for the first time, sub-picosecond refractive nonlinearity in a liquid-
filled guide. This approach greatly simplifies the process of waveguide fabrication
and also allows the key material figures of merit to be optimised readily.
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The reflection of light from a five-layered structure (Fig. 1) containing a magneto-optic

(MO) and a photoconducting (PC) film, separated by a metal layer, is investigated. The

incident light consists of TE and TM polarized plane waves, with amplitudes A = Ao exp

(iti) and B - B, exp (i03), respectively. Linear polarized incident light (01 - f., with

arbitrary values of A, and B.) and circular polarized light (01 # 4.) are considered.
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Fig. 1. Oblique incidence of light at an angle of incidence equal to *. E3 - E, cos (M) -

component of the TM - polarized light, Ea - TE light. Si is a photoconducting layer.

The MO layer is magnetized in the plane, shown in Fig. 1, and has a gyrotropic type of

dielectric permittivity given by

n2 ig 0

-ig n 0 0

Em " 0 0 n2 (1)

where, if g is positive, the magnetic moment vector has the orientation shown in Fig. I. If

g is negative, the vector has the opposite orientation. Note that n1 > n2 > n3 , a situation

that can easily be achieved in practice. The angle of incidence of the light can be varied in

the range # - (0, cos-r [n2 /n21), which corresponds to total internal reflection. Hence, in

the buffer layer n., there is an evanescent field.



274 ffuD6-3

For linearly polarised light, Fig. 2 shows the TM and TE reflection coefficients as a function

of the angle 0 for the five layered structure, with d - 1.5 Am (MO layer), b - 0.5 pm

(buffer layer), h - 120 A (metal layer), n, - 2.25 + i0.008, g - 0.05, n2 M 1.95, n3 = 1.5, n. W

1.5, n. - 0.826.i6.23, where 0 is varied from zero to the angle of total internal reflection 01

- 39.r Fig. 3 shows the same dependence, but for g - -0.05. Note that these dependencies

are calculated for the wavelength A - 0.516 pm for which the YIG film containing Bi can

have huge values of g. One can see that Figs. 2,3 have min/max points, where the biggest

energy transfer from one polarization to other occurs. This is due to a spatial resonance that

occurs when the angle of incidence 0 satisfies the condition kod cos (%1) - 2rN + A, where

ko - 2r/A, #1 is the

0.2 0.20

....D.. ... I.WI 7,

Fig. 2 Energy reflection coeff',ients Fig. 3. Energy reflection coefficients

solid line: TE; dashed line: TM solid line: TE waves

g - 0.05 dashed line: TM waves

g = -0.05

angle of the light propagation in the MO layer (n, cos (%t) = 9, cos(O)) and & is a phase

shift at the MO film - buffer layer boundary. For this structure, the incident angles for

resonance are 0 = 17" , 25" and 35" Besides these angles, however, there is another very

interesting possibility for the angle incidence. It is well-known that a metal layer can support
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surface plumons (SP) that ase TM in nature. Hence, if the angle of incidence of the light is

chosen to satisfy the phase-matching conditions nscos(#) - n", where n' is the SP

propagtion constant, we will have energy transfer from the incident light into the SP. Note

that the TE polarized light does not connect to the SP for a non-magnetic structure (g - 0).

In a gyromagnetic layer, energy transfer from TE to TM polarized lights occurs and, because

of this fact, TE light can now excite the SP mode as well. Also, in a practical system, the

thickness of the buffer layer would be quite small (b _g A), where A is the wavelength.

This is required for efficient excitation of the SP. It is clear that the dispersion curves of the

SP have to be calculated for the complete five layered structure, i.e. we must include all

layers. The SP modes are located upon the metal layer (n4 in our geometry) but the small

values of the thicknesses d and b are of interest here. The dispersion curve of SP for Al is

shown in Fig. 4, where the Fig.4(a) is the dependence of the SP propagation constant on the

Al thickness and Fig. 4(b) is the attenuation constant dependence. Note that an Al-thickness

of 120 A corresponds to SP excitation at 0 = 39 , in Figs. 2,3. The part of Figs. 2,3 in that

region of the angle of incidence, is shown in Fig. 5 and this shows a very important result.

This is that the phase-matching conditions are different for the g - 0.05 and g - -0.05

(inverse orientation of M).

LAM

Fig. 4 Surface polaritons in the five-layer structure
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Since the system can easily be tuned to 4 - 39.37o we can use the SP response, as opposed to

the spatial resoances. The advantage of this move is that the Sp resonance is sharp with a

high signal-to-noise ratio. For the angle * - 39.37" , the reflection coefficients of a TE

wave (RTZ) and a TM wave (RrM) are, RT. - R-T - 0.35, for g - 0.05, and for RTZ -

0.1, KIM - 0.6, for g - -0.05. This means that the polarisation rotation of the reflected light,

for g - 0.05, is F - V while for g - -0.05, it is F -- 40r For both cases, the total insertion

losses are a - 1.5 dB. Note that to get a Faraday rotation of 40" in a pure MO film would

involve a - 4.5 dB. Clearly then, this is one of the advantages of such a structure. Fig. 6

shows that there exists a resonance with a non-symmetric SP. A typical feature of the SP

non-symmetric branch is the inverse proportionality of the SP attenuation constant upon the

metal (AI) film thickness (Fig. 4b). From Fig. 5 we can estimate the half-width of the SP

resonance to be 0.2 /40" - 0.05, which corresponds to a value of attenuation constant of an

SP in that region of Al thickness (Fig. 4b).

For nonlinear applications it is profitable to use a resonance with a SP. In that case, light

tunnelling into the PC layer causes the appearance of a current I, and an associated magnetic

field 1ý. that can reorient the magnetic moment to M,,-M, if Hp, > H., where H. is the

anisotropy field of the YIG film. For the [1 1] orientation H. could be less than 1.0 0e.

The light intensity in the PC layer creating the switching photocurrent is estimated to be Psw

- 1w 2L/'y (for Si the parameter -1 =0.4 A/W). If HP = 1.0Oe, and the cell size is L=

10 pm, then Psw - 0.5 mW with a power density of 5 kW/.m 2 .

If the initial value g is 0.05 (direct orientation) and the light intensity in the PC layer

achieves the value Psw then the magnetic field of the photocurrent will switch the

orientation of the magnetic moment to the back orientation (M,,-M). From Fig. 5 we can see

that the field amplitude in the PC layer for g = -0.05 is three times more than for g = 0.05.

This means that when the light intensity decreases the back reorienttion (-M•M) will take
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pIae only for P L- 0.1 PSw. Hence, the TE reflected light will show a bistable dependence,

as shown in Fig. 7.

O7S S~0.60

I JI
0640 % d

Fig. 5 Reflection coefficients Fig. 6 Field envelope of the TIM light

Solid lines: TE; Angle of incidence - 39.370

Dashed lines: TM Smooth line: g = 0.05

Smooth lines: g = 0.05 Marked line: g - -0.05

Marked lines: g - -0.05

Rt,

0*6

o.35 ....

Fig. 7 Bistable dependence of the reflection coefficient of the TE polarized light from the

structure of Fig. 5.
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Introduction
Planar lightwave circuits (PLCs) are circuits that

integrate fiber-matched optical waveguides on Silicon substrate
to provide an efficient means of interaction for the
guided-wave optical signals[l]. This paper describes the recent
progress in PLCs such as star couplers, arrayed-waveguide
grating WDM/FDM circuits, transversal filters, and polymer and
Er-doped waveguides for possible active devices.

N x N Star Coupler
N x N star couplers are quite useful in high-speed,

multiple-access optical networks, since they evenly distribute

the input signal among many receivers and make possible the
interconnection between them. Dragone's type integrated-optic
star couplers, in which a slab waveguide region is located
between the fan-shaped input and output channel waveguide
arrays, are quite advantageous to construct large scale N x N
star couplers[2],[31. Figure 1 shows the waveguide pattern of
the 256 x 256 star coupler. The chip size is 80 -m x 80 mm. The
input power, from any one of the 256 channel waveguides in the
input array, is radiated to the dielectric slab region and it
is received by the output array. In order to get the uniform

power distribution into 256 output waveguides, the radiation
pattern at the output side slab-array interface should be
uniform over a sector of 256 guides. Since the radiation
pattern is the Fraunhofer pattern of the field profile at the

input side slab-array interface, proper sidelobes must be
produced by the mode coupling from the excited input waveguide
to neighboring guides. The star coupler parameters such as the
aperture angle, the radius of curvature, and others were

optimized by using Beam Propagation Method so as to get the
maximum output and good splitting uniformity. Figure 2 shows
the splitting loss histogram of 256 x 256 star coupler measured
at X =1.55 u m. The essential splitting loss when light is
evenly distributed into 256 output waveguides are 24.1 dB.
Therefore, the average of the excess losses in Fig.2 is a =

2.77 dB, and the standard deviation of the splitting losses is
a = 1.42 dB, respectively. In Fig.2, the additional loss of
1.4 dB, which includes the propagation loss ( 0.6 dB) and
coupling losses with single-mode fibers ( 0.4 dB/point), are
not included. We have fabricated a series of star couplers
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ranging from 8 x 8 to 256 x 256. Table I summarizes the average
excess losses and standard deviations of the fabricated N x N
star couplers. Fiber attachment to the N x N star couplers has
been successfully achieved by using 8-fiber ribbons with YAG
laser welding[4]. The packaging excess loss for each point is
about 0.6 dB.

Arrayed-waveguide grating
An arrayed-waveguide grating WDM (or FDM) circuit utilizes

the wavelength (or frequency) dependent wavefront tilting which
is caused by the sequential optical path length difference in
the waveguide arrays[5],[6]. The arrayed-waveguide grating
(Fig. 3) consists of input/output waveguides, two focusing
concave slab waveguide regions and a phase-array of multiple
channel waveguides with the path length difference A L between
the adjacent waveguides. The light beam from the input
waveguide radiates to the slab waveguide and then couples into
the arrayed channel waveguides. After travelling through the
arrayed waveguides, the light converges to a focal points in
the second slab region where the output waveguides are located.
The dispersion of the focal position x with respect to the
wavelength X is given by

dx fa(

dX n. d

where f is the focal length of the converging lens, n. is the
effective index in the slab region, d is the pitch of the
channel waveguides at their exits. The diffraction order m is
given by m = n. A L/ X where n. is the effective index of the
channel waveguide. It is shown that the multiple WDM or FDM
signals are simultaneously focused to each prescribed position
in the arrayed-waveguide grating. A 1-nm spaced 13-channel WDM
operation and 10-GHz spaced 11-channel FDM operation have been
achieved in 1.55 g m region[7].

Transversal Filter
Optical signal processing using waveguides as a delay line

has the advantage of being able to process broadband signals.
Coherent optical transversal filter (Fig.4) consists of the
tunable splitters, the thermo-optic(TO) phase shifters, the
delay lines with fixed delay time k T (k : integer), and the
beam combiner[8]. An arbitrary frequency characteristics of

n-1
H( w ) = I akexp(-jk o ' ) (n : number of taps) (2)

k=O

can be produced by the transversal filter. The complex tap
coefficient ak is expressed by controlling the amplitude and
phase of the optical field using TO tunable splitters and phase
shifters. A 16-tap transversal filter with T = 50 ps (a unit
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delay line length 10 ma) has been fabricated on a single Si
substrate[9]. Arbitrary m channels (m = 0 - 8) can be selected
out of eight channels which are equally spaced with 2.5 GHz.

Er-doped Vaveguide Laser and Amplifier
Rare-earth doped glass waveguides are attractive since

they provide the active function to passive PLCs. Among them
Er-doped waveguides are particularly important because they
operate in the 1.5 U m spectral region. Er-doped glass
waveguide amplifier with a small signal gain of 13.7 dB and a 0
dB gain pump threshold of 25 mW was achieved[IO]. Fig. 5 shows
the gain coefficient per unit length. A 0.65 dB/cm gain
coefficient is more than four times larger than the waveguide
loss. Laser oscillation in Er-doped ring resonator has recently
been demonstrated[11l. The ring resonator configuration has
advantages of a precisely controlled free spectral range and a
possible integration with various optical circuits because the
resonator does not require any waveguide facet mirrors.

Polymer Vaveguide
The major advantages of the polymer waveguides are

potential for low cost and fabrication flexibility. Channel
waveguides composed of polyme--s synthesized from deuterated
methacrylate and deuterated fluoromethacrylate monomers show
low propagation loss of 0.1 dB/cm at 1.3 g m [121. The ring
resonator fabricated with the above polymer waveguide had a
finesse of 14.8[13].

These Er-doped waveguides and polymer waveguides will
provide various kinds of functions to PLCs on silicon
substrate.
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PHASE COHERENCE OF OPTICAL WAVEGUIDES

R. Adar, C. H. Henry, M. A. Milbrodt and R. C. Kistler
AT&T Bell Laboratories, Murray Hill, NJ 07974

By measuring null wavelengh fluctuations of Mach Zehnder interferometers
of different order we verify a proposed random walk model for accumulating phase in
optical waveguides. A coherence length equal to -27M was found to characterize our
silica on silicon waveguides.

1. INTRODUCTION

Optically integrated waveguide interferometer filters and multiplexers are
widely used in optical communication applications. These devices principally consists of
Mach Zehnder interferometers (MZi) and array multiplexers [1-4]. We have found that
there is an element of randomness in the phase change # along the waveguide, which is
associated with device processing. The fluctuations A# affect device spectral
characteristics. The accumulation of phase fluctuations along a waveguide undergoes a
random walk with <A#2> proportional to the waveguide length. This process is
characterized by a coherence length L.A which is an intrinsic property of the waveguide.
It can be defined as the length L of a batch of nominally identical waveguides for which
a mean square <AW2> = 2 rad2. We show that the expected linear dependence of <&e2>
on L is obeyed and we report our measured value of Lh for our silica on silicon
waveguide technology.

2. THEORY

Suppose that due to fluctuations in dimensions and composition of the
waveguide, ner, the local mode effective refractive index deviates from its average value:
ner(x) = <ne> + Anff(x). We expect that these processing associated fluctuations are
only correlated over a length of a few microns or less, a length that is small compared to
the waveguide length L. These assumptions imply that the phase fluctuation among an
ensemble of waveguides averages to:

I 'X2L L 2L

< L)2> [ I7 2 dx :dx;<Aneff(x)Anff(x) 2L=L'oo'coh (1)

where in the last equality, we have defined a coherence length Lh to describe the
relation between the waveguide length and the phase fluctuations.

Since A•4(L) is the sum of many random variables, it will be Gaussian
distributed according to the central limit theorem [5]. It can, thus, be shown that
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L

<eh> = e (2)

The above formalism is similar to that used to describe phase noise in semiconductor
lasers.

Associated with phase fluctuations in the arms of an ensemble of MZ~s are
fluctuations in their null wavelength Ak <AX2> is related to L.bh by

L x2m2<AX2> (3)
40 X2

where m is the MZI order and L is the ann length. This relation is used in this work to

measure Lwh.

3. EXPERIMENTAL RESULTS

Six groups of MZI interferometers were designed to have arm path length
difference corresponding to orders 1.5, 3.5, 9.5, 27.5, 81.5 and 243.5. Table 1 lists the
MZI long arm length, LMZ, and the null wavelength, Xrn, for each group, which was
designed to be close to 1560 nm. The shape of the MZls is illustrated in the inset in Fig.
1. The directional couplers were identical in all groups and close to 3 dB near 1560 nm.
The MZIs were made with our silica channel waveguides with phosphorus doped cores
that are formed on silicon substrates [6].

Fig. 1 shows an example of the cross state insertion loss spectra measured on
5 adjacent identical MZIs with order m--9.5. Five closely placed MZIs of each group in
Table I were measured in 3 different wafers of the same run. The results of the null
wavelength fluctuation are summarized in Fig. 2. In the groups of low order, m<27, a
decrease in null wavelength fluctuations with increasing order is observed. In the higher
order groups, however, this trend is changed and the fluctuations seem to saturate. In
Fig. 3, the data of Fig. 2 is replotted as wavelength standard deviation versus 4Eiý-/m.
The dependence for the lower order MZ~s is nicely fitted to a straight line in accordance
with the prediction of (3). The fitted slope of 0.97.10- IiT is used in (3) to calculate a
coherence length of 27 Meters.

The theoretical derivation of (3) predicts that the straight line fit in Fig. 3
should pass through the origin. Measurements, however, indicate that, in addition to the
uncorrelated phase fluctuations included in this model, another contribution to phase
fluctuation in MZIs is present in our waveguide devices, which is of a different nature.
We suggest and have supporting measurement results that mask errors or irregularities
substantially account for this observed floor in the wavelength fluctuations.

4. DISCUSSION AND SUMMARY

Waveguide interferometers like Mach Zehnder interferometers, have small
scale random processing variations which can dominate their spectral fluctuations,
especially for low order devices. These variations can be quantified in terms of a phase
coherence length, l,&. We determined L•=27M by measuring the rms fluctuations in
null wavelength of various order Mach-Zehnder interferometers in the cross state. The
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exact physical nature of the waveguide variations leading to the finite phase coherence
length in our silica on silicon waveguides is currently not identified. A probable
mechanism might be the dry etching process and its associated side wall roughening.
The experimental assessment of L• for a given waveguide technology is, however, of
major importance even in the absence of its physical understanding, both as a tool in
modeling expected yields and average performances and as a design parameter in
selecting a preferred device design for a particular application.
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SILICON-BASED RADIATIVE STAR POWER SPLITTERS

S. Day, R. Bellerby, G. Cannell, M. Grant, S. Rosser, P. Wensley
BNR Europe Limited, London Rd., Harlow, Essex.

I. Wilson, N. Lambert
Northern Telecom Optoelectronics, Brixham Rd., Paignton.

INTRODUCTION

The successful development of optical fbre networks towards fibre to the home systems will
require the development of low cost passive optical branching components. Silica-on-silicon
integrated optics technology is well suited to the fabrication of such devices. A key feature
of this technology is that v-grooves for holding the input and output fibres can be precisely
defined in the silicon substrate as part of the waveguide fabrication process, allowing passive
fibre to wavegulde alignment, leading to low cost device assembly and rugged fibre to
waveguide coupling. Low loss (0.1 dB/cm) single mode channel waveguides with low
interface loss to single mode fibre (0.2 dB/interface) (ref 1) have previously been
demonstrated at BNR Europe Limited.

RADIATIVE STAR

For medium to high port count splitters or couplers, the radiative star coupler (ref 2)
represents a very flexible attractive component. It can be designed for use either as a tree
( 1 X N) or a star (M x N) coupler. Unlike components made by other techniques such as
concatenated directional couplers or Y junction devices, the number of input and outputs is
not constrained to be a power of 2. Another key feature of the component is that the excess
loss of the device is independent of the number of output ports. In contrast, for splitters
based on Y junctions, the excess loss increases with each increase in splitting level.

The radiative star power splitter is shown schematically in figure 1. It consists of an input
channel waveguide, a planar waveguide where the optical field radiates freely and an array
of output waveguldes which collect the radiated field. The optimum length of the planar
region is that which maximises the power coupled into the outermost waveguide. A
computer model has been developed which enables M x N components to be designed. The
model is currently being used to produce 1 x 16 and 2 x 16 power splitters.

COMPONENT CHARACTERISATION

The first stage in developing components is to fabricate test components in chip form, before
producing optimised components with integrated v-grooves. Active alignment of input and
output fibres is required to measure such chip components. A semi-automated measurement
system has been developed where alignment of fibres is performed manually and a personal
computer is used for automated logging of signals. The test equipment that has been
developed is shown schematically in figure 2. The optical fibre from a semiconductor laser
source is mounted on a micromanipulator to enable active alignment with an input port of
a test component. The wafers are sawn up into rectangular blocks, each block containing
a number of test components. The blocks are mounted on a micromanipulator which can
be traversed horizontally enabling different components to be rapidly aligned. Initial
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alignment of the input fibre is performed by imaging the output via a lens onto an infra-red
camera. The lens assembly is then removed and replaced with an array of multimode fibres.
The signals from the multimode array are connected to a 16 channel detector/amplifier unit.
A personal computer is used to record the signals via a 16 channel analogue to digital
convertor. A monitor signal is taken via a fused fibre coupler, enabling drifts in the laser
output power to be compensated for. Using this measurement technique, test devices can
be characterised very rapidly. For example a block of five 4 x 16 components can be
characterised in about 1 hour, a total of 640 measurements being recorded.

RESULTS FOR 1 x 16 SPLITTERS

From the theoretical modelling, 1 x 16 power splitters based on an array of uniform width
waveguldes have an intrinsic uniformity of 2.1 dB. Devices have been fabricated with a
worst case insertion loss of 18.9 dB (ref 3). A further improvement in performance can be
achieved by varying the width of the waveguides across the output array, so that outer
waveguldes are wider, enabling them to capture a higher fraction of the incident power.

The variable width approach has been used to fabricate 1 x 16 power splitters with integrated
v-grooves. The components had a waveguide spacing (edge to edge) of 6 gm, a height of
5 pm, a An of 12 x 10r and widths varying between 6 pin for the central waveguide to
16 ptm for the outer waveguides. The waveguides fan out to a final spacing of 250 pmi,
using S-bends with a radius of curvature of 20 mm, to give a device length, excluding v-
grooves, of 30 mm. The spacing of 250 pm enables components to be pigtailed with
commercially available 8-way ribbon fibre. Heat curing epoxy resin was used to bond the
fibres into the v-grooves. The use of variable width waveguides has reduced the worst case
loss from 18.9 dB to 17.3 dB. The insertion losses include the intrinsic splitting loss of 12 dB.

The pigtailed components have been environmentally cycled over the temperature range
-4C to +700C. All 16 ports have a loss variation less than ± 0.4 dB over the entire
temperature range. These results demonstrate the feasibility of producing rugged
components based on passive alignment using silicon v-grooves.

RESULTS FOR 2 x 16 POWER SPLITTERS

Future systems architecture will require more than one input to allow for head end
redundancy, maintenance and future upgradability. To produce this component using Y
junctions, it would be necessary to produce a chip containing a 2 x 2 directional coupler
followed by two separate 1 x 8 splitters. However, using the radiative approach, two or
more input waveguides can be positioned adjacent to each other, both pointing at the central
member of the output array. This is clearly a much simpler arrangement and can be
achieved with very little loss penalty above that of a radiative 1 x 16 power splitter.

Test wafers of 2 x 16 power splitters have been designed and fabricated. These test wafers
did not include v-grooves, enabling 30 components to be produced on one wafer, figure 3
shows a photograph of the wafer. The devices were measured using the test equipment
described above. Figure 4 shows a histogram of the insertion loss measurements of the 16
output ports for both input ports, giving a total of 32 points. The worst case insertion loss
for this device was 16.5 dB. Insertion losses have been measured as a function of
wavelength. Figure 5 shows a graph of the insertion loss of one port of a 2 x 16 power
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splitter. From the results, it can be seen that the components are spectrally flat over both
the 1300 nm and 1550 nm windows. The results from the test wafer have been used to
develop optlmised 2 x 16 designs with integral v-grooves. Further results on fibre pigtailed
2 x 16 devices will be presented at the conference.

CONCLUSIONS

The feasibility of producing ruggedised silica on silicon components has been demonstrated
by fabricating 1 x 16 power splitters with a worst case insertion loss of 17.3 dB. Pigtailed
components have been environmentally cycled over the range -40*C to +70°C and have
shown less than * 0.4 dB change in loss. 2 x 16 components with a worst case insertion loss
of 16.5 dB have also recently been produced. Spectral measurements have shown that the
components are wavelength insensitive.
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The stacked configuration of photonic circuits is important to the dense integration

of photonic devices and the flexible construction of photonic circuits. In this study, we

developed a stacked configuration of ARROW's with a coupling region to establish three-

dimensional optical interconnects.

Since the confinement factor of conventional waveguides is not large enough to

avoid the cross talk resulting from the light coupling, these waveguides are not suitable

for the dense optical interconnects. In contrast to this, ARROW-type waveguides[l],[2]

have much thinner cladding and much larger comfinement factor than those of conven-

tional waveguides. In addition, the coupled waveguide structure with controlled coupling

efficiency can be constructed[4]. In our previous report[3], we realized a stacked configu-

ration of ARROW. However, since the loss discrimination of higher order modes was not

large enough in the upper waveguide, single mode propagation was not obtained. To solve

this problem, we introduce a new configuration for stacking ARROW-type waveguides.

Separation region I Separation region II
\Coupling region I

•...• • •:::•••,•.•:••,% .:.,.,.•.: •..: .: ,: .•.•.::o•••:.• Cladding

ARROW-Type M) - - -Core-2

WG •2................-.. ...:,,,Cladding

Separation. --- ea
layer ....... ... ..•.. . (d<0.1/rm )

ARROW -Type ...........". ..... X. .:. .... \Cladding
WG 01 - Core-1

1-st cladding
Semiconductor sub 2nd cladding

Fig. 1 Fundamental structure of 3-dimentional optical interconnects
by stacked ARROW-type waveguides.
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The fundamental structure of the stacked configuration using ARROW-type wave-
guides is shown in Fig. 1. The stacked waveguides are symmetric ARROW's which have
two pairs of interference cladding upper and under the core. The ARROW-type wave-
guides are separated by a thin metal layer of less than 0.lpm thick. Since higher order
modes are radiated and absorbed in this layer, each waveguide can achieve single-mode
propagation. In addition, since the separation layer prevents the light from leaking into

the adjacent waveguide, the crosstalk is completly suppressed. The loss increase due to
the use of this metal layer is negligibly small. Another advantage of this configuration
is that a coupling region can be easily constructed by eliminating partly the separation
region, because the separation layer is very thin and the thickness of the second cladding

is a half of the core. In the following, let us call this region as a coupling region, and the

region in which waveguides are separated as a separation region, as shown in Fig. 1.
The propagation and coupling characteristics of this stacked configuration were

analyzed by solving the Maxwell's equations directly for the whole waveguide struc-
ture and by using the quasi-guided mode approximation[5]. We adopted an ARROW-B
which consists of NA45 glass core (nc=1.54, dc=3pm) and SiO2 first cladding (n1=l1.46,
d=-0.5pm). The wavelength was assumed to be 0.6331m which made the experiment

easy. The TE polarization was assumed in this analysis.

We simulated the case in which the fundamental mode in the waveguide 12 is trans-
formed into that in the waveguide #1 through the coupling region. When the fundamental
mode of waveguide #2 is incident on the coupling region, it is expanded into three cou-
pled modes TE-, TE', and TEc. Fig. 2 shows the field distributions of these coupled
modes just after the incidence on the coupling region (z=0). Fig. 2 (d) shows the actual
field, i.e. the superposition of the three coupled modes. The coupling efficiency from the

fundamental mode of waveguide #2 to the field shown in Fig. 2 (d) reaches v7 = 0.997.
The propagation c -nstants of these coupled modes are very close to each other, and the
difference betwe, . the propagation constants of the TE• and TEc modes are almost the

same as that between the TEcl and TEc modes. To achieve the power exchange from the
waveguide #2 to #1, the coupling region should have the length L=ir/IA,8I, where A/# is
the difference of propagation constants between the TEc and TEcl modes. In the case of

dc-=3,m, L is 3.7mm. When the phase difference between the TEc and TEc modes A&01
is -w at the end of the coupling region, the difference between the TE00 and TEc modes
Ab002 is -21r and the field is localized in the bottom core, as shown in Fig. 3. In addition,
this total field is very close to the fundamental mode in the waveguide #1 in the sepa-
ration region, so that the coupling efficiency from the coupling region to the waveguide

#1 is as high as l=0.997. Thus the overall power coupling efficiency between the upper
and lower waveguides is theoretically greater than 0.99. The same results are led in the



294 / "[uE4-3

case of coupling from the waveguide # 1 to 12 as well as for the stacked configuration with

ARROW.

The stacked configuration with ARROW-B was fabricated by the RF spattering

technique, and the coupling characteristics were measured. The thickness of NA45 glass

core dc was 2#m and that of SiO2 first cladding d, was O.6pm. The metal separation

layer of 0.06pmr thick was formed by the vacuum evaporation using Cr(n=2.6+j3.0).

In addition, the coupling region was formed by eliminating partly the separation layer.

Although the optimum length of the coupling region was theoretically L=2.1mm for

d-=2Mm, various lengths were prepared in consideration of the fabrication error in the

film thickness.
A•-=8.24 X 10 2m-_

-2

0 Air 
,•-0A 633pm

2

4

wj 10

Substrate

1•.4-O.20 0.2 0 -. 2 0 0.2 -02 0 0.2 0.4 0.6 0.8
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Fig. 2 Field distributions of coupled modes excited by TE0 mode of ARROW-B j2. (z=o)
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zx6-

010.
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14
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Fig. 3 Field distributions of coupled modes at end of coupling region. (z=L=3.7mm)
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Near field patterns of the output light at the separation region are shown in Fig.

4 (a) and (b). It can be seen that a completely independent propagation in each wave-

guide and single-mode propagation were successfully achieved. Fig. 5 shows the near field

patterns at the separation region after passing through the coupling region. When the

light was incident on the upper or the lower core, the light output was observed from

the opposite waveguide. Thus almost the complete light coupling between the upper

and lower waveguides was observed. However, the length of the coupling region was

6mm, and this discrepancy between theoretical and experimental results seems to be

caused by the fabrication error of the film thickness. Since the multilayer waveguides like

ARROW's have several light control functions, this configuration can be an element of

vertical coupler-type devices such as polarization splitters and wavelength demultiplexers.
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It has long been known that so-called single-mode fibers are really bimodal due to

fiber birefringence.1 As a consequence, the fundamental equation which describes nonlinear

pulse propagation is not, in general, the nonlinear Schr6dinger equation. It is instead a

set of coupled equations which can be written in the form2

. 8u Ic 2  2+€v 2)u
i- + i6-O + 12-! + (ju12 + BlVl2)U = 0,
8s as 208s2
4! _ - -• +1 2t + (BIu12 + IV12)V7 = 0,
8, 88 28.a-

where f is normalized distance along the optical fiber, a is normalized retarded time, and u

and v are normalized complex envelopes of the two polarizations, 6 is proportional to the

strength of the birefringence, and B is the ratio of the cross-coupling to the self-coupling

in the Kerr effect. In a linearly bireffingent fiber B = 2/3, and all fibers are linearly

birefringent unless they are specially prepared.

In contrast to the nonlinear Schr6d•iger equation, Eq. (1) is not integrable and cannot

be solved by using the inverse scattering method unless B = 1 which requires specially

fabricated, elliptically birefringent fibers. 2 Nonetheless, Eq. (1) still retains many of the

properties of the nonlinear Schr~dinger equation, and soliton-like solutions of mixed po-

larization will exist in general. The existence of soliton-like solutions, which we will refer

to here simply as solitons, could be-and were-anticipated on the grounds that Eq. (1)

is a Hamiltonian deformation of an integrable Hamiltonian system.3

When a single pulse of mixed polarization is injected into an optical fiber, the portion

of the pulse in each polarization tends to shift its central frequency in such a way that

the group velocities approach each other. Linearly, the two polarizations would walk off

from one another due to the differing group velocities. If the walkoff length is shorter
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than the nonlinear scale length, the length over which the Kerr effect would lead to a 21r

rotation of the phase, then the nonlinearity is too weak to shift the central frequencies of

the two polarizations sufficiently far to create a self-trapped structure. Conversely, when

the waikoff length is long compared to the nonlinear scale length, the two polarizations

will self-trap and will form a soliton. The specific value at which self-trapping occurs must

be determined numerically. In the case in which

,(f =0) = v(t = 0) = A - s, (2)

one finds that when 6 = 0.5, the threshold amplitude for self-trapping is A = 1.4

The nonlinear frequency shift which occurs when nonlinear pulses in different polar-

izations interact has been used as the basis of soliton dragging and trapping gates.5 An

architecture in which these gates would be used to read packet headers has been designed.'

In modeling a network in which a large number of these gates would be used, one must be

able to solve simultaneously for the behavior of a large number of gates. This sort of CAD

program requires the use of a reduced set of equations since the simultaneous solution of

Eq. (1) for a large number of gates is not numerically feasible. We have developed an

approach which relies on solving a set of coupled ordinary differential equations rather

than Eq. (1). This approach should also be useful in dealing with architectures based on

loop mirrors.6

In long-distance communications, the solitons are of 50 ps duration as opposed to 1

ps or less in the switching application. As a consequence, the walkoff length assuming a

fixed birefringence is short compared to the nonlinear scale length. The walkoff length is

roughly 100 kin, while the nonlinear scale length is roughly 1000 kin. So, why do solitons

exist? It is because the birefringence is rapidly and randomly varying relative to these

long scale lengths. Averaging over the rapid variations, one finds7 that Eq. (1) becomes,

at lowest order in an expansion in powers of (polarization correlation length)/(nonlinear

scale length),
.Ou l 2u 8
,Ov+ 1D2v j(uI2+ I-I,12)U = 0,(

-(3)

i8 + ''V + (lU12 + I912)V = o,
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where u and v can be any set of orthogonal polarizations. Equation (3) can be solved using

the inverse scattering method,2 and, if we assume that every point of time is initially in the

same polarization state, then Eq. (3) reduces to the usual nonlinear Schr6dinger equation.

Thus, we now understand from a fundamental standpoint why the nonlinear Schr6dinger

equation is such a good model for an optical fiber in the parameter regime of interest for

long-distance communications.

Carrying out the expansion which leads to Eq. (3), we find the extent to which the

randomly varying birefringence will tend to depolarize single solitons over long lengths.

The conclusion is that to maintain solitons in a single state of polarization (as a function

of time-the polarization state rapidly changes as a function of position) one must use good

optical fibers, but fibers that are within the parameter range of standard communication

fibers.

This work was supported by DOE and NSF. The numerical work was done at SDSC

and NERSC.
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A Modified Dearn Propagation Method for Modeling Nonlinear
Effects In Optical Fibers

Peter S. Weltimamn and Ulf Osterberg, Thayer School of Engineering,
Dartmouth College, Hanover, NH @3755

I. Theory

The Deam propagation Method (1PM) has been used extensively to model propagation in optical fibers
11,21. In this paper we extend this technique to model propagation in the presence of a second and third order
nonlinear susceptibility in the glass. Using this techntique, nonlinear effects such as second harmonic generation
(SEIGN) sel phase modulation (SNId) and crms -1paemodulation (XPM) can be modeled.

The prfopagation of liHot can be modeled by the following scalar wave equation

V2 E --L& ~= S (1)C2 &2

where Eis the electric &Keldc is the speed of light and S is a source tem which depends on the material as

S = . -62P(2)

where P is the induced polarization in the material. For the examples presented in this paper we consider induced
Ipolzaiom -5Of the form:

p = X(1)E + X(2)EE + X(3)EEE (3)

Whmn X(1), (2) , ar1 X(3) are the linear, second and thir order nonlinear susceptibilities of the material. The
technique presentd in this paper can be easily generalimed So any outer of nonlinearity.

An an example of the technique, SHG in the presence of SPM and XPM is modeled. When cnidering the
recently discovered phenomena of SRO0 is glass optical flbers[31, the induced second harmonic light is at least two
order of magnitude less intense than the fundamental light. We therefore make the approximation that the pump
beam at the fendamental wavelength is not depleted as the second harmonic is generated. In addition to this we
assume that the XC(2) present in the fiber is not altered by the generated second harmonic light. With these

appa~lstlmsthe equation for the propagation of second harmonic light 092w) In the presence of radiation at the
finduenalwavelengt (E6) becomes:

(V2 +k~w)E2. = S (4)

S = -poo 2X~(2)EwEw - 3poM X(ftE.ilE2 (5)

and k~w is the waveVeCtor of the second harmonic ligt given by

k2.(X,Y,Z) = '2R-n 2.X,Y~Z) (6)

where n~ is the local refractive index for second harmonic light and ).~, is the wavelength. Several physical
models hav been proposed recently to explain the phenomena of SHG in glass optical fibers [4,S]. Each of thnes

models is in agreement that a DC field generated by an interaction of fundamental and second harmonic lHot and the
Itinskic X(3) kn the glass creates a periodic X(2) structure which is capable of efficient. SHG and has exactly the
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righ periodicity so that the phase-niatchlng condition for 5110 is satisfied. Based on this model, the induced X(2)
in the &las is Oiven by

X(2) = yX(3)Re(E .Ei (7)

Where How is the field of the fundamental light used for writing the grating, E2ww is the field of the second
harmonic: light used to write the grating and Y is a parameter of the material which determines the proportionality
between the DC field and the induced X(2). Substituting (7) into (5), we obtain the farm of the source term used for
the resulls piresented in this paper.

S = yX(3)RCIFEWEWE.W)E)E (8)

where Ess is the fundamental field used to read out the second harmonic light and y has absorbed the other constants
found in (5)ý "e X(M term in equation (5) models the effect of cross phase modulation(XPM) and has been brought
over lo the left side of equation (4) by considering an intensity dependent refractive index of the form:

n2w(X,Y,z) = n~w4X,YAz + nzIw(XY~z) (8)

where Iw is the intensity of the fundamental light, a2(0 is the unperturbed index of refraction and n2 is th Kerr
effect coefficient.

To simplify the numerical solution of equation (4), it is useful to employ the slowly varying envelope
apprximaion[1. This reduces the scalar wave equation to the paraxial form

[V i k 2j e~ (10)
6z

wh=r VT is the transverse Laplacian operator and kma the usual average waveaumber for the problem. Equation
(10) remains accurate as long as the refractive index difference between the core and cladding of the fiber remains
samll compared to the refractive index. To solve equation (10) wing a finite difference technique, we first re-arrange
the terms in the form

6z 2ik 2ik 2ik

A direct finite difference solution of equation (11) would involve the solution of a banded system of
equnations where the bandwidth would be determined by the number of grid points per dimension used in the finite
difference approximation. A solution of this banded system would be computationally inefficient. Several
researchers have presented techniques where the x and y derivatives in the transverse Laplacian are solved separately
in two steps, each of which generates tridiagonal system of equations which can be solved efficiently [6,7]. Using a
sismiar technique, a finite difference approximation for each propagation step Az involves the solution of the
following two equations

L ~ + 1 Y ' *+ ( + . 1  ( k 2 k ) 2 i A ' 2

~---E~~y1,)+( + I - ký )E(X'yO) +--Exy10
2ikAx Az i14k& 4ik 2i-k42

Seik (12)
Ai
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""� + (k4 ))E(x,yAz). - -E(x,y-l,Az)

ZIA-. i - 2ikAy

=-- -- x'Xy,2.) + ( °--X + (k24 2 )E(x,y,2) + -_--E2 x+l,y, 2*)
2i' 2ikAA '2

&- (13)

In order to use the finite difference equations (12) and (13), it is necessary to employ a boundary condition at
the edges of the computational window. The actual filds of bound fiber modes extend infinitely far into the cladding
so some type of artificial boundary condition which approximates this behavior must be utilized. We have chosen to
use the radiation bouadary condition recently presented by Hadley [81 Hadley's technique involves calculating the
ratio of fields at points dose to the boundary. When a zero occurs in the field, such as in an asymmetric fiber mode,
a singularity results which cannot model the physical situation. Thiu problem has been avoided by checking for this
conditim and substituting kj. = k go that the field is assumed to be prpagting normal to the boundary.

This modification has been fomd to eliminate the numerical instability associated with Hadley's procedure.
To test stability and convergence of this boundary condition, we propagated exact asymmetric modes (LP12, and
LP21) in a step-index ier for 100,000 popagtion steps of one wavelength each and observed that the modes were
not sMgifictly changed by the algoriltm despite the zeroes in the field.

Whe propagating the intense hmdamental light, the intensity dependent refractive index will depend on the
unknown field solution for the next propagation step. To simplify the computation, we calculate the refractive index
for the current step explicitly from the known field from the previous propagation step. This approximation
assumes that the intensity distribution does not change appreciably over a distance Az. In order to achieve an
algrithm which is stable and conveages to the correct result, we have experimentally determined that the Az step
should be on the order of one wavelength at the second harmonic frequency. It is reamnable to assume that the
intensity distrbution does not chan over this distance.

I1 Resulft

Using the source tam in equation (8), propaption and growth of Second Harmonic light in the presence of
an intense fadamental beam has been modeled. The results preseated in this paper are for a step index fiber with a
core radius of 3 pin, and An of 0.017 between the core and cladding. The computational window is a square with a
side of leng1h 4 core ndii. This window contains a 64 by 64 grid of points which were used in the finite difference
calculations. The propagation step used was one wavelength at the second harmonic frequency in the core material.
The wavelengths used are representative of the output of a Nd:YAG laser (fundamental 1.064 pro, second harmonic
0.532 pro) In the example presented here, the X(2) grating is given by equation (7) where Eco and Ecow are in the
LP11 mode and E20w is in the LPO1 (Fundamental) mode. , Eow, E20w, and the generated SH light are all
plotted in figure 1. The SH light is geneated in the LP01 mode. In general, the SH light will be generated in
whichever SH mode was used to seed the grating, the efficiency of the growth will depend on the overlap integral
between E2., Ew 2, ad W2. The length dependence of this growth can be modeled using the nonlinear BPM.

To study the effect of SPM and XPM on the phase matching condition, three simulations were run. The
three cases all used reading and writing beams in the LP01 mode. In case 1, SPM and XPM were not included. In
case 2, SPM and XPM were included in E2ww and Eow, but not in Ew or the generated SH. In case 3, SPM and
XPM were included in the reading and writing beams. It was observed that when different intensities are used for
reading and writing, the efficiency of SHG is decreased. When the same intensity is used for reading and writing, the
effect of SPM and XPM in reading and writing cancel each other out and the efficiency is the same as the n2 = 0
case. This Is in agreement with the result predicted by Ouellette [9] using a plane wave approximation to the actual
br modes

The nonlinear BPM has been shown to work for the modeling of SHG, SPM and XPM in optical fibers. It
should be noted that this is a very general algorithm which can be used for any refractive index profile and many
other nonlinear interactions other than those presented in this short summary.



304/P rruF2-4

Iaateh(t1  (a. a. . wj

Amlt

I~W1Ct~ea

(a) writing 811 lHot fBew) (b) Writing fuadamfta light (Bow)

(c) Readig fundamental light (La) (d) Generated SH light (calculated with nonlinear BPM)
Figure 1. Fiber Cross Section Intensity Profiles
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Crosphas modulation (XPM) in nonli optical fibers has been investigated for several pur-
poes in recent literature [1.121. Several XPM-induced soliton devices, such as Kerr shutters, inten-
sity disaiminators, soliton switches [2JJ1, have been developed for applications in optical soliton
czamnmuication. To our knowledge, most of these investigations are limited to designs of coupling
or switching devices. Few works are devoted to optical soliton multiplex communication system by
compnisating the fiber XPM effect. Although the XPM effect is always exsit when two or mor
optical waves copropagating inside a nonlinear fiber, we have found that these mutual-modulating
effects can be greatly reduced to near zero under certain condition. This condition provides a pos-
sibility to realise an optical soliton multiplex conmnnunication system. That is, two solitons at two
different wavelengths or two different polarizations may copropagate in a nonlinear fiber without
i ntrei each other.

We report here the condition for obtaining two decoupled soliton solutions to the coupled non-
linear Schr6dinger equation. A general XPM system with asymmetric SPM and XPM nonlinear
coefficients [%)} is considered. The coupled equations are written as

.&OV 8 li. 02

• + 3 2 a', + (,y.- I U 12 y.+7 I U 3 I1) V + C4V = 0 (2)

where u and v represent the slow varying complex envelopes of the two optical fields respectively. In
these equations, z, 1r = t - z/vt, P2 and fil denote the propagation distance, the reduced local time
and dispersive parameters of the medium respectively. {fyi} represents the nonlinear coefficient
matrix (including SPM and XPM). a is the fiber loss. These equations are applicable to either
two-wavelength XPM in nonlinear fibers or two-polarisation XPM in nonlinear birefringent fibers.

Assuming that optical pulses have identical soliton pattern q(r, z) for both u and v. The exact
fundamental solitoa solutions of (1) and (2) can be written as

u(", z) = q(r, z) *-(rx), (3)

v('r, z) = v/': q(", z) e"(-* ) (4)

Here q(1r, z) denotes the fundamental soliton envelope and a is a coefficient by which the independant
soliton co-propagation condition is determined. *.(", z) and *,(-r, z) are phase factors associated
with the solitons. For the case of two-wavelength XPM, #.. and Pi. represent the group velocity
respect to two different wavelengths (A, and A2). P2. and P. are GVD coefficients for A, and A2,
respectively. Theelementsof{fy}, become: 7-. ='yl, -. = 271, -,., = 2-y2, and -y., = 7y2- 7 and
72are the fiber nonlinear coefficients for A. and A2 respectively, with yi 2rn2 /AAAy. For the
two-polarisation XPM case, u and v stand for amplitudes along the x and I axes. A# = fi. -P or
S= We121P21zI is the wavenumber mismach due to linear b'.rfuingence of the fiber. In this case,
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the e otof 7f$t arereducedto7,. =7. -=7, and-y,.= 7-,,= L7- It is important to note
that the nonlinearity parameter 7 is the same for both polarizations because of their degenerate

Let us discuss the exact solutions for the two families of solitary waves as in the following:
Case (I). For fundamental solitary wave solution, we have phase terms given by

#(-r,z)=(k.+a,)z - Z+ -- , (5)
#.('r, ) =('+ ) z - 2-fi z ! (6)

where k. and k. are soliton phase constants. In anormalous-disperuion regime (02 < 0), the fiber
supports a bright soliton when the initial distribution (z = 0) is that of a bright soliton. It has the
hyperbolic secant distribution given by

q(T-,Z zk seek -r- J (7)

In normal dispersion regime (P > 0), a dark soliton solution of the form

q(T, z) = k. tank (8)

can exist in the fiber with proper initial profile. From the above equations, it can be shown that
the soliton wavenumber kg can be determined from initial input pulse at z = 0. Furthermore, the
soliton envelope of both bright and dark soliton depend only on local time r, and not on distance
z. Hence, the shapes are invariant during propagation.

Case (II). For soliton modulated wave solution with velocity Ur, = 1/j,., traveling bright or dark
soliton modulated CW signals are suportable by the fiber. These solutions are slightly different
from those above. The phase terms are expressed byI (p#.(,rz) =(,+ at.) z - •-( -u fl.) z + WIL. - 0.) ', (9)

*.(r.z)= (k. + a.) z - 22 . - (11 + . - P.) T. (10)

The traveling bright and dark soliton modulated waves take the form of

_ 2kgl• aeck [ -2-•(T"-j,,,z) , (11)
q(r, z) = seek [2"/ (T r- z)I 12

q(,r,z) tank7 • (,r-.8. z)] (12-)

in the anormalous and normal dispersive regime respectively. These soliton modulated CW pro-
files move with the speed of v. along distance s. The two propagation constants kg and k. are
determined by the input soliton power with the relationship

kg k1
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for both cases (I) and (IH). In order to realize independent soliton propagation for both fields (or
cmonents), the coefficient o must satisfy the equation

0 3.-f - (13)02= -Y-. - 02,'1..

which sets the criterion for designs of two-wavelength (A1 and A3) or two-polarization division multi-
plex soliton communication system. For two-wavelength systems, a = (2-sA, - 'vflu)/(2ii2u -
7vsfi,) and a = 1 for bireringent fiber (Ou = 02.). Under this criterion, two solitons will co-
propagate in a fiber without interaction. Thus, it is important to determine the relative soliton
amplitude by the coefficient o for moliton wavelength division multiplex (WDM) or polarization
division multiplex (PDM) communication.

As a confirmation, we simulated the propagation process numerically for several cases. Figure 1
and 2 demonstrate the independent soliton profile evolution during propagation by appropriately
choosing the value of w. Fig.1 is the simulation of the pulse intensity lu(IT, z)[' and Iv(r, z)l1
vs. z in a WDM system. For a bright soliton propagation, the parameters are chosen to be:
A, = 1.50 pim, flu = -18.25 pa2 /km, 71 = 20.67 W-'/Ikm and A2 = 1.55 pm, 62, =
-20.00 ps2 /km, -72 = 20.00 W-1 /km, o = 0.685. Figure 2 is a plot of the solution in equation
(3) and (4) using the same parameters. Figure 3 demonstrate the propagation of two solitons when
the independence criterion is not met (a = 1.20).

In summary, we have theoretically derived two families of solitary wave solution to a XPM system
with 0A. #6 #.. Both fundamental soliton solution and soliton modulated solution expressions are
given in detail. Numerical simulations have been conducted for a non-symmetric XPM nonlinear
system using the local cardinal interpolation spline approach [4]. The results agree well with the-
oretical prediction. The soliton independent propagation condition provides a useful criterion in
designs of optical soliton multiplex communication systems.

The authors acknowledge the assistance of Jun Zha to provide the numerical simulation program.
This research project is supported by Texas Higher Education Coordinating Board under Grants
No: 32135-70800 and No: 32130-70440.
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Recent interest in the development of all-optical switching devices and in the utilization

of nonlinear optical fibers for long distance communication systems has lead to extensive
research on the propagation of nonlinear optical pulses. A particularly important example is

the optical soliton [1], whose propagation in nonlinear optical media is frequently modelled by
the nonlinear Schr~dinger (NLS) equation (1, 2]. While the NLS equation is an appropriate

model for sufficiently wide pulses, some approximations implicit in this equation are no
longer valid for narrow or high-powered pulses. To account for these types of pulses, the
NLS equation has been extended to include higher-order linear and nonlinear dispersion, as
well as effects due to Raman scattering [1, 2].

Here we present a mathematical model and one-dimensional numerical solution of the
full-vector Maxwell's equations for pulses in nonlinear optical media. This model is similar
to the one derived by Goorjian and Taflove [4], for it includes both linear dispersion and a
Kerr nonlinearity. The linear dispersion is expressed in the time domain as a convolution
integral involving the electric field and a causal susceptibility function [3], which is then
transformed into a second-order differential equation. Unique to this model is a coordinate

system moving with the group velocity of the pulse, which allows the pulse to remain in the
center of the computational grid. This significantly reduces the size of the computational

grid, for the number of computational points required becomes independent of the distance

over which the pulse propagates. The model also utilizes circularly polarized waves to more

easily obtain the envelope of the field magnitudes.

Such a model can be shown to be governed by the nondimensional equations



ITuF4-2 / 309

H, - aHg = (la)

Dt - aD. = H., (1b)

=t- at. U, (lc)

U,-aU, = -2yU - w12 + #%w2E, (1d)

D - E+Q+aIE12 E, (le)

where a is the speed of the moving coordinate system, a is the strength of the Kerr nonlin-

earity, w, is the resonance frequency, P, is its strength, and -1 is a small phenomenological
damping included for computational stability.

A key feature of the work presented here is an asymptotic analysis which reduces these

equations to the NLS equation. This allows the direct generation of initial conditions for the

equations corresponding to solutions of the NLS equation (such as soliton solutions), thus

providing a method for the direct comparison of the numerical results and solutions of the
NLS equation. This asymptotic analysis utilizes a slowly-varying envelope approximation in

the limit of high frequency, strong dispersion, and weak nonlinearity. Also obtained from

this analysis is the equality,

A2 X-= 2kw" /w2 w'a,

which relates the pulse's amplitude, A, and width, xo, to the properties of the medium (i.e.

the dispersion coefficients and the strength of the nonlinearity) and must be satisfied for

dispersion and nonlinearity to balance one another. This relationship is quite similar to the

one obtained (and verified experimentally) for the case of soliton propagation in nonlinear

optical fibers [2].

A standard approach for the direct time integration of Maxwell's equations for linear

and nonlinear dispersive media is the application of the conventional finite difference time
domain (FD-TD) electromagnetic solver [4]. While this approach normally provides an

efficient numerical description of the physics underlying Maxwell's equations, it does not
seem to allow a straightforward implementation of them in a moving coordinate system.

This is due to the spatial derivative terms multiplied by a in equations (1). Consequently,

the numerical method employed here to solve equations (1) is a leap-frog scheme which

uses second-order central differencing in space and time. In addition, radiation boundary
conditions based on the wave equation are used.
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Using the initial conditions derived from the asymptotics, numerical results are obtained

and describe the propagation of pulses corresponding to a first-order NLS soliton, a second-

order soliton, and a pulse which radiates energy and decays to a soliton. Figure 1 shows

the magnitudes of the electric field, magnetic field and electric displacement for a second-

order soliton-like pulse propagating for one soliton period. Numerical results also include

the collision of two co-propagating and two counter-propagating solitons.

When applicable, these numerical results are compared to the corresponding solution of

the NLS equation and are found to be in good agreement. This provides confidence that

nonlinear Maxwell equation solvers like the one formulated and implemented here can provide

a method for correctly modeling soliton-like pulse propagation in two and three-dimensional

optical devices in situations where the NLS equation is not appropriate [5]. These direct

comparisons also show, however, that the NLS equation provides an excellent approximation

of one-dimensional nonlinear optical pulse propagation even when a pulse contains as few

as 10-15 optical cycles. This suggests that in one dimension extended NLS equations [1, 2],

as long as they approximately model the underlying physics, should give very good results

even at quite short pulse widths.

This work was supported in part by the AFOSR and the NCSA.
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Figure 1: Field magnitudes (IEI, 1111, and IDI) of a second-order soliton-like pulse propagating
for one soliton period.
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Wavegaidlg properties of nonlinear periodic dielectri stucures have recently bee. a subject of b~iniuv
exploratio EI-3J. Active -sructresw typica for wnuys of augoied semiconducior lawrs have some interesting
nonlio Snear (19.,s[53 for Josummo. waves propaguatig in suckh stuct ma ma udergo either self-focusin or aiV-
detbemingdepemtndigen.pmarmenof tlhructu. ibi ~rIs devoted to te iestigalon f thstslc; aloe t-1
of perodi momiftea dielectric strctures. Th estuults can be explained in Mms of spatia gM solitons arnalogous to
Wmpml Vp solben 161.

Nonlinear modes of the form A(x)expi.&) propagating along the structure with
dilectric couswa 87x) periodic in x direction and possessing Kerr-lik noualinearity with nonlinerit 82 obey the

dxT4- 2 -e(x)J4.sigz(n4IA =0 1

Where soe positve or negpov sino oliermdpends on whether meditan possess self-focusing or self-
delacusing nonlheulty (positive or negative sign of u2). The lalwal, coordinste x is normalized to WJX (L is S.

wavlenthOf photoD n a a yarn).

Disperimon ptialwavespiqgatigaon inearperimodictn- ahcus ifs signifiaudty from btothatfS
waveis n11008610005n MedhM usmely, thee art forbidden bimia corresponding to Buagg reflection of waves in
SOch stuctaus [4). Ea~ch poin of dispersion cur (dependence of propagaion consant 8 on wavevecior of photon
kx in dstiPn11 perpen~dila to structure) rersnsa Bloch mode of the infinite periodic strucure Tese modes
an sekdoas of nonlinear problem (1) only for intetewa hnsity of field wheo S. nonlinear tem can be
neglected. As was shown tn Reka 5 periodic ways of antiguided lasers may lane at points of high symmetry of
&MNnw Drlo BzoeD), namelY either in diecenew(kx0) or a the edgof Bz(k~ = x /d, d isaperiod of sfnture)
depending on structune perameters. Me. ceore of DZ correspond to in-Ohu mode and S.e edge to so out-of-phose
ome Figure 1 represent S behavior of forbidden spp and a differetial gain dlm(8)I /dm(s2) [5] unde
pImpIng of anguiding regions, as a funtion of me width Of guiding region A for S.e structures which Ibe in
fooandmestl in-pOm mode writh pu-i1nPs - d= 3pm, el = e2 + As, e2 = 12.25, As = 0.2, whene k, ej,
d2, e2, As are, die widths and dideletic conusin of S., guiding and aintigudng regions and dielectric constdit
stop, respectively. The modes with maximal gain correspond to soe top, of allowed band (negstive -photon Moe [51)
for d,> AC' and to soe botto, of soe nearest allowed bend (positive -photon mass") for d,<4o, where

iC- 2.692pm is S.e poin of zeo-ga structure corresponding to resomt optical waveguide (ROW) aray [7
(see Fig. 1). Thunftowe, choosing S.e width of antiguding regions one can force lasing of mode k.-0 with either

negative Or positive _p0oton MWs. All these Modes have propagatIon consat p < (e2 )1/2 coponding to
"Itaky modes of structure. P

We solved nmuerically nonlinear equatin accordig to method described in Ref. 8. In S.e nonlinear regime
B depends on Intnsiy of light launching along so structur e because refractive index of stuncture elemens depends
on so liH& Intensity. Figure 2 shows a distribution of electroagneti field across S.e dielectric structure
(d4 = 3^m positve, nonlinearity) for two vahies of propagation constant P.3.49785 (Fig. 2a) and P-3.4996 (Fig
20). Booh of these constants lie in S.e forbidden gap (HgS. 1) of the dispersion of S.e lIna structure. These two
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Mdisrbtons of fiewdconupomi todifferet enrgyintegrals= JjA(xfdx (wh wchaepropotionalto total
inmched power of Nligt), namely 1=0.1268 and 1,0.5756, respectively. These nBolineam modes are the core Bloch
tuldons k,,O modulated by slowly varying envelope [51 which is analogous to wave functions of shallow

nI,-1P in solid same theory. The figures demonstue clearly self-focusing of the Bloch modes of structure with
increaing of Monty of light Actually, the poem of self-facusing i determind by the difference P - Po (, 0 is
the propgadon commet of liear proMem corresponding to the top of allowed zone), the more this value, the moretling of the field. The self-conistet solution of the nonlinear problem results in spatial soliton which can be
raefrd to as spatial gp sop o analogously to temporal g solitons in the problem of propagation of pulse
ppdculr to periodic nonlinear structure [6].

The 1(P) dependence in nonlinear medium deemines the stability of nonlinear waves [8]. Stable nonlinear
waves in self-focusing medium should have positive slope of this dependence. Figure 3a shows this for
two eemat widts of waveguiding regions d = 3m and d = 2.8pm. Frnm this figure it is obvious that te

eand structure (d = 2. 8pm), which is cloer to resonance, tsiss self-focsing stronger. TIis resul agrees with
the results on sl-stabilization of ftmdamental in-phase mode of finite arrays of antiguided lasers close to ROW
Stmuctures [9].

For an uniform Kerr-like medium, the 1(h) dependence is rather simple for sech-like spatial solitons:

12 32Po(P -A). In this cas AD is equl w linear p• t of refractive index of medium no = 4e.Tw damhd-

doded lie in the Fig. 3a shows this dependence for the uniform medium. Te 1(f8) dependence of periodic structure
dims conuiderably from dot for the uniform medinm. One am see that uniform medium suffers from self-focusing

- severely thn both cam of periodic structmres

As was indicated in Ref. 5, nonlinear operties of periodic struct depend on the sign of "effective mass
of phlan in la, al direction or on sig of curvature of the dispersion curve. For the case of positive curvature,
waves propagating along the structum have to feel the self-defocusing influence of a structure possessing local self-
focusing nonlinearity. Because exploration of sldeouigeffect in infinite periodic structur in static regime is
impossible, we conie a solution of Eq. (1) with negative sip of nonlinear term what corresponds to self-
defocsai n Km-like local nonlinearity. We expect that the structum with A1 < d have to show self-focusing
properties for lr scale perturbation. Indeed, Figs. 2c sad 2d show two examples of amplitude distritmons for
d, = 2.5#m, and for propagatio constas P3.4967 and P-3.4958 corresponding to energy integrals 1•0.2105
and I-0.5951, respectively. Highe intensity of field corresponds to lower propagation constant because of negative
nonliearity, and nevertheless c ae field undergoes self-focusing. These figures represent pp spatial
soMms in periodic structume with negative Km-type nonlinearity. The 1(8) dependence for this structe is shown
in the Fig. 3b. Although, this dependence has negative slope we believe that the spatial solitons are stable under
prpgtion along the structure. The edge of corresponding zone for linear problem (the bottom of allowed zone)

rrespo1ds to propagation coM P0=3.4968 (se Fig. 1). We present for comparison the 1(P) dependence for

uifor medium with refractive index nO = & possessing negative Kma-like nonlinearity, 12= 32, 0(P- P),
by dashed-doed line. In this cae of positive "photon massn , periodic structure sists also stronger to self-focusing
process comparatively to uniform medium.

These results show that the properti of the nonlinear periodic structures depend strongly on their
mees. Particularly, fundauental i-pas mode of the structue with proper geometric parameters can undergo

th self c g even if intrinsic local nonlinearity of medium is positive. It gives a unique possliblty to search for
dotk spatial so&=on in these rather simple periodic strnctures.

If guiding; regions of periodic structure are under pumping the lasing mode is the evanescently coupled
funidamental mode (5. Previous computer simulations [10-121 showed that evmescently coupled laser arrays suffer
severely from spatial hole buring of gain profile and self-focusing of fundamental in-phme supermode. is effect
can be explained easily also by the sip of curvature of the dispersion curve. In-phase fundamental mode coresponds
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to dio cener of BZ of the biem dispersmon curve of innite periodical saiuctare, and curvatue is always neative.
Tberefte. this mode underges always self-cu-uig in structures wih positive noulily.

In conclusIon, we have aualyzed the effect of self-focuing in periodic Ken-like nonlinear suntme. Wehave fomad, for the ftst due, tt effect of self-focusing in periodic medium wih negti nonfivearity for Me cow of
piodic UMny of miguides. The results obamed cm be explained in, ems of spal soliom. The amlysis andc Iari- - show do Me anmigukecu anays cm poms both self-focusing andt Fel-e ng popis d N
cm the sip of curvatore of dispe curve whereas evoescendty coupled ar'ys always show self-focusing of
Audmeeua in-p•se mode if me medim has positive nonlineaity. In aliton periodic strucures with positive
nodmulty shoukl be able t support pqpsmtm of duk solions.
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Surface Emitting Lasers
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The progress of vertical cavity surface emitting lasers is very rapid, i. e., a new field
such as optical computing, optical interconnects and so on, is accelerating it'.

The importance of 1.3 or 1.55 pm devices is currently increasing, since parallel
lightwave systems are wanted. However, the GalnAsP/InP system has some substantial
difficulties for making SE lasers due to such reasons that the Auger recombination and
intra-valence band absorption are noticeable, the index difference between GalnAsP and lnP
is relatively small, valence band offset is large, and so on. Pulsed operation has been obtained
at near room temperature , at room temperature 3, and at 66 0C 4. Recently ,a hybrid mirror
technology is being developed. One is to use a semiconductor/dielectric reflector, which is
demonstrated by CBE 3 as shown in Fig 1. The other is epitaxial bonding of quaternary/GaAs-
AlAs mirror, where 144 °C pulsed operation was achieved by optical pumping . Thermal
problems for CW operation are now extensively studied. A MgO/Si mirror with good thermal
conductivity is demonstratd 7. For realizing a reliable devices, the buried heterostructure
(BH) is crucial. We have fabricated a BH SE laser exhibiting a relatively small threshold' as
shown in Fig.2

In the GaAlAs/GaAs system, an SE laser of 5pmn long and 6pm in diameter and
room temperature CW operation'° were first realized among other systems. At present, devices
exhibiting I, a2 - 15 mA and 10 mW of output power are available in the laboratory
level". A very high coupling efficiency to a single mode fiber (=-90 %) was reported". The
spectral linewidth of 50 MHz is obtained with an output power of 1.4 mW'3.

The GalnAs/GaAs strained pseudomorphic system grown on a GaAs substrate emitting
0.98 pm exhibits a high laser gain and has been introduced into surface emitting lasers
together with using GaAIAs/AIAs multi-layer reflectors. A low threshold (= I mA at CW)
has been demonstrated". The minimum threshold reported so far is 0.7 mA'I and 0.65 mA"
The minimum J, is 8 pA/pm2 , which is approaching to the similar level of stripe lasers. Also,
relatively high power is becoming possible'7

By overcoming those technical problems, such as making tiny structures, ohmic
resistance of electrodes and improving heat sinking, we believe that we can obtain a I ILA
device ". A lot of efforts toward improving the characteristics of surface emitting lasers have
been made". including surface passivation in the regrowth process for buried heterostructure,
micro-fabrication, and fine epitaxies. The ohmic resistance of semiconductor DBR is reduced
down to the order of low Is flcM2 20.

Spontaneous emission control is considered by taking the advantage of micro-cavity
structures. The spontaneous emission factor has been estimated on the basis of 3-D mode
density analysis 2'. The result is shown in Fig. 3. The possibility of no distinct threshold
devices is suggested.

Another interesting topic for micro-cavity SE lasers is photon recycling. By covering
the side-bounding surfaces of the cavity, some amount of spontaneously wasted photons can
be recycled. It has been demonstrated that the device appears to have no distinct threshold&.
The efficiency of photon recycling has been estimated as shown in Fig. 4. The quantum
noise characteristics are Zp.ing studied, such as RINs and linewidths'3.

Lastly, we consider some possible applications including optical interconnects, parallel
fiber-optic subsystems, and so on by featuring high power capabilities and largely extending
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2-D arrays. For the purpose of realizing coherent arrays, coherent coupling of these arrayed
lasers has been tried by using a Talbot cavity25 and phase compensation is considerede. It is
pointed out that 2-D) arrays are more suitable to make a coherent array than a linear configuration,
since we can take the advantage of 2-D) symnmetr 2 . The research activity is now forwarded
to monolithic integration of SE laser based optical circuits by taking the advantage of its
small cavity dimension. Densely packed arrays have also been demonstrated for the purpose
of making high power lasers and coherent arrays.

In addition to surface emitting lasers, surface emitting laser-type optical devices such
as optical switches, frequency tuners"', optical filters, using ultra-minute structures such
as quantum wells and super-lattices have become very active. In Fig. S we show a -40 A
continuous tuning by the use of an external reflector. Wide variety ot functions, such as
polarizatio control3 l, amplification, detecting, and so on can be integrated along with surface
emitting lasers by stacking. The polarization control will become very important for SE
lasers. One of the methods is shown in Fig. 6, where a stress effect is incorporated"t . Vertical
optical interconnection of LSI chips and circuit boards may be another interesting point.
From this point of view, the device should be small enough, and no limitation e lists to form
a 2-D array as large as possible.

Lastly, the author would like to acknowledge the members of his laboratory for
collaborations and data.
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A very significant application of the Vertical Cavity Surface-Emitting Laser (VCSEL)' t) (21 (31

(14 will be in the area of wide-bond opto-electronic interconnect of electronic processors. To realize this

goal the VCSEL should be considered as an addition to an electronic technology base and therefore

compatible in growth and fabrication with viable logic circuits. Further, a planar structure is essential for

performing the photolithographic processes to form the fine circuits as required for the gates of high speed

tirnsistor with gate dimensions less than Iglm. The processing compatibility results in the simplest

technology approach and thus realizes the highest circuit yield.

Recently1 5 l, we reported on a family of vertical cavity devices, including surface emitting

switching lasers (DOES), resonant cavity photodetectors and Heterostructure Field Effect Transistors

realized from a single epitaxial growth sequence and compatible processing sequences. Here, we have

improved the performance significantly of the two-terminal DOES VCSEL by replacing the grown top

mirror with a dielectric stack consisting of SiO 2 /TiO 2, deposited during the fabrication. Previously, Jewell

and coworkerst 61 demonstrated the lowest threshold voltage (I.7V) obtained for a VCSEL, using a dielectric

stack for the top miuor. Several other advantages arize from the use of the dielectric stack including 1) it

allows adjustment of the cavity mode position by etching back the cavity 2) it provides optimized planarity

for fine feature circuits 3) it functions as passivation and interlevel dielectric for electrical cross-overs 4) it

allows independently a deposition of fewer pairs for the photodetector to trade off bandwidth for

responsivity.

The inversion channel structure was grown in the form of a 5X cavity on a 27 1/2 pair quarter

wave stack consisting of GaAs/AlAs, as shown in figure 1. The mode position of the as grown wafer was

1.015OLm and the sample was therefore etched prior to fabrication to position the mode at 0.985gtm. Both

two-terminal and three-terminal devices were fabricated as DOES VCSELs. The two-terminal processing

used two Au lift-offs, hydrogen blocking implants, mesa etching, and alloying of contacts at 4500C. The
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three-terminal processing utilizes refractory ohmic gute/emiaer contacts and a self-aligned (to the gale)

silico implant to form source contacts to the inversion channel followed by a rapid thermal anneal at

950"C for 10s. The electrical switching characteristics of the two- and three-terminal devices are shown in

figure 2a and b. The switching voltage has decreased from 1IV to 6V, which is attributed primarily to

leakage through the third terminal. It is noted that full switching control is obtained with 60gA input to the

source terminal. Next, a dielectric stack consisting of 7 pairs of SiO2/TiO 2 was deposited on the two-

terminal devices, and the L-I characteristic for a 141tm diameter is shown in figure 3. Continuous wave

threshold currents as low as 5.6 mA (typically 6.5mA) were obtained with slope efficiencies of

0.45mW/mA and maximum c.w. output powers of 2.5mW. Figure 4 shows the emission spectrum with a

resolution limited (0.1rnm) FWHM at a peak wavelength of 0.986gtm. To demonstrate the electronic

compatibility Heterostructure Field Effect Transistors (HFET) were fabricated from the same layer

structure (without a bottom stack) using the same fabrication sequence. For the HFET sources and drains

me formed to contact the inversion channel and are synonomous with the third terminal source contact of

the DOES. The drain output characteristics of a nominal I ;tmx25gtm device are shown in figure Sa and the

current gain versus frequency in figure 5b. A peak transconductance of 1 0mS/ram and a unity current

gain cut-off frequency of 10.5 GHz for an effective gate length of 1.31tm were obtained. Fabrication of

HFETs and DOES lasers from the stack material is now in progress. These results form the basis for the

design of an OEIC technology.
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Band Structure Dependence of Carrier Transport Effects
Direct Modulation of Quantum Well Lasers

T.C. Wu, S.C. Kan, D. Vassilovski and K.Y. Lau

Two forms of carrier transport impose upper limits on the maximum modulation
bandwidth of quantum well lasers : real-space and state-space transport [1-3]. The
former refers to carrier transport across the barrier region[2], while the latter refers
to capture of carriers from the 3-D electronic states in the barrier region to the 2-D
electronic states in the quantum well[3]. Both effects can be significant and must be
considered concurrently. So far, real space transport in the barrier region has been
considered in the context of diffusion only, i.e., a flat-band situation was assumed.
While this may be applicable in structures with step-barrier designs, it is not the
case in graded barrier designs, in which a substantial electric field is expected to be
present. It is the purpose of this paper to consider the effect of such band structure
variations on the overall modulation bandwidth limitation.

To take into account the carrier drift process, we write down the small signal rate
equations and the continuity equation as below[3]:

1 eS.+= I - .+ (rASon 2 - -S) (1)
Tp

.32 AS, 1iw2=ýd (- + + -)n2 - (2)
I+C . r(1 + es0 )

d2nb dnb nb
wfb(X) = D,- +u"E - - (3)

.=3 32(
iwnl = qd qd (4)

j2 n3 n2 (5)
qd - rp res(

We assume the quantum well is sitting at x = 0, the total length of SCH region
is L, The boundary conditions are: jb(L) = ..np, ib(=L) = 0, jb(0+) - jb(O) =

and nb(O+) = nb(O-)-= n 3 , where lb is calculated as jb(X) = qD,-d- + qp,/nbE.

The electric field E(x) is a function of band structure design as well as carrier
density distribution as given by Poisson's Equation. It can be shown that under a
dynamic situation, the effect of a time-varying E-field is relatively unimportant so
that we can analyse laser dynamics by assuming the E-field to be equal to the steady
state distribution. Further, calculations of real band structures show that the E-field
is well approximated as piecewise constant, i.e. E = EL = constant for < < <0
region and E = ER = constant for 0 < x < L region.
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Four cases are considered which correspond to band structures shown in Fig. 1.
Analytical results can be obtained from Eq. 1-5 and are shown in Fig.2 to Fig.4,
where we plot the maximum 3dB bandwidth versus electric field (E), carrier capture
time (,r,,) and I/R(= rel/,p), respectively. One can clearly see from Fig.2, with
E = 0, the carrier diffusion process, in conjunction with a finite capture time of r.p
of 0.5ps, cause a maximum 3dB bandwidth to be limited to 27 GHz for a step barrier
width of 3000A. However, with proper grading, one can restore this bandwidth back
to >50 GHz.

Fig.3 shows the Tr.p effect on maximum 3dB bandwidth for different E-field ar-
rangements. In each case, we see a large variation for rp between 0.1 ps to 1 ps,
which illustrates the importance of this time constant in high speed laser design.
With a small r•,, one can even increase the maximum fs~B back to >70 GHz when
ER = -EL = 3000V/cm. Fig.4 basically describes the re.c effect on modulation speed
for the same E-field arrangements as in Fig.2. From the point of view of reoc, we want
this time constant long enough compared with Ti-p (> 100 times). This can readily
be accomplished for quantum well depth of >0.15eV.

In summary, we analyze the dependence of modulation speed on band structure
design of the barrier region. With a proper band structure design, the E-field, one can
reduce the the carrier transport effect to a minimum even.for relatively wide separate
confinement regions. Real space carrier transport is therefore NOT a fundamental
limitation in high speed quantum well lasers.
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InGaAsP I InP multiple quantum well (MQW) lasers are one of the
most important and promising active components for 1.3 or 1.55 pm optical
communication systems. There have been a lot of work on the physical
phenomena in the MQW lasers. In such an effort, especially in analyzing the
small signal modulation dynamics as well as steady state characteristics in the
MQW lasers, the carrier density or number in each well is usually assumed
to be uniform among all the MQWs. However, it is not correct especially for
the InGaAsP / InP MQWs, whose energy discontinuity of the valence band is
larger than that of the conduction band, since the transport of holes is much
slower. It is of great importance to know how uniformly carriers are
distributed in order to investigate the high speed performance of the laser
with many number of quantum wells. This theoretical work describes the
distribution of both electrons and holes among the InGaAsP i InP MQW
lasers by solving coupled rate equations with barrier states, three-
dimensional like well states, and two-dimensional well states.

An separate confinement heterostructure (SCH) MQW laser structure
with lnGaAs wells and InGaAsP barriers is assumed for the simulation. The
coupled rate equations with barrier states and 3-dimensional like states in
well region for electrons can be written as follows [11;

A. NjO)+ [ 2B, A%
dt Td(i) Td(i+I) Td Tsp

A- 4 - +N 2 _ _ Nj3
dt Td T-w Td(") Trp T"r

d2 MI -_____m _p - l+F iS

dt T gVT. TS I, i+ Ers
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M ~ S M M 2 )

where M is the number of wells, Bi the carrier number in i-th barrier, N43)

the carrier number of 3-dimensional like state in i-th well region, Npi 2) the
carrier number of quantum well, Td the diffusion time, Tesc the escape time,
Tcap the capture time, Tsp the spontaneous emission lifetime, Ttun the
tunneling time, e the gain compression factor, S the total photon number, Gi
the optical gain, 0 the spontaneous emission feedback factor, rp the photon
lifetime, Fi the confinement factor with rsum=Eri, respectively. The
coupled rate equations for holes can be described in a similar manner.

We assumed the charge neutrality where the number of electrons and
holes is the same in the identical well (or barrier). In such a case, the
diffusion time is expressed as the average of electron and hole diffusion
times [2]. We used a thermionic emission time for the escape time. Operation
wavelength of 1.55 lam, gain compression factor e of l x10-17 cm-3, and
capture- time of 0.1 ps are used. Carriers in the SCH regions are neglected
here for simplicity, although the transport of the carriers through the
regions have been shown to play an important role in the high speed
phenomenon [2]. We have used an analytical formula for the carrier density
dependent gain function [3]. The carrier distribution at the steady state is
obtained by solving the above coupled rate equations.

8
7 Barrierandw a= 1.2 Pm

Barrier Width = 10 nm 3 Electron
6 Current=l10mA [ Hole

E 4
z

2
o 1

0
1 2 3 4 5 6 7 8 9 10

Well Number
Fig. 1 Distribution of electrons and holes in a 10 quantum well laser.
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Figure 1 shows the calculated distributions of electrons and holes of
the 2-dimensional states in 10-weUl laser with barrier bandgap of 1.2 ptm and
width of 10 nm at 100 mA bias. Non-uniform carrier distribution is
observed. In addition, the number of electrons in the quantum well is much
smaller than that of holes. This is due to the much shorter thermionic
emission time (escape time) of electron. The number of electrons of the 3-
dimensional like state is larger than that of holes, so that the charge
neutrality is satisfied.

Small signal response of the laser can be calculated based on the above
rate equations. The differential gain in an individual well is different from
each other depending on the steady state number of electrons and holes in the
well. This effect will be taken into account in the following simulation.
Figure 2 shows the small signal modulation response of a 10-well laser with
barrier bandgap of 1.2 pm and width of 10 nm at four bias points. We
believe that this is the first simulation of the small signal modulation
response with non-uniform carrier injection taken into account.

15
10 Barrier Widlh = 10 nm

10 1Ws

0 5
* 0
CL0 "5

(5OmA
d:-10

-15 Bias Current= 20mA 3

-20 1 '"
0 5 10 15 20 25 30

Modulation Frequency (GHz)
Fig. 2 Small signal modulation response of a 10-well laser.

Figure 3 shows the calculated dependence of 3dB modulation
bandwidth on the number of wells at 100 mA bias. The result obtained by
the conventional analysis method, where the carrier distribution is
completely uniform and all the carriers are in the quantum well, is also
plotted for comparison. It is evident that the conventional analysis
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overestimates the 3dB bandwidth. In actual devices, the carriers in barrier
and 3-dimensional like states in well region cannot contribute to the optical
gain, leading to the degradation of the modulation bandwidth. In addition,
there exists an optimum number of wells to obtain the maximum modulation
bandwidth.

S40SConventional Anaksi

30 This Anaysis
00

20m 20 a

-- !ll • • 0 1.201an

2 Barrier Width= 10 nm
Bia Cu1ent = 100mA

0 5 10 15 20 25
Number of Wells

Fig. 3 Calculated dependence of 3dB modulation bandwidth on the number
of wells at 100 mA bias.

In summary, we have calculated the distribution of electrons and holes
among the InGaAsP / InP MQW lasers. Non-uniform carrier distribution has
been obseived in a steady state. The dependence of 3dB modulation
bandwidth on the number of wells has been calculated with spatially varying
differential gain taken into account.
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Monolithic tm, -locked semcductor las are compact and reliable pulse sources for
optical ommL,. cation systems employing short pulses such as optical time division
nultiplexed systems and long distance soliton transmission [1]. These sources offer the
advantage and flexibility for integration with filters, amplifier, modulators, saturable
absbmers, or other photonc components which can enhance the versatility and reliability
of the tranisuion source [2,3]. However, the repetition rate at which the mode-locked
laer operat is wnesdy proportional to the cavity length. Therefore, very long cavity
lentths are required for operation at frequencies which are of practical interest for systems
deployed today, such as those designed for the Sonet standard rate, OC48 (2.488 Gbit/s).
M uwing growth and processing techniques of 1-V materials have eabled fabrication of
very long 1.55 om laser devices, that are suitable for mode-locking at repetition ratm
below 10 GHz [4J. Racent results indicate a trend toward lower, more practical operating
frequencies and increased integratio Here, we report a semiconductor laser with a
length twice that of any previously reported monolithic mode-locked laser. The resultant
fidamental repetition rate is 2.2 GHz. Active mode-locking at the flmdamental
frequency, and at higher harmonics, yields optical pulses with widths ranging from 9.0-
12.0 pa.

High quality photonic integrated circuits are fabricated using MOVPE based growth and
ptechniques described in ref 5. Advancements in the processing of InP based
circuits allows for more complex integration and increased device area. The laser, shown

Passive Wavelqle

Ga in Gain Gain

lnP

2.0 S 00ttm 650 Im.4 2.0 cm ,-

Fig.l: Schematicdrawinofthe2.0-cmlonmulti-segment monolithic mode-lockd lasr. SCL: strain
Ve watelayer. MQW: multi* quantum we.
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schematically in Fig. 1, consists of three multiple quantum well (MQW) gain regions
separated by two long, low loss, passive waveguides. A quaternary guiding layer extends
the fidl length of the 2.0 cm device with the active segments, defined above the guiding
layer at each end and in the middle of the device. The lengths of these segments are 650
o 800 pm, and 650 ian respectively, for a total length of 2,100 pm. This gives a ratio of
gain to passive waveguide of 11.7 %. Each gain segment is a buried heterostructure, as
shown in the cross section view of Fig. 2a, and is comprised of six, 35 A thick strain-
compensated (1.2% compressive) quantum wells separated by 90 A thick barriers. The
two segments of passive
waveguide separating the gain
regions, are buried rib Galu seedo. Paie waveulde
waveguides consisting of a "
0.12-jIm thick 1.3-11m 9sg tap
quaternary layer grown on top I- QuatearY
of a 0.2-jim thick, 1.1-jim Layer
quaternary layer. This InP .qu~rae inP sabstratc
composite waveguide structure

is shown as a lightly hatched a) b)
single layer in Fig. 2b. Semi-
insulating lnP is regrown to act Fig. 2:Cross section view of a) buried heterostructure MQW
as the upper cladding layer for active region and b) buried rib quateruary psave
the passive waveguide and to waveguide.
provide low capacitance current
blocking in the active regions.

The laser exhibits a DC threshold current of 102 mA at 20 0 C and an external quantum
efficiency of 5.0 % per facet when all three contacts are biased in parallel. A measrement
of the small signal response as shown in Fig. 3, reveals a strong response at the
fimdamental resonance frequency and at higher harmonics. Only the fimdamental and the
first harmonic are shown in the figure, but strong resonances are observed up to 20 GHz,
which is the limit of the msureent system.

100 1 t I
Active mode-locking at the fundamental
resonance frequency is achieved by driving 8 Se

one of the end gain segments with a 2.2 GHz,
1W RF sinusoid superimposed on a small DC 60

current of 21 mA. The other two contacts
are shorted together and biased with a DC o
current of 130 mAn These active regions act
as intra-cavity optical amplifiers to a maintain 20

a high-Q cavity._ Figure 4 shows the pulses as 0
observed on a Hamamatsu synchroscan 0.0 3.0 6.0

streak camera when the laser is mode-locked Freqmy (o3z)at the fiundamental repetition rate of 2.2 GHz. Fig. 3: Small signal response of the monolithic
laser showing the fundamental resonance

The measured pulse width is 12.0 ps with a and the frst harmonic.
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corresponding peak power of 51.7 mW. The pulses exhibit a on/off ratio greater than 23
dB and the resultant pulse stream has a very low duty cycle of 2.6%. This corresponds to
a 12 ps pulse every 450 ps. Similar pulse profiles are observed at the first and second
harmonics. At 4.3 GHz, and 6.5 GHz, pulses as short as 9.0 ps were observed. An
Avantek 2-8 0Hz power amplifier provides the IW drive power allowing access to the
fundamental and first two harmonics by simply timing the RF source. The corresponding
optical spectrum has a half width of 7 rm. The broad spectral width can be limited
through an integrated or external filter to obtain a narrower or transform limited spectrum
as has been shown previously [1,4]. Figure 5 shows the dependence of the pulse width
and the peak optical power on the modulation frequency. The pulse width and peak
power reach a nunumum and maximum, respectively, at a frequency near 2.2 GHz. The
pulse broadens more rapidly as the frequency is tuned below the optimum frequency than
when the frequency is tuned above the optimum. This behavior is characteristic of active
mode-locking and is qualitatively in agreement with the calculations reported by Morton,
et. al. in ref 6.

100 100 60

go so 50

4 0 b
12.0Ops 6

~40 ~40
02 20

20 20 10

0 200 40o 600 m00 1.5 2.2 2.6 3.0
Tnie (pS) od~ation Froqww (0H&)

Fig. 4: Low duty cyde pulse stream as measured Fi. 5: Measured pulse wxkth and optical peak pmwer
on a streak camera. versus frequency.

In summary, active mode-locking at the fundamental repetition rate of 2.2 GHz has been
achieved in a 2.0-cm long monolithic semiconductor laser. This is the lowest repetition
rate, by a factor of two, reported for any mode-locked monolithic semiconductor laser
device. Consequently, we have demonstrated that it is feasible to design an optical
transmitter using a monolithic mode-locked laser for application in pulse tsumission
system operating at rates being deployed commercially such as the Sonet rate of 2.488
Gbit/s.

References:

(1]: C. R. Giles, et. al., "Soliton transmission over 4,200 km using a mode-locked nmolidiic
extended-cavity laser as a soliton source", Conf on Optical Fiber Comunication,
Februay, 1993, San Jose, CA.



ITuG5-4 / 337

[21: D. J. Daickwa, et. al., "Short pulse Swation using zu•isegmat nw&ockd
n-6 r , lame", M JouM. of Quan. Electron., Vol 28, No. 10, pp. 2186-2201,1992.

[3]: P. B. Hime, at. al., "Mode-locked extended-cavity laser with a Bragg reflector
noliicafly integrated with aM CtO-absorptin mo•dat operating at 4.5 Gbit/s",

13th IEEE Seniconductor Laser Conf., Paper PD-6, Kagawa, Japan, Sept. 1992.

[41: G. Raybcu, et. al.,"Active mode-locking at 4.4 GHz in 1-au lang monolithic extended
cavity laser", LEOS'92 Anmual Meat., Paper DLTA4.3, Botou, 1992.

[51: T. L. Koch, and U. Koref, "Semicoucto photonic integrated circuits", IEEE Journ.
Quantum Electra, Vol. 27, No. 3, pp 641.653, 1991.

[6]: P. A. Morton, et. al., "Dynmnic detuming in actively modocked amiconctr lasm,,
IEEE Journ. of Quantum Electron., Vol. 25, No. 12, pp. 2621-2633, 1989.



331l 61

Intrinsic Modulation Response of a Gain-Coupled
MQW DFB Laser with an Absorptive Grating
Yoshiai Nakano,•, Marian L. Majewski', LarryA. Coldren',

Hong-li Caoz, Kunio Tada2, and Haruo HosomatsuW

'Department of Electrical and Computer Engineering
University of California, Santa Barbara, CA 93106
Phone: (805) 893-2875, Facsimile: (805) 893-4500

qDepartment of Electronic Engineering, University of Tokyo
7-3-1 Hongo, Bunkyo-ku, Tokyo, 113, Japan

Phone: +81-3-3812-2111, Facsimile: +81-3-5684-3645
3Devices Lab., Yokogawa Electric Co., Ltd.

2-11-13 Naka-cho, Musashino-shi, Tokyo, 180, Japan
Phone: +81-422-52-5744, Facsimile: +81-422-55-8080

Introduction
Semiconductor lasers with gain-coupled distributed optical feedback (DFB) have been

revealed to be superior to traditional index-coupled DFB devices, as they exhibit excellent
single mode property,'-9 reflection insensitivity,.7) low-chirping short optical pulse genera-
tion capabilityO") and immunity to longitudinal spatial hole burning.10) All these features are
certainly to benefit the integrated photonics applications. One of the remaining issues is a
high-speed small signal modulation capability of the device as there have been only a few
reports.")

In this paper we describe measurement of intensity noise spectra of a multiple quantum
well (MQW) gain-coupled DFB laser with an absorptive grating as well as the resulting in-
trinsic modulation response. Based on simple small signal Rate Equations, an anomalous
behavior of the device damping factor observed has been explained.

Device Structure
A schematic cross-sectional picture of the device measured here is shown in Fig. 1. The

SCH-MQW active layer consists of three 8nm-thick GaAs quantum wells separated by two
8nm-thick GaMA1oAs barriers, and two 75nm thick Gao.Al•As optical confinement layers
which sandwich the quantum wells in between.

Since bulk GaAs has a narrower band gap than the quantum wells by approximately
70meV, the periodically embedded GaAs is highly absorptive to the lasing light, thus making
an absorptive grating. It is a third-order grating with a 376nm period. The grating duty cycle
WIA is controlled to be -0.2 in order to limit extra loss, yet to acquire large gain coupling.1z' 3)
An additional grating layer is formed during the second step epitaxy on the absorptive grating,
namely "anti-phase index grating", which is to reduce the index perturbation produced by the
absorptive grating.
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p-Gao.5sAlo.4&As cladding
p-Gao.75Alo.25.

W A anti-phase index grating
n-GaAs absorptive grating

S-•-p-Gao.7Alo.3As
low aluminum cladding

K p-Gao.55Alo.4sAs barrier
"N u-SCH-MQW active

n-Gao.ssAlo.4As cladding

Fig. 1. Schematic longitudinal cross section of the MOW GC DFB
laser with an absorptive grating used here.

The laser has a 4oum-wide ridge waveguide and a 200prm-long cavity. The cleaved facets
are left uncoated. DC characteristics of the laser at 20C are threshold current of 11.3mA,
oscillation wavelength of 841nm, differential efficiency of 0.27mW/mA/facet, and side
mode suppression of more than -30dB at 2mW.

Measurement
The CW light output was collected via a GRIN rod lens into a single mode fiber, and

connected to a high speed photodetector with a post-amplifier (New Focus 1404 and 1422).
The RF output signal was monitored using a microwave spectrum analyzer (HP8566B). This
system was capable of measuring
signals at frequencies up to 50 ...... "f.. ....... 20 V
-2oGHz. Intensity noise spectra IF4
were taken at different optical 40 16
output powers. These noise spec- 30 91 16
tra allowed us to obtain the re- 30 12

laxation resonance frequency and 0
the damping factor correspond- 20 0 A 7 8
ing to the device intrinsicresponse. .8;04,0-"",0 Y 0

II. 10 .* & r. D4The squared resonance fre- fc0 0 10 " '
quency and the damping factor c. . 0 E
are plotted as functions of output 0 1 2 3 4 5 i
power per facet, as shown in Fig. Power [mW/fa.et]
2. It can be seen from the figure Fig. 2. Resonant relaxation frequency and damping
that the squared resonance fre- factor vs. optical power obtained from the intensity
quency is proportional to the noise spectra.
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1........ power, which agreei with the standard

10 -- mW theory. In other words, the gain compres-

S', - - - N sion is not very large dt power levels below
/ ' ...... 4MW 5mW. The slope of 10.4GHz2/mW is good3." \ ' ta o radadmdltin hti

0 'and indicates that the device has a poten-
cc tial for broadband modulation. What is

-5 interesting to notice from Fig. 2 is that the

"-10 damping factor decreases with increasing
power. This tendency is just opposite to

S-15 .............. .... ....... .what is commonly seen in most lasers
0 5 10 15 where the damping factor typically in-Frequency [GHz] creases with power.

Fig. 3. Intrinsic intensity modulation response If we calculate the intrinsic small
calculated from the experimental data signal intensity modulation response us-
shown in Fig. 2. ing the values shown in Fig. 2, we obtain

Fig. 3. Due to the decreasing damping
factor with power, the relaxation resonance peak becomes sharper and the -3dB bandwidth
continuously increases. As is shown in Fig. 4, the -3dB bandwidth can be enhanced
proportionally to the square root of the output power. It easily reaches 12GHz at powers
around 5mW.

Discssion
There are several factors which may cause the uncommon behavior of the damping

factor of our device. One of them is the saturable nature of the absorption of the GaAs
grating.4) If we introduce another Rate Equation to account for the carrier density in the
absorptive grating, and add to the Rate
Equation for the photon density another 12 ..................
term which deals with the absorption in 10 f 99P

the grating, we obtain the following • •Ofp
expression for the damping factor,i 8

164y-(e,.+G'-e.A+A')S+-L 4 " .4r
?T 0041

where S is the photon density, G andA
are gain and absorption coefficients of 0 ... * . ....0 0.5 1 1.5 2 2.5
the active and grating layers, G' andA' Power0's [mW12

are differential gain and absorption, e,

and e. are gain and absorption compres- Fig. 4. Relaxation resonance and -3dB modu-
sion factors, andrs and r, are recombi- lation bandwidth frequencies vs. the square
nation lifetimes corresponding to each root of optical power.
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layer, respectively. In obtaining the above expression, we assumed that the photon density is
moderate thus it does not cause a severe gain nor absorption compression.

If f" is small and ejA is larger than the rest of the terms in the parentheses in front of S,
the damping factor vs. photon density relation results in a negative slope with a large offset
at null photon density, which is what can be seen in Fig. 2. The assumption made may be valid
here because the grating faces re-growth interface and the absorption used is highly nonlinear
in nature.

Another factor that might contribute to the behavior of the damping factor is the photon-
density-dependent photon lifetime in the gain-coupled cavity.') This may play an essential
role after the parasitic index coupling and the facet reflectivity are reduced significantly.

It has been found that the gain-coupled DFB laser with absorptive gratings exhibits an
uncommon intrinsic modulation response where the damping factor decreases with optical
output power. Because of this effect, the modulation bandwidth of the device has no
limitations due to damping. Modified Rate Equations developed have successfully explained
this anomalous behavior. Measurements of different devices as well as time-domain
characterization are currently under way.
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Recently, several new designs for wide rma tunable lasers have been demonstrated,
using different sum s for the tuning clement such as Y branch interferometers [1,21, sampled
gratings (31, and vertical coupler Mulmr [4].

A tUnable law is composed of a pin medium and a tunable file. The tuning range of a
las may be limited by the filtr, or by the ability of the gain medium to provide enough gain to
overome the cavity loom over a wide spectral range [4). For integrated tunable lasers, and for
external cavity laes, it is important to develop a pin medium that can provide optical gain
over a large sp l range. F it is imporant to achieve this gain coverage with low
injection current, as lower bias cunrents can improve the laser efficiency, output power and long
arm relablity.

Quatum well (QW) lasers have been suggested for this application, utilizing the lower
density of stes in quantum wells to obtain an inverted carrier population at higher photon
energies. Ppulaton inversion of the n=i and n-2 quantum levels has been shown to be impor-
tat for broadening of the gain spectrum in the GaAs [5-71 and the InP material systems [8].

In the present w ak we suggest and demonstrate the use of the n=- and n=2 electron to
light hole transitions in tensile strained quantum wells for effectively baning the range of
available gain. This broad gain range is achieved with significantly less injection current than
with other quantum well c It has been argued by Yablonovitch and Kanm [9] that
stained QW's can diminish the current injection level required for lasing due to the reduction of
the hole effective mass and density of states.

As the selection rules forbd transitions between different n subbands (such as electron
n-2 to holes n=1) it is necessary to invert the hole n=2 level in order to obtain gain from n--2
transitions. Therefore, by the same argument it should be expected that the limiting fact in
obtaining useful gain from n=2 asitionm in unstrained or comressively strained QW's is the
need to invert the heavy holes population at the n--2 subband which can be done only at high
injection currents. In contrast, it is very advantageous to use tensile strained quantum wells for
this purpose. as the light holes have lower effective mass and lower density of states for the n-i
and n-2 subbands. Therefore, useu gain can be obtained from n=2 transitions in tensile strained
quantum wells with significantly less carrier injection than in other quantum well configurations,
fbr a given volume and carrier lifetime.

The band diagram used in the tensile strained amplifiers of the present work is shown in
Fig. 1. The strumure was grown by atmospheric p urm ogan vapor-phase *iaxy
(MOVPE) using strain compensation [101 to minimize any deleterious effects arising from the
larp tensile strain in the QW's. The wells and barriers were apP6OXimately 160A and 270A thick
rspecvely, the wells wene In0u ,0GaOlAs and were under tensile strain of 1%. The barriers
were compessvely strained InGaAs (EW.95 eV) about 0. 15% to partially compensate the
tension in the wells. Shown in the figure is the n=i and n--2 electron (e) to light hole (1h) transi-
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iles for he patuma wells. The electroo, to heavy hole transition does am play a significant roie
in this struwtume The a aow temperature Aroyunnescence is shown in Fig. 2. Two peaks comr-

spoot tothe e-> lb for n-1 and n=2 tra-'tions are shown at 1.56 pan and 1.48 pa respec-
tivly ndagrieWell with theory.

Afte th gowth of the baen wafers, lasen and optical amplifiers were made using two
wMidtuoral MOW!E regrowfth for the Mocking layers and dhe p-typ cladding layers. Fabry-Perot
lasers were cleaved with various cavity lengths. The lasing wavelength for a 350 pmn long lase
was 1.58 ian with currient threshold of about 10 mA a&W differential quantuma efficiency of 30%/
feact. 1U cavity absrption (a) for these, lasers was - 12 cmW1. Optical a--fer r made
with 650 ian long gain sections and 20-40 ian long window sections at both ends adjacent to the
facets. Single SO0 layers were used for AR coatng on the fatcets. The resdua reflectivities of
these, ampififers are estimated to be about Si 5

The simplified spontaneous emnission (ASE) coming from both cmrsieand tensile
ampifirsis shown in Fig 3. The cmrsieamplifier, shown for sake of comparison is 800

ian long The wraveent of the cmrsieamplifier (rM mode) shifts very slightly with
current from 1.58 ian to 1.55 pmn while the tensile amplifier (TM mode) undergoes a very larg
shift from 1.56 pmn to 1.46 pmn. The smail shift of the compressive peak and the maintenance of
its shape with current point to a single e->hh, n=1 transition. The tenvile amplifier however
shows much mare change: at low currents wie see that the Ipredo minant source of gain for the
tensile amplifier comnes from the n-i, e-> lh transition, at higher currents the gain comes from
both the n-i and n=2 levels, while at the maxinum current the gain is predJomin-ately from the
no-2 level This is summarized in Fig. 4 where the peak wavelength of both the cmrsieand
tensile amplifiers is plotted vrs. current. The shift in wavelength of the compressve amplifier is
smail compared to the tensile; one. For example, at 60 mnA the shift of wavelength of the coin-
pressive amplifier is - 25 nm, compared to - 84 mn for the tensile amplifier. This large shift in

wavelngthwith moderate currents is essential for achieving larg tuning ranges in integrated
tunlable lasers

The intenal gain of the tensile strained amplifier is shown in Fig 5. As in Fig. 3 we see
that at mooderat currents (50 mA) both the n-i and n-2 leves contribute equaily to the gain and
give a vrywide 3dB bandwidth of 2t92 nmat apeak gain of17 dB. At higher pump power the
pain is domnatedby the n=2 transition and gains of24 dB can be realized.LEven at thisgpin, 3
dB bandwidths in excess of 50 nma are obtained. As expected from theory the Th gain is very
low, about 15 dB below the TM at 150 mAas can be seem in Fig. 6.

In conclusion we have demo1 -nstrated, that it is possible to achieve wide bandwidth gain by
using tensil strained quantum wells The range in wavelengthi where there is over 5 dB gin
(suitable for lasing) at a moderate curret of 50 mA, makes it possible to realize tunable lasers
covering a rang of more than 125 amn.

The Authors would like to acknowledge JL F. Zucker for suggesting we study tensile
quantum well lasers and amplifiers, and IL M Preby for supplying the micro-machined lensed
fibers used for coupling into the amplifier.
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LiNbO3 is a well-known and widely used crystal for its good electro-optic,
acousto-optic, and non-linear properties. The combination of such properties
with the laser gain of rare-earth ions in the same medium permits the
construction of many intersting systems including self-Q-switched, self-mode-
locked, and self-freqency-doubled laser devices. Since LiNbO3 benefits from well-
established techniques to form low loss waveguides and complex integrated
optical functions, the further combination of rare-earth doped LiNbO3 properties
in a single-mode waveguide configuration can yield to efficient and monolithic
multifunction compact devices. To name a few, the integration of modulators
can simply mode-lock or Q-switch the laser with respectively a high-frequency
and peak-power capability for low-drive voltages. Using the acousto-optic or
electro-optic effect it is also possible to fabricate tunable single-frequency lasers
with a potentially narrow linewidth. Compact visible laser sources can be
fabricated by intra-cavity second-harmonic-generation using for instance the
recently devel pped quasi-phase-matching techniques. Finally, implementing
the already demonstrated large range of integrated optical functions on doped
LiNbO3 substrate should eventually provide insertion loss compensated
amplified optical circuits.
Within the last years, good progress has been achieved towards the experimental
demonstration of such devices. The 1.08 pLm Nd3 + transition has been studied
first and efficient single mode channel waveguide lasers have been
demonstrated(1 ). Laser thresholds on the order of 1 mW and 50 % conversion
efficiency compatible with low power diode laser pumping have now been
achieved. The integration of a traveling-wave phase modulator allowed for
mode-locked operation yielding 7 ps pulses with 250 mW peak-power at a 6 GHz
repetition rate (fig. 1)(2). Repetition rates ranging from one to several tens of GHz
should be possible using different lengths and harmonic mode-locking. More
recently the integration of a directional coupler permitted Q-switched operation
(fig. 2)(3). Although the modulator is not yet optimized, this device has now been
able to produce 300 ps wide pulses with 350 W peak-power for less than 15 mW of
0.814 pm coupled pump power(4). Such characteristics are already interesting for
time-multiplexed fiber sensors system applications and should be useful for
intra-cavity non-linear interactions (frequency-doubling, parametric oscillation).
Other ions are of interest and in particular the Er 3 + 1.5 gm transitions for
telecommunication applications. Although this is a quasi-three-level system, the
single mode waveguide configuration eases its operation as for fiber lasers.
Brinkmanet al. have demonstrated Er:LiNbO 3 laser operation near 1.53 pim using
an indiffused evaporated Er layer(5). This technique permits to use large-size and
high-quality undoped LiNbO 3 substrates and eventually to perform local doping
through standard photolithographic techniques. This is particulary important for
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the further integration of passive and active components. It also permits tailoring
the doping profile with respect to the guided pump mode thus minimizing the
laser signal reabsorption. These authors have then operated low thresholds lasers
(- 10 mW) at different wavelengths near 1.56 and 1.58 Jim and shown broad-band
amplification in the range of 1.53-1.61 gim indicating the potential for a tunable
laser (6). They also expect to achieve 10 dB gain in an optical amplifier with
optimized dopant and waveguide profiles. Such a gain should be sufficient to
compensate for the insertion losses of many LiNbO3 integrated optical devices.
In this talk we shall review in more details the recent development in rare-earth
doped LiNbO3 waveguide lasers and amplifiers, their applications and future
prospects.
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Introduc~ttiam

In this paper, we present the measurement of the Nd fluorescence decay lifetimes in Nd

doped lithium niobate and lithium tantalate. In proton exchanged waveguide we studied the

influence of the proton concentration on this lifetime and we show that, in some cases, proton

exchange drastically reduces this important parameter for laser oscillation. Finally, we present a

Nd:LiTaO3 waveguide laser whose threshold is on the order of 40 mW, this high threshold is

largely explained by the excited state lifetime reduction.

Fluorescence lifetime:

In our fluorescence experiment on Nd doped lithium niobate and lithium tantalate, we

pumped with a Ti:Sapphir laser tuned to 0,816 pgm which modulated with an acousto-optic device.

For an unexchanged Nd doped lithium niobate sample ,SO, with 0,1 mole % Nd the lifetime was

110 pts. For Nd doped lithium tantalate we did the measurement on two samples, SI, with 0,1

mole % Nd and ,S2, with 0,2 mole % Nd and we found that the lifetime was 123 pts and 105 g±s

for S I and S2 respectively.Here we can note three things:

a)these measurements confirm the results published in reference (1) for Nd doped lithium

niobate; the Nd3+ ion can.replace a Nb 5+ ion as well as a Li+ ion and the two sites of Nd have the

same Iifetime.The same observation was made for Nd doped lithium tantalate.

b) Comparing the results obtained on SI and S2 we can see that the lifetime is reduced when the

Nd concentration is increased as expected.

c) The comparison of S 1 and SO show that the matrix slightly influences the lifetime which is

shorter in lithium niobate. For this reason and for the tantalate's reputation for having a

considerably higher optical damage threshold, it seemed interesting to develop laser devices in Nd

doped lithium tantalte to improve the results obtained in Nd doped lithium niobate(ref. 2,3).

The easiest technique available to fabricate waveguides in lithium tantalate is proton exchange

and different waveguides were realized using this technique. For PEI (ref. 4) waveguides where
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the proton-lithium replacement ratio is between 0.5 and 0.8, we observed two lifetimes, far shorter
than those observed in the bulk. In figure (1), we present in logarithmic coordinates the
experimental points and the best numerical fits obtained with the function f(t) = A exp (-t / TI) + B
exp ( -t / T2 ) where TI and T2 are the lifetimes to measure and A and B are weighting factors. For
SI we found TI = 2.8 gs , T2 = 33 ts , A = 0,64 and B= 0,36 and For S2 we found T1 = 3.7 pts

T2 = 43 ps , A = 0.4 and B = 0.6. This has to be compared to the results obtained for analogous
waveguide realized on SO where we found TI = 1.8 pts ,T2 = 10.8 pts, A = 0.66 and B = 0.34
With these results we can suggest that the two Nd sites are no longer degenerate in highly

exchanged waveguides.

L*Ta..3waveguide laser:

For PEI proton exchanged waveguides fabricated on the sample S 1, dielectric mirrors were
deposited on the end-faces having 94% transmissivity at the pump wavelength (X = 0,816 pgm) and
a reflectivity of 99% at the laser wavelength (X = 1,094 gtm), at the entrance face, and a reflectivity

of 70% at 1,094 pgm at the output face. Pumping with a Ti:Sapphire laser tuned to 0,816 gtm, a
decaying laser action was observed. The initial output power versus absorbed pump power is given
in figure (2). In this figure we can observe a high threshold value on the order of 40 mW which
may be mainly attributed to the reduction of the lifetime by the proton concentration. The optical
damage at the pump wavelength being essentially responsible for the decaying laser action. Further
investigations using a Nd:LiTaO 3 waveguide laser on S2 are underway to separate the influence of
these two effects.

Conclusion:
We demonstrate that a high proton-lithium replacement ratio radically reduces the excited

state lifetime, two lifetimes appear, suggesting the removal of the degeneracy of Nd 3+ sites.
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Figure(1): Fluorescence curves of Nd:MgO:LiNbO3 (So) and Nd:LiTaO3 (S1,S2)

- x are experimental points,

- lines are the numerical fits with a function f(t) = A exp (-t / TI) + B exp ( -t / T2 ). As shown,

for the sample SO,T 1 and T2 are determined by the slope of two straights lines. The different
lifetimes in lis are given in the following table.
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Figure (2). Characteristics of the Nd:HxLi 1-xTaO 3 waveguide laser
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Operation of LiNbO3 devices at high optical power levels has become a practical issue
owing to the use of the devices in analog optical links [1]. Optical damage at high power and long
wavelength has not been well characterized, especially with respect to its effects in an actual
interferometric modulator. We report here the results of long-term (up to 200 h), high-power (up
to 400 mW) tests, at 1321-, 1064-, and 850-nm wavelengths, of LiNbO3 waveguide devices
made using both Ti-indiffused and proton-exchanged waveguides.

The basic optical damage mechanism is the photorefractive effect, in which illuminated
regions experience a refractive index change [2]. This can manifest itself in several ways in an
optical waveguide: (1) the optical path length (the total phase shift of the light passing through a
given length of waveguide) can be altered, (2) the waveguide loss can increase because the
photorefractive index change reduces the waveguide/substrate index difference, (3) TE-polarized
light can be converted to TM by an induced index grating [3], and (4) the mode shape can be
altered because of changes in the waveguide index profile.

In an interferometric modulator, illustrated in Figure 1, these waveguide variations affect
the modulation performance. Different changes in total phase shift in the two arms (due to any
slight imbalance in power or damage sensitivity) alter the modulator bias point, which is the
relative phase difference between the arms. The bias point change is usually the most sensitive
measure of damage, but it is a practical problem only in applications that do not actively control the
modulator bias point. The on-to-off, or extinction, ratio can be degraded by unbalanced losses in
the two arms or by unbalanced splitting at the Y-branches due to a photorefractive index change.
The total optical insertion loss can increase because of an increase in the waveguide loss. These
latter two effects will be a problem in almost any application if they are severe enough.

The design of a modulator has an important influence on how photorefractive index
changes will translate to performance degradation. For example, the interferometric modulator
should be less sensitive to photorefractive index changes in its waveguides than the directional
coupler [4], because it is a balanced device and index changes in one arm should compensate index
changes in the other. We have chosen to focus primarily on measurements on actual modulators,
instead of test structures, to give us the best information on the power-handling capabilities of
practical devices.

The majority of our samples used Ti-indiffused waveguides on commercial optical
waveguide substrates. The diffusion was done at 1050"C in wet 02. The devices using proton-
exchanged waveguides were exchanged in pure benzoic acid at 215"C, then annealed in wet 02 at
360"C. All devices were X-cut and Y-propagating. The waveguide losses were <0.1 dB/cm (at
1321 nm) to 0.5 dB/cm (at 850 nm). The modulators all had a 250-nm-thick SiC 2 buffer layer
under the electrodes. All devices were annealed in wet 02 after the oxide deposition as the final
high-temperature process step.
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We used lens coupling for most of our measurements. (We tested some fiber-coupled
devices at 1321 nm at power levels up to 300 mW and temperatures from +40 to -60"C, but did
not see any substantial difference from the room-temperature lens-coupled results.) The
waveguide output was detected either with a thermal detector (for accurate absolute power
measurements), a photodiode, or a beam profile scanning system. Optical power levels quoted
here refer to the power in the waveguide just after input coupling. Since the losses in the Y-
branch, the propagation, and the output lens are approximately known and are all small (except in
the 850-nm tests), and the Fresnel loss at the waveguide/air interface is known, the input guide
power can be calculated accurately from the measured output power. The interferometric
modulator bias point was accurately measured by applying a 1-kHz sine wave to the electrodes and
measuring the first and second harmonic outputs. Most of our measurements were made with the
dc voltage between the electrodes held at 0 V, to evaluate the bias drift in a device with no bias
control.

Devices made using Ti-indiffused waveguides showed good power-handling ability,
especially at longer wavelengths, as seen in Table 1. The maximum optical power levels used
were determined by our maximum laser power and best coupling efficiency. The only severe
damage effect was the drift in bias point; this is illustrated in Figure 2. The TE:TM ratio remained
>30 dB for the 1321-nm devices shown in Table I. The waveguides had elliptical modes with
l/e 2-intensity dimensions of approximately 7.5 pgm (along Z) x 5.0 pgm (along X) at 1321 nm;
the mode size scaled linearly with the wavelength. The size and shape of the mode did not seem to
change significantly during the damage runs, but our measurement repeatability was limited to
about ±1 p.m and changes of that order or smaller could have occurred.

Our results at 1064 nm seem to show a substantially less significant photorefractive
problem than might be expected from the measurements at that wavelength by Fujiwara et al. [5].
Our maximum power density of about 1 MW/cm2 is about 50OX larger than the power levels used
in that work, and yet we see only minor device effects. There are several possible reasons for this
apparent disagreement. First, the magnitudes of effects in an actual device are difficult to predict
from approximate knowledge of basic effects. As mentioned above, the device design plays an
important role in translating basic phenomena to observed effects. Furthermore, basic constants
aire not known accurately. For example, whether we are in the high-intensity limit, where
photoconductivity is much larger than dark conductivity, is not clear; both the dark conductivity
and the photoconductivity are known to within only an order of magnitude [6]. Second, the purity
and composition of the substrate vary from one crystal grower to another, and some of these
variations are significant for optical damage. The optical waveguide substrates used in this work
had an Fe concentration of approximately 1 ppm by weight (spark source mass spectrometry was
used to determine concentration) and even smaller concentrations of other transition metals such as
Cu and Mn that might have contributed to the photorefractive effect. We obtained some substrates
from an alternative source that contained 2 to 4 ppm of Fe, and these showed a substantially larger
photorefractive effect. Third, there are processing steps that can greatly increase the sensitivity to
optical damage. We found that a final anneal at temperatures as low as 200"C in nonoxygen
atmospheres can increase photorefractive sensitivity [7].

Proton-exchanged waveguides were not immune to optical damage. Our results are
summarized in Table 2. At 1321 nm, the proton-exchanged guides showed approximately the
same small (but nonzero) effects as Ti-indiffuse-' '-vices. At shorter wavelengths, the proton-
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exchanged devices did appear somewhat more stable than the Ti-indiffused devices. This
difference is most visible at 850 nm. The measurements at 850 nm reported here are our initial
ones at that wavelength, and the power levels are uncertain by a factor of two; further work is in
progress that will give more reliable results at the 850-nm wavelength. The proton-exchanged
devices maintained their excellent polarization properties (TE:TM ratio >41 dB) in all our results
so far.

We made a few measurements with a dc voltage applied to the electrodes to look for
photoconductive problems. We evaluated a Ti-indiffused modulator at 1064 nm with 90 mW in
the input waveguide and a dc bias voltage of approximately 9 V across the 5-aim electrode gap.
The voltage required to maintain a fixed bias point only changed by 0.5 V in 70 h, indicating that
the photoconductivity was not large enough to seriously interfere with the use of a dc bias voltage.
An ion-exchanged device, tested with 300 mW at 1321 nm, also showed only a small
photoconductive drift.

We have measured photorefractive effects in interferometric modulators on LiNbO3 at three
wavelengths of practical significance. The power-handling capability is large enough for
dependable long-term operation in analog systems, although some improvement is desirable for
systems that do not have active control of the dc bias point. Proton-exchanged waveguides do
show some advantage over Ti-indiffused waveguides at the shorter wavelengths, but more work is
needed to reliably determine the extent of this improvement.

This work was supported by the Department of the Air Force.
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TABLE 1. TI-INDIFFUSED DEVICE RESULTS
--- Damage Test---- --- -Resut-. ---

Optical Change in age in Optical Worst
Wavelength Power Tim Bias Point Transmission Extinction

(nm) (mW) (h) (deg) (dB) (dB)

1321 100 168 <1 0 >20
1321 400 145 3.5 <-0.15 22
1064 20 24 15 -0.6 19
1064 140 24 25 -0.3 18

850 10 41 430 <-1

TABLE 2. PROTON-EXCHANGED DEVICE RESULTS
---- Damage Test------ ---------------- Result----

Optical Change in Change in Optical Worst
Wavelength Power Tinme Bias Point Transmission Extinction

(nm) (mW) (h) (deg) (dB) (dB)

1321 205 200 18 -1.0 25
1064 45 90 5 <-1

850 5 24 <20 0

3 151400mW, 1064rnm
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S1400 mW, 1320 nm
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Figure 1. Diagram of interferometric Figure 2. Change in interferometer bias point
modulator used in experiments. (i.e., change in phase difference between

arms) as a function of time for Ti-indiffused
devices. Note different vertical scale for
850-nm measurement.
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Introduction

High 8tne Proton Exchanged (PE) waveguides in LiNbO3t are extremely interesting
when dealing with phenomena where power confinement is a key factor. However it was
noted that in many cases it was not possible to keep the losses under several dB/cm. In
this paper we will show how a correlation between the crystalline and the optical
properties of these waveguides allows us to explain the propagation losses either by
scattering induced by the presence of dislocations in the exchanged layer, or by stress
induced rotation of the principal axes of the exchanged layer with respect to the substrate
axes, or a combination of the two. The importance of these loss mechanisms is strongly
related to the fabrication parameters, especially the temperature of the exchange melt, and
we will show that increasing this temperature dramatically improves the crystalline quality
of the layer and the properties of the waveguide.
Disorder and dislocations in high &ne PE waveguides

The disorder which is sometimes introduced in the exchanged layer can be seen by
different techniques, among which Rutherford Back Scattering (RBS) is the most
effective. RBS results are shown in figure 1 where we see that the number of ax particles
back scattered by the Nb ions increases rapidly when the exchange temperature is
reduced2. At 300*C, the exchange layer presents the same spectra as a virgin sample,
which means that at this temperature, no disorder is introduced by the exchange. This
phenomenon is corroborated by a number of other observations, such as the monitoring
of Bragg reflections on crystalline plans in X-ray rocking curve experiments3. Figure 2
shows a set of rocking curves obtained on samples realized at different temperatures. On
samples exchanged at temperatures higher than 300'C the signature of the exchanged
layer is a well defined peak showing that the layer has the same crystalline cell as the
substrate but with slightly different parameters. On the contrary, samples processed at
temperatures under 3000C, no longer present a peak for the exchanged layer, but a faint
signal for a great range of parameter values, which is the signature of a layer presenting a
lot of dislocations and a poor crystalline quality. All these material properties are strongly
correlated to the optical characteristics of the waveguides.

We will concentrate here on the properties of planar waveguides realized in pure
benzoic acid. The waveguides exchanged at temperatures under 300'C always show
losses of at least several dB/cm, important in-plane scattering, and when they are
multimode, they exhibit a strong mode coupling. All these properties can easily be
explained by a strong scattering due to the disorder created in the layer by the exchange.
An important point to make to understand the disappointing quality of high 8n PE
waveguides, is that the boiling temperature of benzoic acid under normal pressure
conditions is 2500C. Thus most waveguides have been realized below this temperature
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which explains their poor optical quality. The sealed ampoule technique4, allows using
exchange temperatures up to 3500C. As can be seen in figure 2, despite the fact that the
index profiles are nearly the same, the strains are reduced and the elastic energy stored in
the exchanged layer remains inferior to the dislocation threshold. As we shall see in the
next paragraph, these strains are responsible for the hybrid nature of the guided modes,
which, depending on their neff values, show either high or low losses.
Stresses and hybrid modes in high 3ne PE waveguides

During the exchange, the crystalline cell tends to expand 5, but as in the interface plane
the layer parameters have to fit the substrate ones, the elongation occurs only
perpendicularly to the surface. This induce strains and stresses in the exchanged layer. In
the case of LiNbO3 these strains IS] create permitivity modifications [&] by two different
processes, the photoelastic effect [Ph] and the combination of the piezoelectric [Pz] and
the electrooptic effect [RI following the equation (1).

[&-"] = ([Ph] + [R].[e].[Pz]) [S] = [T] [S] (1)
In the case of planar waveguides, the strains are uniform which implies that there is no

shearing. The coefficients of the different tensors are taken equal to the substrate value6.
This is qualitatively justified by the fact that the exchanged layer has the same crystalline
structure as the substrate (the nonvanishing terms are the same in the substrate and in the
layer) but this is quantitatively wrong because the values of these coefficients are
modified by the exchange 7. The last point to make is that the strains are defined by
Sii = (d"ii - d'ii)/d'ii rather than by Sii = (d"ii - dii)/dii8 where d", d' and d refers to
a cell parameter respectively in the strained exchanged layer, in a powder of the same
composition as the layer where the cell is free to expands and in the substrate.

With these conditions, using the classical index contraction convention xx=l, yy=2...,
we obtain the following set of equations :

8 EI = ti1 S1 +t 12S2 + t13S3

8 E2 = t12 SI +t11S2 + t13S3

S4 = S5 = S6 = 0 (no shearing) and 8 E3 = t31S1 +t3 1S2 + t33S3 (2)

28E4= t4l (SI -S 2 )
-I

8 5 =-0

SE6 =0
We now have to distinguish two cases depending on the substrate orientation. In the

case of Z-cut plate, there is no elongation in the XOY plane. Thus, S1-=S2 which implies
that the index matrix of the exchanged layer remains that of an uniaxial layer with the
same principal axes as the substrate. The modes supported by the waveguide are then the
classical TM modes, the strains and stresses are just responsible for a small part of the
ordinary and extraordinary index variations The situation is completely different in the
case of an X-cut substrate where the only permitted elongation is along OX. Thus Sl1*S2
which implies that n In2 and n4•O. The index matrix of the layer is now that of a biaxial
medium with principal axes different from those of the substrate. The propagation
equations of the different polarizations of the field are now coupled by a source term
whose amplitude is proportional to n4. For any direction of propagation, the modes are
now hybrid modes9, which, because of the negative birefringence of LiNbO3, have to be
classified in two families depending on the value of neff compared to the substrate
ordinary index value no. If neff is greater than no, the ordinary component is evanescent
in the substrate, the mode is perfectly guided, behaves like a classical TM mode and can
be used in a practical device1 o. If neff is smaller than no, the ordinary component radiates
into the substrate, the mode is semi-leaky which, frum the device point of view, is

We have been able to verify experimentally and numerically these different properties
of high 8ne PE waveguides realized on LiNbO3. Measuring, for different propagation
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directions *, the effective indices of the modes at .--0.632,8nm of an X-cut planar PE
waveguide realized at 2000C in pure benzoic acid, we obtained the results reported in
fig. 3. Using a specially developed program11 , we have been able to fit these results
with the following waveguide parameters: no=2.285, ne= 2 .2 0 5 , bno=-0.05, Sne--O. 115
and 0=100, where 0 is the angle in the XOY plane between the principal axes in the layer
and in the substrate. This fit degrades dramatically if 0 is changed by more than ±2". This
value of 0 is confirmed by the observation that the effective index of the fundamental
mode goes through a maximum for 0=100 as the theory predicts when ý=0. The
semi-leaky modes show very high losses up to 140 dB/cm!

In the case of waveguides exchanged at 300°C, we no longer have scattering
problems, and we get a good fit with the measured effective indices for 8ne=0. 108,
8no= -0.025 and 0=0°. Looking carefully for the maximum of the effective index of the
fundamental mode versus the propagation direction, we were able to measure it for

---P1 ± 0.50 (Fig. 4). This rather small value of 0 is nevertheless important for the
propagation of the semi-leaky modes which still exhibit losses of several dB/cm.
Conclusion

In this paper we have shown that the losses in high Sne PE planar waveguides are
associated with two different mechanisms. In the case of waveguides fabricated with an
exchange melt temperature smaller than 3000C we observed dislocation induced scattering
and strain induced semi-leaky hybrid modes. Using an exchange melt temperature of
300*C allows avoiding the dislocations and the related scattering and considerably
reduces the strain influence which improves drastically the quality of the waveguide
without suppressing the semi-leaky modes. Studies are under way to test waveguides
realized at even higher temperatures.
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Measurement of RF Drive Voltage and Intermodulation Distortion
of a TW LiNb 3• Modulator

G.K. Gopalakrishnan, W.K. Burns t, and C.H. Bulmert
Maryland Advanced Development Laboratory, Greenbelt, MD 20770

tNava Research Laboratory, Code 5671, Washington D.C. 20375-5000

Traveling wave (TW) LiNbO3 optical modulators with performance extending well
into the millimeter-wave frequency spectrum have beent recently reported [1,2]. In these
devices, a near velocity match between microwave and optical signals was achieved by
using thick electrodes [3] in a coplanar waveguide (CPW) configuration. For application
of TW modulators in optoelectronic syatens, a fund enta parameter of interest is
the electrical to optical conversion loss. This o•s limits the strength of the modulated
otical signal and a primarily dependent on the RF Drive Voltage (V.(f)). It is therefore
of interest to measure V.(f) directly. Below, we discuss a technique to carry out this
measuremen and compare results with theoretical calculations.

The electrical and optical characteristics of the device considered herein were recently
reported [1]. A CPW electrode structure whose average thickness was 18 pm was electro-
plated on z-cut LiNbO 3, with an intervening SiO2 buffer layer 0.9 pm in thickness. The
center strip of the electrode was 8 Am wide and the gaps were 15 pm wide. The device
length was 2.4 cm and the DC V. was 5 V. At 40 GHz, the device rolled-off by about
7.5 dB(electrical) at an oper ting wavelength of 1.3 pm. Considering the voltage drop
across the buffer layer and the asymmetry of the electrode structure with respect to the
interferometer, the resulting optical-electrical overlap intergal 6 was 0.77 - 0.65. V.(f)
can be obtained from the optical response using:

v'(f) = v(0) (z2 ) + (*) (1)

where V.(0) is the DC V., OR is the optical response (obtained from ref. 1) in dB(electric-
al), ZD is the device impedance (approx. 35 fl) and Z. is the line impedance (50 fl). The
result plotted in fig. 2 shows a variation of V.(f) from 5 to 15 Volts over a 40 GHz
frequency span.

V1(f) can also be directly measured using the setup shown in fig. 1. This setup is
the same as that used to measure intermodulation distortion in TW modulators [4]. Two
synthesized sources operating at identical power levels at frequencies f, and f2 that are
marginally offset (f, - f2 = 40 MHz in our case) are used to drive the modulator. A
matched amplifier pair is used in conjunction with the sources to obtain power levels in
excess of 10 dBm to be applied to the modulator. This is necessary to obtain signals
of measurable strength in the third order frequency terms (2f2 - f, and 2f, - f2 ). V,(f)
can then be obtaine from the ratio of power levels in the fundamental (PI(f)) and third
order (PA(f)) terms as follows:

'4f r=iv ( 1 f 0.25 (2)v-(f) i7 P32)
( Pl(f))

where V is the input voltage applied to the modulator. The data obtained from this
measurement are shown in fig. 2. Measurements conducted up to 17.5 GHz compare
well with theory; above 17.5GHz, we were limited by non-availability of equipment. We
have also used the same technique to measure intermodulation distortion (IMD) upto
17.5 GHz.

In conclusion, we have presented a technique to directly measure V'(f) of TW mod-
ulators; measurements agree well with theory. We also measured the IMD of the device
and obtained good agreement with theory; these results will be presented at the meeting.
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Evaluation of Electrical Losses in TW LiNbO3 Modulators

G.K. Gopalakrishnan* and W.K. Burnst
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tNaval Research Laboratory, Code 5671, Washington D.C. 20375-5000

Recently, traveling wave (TW) LiNbO 3 optical modulators with performance extending well
into the millimeter-wave frequency spectrum have been fabricated by engineering a near velocity
match between microwave and optical signals [1,2]. In these devices, the dimensions of the copla-
nar waveguide (CPW) electrode in the active section are typically very narrow; for the device
reported in ref. 1, the center strip width (w) = 8 pm and gap width (g) = 15 pm. To facilitate
external microwave and optical access to the modulator, CPW tapers and bends are designed in
conjunction with the active section of the device. Previously, high frequency operation of these
devices, in the velocity matched condition, has been believed to be limited by only the conductor
loss (VI loss) of the electrode. However, other losses such as dielectric loss (proportional to f)
that stems from the loss tangent of the material and radiative loss that stems from radiation
from discontinuities such as tapers and bends may also become significant at high-frequencies.
Since tapers and bends are integral components of the device, losses that occur in these sections
affect the overall device response. We investigate such losses in a TW modulator (1] and assign
independent loss coefficients to different sections of the device.

As shown in the inset of fig. 2, a typical TW modulator consists of an input/output section
(whose dimensions match those of a microwave connector), a pair of tapers, a pair of bends and
the active section. To evaluate losses in each section of the device, we fabricated a set of test
structures whose layouts are shown in fig 1. These structures were fabricated on z-cut LiNbO3
with the following parameters: substrate thickness = 0.2 mm, SiO 2 buffer layer thickness = 0.9
pm and gold electrode thickness = 15 prm. For the input/output section corresponding to fig.
l(a), the dimensions of the CPW line were: w = 305 pm and g = 305 prm. Since this section
does not contain any discontinuities that cause radiation, the total loss was assumed to consist
of contributions from conductor and dielectric losses. The taper in our device (fig. l(b)) was a
linear taper whose dimensions at one end matched those of the input/output section while at the
other end it matched the waveguide section. To allow for radiation in this section (in addition to
conductor and dielectric losses) we tried to fit a polynomial to the total response, and observed
that coefficients of f2 and other higher order terms were negligibly small; the same was also true
for the structure with bends shown in fig. 1(d) (radius of bend = 100 pm). However, in both cases
the VI and f cerms provided an excellent fit to the data. Using the four test structures of fig. 1,
we obtained loss coefficients (VI and f) of each section by a scheme of sequential de-embedding.
These loss coefficients are given in Table 1. Although the taper and bends are unique to our
design and their loss coefficients may not strictly be distributed entities, we still define them per
unit length to facilitate comparison of losses in different sections. The loss coefficient proportional
to f is similar in each section except for the bends, where it is significantly larger, due to either
radiation or mode mismatch. Loss tangents (at 40 GHz) obtained from these measurements are
given for the input and waveguide sections. These numbers compare well with the loss tangent
of bare LiNb0 3 at 40 GHz (.00 111) [3]. In fig. 2 we show the individual Vf + f loss contributions
for each section and the result. total device loss which fits well with the measured data from
an experimental modulator.

In conclusion, we have evaluated electrical losses in TW modulators and have shown that
dielectric and bend losses proportional to f must be accounted for in the total device loss at
high frequencies. The loss coefficients obtained may be used in conjunction with microwave-
optical index mismatch information to completely specify broadband optical performance of TW
modulators.
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Velocity Matched Resonant Slow-Wave Structure
for Optical Modulator

Mark Yu and Anand Gopinath

Department of Electrical Engineering
University of Minnesota
Minneapolis, MN 55455

Tel: (612)625-3841

A slow-wave resonant electrode structure for the phase velocity matching in optical
modulators is proposed. This technique is scalable to millimeter-wave frequencies.
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I. Introduction
It is well known that efficiency and bandwidth of traveling-wave electro-op-

tic modulators are imited by the mismatch of the optical and electrical phase ve-
locities. The phase difference between two waves caused by this velocity mis-
match requires a short interaction length, which results in an increases of the RF
drive level requirement for adequately modulation. To lower the drive voltage and
power, a long device length is required. However, whithout velocity matching, the
run-out limits the device length. Most broad-band modulators reported to date [ 1-
2] still require high drive power.

Any phase ,elocity mismatch causes the optical phase front to walk-off from
the electrical phasz- front. The optical lag will vary sinusoidally with this walk-off
and modulation will cancel out altogether if the mismatch is se',ere enough or if the
interaction length is too long. Since the optical phase velocity -s constrained by the
material indices and the waveguide conditions, small changes hi optical phase ve-
locity could result in large changes in the optical propagation characteristics or in
the electrooptic interaction. As a result, only the electrical phase velocity can be
adjusted for velocity-matching. Since the electrical phase velocity in IU-V semi-
conductor structures is larger than the optical phase velocity, we, therefore, design
a slow wave electrode structure to reduce this difference.

A new state-of-the-art design of slow wave periodic structure is proposed.
For the planar structure, the proposed velocity-matched electrode configuration
employs a coplanar waveguide (CPW) design as shown in Fig. 1, which consists of
the usual center conductor segmented into a series of Z-shaped cascaded res-
onators. A similar electrode design may be used for UII-V semiconductor ridge
guides. With this design, the effective quality factor, Q, of the resonant structure
will result in the decrease of driving voltage. Thus, the power requirement can be
reduced by a factor of Q2 for a bandwidth of 10%. In additiop, the bandwidth
design can be improved by using Chebyshev design for coupled-line filters.

The emphasis in this paper is to demonstrate that the reduction of RF phase
velocity can be achieved. Thus, we will not discuss any further the propagation
losses in this structure.

11. Analysis and Simulations
The general physical configuration of the coupled-line bandpass filter, which

forms the bases of the proposed structure, is illustrated in Fig. 2a. Consider the
case of a parallel coupled directional coupler, for a VO voltage incident at port 1
and a matched load terminating port 4, the voltage at ports 2 and 3 are given by [3].
V2 and V3 may be regarded as the voltages of the waves incident onto the open-
circuit terminations at their respective port. Now, V2 and V3 are reflected from the
open circuits with a phase change of 0* and may be regarded as an incident waves
at port 2 and port3. Because of the matched termination at port 4, V4 does not pro-
duce a reflected wave at this port. Thus, the outward voltages gives
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v2
V1 =-( k 12 -k 2 sin2 6) (la)

AV1
V_0 2 (b

V4 =-•(2jk12 1-k22 sin0) (lb)

where

A=((1-k 2 )cos 2 0 - sin 2 0)+ j l- k12 sin20 (1c)
where 0=2 2 /%, and kI 2 is the coupling coefficient. For the special case of I
4/4, (lb) gives the phase delay of -90*. When 0 is small, sin0-0 and cos0'-l,
voltage at port 4 is j times a constant, or the outward phase response at port 4 is ad-
vanced by 900.

We have performed simulations of coupled-line structure with extensions, as
shown in Fig. 2b, which constitutes a component of resonant structure, based on
the CAD program Touchstone. The resonators were X at 4.4 GHz, and the phase
velocities are plotted for various overlap length 1. vo is the phase velocity of RF
signal traveling through a line with the same length as coupled-line with exten-
sions. We note that the phase velocity leads to phase of up to 900 for overlap
length 1 _57/4, which is due to the strong lumped capacitive coupling. As we in-
crease the overlap length, the distributed capacitive coupling starts taking over unil
the overlap reaches to V4, at which length, the phase delay is 900 and thus the ve-
locity ratio of v/vo is unity over this coupled length. With further increase in
overlap, the phase delay increases and thus the velocity ratio over the coupled
length becomes less than one, and when the overlap reaches to SV2 where the addi-
tional phase delay over the coupling legth lags by 900. If this distrubuted capaci-
tive coupling can be changed into inductive coupling by bridging the gap, then the
phase velocity reduction would be possible with such coupling even in the first X4
overlap region. In Fig. 3, we have used coupling coefficient k12=0.36. Simulation
results by using Touchstone simulation program are in good agreement with Eg.
lb. Because the coupling is both capacitive and inductive and existing theory is
not capable of analyzing this structure, we have,therefore, used this simulation pro-
gram for the remainder of the study.

The proposed resonant slow-wave structure, as shown in Fig. 1, is formed by
cascading a series of Z-shaped resonators with length X, and each resonator is
equally spaced by a gap g, and is connected by a narrow strip line over the overlap
section to allow for dc biasing of the structure. A mixed lumped-distributed equiv-
alent circuit model, as shown in Fig. 4, is developed by taking into account all
possible coupling effect. The inductance LL is accounted for the continuity of
traveling wave across within the resonator. The value is estimated to be
LL=0.6nH. A gap discontinuiy, g, between two adjacent resonators is introduced
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to pmvid a dominant capacitive reactance. Its equivalent circuit is a x-network of
three capacitances. The dc inductive strip line is represented by a single induc-
tance, Ldc=l.6nH. The value is optimized over a 1 GHz band with other calcu-
lated parameters to match the center freqency at 4.4 GHz using the EEsof
Touchstone program.

HI. Experimental Results
Since the propagation loss is neglected, only the phase de-embedding for

characterizing the device-under-test is considered in this paper. The test fixture,
made of RT/duroid 5880, er=2 .2 , with the CPW through line on 0.06-in thick
RT/duroid 6002 substrate, cr=2 .94 , was used for measurements. A CPW through
line consisting of a uniform 50-0 CPW line with the corresponding aspect ratio of
15/17 is terminated at both ends by a 4.5-cm mobile delay-line launcher which is
exicited by a SMA connector. The pair of delay-line launcher and the coaxial con-
nectors form a part of the test fixture and are phase de-embedded for all the cases
measured.

Fig. 5 shows both the experimental results for three different number of cas-
cades and the simulation results based on the equivalent circuit model. We can see
that the experimental and simulation results for the phase velocity ratio from 0.7 to
0.8 agree very well in the overlap length from 0.l O to 0.25). This result suggest
that for the GaAs/AIGaAs waveguide, the optical phase velocity is 2.65/3.61 times
smaller than RF phase velocity, with the proposed electrode design the RF phase
velocity can be reduced by simply adjusting the resonator spacing.

IV. Conclusion
We have given a description of the design of a resonant slow-wave electrode

design. Although the design of the structure used in the experiment is at 4.4 GHz,
it can be easily scaled to higher frequencies. With the current design, the band-
width can be increased by means of the usual coupled-line resonator Chebyshev
filter design up to 50%. The experimental measurements show that phase velocity
mismatch between RF signal and optical signal can be reduced by simply adjusting
the resonator spacing. For the case of GaAs/AlGaAs waveguide, the overlap of
about 0.2X would provide the necessary velocity match.
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Transparent boundary conditions using Green's function technique
for beam propagation methods

G. Hugh Song

Bellcore, 331 Newman Springs Road, Red Bank, New Jersey 07701-7040, (908)758-3310

Introduction: The beam propa- V(r) =- D ko' [n? - n2(r)],
gation method (BPM) has proven to be a pow-
erful simulation technique in integrated photon- where D -= i/2 nr kO. We integrate by parts

ics. The method is basically a numerical solution G(8/Dz' - DV' 2 + V)* - 0(81/z'- DV' 2 + V)G,
procedure for the paraxial wave equation or the which vanishes over A and 0 <_ z' < z - e with

Schr6dinger equation,1 as time-harmonic electro- e being an arbitrary, small, positive number. By

magnetic (optical) waves are approximately de- this technique, we use three kinds of Green's

scribed by the paraxial wave equation.2  functions with different boundary conditions to

In practical applications of BPM we often obtain the following three formulae for the so-

encounter an infinite medium which cannot be lution to the potential-less paraxial equation at

handled because of limited computer resources. position (z, z) outside our BPM computational

A few methods were previously introduced 3 ,4 , s window where the medium is homogeneous with

to find the boundary condition simulating the refractive index n,.

transparent boundary for the BPM based on it --bi

finite-difference method. After testing these b(z, z) = I. E O(Mb, Z')

methods for two-dimensional (2-D) problems, we

have observed that Hadley's modified method re- (Z - Zb)2 )

ferred to as "TBC" in Ref. 5 is superior to the x exp 4D(z - 1z) dz', (1)
method by Accornero et al.3 for certain prob- I I

lems. However, for other problems, both the ,D
modified and the "simpler (STBC)" methods of O'(z, z) = = --- X J XZ z') z _ z')

Hadley often give solutions with anomalous re- (2
flection, while the one by Accornero et al. still r (z - zb) d
gives solutions with no such reflections. We have I exP 4 D(z I--)J dz, (2)
also found that the "TBC" of Hadley is not ro-
bust enough to be used on all kinds of prob- •(z, z) = (I. + I€)/2, (3)
lems. In ihis paper, we introduce a new tech-
nique which employs Green's function method where 'q' sign is for z
which do not have such problems and which is Example 1: The plot of Fig. 1 is obtained by

more accurate than the method by Accornero et simulating a similar situation which was taken

al. In the case of 2-D problems, this technique originally in Ref. 4. Two Gaussian beams cen-

yields three closed-form formulae, one of which tered initially at z = 25 pm and 82.5 im are

generalizes the method of Accornero et al.3 launched with tilt 11.5O and 5.7', respectively, on

Theory: We consider the +z-propagating a BPM window of 0 jLm < z < 100 oum. Snap-

Green's function in an semiinfinite region 0 of m shots of the two beams at 30 1m intervals are

and z' outside of the BPM computational win- shown in Fig. 1 of Ref. 4. Note that the method

dow on 0 _< z' < z. of Eq. 2 gives 'N.1' and 'N.2' showing roughly the
same level of reflectivities for all lateral sampling

(818z - DV2 + V) G(r'lr) = 6(z- z_) 6(z - zI), sizes of Am. We have found that it is because the



ITuMl-2 / 373

boundary, causing trouble in Hadley's methods.
" ,02 . T. is To confirm this observation, we have moved the

\ . I- center of the second beam from z = 82.5 pm
to z = 57pAm, so that the two beams inter-

10-., .. . ,.1w . fere with each other strongly when they are hit-
HA ... ting the boundary. Interestingly, Hadley's meth-

10 A.18 ods give curves 'H.l1s,' H.2s,' and 'T.1s' showing
1- ... .. TA1 two orders of magnitude higher reflectivities than

their counterparts, 'H.1,' 'H.2,' and 'T.1,' while
10 N.lw... method of Eq. (2) gives curve 'N.ls' which stays

.0 100 roughly at the same level as 'N.1.' The reason
Az [nm] for increased reflectivity levels in curves 'R.1a,'

'H.2s,' and 'T.ls' can be explained as follows:
Fig. 1. Reflectivities with two Gaussian beams with re- When the two beams meet around the bound-
spect to lateral sampling mise An for different bound- ary at z -• 100 Am, they interfere each other
ary condition schemes. The portion of energy still re- creating a spatial oscillation of local energy in
mained in the BPM computational window is defined as the lateral direction. Once the spatial energy is
'refiectivity.' Letters H, N, A, and T represent 'STBC",
Eq. (2), Accornero et &I., and "TBC*, respectively. Nu- moved out of the BPM boundary, the approx-
merals '.X' and '.2' represent the step size Az = 0.1 Mm imate algorithms of Hadley do not give back
and 0.2 pm of BPM, respectively. Curves H.1, H.2, N.1, its energy inwards. This results in a consider-
N.2, H.lw, N.lw, T.1, and T.1w are obtained by launch- able increase of energy reflection in the solution
ing two beams with tilts 11.65 and 6.70, centered initially
at v = 25im and a = 82.5 pm, respectively. Curves H.1, whose magnitude is shown in Fig. 2(a), while
H.2, N.i, N.2, His, H.2s, N.is, and N.2s are obtained our scheme shows no such appreciable reflection
with simulations on 0im < a < 100srm, while curves as in Fig. 2(b). In addition to the problems in-
with postfix 'w' (H1.w, N.iw, and T.iw) are obtained volved with interference, the "TBC" method in
with on Om < z < 110 ism. Curves with the p Y Ref. 5 sometimes fails when the Re k. evaluated
are obtained with the second beam centered at x = 57 im
instead of x = 82.5 sm. Curves T.2, T.2w, and T.2- are according to Eqs. (15)-(19) in Ref. 5 becomes in-
not plotted as they are almost identical to T.i, T.iw, and accurate between longitudinal steps or becomes
T.ls, respectively, even greater than nrAo, as we decrease Ax. All

three curves showed unacceptably high reflectiv-

boundary at x = 1001pm has not been taken at ities when A: goes down below 50 nm.
enough distance from the beam centered initially From this first example, we can conclude thatenouh dstace romthebea ceterd iitilly the method based on Green's function technique
at : = 82.5 pm. In fact, this kind of cases require

a term which we have neglected in the derivation is superior to all other methods. The spurious re-

of Eqs. (1)-(3) under the assumption that no ini- flection always decreases with smaller sampling

tial field is present outside of the BPM window, sizes, while Hadley's "STBC" method seemingly

This assertion can be confirmed by curve 'N.lw,' has a certain range of lateral sampling size to

in which the postfix 'w' signifies that the curves work. When th a is highly s ed,
have been obtained with the BPM window in- "STBC" suffers to a significant degree. We have
creased to 0pAm < x < 110 pm so that the tails of also found that the method of Accornero et al.

the Gaussian beam outside of the BPM window (e.g., curve 'A.ls') gives 1-2 orders of magni-

are initially negligible. Note that curve 'H.lw,' tude higher refectivities than the methods using

on the other hand, has risen by an order of mag- Eqs. (1)-(2) as the former suffers from lateral

nitude. This is because that the tails of the two discretization errors.

beams begin to meet as they pass through the Example 2: The second example is devised
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400 .. and ours do not show such reflection in the solu-
,d tion plots. The adaptive method of Hadley, the

"U - "TBC"- does not work at al since the parameter200~~~~~ ~~~ ...... . __,. , ... ...,.. . ._..

Sand", -Re kour evaluated according to Eqs. (15)-(19) in
SRef. 5 is often found to be greater thandkeynthe

o Artificial metallic walls are included for the sake
200 20 0 6 50J of error analysis. For the plot in Fig. 4(a), it

is supposed that the BPM window size is set at
(b) 6pm while the te length is varied. By cal-

Fig. 2. Plots of waveforms at every - 75 pm using two dif- culating the result. jverlap integral, the effi-

ferent boundary condition algorithms with Az = 97.7 um ciency of energy transmittance is plotted for the
and As = 0.2 im. (a) Using Hadley's "STBC" method. two methods-the "STBC" of Hadley and the
(b) Using Eq. (2). Green's function method of Eq. (2). It is ob-

served that the two results are quite different.
To check the validity and convergence of the

as in Fig. 3 to check the amount of error due solution, we fixed the taper length at 1.9 mm,
to approximation which is taken in the "STBC" while increasing the BPM window from 6 pm
method of Hadley. It is a tapered planar waveg- to 15 pm. The resulting overlap integrals are
uide with staircase-like layers. This taper struc- plotted in Fig. 4(b). We can see clearly that
ture is designed to transfer the fundamental- the results from the Green's function method
mode input of wavelength 1.523jpm from the top do not vary more than ±0.1 %. On the con-
to the fundamental-mode output to the bottom trary, Hadley's "STBC" method does not ap-
between a semiconductor waveguide component proach this level of accuracy until the width is
and a standard single-mode fiber. For this ex- increased to - 13 pm. It is observed that any in-
ample structure, it is found that the "STBC" terference of the propagated waves in the vicinity
method of Hadley gives a solution with anoma- of bounadaries causes a significant increase in the
lous reflections, while that of Accornero et al. reflection error. To reduce this error, the simu-
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3-D Problems: Use of Green's function gives
1.0 an intuitive idea about generalizing the transpar-

0.s exact method ent boundary conditions into the 3-D FD-BPM
exc problems under the paraxial approximation.

O-~b x ') DVG(rlpb, z') it dli dz'
@,•0.4 ,

Hadley's method +
0.2

0.0 .r ( , P-PI
0.0 0.5 1.0 1.5 2.0 2.5 G(l (z - )exp " - '

length Lmm] O (z - z1) e D (z- z)

(a) where fan d1b, represents integration along the
boundary perimeter, and ii represents the direc-

0.8 tion normal to the boundary surface. However,
exact moth" computational efficiency of the method becomes

............... a question due to limited computer resources.
... Conclusion: Exact formulae which give

..Aodley's u method boundary conditions simulating an infinite
medium in FD-BPM are found via a Green's

-0.6 / function technique, and are demonstrated with
examples. We have found that the Green's func-
tion method is the most robust for the most

S........... .. general problems, especially in 2-D applications.
w6dth [/m0 However, there is some computational overhead

which can be overcome in 2-D applications. Al-
(b) though the local approximate method developed

Fig. 4. Quantified difference measured as an overlapi by Hadley (referred to as -STBCIs) is found
tegral with the fundamental mode at the output end of to be useful, it does not give a correct solution
the taper assuming that a fundamental mode input is when any interference of waves in the vicinity
launched. (a) Result with a varying taper length at a of boundaries is present. We have also found
fixed BPM window sise of 6 pm. (b) Result with a vary- that the "TBC" method of Hadley sometimes
ing BPM window size at a fixed taper length 1.9 mm. fails even when a modest level of scattering is

prese-t at the boundary.
lation window has to be increased, which offsets
the original purpose of the transparent boundary REFERENCES
condition. However, it should be noted that the I. A. Goldberg, H. M. Schey, and J. L. Schwartz,

exact method requires extra computation time Amer. J. Phya. 35, 177 (1967).
for the integration along the boundary. The 2. M. D. Feit and J. A. Fleck, Jr., Appi. Opt. 18,
fmornthe integatonerhalon the c2843 (1979).
amount of this overhead depends on the corn- 3. R. Accornero, M. A. Artiglia, G. Coppa, P. Di
Sputational accuracy requirement and the aspect Vita, G. Lapenta, M. Potensa, and P. Ravetto,
ratio of the problem size in terms of numbers of Electron. Lett. 26, 1959 (1990).
lateral and longitudinal sampling points. We ex- 4. G. R. Hadley, Opt. Lett. 16, 624 (1991).
pect that an efficient integration algorithm can 5. G. R. Hadley, IEEE J. Quantum Electron. 28,
reduce this overhead significantly. 363 (1992).
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Investigation of the inherent errors in the Lanczos propagation method

M. D. Feit, J. A. Fleck, Jr., and R. P. Ratowsky
Lawrence Livermore National Laboratory, Livermore, California 94550

A propagation scheme for solving the scalar Helmholtz wave equation , based on
matrix aponalizaon in a low-dimensional Lanczos space has been previously
proexposed, We review the scheme briefly here.

After factoring the carrier exp(-ikz) from the electric field, one can express,
without loss of generality, the scalar Helmholtz equation in the form

l2- v .di Hw (1)

where V is the field and the operator H is given by

H== _L .+k(n(y'z)-2 n " (2)

If the field is expressed as an N'-dimensional vector W, representing the solution value of
W at each of N' points on a computational grid, and His a matrix representation of the

operator H, in terms of se ,sis, say plane waves, sampled on the same grid, one can
solve Eq. (1) by matrix -. on. The solution can be expressed as

=U'expilxz k +2p/ki211Uv(O), (3)
where .', ,fi'2,'"f are the eigenvalues of H and fir= dia40', ,fi' 2 ,'" ] = UHUt..

Unfortunately, application of Eq. (3) requires diagonalization of an N'xN' matrix,
which greatly restricts the number of grid points that can be used. In the Lanczos method
ont• resorts instead to a much lower dimensional space, spanned by the Krylov vectors
yV(O), HW V(0) ,-..HN (O), where N << N'. The orthonormal Lanczos vectors qo,q l,' q.

are determined from the Krylov vectors by setting q0 = W(O) and using the three-term
recursion relation

Hq. = f5._&q-._ + a.q. + f.q.÷, , (4)
where f- 1 = 0 , and < q.IHIq. >= a., < q._IHIq. >=< q.IHIq._. >= #.-, are the matrix
elements of H in the N + 1-dimensional Lanczos subspace. The matrix representation of
H in the Lanczos subspace, which we call HN , is a symmetric tri-diagonal matrix that
can be diagonalized to give the solution to Eq. (2) in the form

yv(Az) = U'1 exp{ikAz[l - (I + 2f'N/ k)1121}UN W(O), (5)

where, in analogy to Eq. (3), W=v = diag{fi' 19"**J3',,= UNHNUN
If one expands the square root in Eq. (5) in a linear Taylor series, one obtains the
following solution to the Fresnel or Paraxial wave equation

tv(Az) = Ut exp{-iP' z}U W(O) (6)
The Lanczos propagation scheme, as summarized by Eqs. (4) and (5), has been

shown to give exceedingly accurate results for propagation in quadratic refractive index
waveguides, as determined by comparing numerical and analytic results. 1 It has been
reported in Ref.2 on the other hand, that propagation in a rib-waveguide Y-junction
device, calculated using Eqs. (4) and (5), shows erratic numerical convergence
properties'with respect to both Lanczos order N + 1 and propagation step Az. This
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behavior makes it difficult to judge the accuracy of the Lanczos propagation scheme
applied with the square root operator. Application with the paraxial operator, as in
Eq. (6), on the other hand, showed smooth convergence properties.

It is difficult to say whether the numerical difficulties involved with the square
root operator are due to numerical differentiation errors inherent in rib index profiles or to
the basic Lanczos algorithm itself. Therefore we have undertaken to study the inherent
accuracy of the Lanczos scheme without involving numerical differentiation of any kind.
To this end we consider propagation over a single step of length Az in free space of a
one-dimensional Gaussian beam. We take as the initial field

W(X,0) = exp(-x 2 /272)/ _FaX1I4 (7)
For free space propagation H = (1 / 2k)d2 / dx2 . After applying Eqs.(7) with the Lanczos
recursion relation (4), one obtains the following analytic expressions for the Lanczos
vectors and the Lanczos coefficients

q. = N.H. (x / or),a. = -- 1 (n +1/ 4), [(2n+l)(2n+2), (8)

where N. is a normalization coefficient. By using Eqs.(8) in connection with Eqs. (5) or
(6), one can generate Lanczos solutions to either the Helmholtz or Fresnel equations
without numerical differentiation. Numerical errors for these Lanczos solutions are
determined by comparing with numerical evaluations of

Vg(Az) = fdk. exp{ik[-z[l (-k 2 / k2)112]}(O), (9a)
.2

yV(Az) = fJdk. exp k . 2AZ} *(O), (9b)

respectively, where y,'(0) is the Fourier transform of Vf(0).
Results are shown in Figs. 1-4 for various propagation beam angles, where the

beam angle is measured by the rms average for the initial Gaussian, 0, = sin 1 (1/ kv).
Figure 1 shows both amplitude and phase error for the square root or Helmholtz Lanc*s
calculation as a function of transverse position, measured in units of a , for the angle
0 = 9.60, which is approximately the limit for accuracy of the paraxial equation. The
error, which is extremely small, exhibits no systematic characteristics. Figure 2 shows
amplitude error at the origin as a function of propagation step, measured in units of the
Rayleigh range, ko&. Both Helmholtz and Fresnel calculations exhibit improved
accuracy for increasing Lanczos order and decreasing propagation step. Accuracy for
Helmholtz Lanczos is very good, but error for Fresnel Lanczos is significantly smaller for
any specific order or propagation step. Figure 3 compares amplitude error at beam center
for 0 = 9.60 and 0 = 90' Clearly error for the smaller angle is far smaller than for the
large angle, but the accuracy can be regarded as still acceptable for the large angle.
Figure 4, which compares amplitude error as a function of position on the beam for beam
angles 0 = 11.50, 0 = 30', and 0 = 900, shows that the error function undergoes a
significant shape change as one goes from small to large angles. What is interesting is
that for the central portion of the beam the error for 0 = 300 is smaller than it is for
0 = 900. Thus, while the accuracy can be considered acceptable for both angles, it does
not behave monotonically.
REFERENCES
1. R. Ratowsky, J. A. Fleck, Jr., and M. D. Feit, J. Opt. Soc. Amer. A, 9, 265 (1992).
2. B. Hermansson, D. Yevick, W. Bardyszewski, and M. Glasner, J. LightwaveTechnol.,
10,772 (1992).
Work performed under auspices of the U. S. Department of Energy by the Lawrence Livermore National
Laboratory under contract No. W-7405-ENG-48.
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Fig. 1: Amplitude and Phase Errors for
n,9 One Step Propagation
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Fig. 4: Accuracy of n=9 One Step
Helmholtz Propagation
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Accurate Solution of the Paraxial Wave
Equation Using Richardson Extrapolation

V. I. Chinni, C. R. Menyuk, and P. K. A. Wai

Department of Electrical Engineering, University of Maryland

Baltimore, MD 21228-5398

"Tel. No. (410) 455-3545

It is useful to have highly accurate, yet rapid schemes for solving the paraxial

wave equation in order to be able to separate inaccuracies inherent in the numerical

methods from inaccuracies due to the paraxial wave approximation itself.

In this presentation, we describe a scheme based on Richardson extrapolation

which allows one to efficiently and simply obtain an arbitrarily accurate solution of

the paraxial wave equation. In Richardson extrapolation, numerical solutions with

lesser accuracy are extrapolated to zero step size to obtain a more accurate solution.

This method is often used to solve ordinary differential equations, 1. 2 but has not been

widely applied to the solution of partial differential equations. In the present context,

the extrapolation technique is used to eliminate discretization errors in both the

propagation and the transverse direction. Pulse propagation in a straight waveguide is

analyzed using Richardson extrapolation and the mid-step Euler finite difference beam

propagation method.3 This finite difference method is efficient but is also unstable.

We shall show that the addition of Richardson extrapolation stabilizes the numerical

sdihne as well as leads to arbitrarily high accuracy. We note that this scheme works
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at least as well with the implicit, finite difference beam propagation method, but we

do not present those results here.

In Richardson extrapolation, the sequence of estimates obtained by varying the

step size of a numerical calculation are used to extrapolate to zero step size. We may

write

A(h,N) = S(h) + ei(h)N + e2(h)- +--- (1)

where A(h, N) is the outcome of a numerical calculation over a very short interval

h, S(h) is the exact solution, and A = h/N is the step size used inside the interval.

From Eq. (1), the leading error term can be eliminated by taking a linear combination

of results calculated by using two different values of N. For example, we find

2A(h,2)- A(h,1) = S(h)+c 2(h) (-_) +--. (2)

This procedure can be repeated to arbitrarily high order by generating a sequence of

solutions with different step size A. We use h, h/2, h/4, h/8, etc. By comparing the

solutions at each stage of the extrapolation with the previous stages, we obtain an

estimate of the error.

As an example, we consider light propagation in a straight waveguide with a

symmetric step-index profile. The input to the waveguide is a Gaussian beam. We

have done simulations extrapolated below error thresholds of 10-8 and 10-12, where

error = f e2dx and e is the difference between the solutions which are obtained at two

consecutive levels of the Richardson extrapolation. The calculations are repeated with

different values of Ax, the grid size in the transverse dimension. Then the solutions



382 ITu13-3

obtained are extrapolated in z to eliminate errors due to the discretization in x. In

the actual calculations, the extrapolation in the transverse dimension are not done

at each step. In fact, for the simple cases we studied, it is sufficient to extrapolate at

the end of the calculation.

The solutions obtained at distances of 1000, 2000, 3000 and 4000 An in the

propagation direction are extrapolated for accuracy in the transverse direction. The

extrapolation is made from the solutions obtained with grid sizes of 512, 1024 and

2048 points in the transverse dimension. The order of error obtained in extrapolating

the solutions in the transverse dimension at propagation distances of 1000, 2000,

3000, and 4000 pm are compiled in the following table. Note that when the accuracy

threshold is set at 10-, the estimated accuracies are actually lower for 1000 ja

- 3000 pm than the error threshold. That happened because the actual error was

significantly below threshold in this case as determined by comparison with the case

in which the accuracy threshold was 10-12.

Distance Accuracy limit in z direction
Am lOe-8 foe-12

1000 1.7e-11 9.7e-12
2000 2.7e-10 1.6e-l1
3000 6.8e-09 1.2e-11
4000 6.3e-08 1.le-11

This work was supported by the Department of Energy. Computational work

was carried out at the San Diego Supercomputer Center and the National Energy

Research Supercomputing Center.
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An Explicit Finite Difference Wide Angle Beam Propagation Method
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1. Introduction

In recent years, significant improvements in the beam propagation method(BPM) have taken

place mostly to be able to design and analyze various photonic integrated circuits(PIC). The

efficiency of the scalar paraxial BPM has been improved through finite difference algorithms. The

vector nature of the wave propagation in PICs has been studied using the paraxial vector BPM. In

addition, several wide angle beam propagation algorithms have been developed using a higher

order expansion of a Helmholtz propagation operator[l] with the operator splitting or using a

recursive Pade formula[2][3]. All the reported algorithms are implicit schemes which require the

solution of linear matrix equation[2][31 or that in combination with the fast Fourier transform[l].
The purpose of this paper is to introduce a simple explicit finite difference wide angle BPM. This

wide angle propagation technique is compared with the paraxial BPM through numerical examples

which are a tilted propagation in a dielectric waveguide and the diffraction of a focused gaussian

beam in homopgneous media.

2. Formulation

The scalar wave equation

(Vt2 + •2--+ ko2n2(x,y,z) (x,y,z) = 0 (1)

is transformed with the substitution of a solution of the form

E(x,y,z) = exp(-j(konrz)E(x,y,z),

ko =2r• (2)

into the following equation for the slowing varying complex amplitude E(x,yz):

(g•-- j2konr•j + Vt2 + ko2(n 2(x,y,z)- nr2))E(x,yz) =0 (3)

where nr is the reference refractive index. This amplitude Helmholtz equation can be written as a

factorized form[4]

- .jkonr + jkonr(I + Vt2 + ko2(n2(x'Y'z) - n!21/ 2(k~nr)2 "n2//2

(a-nr-jr kon I+ Vt2 + ko2(n2(xy'z) - nr2)1/2lf E(xyz) = 0. (4)+kon~~1 (kon,)2 J E



ITuI4-2 / 385

It is nodced that the propagation of the forward going(positive z direction) wave is described by the

following wave equation:

wher2 + k 2 (n2(x'YZ) - nr2) The wave equation (5) reduces to the paraxial wave
where I.-k 0cnr)2 .

equation if the square of L and the higher order terms are ignored. In this paper, we consider the

first order correction to the paraxial equation where the terms only to the L2 term are retained in Eq.
(5), which is given as

aE Vt2 + kO2(n 2 - n,2) V,2 + k02(n2 - nr2)
az- j2koflr (I 4(konr)2  (6)

The higher order terms can be included into the propagating algorithm to get the higher accuracy.
If a Crank-Nicholson scheme is employed to solve Eq. (6), it can be transformed into a penta-

diagonal linear matrix equation in two-dimensional case and a more complicated matrix equation in
the three dimensional case. On the other hand, Eq. (6) can also be explicitly solved using a centeri)E E(z+Az) -E(z-Az).A
finite difference approximation to the z-derivative, i.e. KM 2Az - A s)

demonstration of this scheme, the two-dimensional case is considered, and the resulting explicit
propagating algorithm can be expressed as follows:

Ep(z+Az) = Ep(z-Az) -jaEp(z) -jb(Ep+l(z) + Ep-i(z)) - jc{Ep+2(z) + Ep.2 (z)) (7)

where
a=< 2 n2- 13 n2-

(1 1

"a O FUS + W U ý2) and c=W.A4

In the above equations, Aw = konrAz, Au = kon•Ax, and W = I for the wide angle propagation and
0 for the paraxial propagation. It should be noted that the extension of this algorithm to a three-
dimensional structure is straightforward. Being explicit, the algorithm represented by Eq. (7) is

stable and power-conserving only when the condition Az < kon4 + ( 2Ax4) is

satisfied. For the values nr = 3.3, X = I pim, Ax = 0.05 , the propagation step size Az should
be smaller than 0.006 gtm. It should be noted that, even though the propagation step size should
be very small for the stability and power conservation, the computational effort could be limited
because only the sparse matrix multiplication is necessary at each propagation step.
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3. Numerical Results and Discussions
The propagation of an eigenmode in a 30P tilted waveguide as shown in the inset of Fig. I is

considered to check the accuracy of the present wide angle propagation scheme. At the input of the
tilted waveguide, the tilted eigenmode is launched. The overlap integral of the output optical field
at the output of the tilted waveguide(z = 20 pm) is calculated for various values of reference index
nr using the wide angle BPM and also using the paraxial BPM. In the calculation, the window
size is Lx = 30 m, and the number of mesh points is Mx = 1024, and Az = 0.0008 gm. In Fig. 1,
it is observed that the results obtained from the wide angle BPM(W=I) are insensitive to the
choice of the reference index whereas those obtained from the paraxial BPM(W=0) are greatly
dependent on the reference index, and are accurate for the proper reference index.

As a further example, a diffraction of a focused gaussian beam in a homogeneous medium(air
in this example) is simulated using both the wide angle and the paraxial BPMs. The full width at
e-2 intensity of the input gaussian beam is 0.8 pam. In the calculations, Lx = 60 jAM, Mx = 1024,
and Az = 0.00025 pm. The diffracted beam profiles upon 5 pm propagation are shown in Fig. 2.
The results are compared with the exact solutions obtained using plane wave decomposition
technique. The diffraction pattern calculated using the wide angle BPM is almost the same as the
exact diffraction pattern. On the other hand, the diffraction pattern obtained using the paraxial
BPM is quite different from the exact diffraction profile. This again shows the improvement over
the paraxial BPM

4. Conclusions
In conclusion, we presented the simple explicit wide angle BPM, and it is shown that this new

scheme is suitable for the wide angle propagation. The wide angle propagation using the first
order correction is pretty good in practical cases, and it is expected that the higher accuracy can be
obtained using higher order expansion terms. In addition, this algorithm can be easily extended to
three-dimensional structures.
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Fig. 1 The overlap integral for the different values of the reference index. The tilted eigenmode
the slab waveguide is excited at the input. The overlap integral is calculated upon 20 jIm
propagation. The wavelength is 1.15 jim.
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Fig. 2 The diffracted wave pattern of the focused gaussian beam after 5 pm propagation in the
air. The propagation is simulated using the wide angle BPM, paraxial BPM, and exact plane
wave decomposition approach. The wavelength is 1.15 gm.



6 t IruIS-1

A Mtltistep Method for Wide Angle Beam Propagation
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The beam propagation method has proven to be an extremely important tool

in the simulation of guided-wave optics since its inception. Although initially

limited to the study of paraxial beams, methods have been recently reported1 -4

that include approximate treatments of wide-angle propagation. However, all the

methods presently available suffer from serious drawbacks. Those based upon

eigenfunction expansions 3 require recalculation of the eigenfunctions whenever

there is a change in waveguide structure. Another method based upon an expansion

of the field in terms of a set of so-called Lanczos vectors 2 has been found to

exhibit convergence problems5. Several authors1 ' 4' 6 have employed various Pade

approximations of the Helmholtz operator. In one case6 this approach leads to

difference equations that are only first order accurate in the propagation step

size. Otherwise, the lower order Pade approachesI are numerically attractive,

but their range of validity is still somewhat limited.

In an attempt to broaden this range, a recent method 4 utilized a sequence

of higher-order Pade approximant propagation operators. Unfortunately, this

increase in accuracy was obtained only at the expense of a corresponding increase

in matrix bandwidth. In this paper, a simple finite difference beam propagation

method is presented whereby the higher-order Pade approximant operators derived

previously4 are expressed as factors of Pade(l,1) operators, thus resulting in

a simplified multi-step algorithm. Because each component step is tridiagonal,

wide-angle propagation may now be performed using well-known, efficient solution
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algorithms . Furthermore, the fact that each component step is tridiagonal also

allows a straightforward usage of the transparent boundary condition algorithm

7previously reported for paraxial propagation

A description of the present simplified method begins with the scalar

propagation equation obtained using a Pade(n,n) approximation of the true Helm-

holtz operator 4

alH iN- T - -B H -

where N and D are polynomials of degree n in the operator P, defined as

p-ko- n ) + (2)

If Eq. (1) is discretized using standard centered differencing, we obtain

D(jfI+-/-m) = -Az-N (/'+ H (3)

where the superscript indicates position along the Z axis. Equation (3) may be

conveniently recast in the form

.+ i+ o 1. (4)
A'a

~iP!

i=O

where t = P0 = I and the other •'s are easily determined from the coefficients

of the polynomials N and D 4 .since a polynomial of degree n can always be fac-

tored in terms of its n roots, we may rewrite Eq. (4) as

/.f+1_ (l+alP) (l+a2P)'"..(1+ a"P) 1.y(n
Hn ~(1 + .aI* P) (I +a2*P) ... (I +a:P)(5

It is apparent from the form of Eq. (5) that an nth order Pade propagator

may be decomposed into an n-step algorithm for which the ith partial step takes
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the form

M+- I +a-P m+-
H n -a _ " r H . (6)

Each such partial step is unitary and tridiagonal (block tridiagonal for

propagation in 3D). These two important properties imply that the resulting

algorithm is fast and unconditionally stable. The runtime for an nth order prop-

agator is obviously n times the paraxial runtime. Thus, the resulting algorithm

is capable of providing extremely accurate wide-angle propagation with only a

modest numerical penalty.

We now demonstrate the accuracy and utility of the above approach using a

two-dimensional test case involving the propagation of an initial Gaussian beam

through a uniform medium at an angle of 45 degrees with respect to the Z axis.

The beam was propagated with a 0.01 pm step size on a field of width 50 Im using

a three-step (n-3) method, and compared with a known analytic solution for true

Helmholtz propagation. The resulting intensity profiles are shown in Figure 1,

along with the paraxial result to provide additional perspective. The results

are highly accurate, reproducing the analytic results to within 1%. More impor-

tantly, however, these results were obtained with virtually no increase in code

complexity, and only a threefold increase in runtime over the paraxial method.

In conclusion, this paper describes the simplification of the Pade approx-

imant approach to wide-angle beam propagation to a multi-step method whose com--

ponent steps are each tridiagonal in form. This simplification allows the use

of well-developed, efficient paraxial solution techniques to accomplish accurate

wide-angle propagation and thus make possible the modeling of a wider variety

of photonic devices.
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Fig. 1. Intensity profiles resulting from the propagation of an initial
Gaussian beam having a 45 deg phase tilt a distance of 10 I= through a
uniform medium. Results for the three-step method are compared to the exact
analytic results.
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There is a need for reliable and efficient analysis of three dimensional integrated optical
components. This can usually be met by employing a propagation algorithm where a given
excitation is followed in space and/or time, with the advantage that only the fields at relevant recent
steps need be kept at any stage of the analysis.

This pajer reports a time-harmonic, fully vectorial modeling technique suitable for devices
where the transverse cross-section, represented using finite elements, is arbitrarily complicated but
the longitudinal features vary sufficiently gradually that reflections can be ignored. Furthermore,
this technique can be easily extended to deal with arbitrary index nonlinearities. No distinction
needs to be made between special cases (TE or TM modes). This method deals naturally with
mode conversion in general cases.

Similar vectorial propagation problems have already been treated using finite differences [1]-
[4] or the discrete Fourier transform [5) to model the fields in the transverse section. These have
been demonstrated mainly in 2-dimensional cases due to the high computing cost in 3-dimensions.
Such methods are inefficient in the discretization of the transverse section, relying on rectangular
(even uniform) grids. In contrast, the use of finite elements in the transverse plane, which so far
has only been applied to one transverse-dimensional propagation modeling [61-[8] allows the
efficient distribution of nodal points and further permits adaptive techniques to be used [9], [10].

As the structures of interest have constant magnetic permeability but inhomogeneous
pemmitivity, it is advantageous to formulate the problem in terms of the magnetic field H cxp(jot).
Eliminating the electric field from Maxwell's curl equations gives:
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-V 2H = V1 x (V x H)+ ep.o 2H (1)

where o0, e(x,y) and p are the frequency, permittivity and permeability, respectively and
I(xy) represents In(e).

Expressing the magnetic field as H = (H, + Wi..-Jfz , using only the transverse
components of equation (1) and assuming isotropic permittivity, we obtain:

(dII + 2jfi)doH, = (V2 + -26J - 2 )Ht + (M + ji/ dzl)Ht + (dzl)Vt Hz

where M = ( dy;lo (dJ)dx]

A third equation is obtained from the divergence condition:

azHz = -V• -H, + ji H2  (2b)

It is assumed in our implementation that the slowly varying amplitude approximation is
applicable in equation (2a) so that the V2 can be reduced to V2 by neglecting the second order z-
derivative (a paraxial approximation), but this assumption can of course be lifted. It should be
emphasized that all three components of H are present in the model.

The modified coupled equations (2a) and (2b) are discretized spatially in (xy) using the
Galerkin/fiite element method with a nonuniform mesh of triangles and first order basis functions.
This results in a large but sparse unsymmetric matrix differential equation in z, which is finally
converted to an algebraic problem using finite differences in the longitudinal direction (Crank-
Nicolson).

An advantage of this formulation is that it includes the coupling between different optical
polarizations, even if the materials themselves are isotropic. The coupling operator M is zero
within homogeneous dielectric regions but has a contribution from any inhonmogeneity of e,
including a delta function term at dielectric interfaces in the transverse section. Note that when all
z derivatives are set to zero in equations (2a) the resulting pair of equations reduces to that used
for modal analysis by Williams and Cambrell [ 11].

The method has firstly been tested using problems where the solution is known or available
through other methods. Two further examples are shown here. The first is a ridge coupler
structure [12] which was excited in the left arm by an elliptic gaussian input of wavelength 1.52
gm. The cross-section was discretized using a mesh of 900 triangles and each propagation step
took 0.8 sec. on a SUN sparcstation. Fig. 1 shows 3-D plots of the Hy component at three
different distances from the input. Fig. 2 shows the contour plots of HY in two of these cases.
The results show the capture of the gaussian input and illustrate the coupling effect The observed
coupling length is 270 gtm, in reasonable agreement with our own modal analysis (for the same
mesh) and with [121 although some discrepancy is expected since a spatial filter is used here as a
simple uvaumnt of the boundary trnication.
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(a) (b) (c)
Fig. I 3-D plots of the dominant field component H, in the ridge coupler of reference [12]. (a)

z= 280 tm, (b) z = 550 pm and (c) z 820 pim.

S..

(a) (b)
Fig.2 Contour plots of HY at (a) z =2801pm and (b) z =550 pm.

As a second example, Fig. 3 illustrates a 2-dimensional simulation of the reflection of the
slab-guided vwave at a diagonal facet. The slab guide has a refractive index of 3.2 and a width of
1.2 pm on a substrate of refractive index 3.17. The air interface is cut at an angle of 7. Such a
large refractive index will pose a stringent condition on the step size for the Fourier BPM.

We have observed that careful treatment of the transverse boundary condition is necessary to
avoid stability problems. These problems sometimes occur in the results for the less significant
field components.

By taking advantage of our adaptive remeshing technique [9] for the distribution of nodes in
the cross-section and using efficient sparse matrix algorithms, the present method does not require
massive computer resources.
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Fig. 3 Re~fetion of the guided wave in a fame cut on a slab) waveguide at an angle of 7".
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There has been a strong effort recently to develop so-called vectorial beam propagation
methods (VBPM) (1-7]. The aim of this effort is to overcome the scalar limitation of the
classical beam propagation method (BPM) [8-10]. We present here a new approach to the
VBPM that can handle three-dimensional anisotropic media. This new method allows the
study of the vectorial properties of the electromagnetic fields, such as polarization effects and
coupling between the field components.

Numerical method

We start with the wave equation for the electrical field E(x,y,z):

- �V� V X E(,yz) + ki(x, yz)E(x,yz) =- (0)

where we have assumed the usual time dependence e- t. In order to treat anisotropic
medium, we take the tensorial character of c into account.

C(x,y~z)= tyx 9Y Yyz . (2)
•zx •z C• /

Similarly to the BPM, we consider a beam propagating i. the z-direction and assume that
the main dependence of the field is described by the term eiAnyfz, where nef is a reference
refractive index. For the remaining z-dependence, we expect that 18Exl 4 I421onrefazExl and
1844l 412ik0V8efezEyl. As the electrical field is predominantly transversely polarized in a
weakly guiding structure, we neglect the longitudinal field component. With these assump-
tions, Eq. (1) becomes

Y~jp _2 2
iZ( ( .( nref)k- ax( + LY)(Ex) (3)E " 2,0,. -y + Acx a.+4( _ 23

The discretized form of Eq. (3) is then solved using the Crank-Nicolson algorithm [11]

(I -mAz )Ejz+ I (l +( -- z)AzA)E±z (4)
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where A is the differential operator on the right-hand side of Eq. (3) and a is introduced to
control the stability of the method. Indeed this numerical scheme is unconditionally stable
for 0.5 < a < I and marginally stable for at= 0.5 [12].

The parameter a also leads to some numerical absorption as can be seen in Fig. I where
we report results of the propagation of an HE 11 mode in the isotropic fiber depicted in Fig. 2.
The energy remaining in the system after a propagation length of 100 pam is reported as a
function of a. The numerical absorption increases with a. Therefore the energy remaining in
the system decreases with a. In the following, we choose a value of a - 0.55 which gives a
good numerical stability with a very small numerical absorption. Finally, transparent
boundary conditions ["13] are used at the edges of the computational window.

StWA y of t meth od
To establish the influence of the mesh size Ax, Ay and of the propagation step Az on the

stability of the method, we introduce the overlap integral:

< E;,(z) I E. -0>(z)- - 0) > .(5)

When the shape and the energy of the field are conserved during the propagation, O(z)
remains equal to unity.

Values of 6(z) for the propagation of an HE 11 mode over a length of 100 gan in the afore-
mentioned isotropic fiber are given in Fig. 3. The energy of the field is conserved; only the
shape of the field changes slightly. O(z) depends mainly on the mesh size Ax, Ay whereas the
propagation step Az has a limited influence. Hence it is possible to use quite large values of Az
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0.9W without loss of stability. Even for large
mesh size Ax, Asy, the overlap integral

09 ...... , remains very close to unity.

Propgation In anisotplc medlu
£-- -xa=Ay=O0.367m When an HE11 mode is propagated in an

isotropic fiber, its polarization is conserved,as can be seen in Figs. 4a and b. On theS...... other hand, if we launch the same mode into

0.91 1 a the anisotropic fiber of Fig. 2, the pola-
0"0• 10 10- lop 101 10; rization direction changes as the propagation
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pensate each other and both field components are conserved independently. On the other
hand, the difference between exx and cyy in the anisotropic fiber generates a difference
between Ex and Ey. This leads to different values of the axy term for each field component.
The balance between these two coupling terms is upset and energy can transfer from one field
component to the other. This is visible in Fig. 4c, which depicts the energy of each field com-
ponent. As the propagation progresses, energy is transferred from the Ex-component to the
Ey-component. This is no numerical artefact, as the total energy of the system is conserved,
except for some numerical absorption due to a (Fig. 4c).

Thus, the ability of our method to handle vectorial properties of electromagnetic fields is
demonstrated.
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Introduction

There is an increasing need of including reflected waves into beam - propagation algorithms.
Example is the publication [1], in which reflected waves are approximated by a split-operator
formalism. Alternative algorithms are given in [21 and [31 for multiple discontinuities. Re-
cently new analysis methods for single discontinuities in slab waveguides were presented in
[4] and in [5].

To improve the accuracy in analyzing longitudinal discontinious waveguide structures
with high transverse index steps and to treat problems with multiple discontinuities we
extend the beam-propagation method based on the Method of Lines (MoL-BPM) to a bidi-
rectional propagation scheme. Thus we arrive at an approach, which describes wave propa-
gation in forward and backward direction in an analytical way. The semianalytical approach
also leads to a drastical reduction of storage requirements in comparison with the above
mentioned split-step methods [1].

The general algorithm

Starting point is the normalized selnivectorial wave equation for quasi TE or TM polarisation

R V e~h + Vt t'e,h + e~h = id ia.h
i 172 Cq,

with n = nt -jn" t=x.y

It should be emphasized, that material with complex refractive index is included in the
analysis. The transverse operators are discretized with finite differences, which take into
account the boundary conditions of the normal or tangential field components at dielectric
discontinuities, i.e. the transverse vectorial character of the field [6]. The field potential 0',

are discretized resulting in an two dimensional array 4Pe,h which is then converted into a

vector . The result of the discretization is an ordinary differential equation. To solve
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this equation a diagonalization of the discretized transverse wave operator Qe,h is performed:

d2 dI2 = V
d2 e, - 0Qe.h = 0 '.h -= 0 ,h 0

with
-1 ^ -- -2 *± -'--1--

Te'h Qe.h Te.h = e.h, 1e.h = The.h (1)

This ansatz is a characteristic feature of the MoL - BPM [7]. The columns of the matrices
T•eh are the eigenvectors of the transverse operator Q,.h of the discretized wave equation and-2

the diagonal matrix ieh contains the eigenvalues of the transverse operator, which have the
meaning of the propagation constants of the eigenvectors in the discretized representation.
The general solution of the diagonalized wave equation including reflected waves is [4]:

Oh = 6-Ae,h: P.. + f A.h- G e,h (2)

It should be mentioned that this solution is exact, that means it solves the discretized wave
equation analytically in z direction and therefore propagation steps of arbritrary length are
possible.

After the propagation in the transformed domain the field in the original domain is
obtained by inverse transformation. The solution describing the propagation in the original
domain including reflected waves using eqns. (1,2) is:

eh(Z) = •Te,h (e-,.h: Fh + .AhGe9h) (3)

The coefficients F,.h and G-e,h are determined from field matching at longitudinal discontinu-
- i - - -ities at and supplying an incident wave 0-,,h at the position :o, i. e. Fh(Z-) = T,hl Veh(ZI)

Propagation scheme for multiple discontinuities
al-->-C I aM+I-->c

F, F2, F :F. ,~
G GG 

G
_ + Nil

zi Z2  Z3 zM

zFig. 1: Bidirectional propagation scheme for nmultiple slab wvaveguide discontinuities
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To determine the coefficients field matching is performed in the original domain on the left
(-) and right (+) side of a discontinuity for the discretized potentials, i. e. i_ = '0+

and ,= &Z0+ w ich leads together with eqn. 3 to the transfer matrix Ak of a
discontinuity and thus to a relation between the coefficients of reflected and transmitted
waves F FT

(Gt+~ I A ( G)
The transfer matrix of a homgeneous region results form the conventional MoL-BPM algo-
rithm

(GF-+ = G F+ with Ak 1 -k+l- dk(+G Gk ) f k = +-

Thus the solution for M discontinuities runs

FM+1 A D/ l"-(PA) F m. F

GM+l) Af lk=1(Ak Ak) k G) = ( G 1 )

From GAI+1 = 0 (a%+l --+ o, a, --- -oc) follow the reflected and transmitted fields

G,ýr~t, F1 , . F31l+i = til , IF,

at the input and output of the waveguide structure. An important extension in conjunction
with the presented algorithm is the numerical reduction of the eigenwave system, i. e. the
number of used eigenvalues and eigenvectors is reduced, which leads also to a reduction of
size of the transfer matrix.

X --, -X, T -+ Tr = A f-*AT

Only numerical significant eigenvectors are used for propagation. This leads to a drastical
decrease in storage requirements and computation time.

Numerical Results

The first results were obtained from analyzing TE wave propagation in slab waveguide dis-
continuities, i. e. O/Oy = 0. By using the above derived formalism and the known incident
field represented by the coefficient F- = T'Ey(: -) [41 the total reflected and transmitted
power was calculated for a finite number of periodic discontinuities. The results for a slab
waveguide with finite number of periodic discontinuities are shown in Fig. 2. They were
computed using only 12 eigenvectors from the transverse operator discretized on 136 lines,
i. e. only 10 % of the total number of eigenvectors. The runtime was a few seconds on a
workstation. The results are in good agreement with [2]. This shows the efficiency of the
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-presented method.

d d

Pr<=A K1  KM

Fig. 2a: Waveguide with finite number of discontinuities
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Fig. 2b: Calculated Power flow in slab waveguide with finite Number of discontinuities ver-
sus normalized period 2d/Ao, kow = 2/3, wv = 1 P17. M = 10
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Long wavelength photonic integrated circuits for
telecommunications

U. Koren, AT&T Bell Laboratories, Holmdel, N.J. 07733

In recent years the number of reports, by different groups, in the field
of photonic integration is increasing dramatically. Many groups have
demonstrated new devices with new functionality for different application
areas. To name a few, one can mention WDM communications [1-7], coherent
detection [8-12], tunable lasers [13-17]. optical switching [18,19]. high power
sources [20,21], extended cavity lasers [22-25], and others. In this talk we
describe some of our own recent work concerning photonic integration in the
areas of extended cavity mode locked lasers, and WDM components.

Extended cavity lasers combine active and passive waveguides to form a
long laser cavity. These lasers provide an instructive demonstration of
photonic integrated circuits (PIC's) as these are simple devices, yet highly
sensitive to optical losses and reflections at the active-passive transitions. A
schematic description of an extended cavity laser is shown in fig. 1. where the
waveguide is composed of a short active gain section and a long passive section
forming the laser cavity between the two cleaved facets. Mode locked pulses
are obtained at the frequency c/2nl - the inverse of the round trip time in the
cavity, requiring cavity length of about 2 cm for 2.5 GHz operation. Although
in principle, lasers with active region only (without passive sections) can be
made that long, the internal losses will result in very low efficiencies. In
contrast, active-passive extended cavity lasers can have reasonable quantum
efficiencies in the range of 5-10 %/facet as shown in fig.2.

The efficiency of lasers is related to the internal loss. In an extended
cavity laser the loss is composed of the active and passive propagation losses,
and the active passive transitions loss. These losses can be measured using
several methods, and are estimated in the range of 40-80 dB/cm, 2-5 dB/cm,
and less than I dB/transition respectively.

Back reflections at the active passive transitions are an important issue.
These reflections cause a ripple in the spectrum of the laser with a period
corresponding to the active section length. If these reflections are large,
control over the spectral behavior and pulse shape is not possible. From
studies of integrated optical amplifiers, the internal reflections for well
designed active-passive+ transitions can be as low as 5 x 10 -5

For obtaining transform limited pulses the spectral width of the gain
medium must be reduced. This has been achieved by integrating a DBR
grating in the laser cavity [22]. Such lasers can be used as compact soliton
sources, and have been used in long distance soliton transmission experiments
[25]. Recently, a mode locked laser integrated with an electroabsorption (EA)
modulator was also demonstrated (24] using an 9.1 mm long extended cavity
laser with an integrated DBR grating. A digitally modulated pulse train at 4.5
Gbit/sec, using the integrated electroabsorption modulator, is shown in Fig.3.
The time-bandwidth product for the mode locked pulses obtained with this
device was recently reduced to 0.60.

Another area where photonic integration technology can make an
important contribution is in WDM communications. One basic component is a
tunable laser that can be tuned over a standard set of predetermined optical
frequencies. Because of mode partitioning noise and chirp problems it is
likely that such lasers will be externally modulated. Fig. 4. shows a tunable
laser integrated with an electroabsorption modulator [26]. Fig. 5. shows the
sensitivity of the receiver before and after transmission through 674 km of
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conventional optical fiber (using EDFA's) and tuning the laser to four
different optical frequencies. The sensitivities obtained with the PIC in this
experiment were similar to those obtained with an external LiNbO3 modulator.
The switching time for changing optical frequencies with these lasers is of
the order of a few nsec [27]

Another component under development that has been reported by
several groups is a WDM laser array [5-71. In such an array each laser is
separately modulated, using a dedicated optical frequency, and then combined
into a single fiber, thus increasing the transmission capacity by the number
of lasers in the array. Fig. 6 shows a schematic diagram f a WDM array
currently being developed by us. Each laser is followed by an integrated
electroabsorption modulator and combined using a recently reported high
performance InP based 1x16 splitter/combiner [281. In this configuration an
integrated optical amplifier is used to compensate for the lxN splitting losses.
However, when operating near the saturation output power the output
amplifier will introduce cross talk due to gain saturation effects. Another
attractive possibility would be to use a WDM multiplexer as in ref. [3] for a
combiner which will eliminate splitting losses and the need for a booster
amplifier.

In conclusion, the field of photonic integration has seen very rapid
growth in the last few years. Progress in photonic integration technology will
lead to the introduction of PIC's to several application areas in optical
telecommunications.
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With the recent advances in erbium-doped fiber amplifiers, the transmission distance
is no longer loss limited but rather fiber dispersion limited. By the use of wavelength mul-
tiplexing, the bit rate of each wavelength can be substantially lower than the aggregated
bit rate, such that not only cost-effective electronics are available but also the maximum
tranmision distance can be substantially increased. Moreover, the wavelength can be
used as an address to route information without going through opto-electronic conver-
sion. Recently, DARPA has funded a project on all optical network to study the potential
of multi-wavelength switching.' A substantial part of the total cost for a packaged DFB
laser module is the packaging cost to include a fiber pigtail, a thermoelectric cooler and an
optical isolator. The total cost of a multi-wavelength laser transmitter made of discrete
packaged DFB laser module is proportional to the number of wavelengths. For WDM
lightwave systems to be cost effective, it is desirable to fabricate the multi-wavelength
laser transmitters by photonic integration to reduce the per wavelength cost of packaging
and control circuitry by sharing them among all the wavelengths.

Previously, 20-wavelength DFB laser arrays made of bulk,2 compressive-, and tensile-
strained3 multiple quantum well active layers have been reported in the 1.5 im wave-
length region. However, for system applications, it is necessary to combine all the channels
with different wavelengths into a single mode fiber for signal transmission or distribution.
The conventional approach is to couple the individual outputs of a laser array to a fiber
array, and then combine the signals using a fiber star coupler or a grating multiplexer. A
4-wavelength DFB laser array module has been demonstrated with 4.5 to 4.8 dB coupling
loss per channel using bulk lenses.4 In this method, active alignment is required and the
number of lasers that can be efficiently coupled to a fiber array is limited because the lens
aperture is finite and the fiber spacing has to be at least 125 pm. Passive fiber coupling
using a silicon waferboard is more desirable for an array with more than ten lasers. So
far, the coupling loss per channel demonstrated with a 4-channel laser array is relatively
high (8.5-14.6 dB).' Another approach is to combine all the laser outputs with differ-
ent wavelengths on chip, and then couple the combined signal into a single mode fiber.
Integrated power combiners have been demonstrated previously with distributed Bragg
reflector laser arrays of 2 to 4 wavelength channels." The insertion loss of the integrated
combiner can be compensated by an efficient fiber coupling (0.45 dB)' and/or optical
ampli.ation. Moreover, an efficient 19x19 optical star coupler has been demonstrated
on silicon', which distributes uniformly the light from each input to all outputs. Also,
a 15x1i arrayed waveguide multiplexer consisting of two star couplers has recently been
demonstrated on InP substrate.'0 We present here a brief review of our recent work on
the integration of a multi-wavelength DFB laser array with a star coupler and optical
amplifiers on one chip.zz
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Fig. 1 shows the top view of a finished chip. The 21-wavelength DFB laser array is
connected to the center input waveguides of a 25x25 star coupler. Two remaining input
waveguides on each side are dummy waveguides utilized to eliminate the edge effect. The
DFB laser array is divided into two groups, ten lasers on the right and eleven lasers on the
left. The top electrode of each laser is connected to a pad for wire bonding. The electrode
spacing is twice the optical waveguide spacing to minimize the electrical crosstalk. Two
of the output waveguides are fed to two optical amplifiers, 400 pm long each, and the
remaining output waveguides are passive. The star coupler is formed by radially spacing
the input (output) waveguides with an angular increment of 0.6° on a 750 Am radius
circle centered at the middle of the output (input) waveguides. Each DFB laser is 450
Am long and connected to the input waveguide through a bend of I mm radius. Since
the light from each DFB laser uniformly radiates across all the output waveguides of the
star coupler, only one fiber pigtail is required to collect all the wavelengths into a single
mode fiber. The total chip area is I mm by 4 mm.

The samples were grown by low-pressure organometallic chemical vapor deposition
at 6250°C. To achieve low threshold, low chirp and high speed lasers over a wide wave-
length range, the active layer of the DFB lasers and optical amplifiers is chosen to be six
compressive-strained Ino.-Gao. 3As wells separated by GaInAsP barrier layers (1.25 pm
bandgap wavelength, 10 nm thick each). Under the active layer is the passive waveguide
layer (1.25-pm quaternary, 200 nm thick) separated from the active layer by a n-doped
InP etch stop layer, 50 nm thick, as shown in Fig. 2(a). Above the active layer is the
grating layer (1.3-pm quaternary layer, 60 nm thick). A/4-shifted first-order gratings
with twenty-one different periods were generated by electron-beam lithography using a
high speed resist and etched into the grating layer by reactive ion etching using a noncor-
rosive gas mixture of CH4/H2 .12 The grating periods vary from 2325 to 2450 A in 6.25
A increments such that each laser has a unique wavelength. The center to center spacing
for two neighboring gratings is 36 pm. Outside the regions of DFB lasers and optical
amplifiers, the active layer is selectively etched away and replaced with a regrown 1.3-pm
quaternary layer as shown in Fig. 2(b). A single masking step is used to simultaneously
define both active and passive waveguides together with the star coupler. The SiO2
mask is kept only on top of the lasers and the optical waveguides during the regrowth
for the lateral confinement. A semi-insulating planar buried heterostructure was grown
for lateral optical and current confinement. Semi-insulating InP is also grown on top of
the passive waveguides and the star coupler (see Fig. 2(b)), so that the optical loss is
minimized. To achieve good electrical isolation, islands are formed for the lasers and
the optical amplifiers by selectively etching down to the semi-insulating InP around each
laser or optical amplifier. The leakage current between neighboring lasers is measured to
be less than 30 pA at ±3 volts bias. Antirefiection facet coatings were applied to both
facets of the chip.

Fig. 3 shows the CW lasing wavelength and the threshold current of the 21 lasers as
a function of grating period. The wavelength channel spacing is 3.7 nm with a standard
deviation of 0.34 nm except for one wavelength. The side-mode suppression ratio is
typically better than 35 dB. The threshold current increases monotonically with decreased
wavelength mainly because of the large negative wavelength detuning between the Bragg
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n and the gain peak wavelength (A.=1.6 prm). By adjusting the bandgap of
the quantum well, we expect to obtain low threshold over a wide wavelength range from
15W0 to 150 unm.

A finished chip has been packaged with a single mode fiber pigtail as an optical
output, 500 microutrip lines for DC and RF inputs and a thermoelectric cooler under
the laser submount to maintain a constant temperature. A lensed single mode fiber is
aligned to the middle output waveguide of the star coupler. With this packaged module,
simultaneous fifteen wavelengths coupling into a single mode fiber has been achieved for
the first time with a laser array. The lass are biased at 20 mA above threshold using
a current divider driven from a common voltage supply. The output optical spectrum is
shown in Fig. 4(a). From the wavelength shifts, the temperature rises under simultaneous
operation are estimated to be about 6-11 OC, depending upon where each laser is located
within the chip. At constant driving current, the power variations among channels are
due to the path length difference of the input waveguides of the star coupler in the longer
waelength region and the high laser threshold in the shorter wavelength region. The
optical power can be boosted up by an erbium-doped fiber amplifier as shown in Fig.
4(b). The on-chip amplifier did not provide enough gain because of the shift of the gain
peak during processing which will be corrected in the future. The inherent splitting loss
of the star coupler can be avoided by forming a wavelength multiplexer with two star
couplers as demonstrated in ref. [101.

In summary, we have demonstrated that photonic integration is useful for simpli-
fying the coupling between laser arrays and single mode fibers. The optimal number
of wavelengths to be integrated depends on the yield of the integrated chip, which will
improve as the technology matures. Using photonic integration technology, we expect an
integrated multi-wavelength laser transmitter for WDM lightwave systems to have a cost
comparable to that of a single wavelength laser transmitter.
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Fig. 1 Top view of a finished chip consisting of a multi-wavelength DFB laser array
integrated with a star coupler and two optical amplifiers.
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Semiconductor laser arrays are being realized for wavelength-division-multiplexed (WDM)
lightwave communication systems. Such arrays can increase the amount of transmitted
infrmnation through a fiber link, or can be used for optical switching applications. By combining
the signals on chip, the alignment of fibers to individual lasers is eliminated.

Recently, laser arrays with integrated combiners have been demonstrated [1-3]. Here we
report a 16xl laser array combining 16 distributed Bragg reflector (DBR) lasers with different
optical frequencies into a single output. By using a recently reported high performance Ux16
splitter [4,5A and an integrated output amplifier we achieve high optical power coupled into a single
fiber. The use of repeated holographic exposures for the Bragg gratings results in wavelength
distribution from 1.544 pm to 1.554 Wm with a channel spacing of approximately 6.7 A which is
suitable for dense WDM applications.

A schematic diagram of the device is shown in Fig. 1. The array is grown on an lnP
substrate using four metal organic vapor phase epitaxial (MOVPE) growth steps. The active layer,
providing the gain, is a strain-comuensated stack of six compressively strained 35 A thick InGaAs
quantum wells, separated by 100 A thick tensile strained 1.25 pm quaternary barriers [6]. These
layers are selectively etched away, exposing the underlying waveguide layer to define the passive
section as well as to allow the growth of a 1.46 pin quaternary layer to act as an electro-absorption
modulator [7]. The passive 1.3 jAnm quaternary waveguides employ the buried rib configuration
[8]. As mentioned, the gratings for the sixteen DBR lasers were defined by repeated holographic
exposures using a window mask and transverse stage to align to the individual lasers. Wet
chemical etching was then used to form the gratings. The signals from the lasers, spaced 250 pim
apart, are combined using a novel combiner incorporating a free space radiation region. A more
detailed description of the combiner can be found in references 4 and 5. The output waveguide
consists of an amplifier to compensate for signal loss as well as a window region (see Fig. 1) with
no waveguide to reduce the amount of reflection. The amplifier as well as the lasers and
modulators are made with the semi-insulating blocked planar buried heterostructure (SIPBH)
configuration and the active-passive transitions are obtained using photonic integration techniques
as described previously [9]. The total width of the device is 4 mnm and the total length is 6 mmn.

The integration of external modulators allow the lasers to operate CW, thereby reducing
mode partition noise and chirp. The response of an integrated electroabsorption modulator is
shown in Fig. 2, using the output amplifier of the device as a photodetector. The modulation
voltage to obtain an extinction ratio of 10 dB is approximately 2.5 volts. These modulators can
operate at 2.5 GHz, which is sufficient for currently used transmission systems.

The distribution of CW lasing wavelengths for the 16 laser array is shown in Fig. 3. The
wavelengths range from 1.544 pum to 1.554 pm with an average spacing of 6.7 A. Laser number
8 did not lase. Although the device was fabricated so that the Bragg wavelength could be
electrically tuned, the results in Fig. 3 are obtained without active tuning. However, we are
currently tuning the lasers using current injection in the Bragg sections in addition to resistive
heating with a platinum resistor adjacent to the laser/grating pair (not shown in Fig. 1). In This
way, we can adjust the laser frequencies to a set of predetermined values with high precision.

The performance of the combiner is shown in Fig. 4. By operating the output amplifier as
a photodetector, we can determine the power !.'nched into the output amplifier from each
individual laser. In order to compensate for varying thresholds, the current to individual lasers
was adjusted so that all would have the same output power. An average coupled power into the
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: •u Of -15 dBm was obtained with a range of ±2.5 dBm. The shape of the response shown
inXlis reproducible, and is simila to the splitter response in (5).

Figure 5 shows the power coupled into a recently developed microwachined lensed fiber
[10] with a 56% coupling efficiency. In this case, all the lasers were kept at a constant injection
current of 55 mA, and the output amplifier was kept at 70 mA. The highest coupled power was
-4.4 dBm, with the average over the device being approximately -8 dBm per channel. The
variation in the coupled power is due mainly to the variation in threshold current of the lasers, and
not a result of the multiplexing, as demostrated in Fig. 4.

In conclusion, we have d a 16xl laser ary with integrated external modulators
using a previously repod passive splirmbie. The single output waveguide with integrated
optical amplifier coupled an avenue of -8 dBm per channel into a single mode fiber. The
performance of the combining region was demonstrated with a very uniform coupling into the
output optical amplifier. Using holographic technigues and wet chemical etching, the operating
wavelengths of 1.544 pm to 1.554 pm with a 6.7 A channel spacing was obtained. We will
pruent results of improved wavelength control with nming by means of current injection and
resistive heating.
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"Recently, there has been much interest in the development of photonic techniques for steering
microwave phased army radar over multiple microwave bands. In these optically controlled phased
ary antennas, guided lightwave is used as a carrier for distributing and delaying the microwave
signals that drive and "pause-up" the antenna radiation elements. A first demonstaion of the above
concept was repotdi by Ng et all using fiber-delay-lines. As described in Ref. 1, these optically
controlled array antennas displayed instantaneous bandwidths of almost one frequency
decade-from 2 to 90Hz - which was previously unattainable. In this paper, we will report on
the demontion of a GaAs monolithic time-delay network (Fig. 1) for steering phased arrays
from L (1-2.6 0Hz) to X (8-12 GHz) band. Specifically, the monolithic time-delay network
inegrte the delay lines (curved GaAlAs•aAs rib-waveguides) and MSM detectors that serve as
optoelectronic switches on a GaAs substrate. Aside from compactness, the GaAs time-shift
network offers nmoe precision for the RF phase than fiber-delay-lines1 because the lengths of the
waveguides on the GaAs wafer, as defined by photolithography, can be fabricated to micrometers
of accuracy. Finally, the integration of detectors to the optical waveguides eliminates a delicate
fiber-device interface between the delay-lines and optoelectronic switches that control the delay
times.

Fig. 1. M~onothic time-
J • delay network integrating

rib-waveguides sad
Su~ou o • iwaveguide.€oupled MSM

detectors on GaAs

subsrate
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As shown in Fig. 1, the optical input to the network is an RF-modulated beam from a X= 1.3 pim
GalnAsP/lnP laser. The RF output from each of these networks addresses a specific antenna
radiating element after amplification. As a 2-bit tm-hfrthe depicted network consists of four
delay lines whose lengths are designed to be Lo, Lo+AL, LO+2AL, L3+3A&L. After going through a
1x4 splitter, the RF signal is delayed by the propagation time (to, to+At, to+2At, tO+3At) of its
optical carrier in the four rib waveguides. The detector armay coupled to the waveguides serves as
an optoelecuronic switch that "Selects" a designated delay time for the radiating element it
addresses. For example, by turning on the bias of the detector integrated to the waveguide with
length L0+2AL, we "switch" out the RF signal delayed by to+2At. Because the photo-currents of
MSM detectors are always clamped to a null at zer bias, we routinely achieve 2 on/off ratios of
better than 40 dB for the RF output from the detector amry.

The monolithic time-delay network were fabricated firom epitaxial layers grown by MOVPE. The
rib waveguides, fabricated by RIE, consist of a GaAs waveguiding layer and a A10. ,Gao.9As lower
cladding layer that are 1.5 pm and 3.0 pm respectively. We chaceid the propagation losses of
straight segments of these waveguides with the Fabry-Perot resonance technique, and measured
losses as low as 0.3 dB/cm. Figure 2 shows the combined optical losses of rib waveguides (rib
height = 1.1 pmn) with S-bend geometries designed to have different radii (R) and rib widths (W).
The overall waveguide loss of these S-bends included contributions from the propagation loss,
bend loss, and transition loss between the curved and straight segments in the S-bend. As shown,
the combined optical loss was only -1 dB/cm for S-bends with R and W greater than 2 mm, and
2 p~m, respectively. The waveguide losses shown in Fig. 2 are comparable to some of the best
reported3 for S-bend geometries. Figure 3 shows a mask layout for two delay networks with
different L0 and AL. To mniimmize the optical, and therefore RF insertion loss, the radii of curvature
of the curved waveguides in the network were all designed to be 3 mm or larger. Their rib width is
-6 p~m. The waveguide-integrated MSM detectors at the end of the delay lines are spaced 700 pm
apart to facilitate coupling to an off-chip hybrid circuit designed for bias control and RF-matching.

3.0 o 4u pm4R

1.0 0

0 05 10 1.5 2.0 25 30 .5 Fig. 2. Measured loss of S-bemd
SENDRADUS O CUVATUE (wn)waveguldes plotted versus bend radius
SENDRADUS O CUVATUE ~of curvature (R) and rib-width.

Figur 4 shows the SEM photograph of an lnOJ5Ga0.6sAs/GaAs MSM detector array integrated at
the end of four waveguide-delay-lines. The active area of the detecto is -1O0xlO pm. Their Ti-Pt-
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Au fingers, spaced 1.5 pim apart, are 2 pm wide. Figure 5 shows the detectors' RF response,
measured with casca&-probes, when they were excted by a pigtailed i laser coupled
to the delay-lines. The 1.3 pim GaInAsP/lnP laser was biased to a resonance frequency of
-9 GHz. In this particular wafer, the lengths of the waveguides integrated with the detectors were
-1.3 cm. Using a microwave network analyzer, we characterized the differential RF insertion
phase (A) between different delay lines on the same chip. We obtained a A# of -10 degree/mm
of length difference (AL1O,) between the delay lines at an RF frequency (f) of 3 GHz. The is in
rough agreement with the theoretical value of 12.6 degreemm given by ta/IA<om(2xfn)/c, where
n is the effective index of the waveguides. Further details will be presented in the tak

ACKNOWLEDGMENT:

This work is partially supported by the Rome Labora , Griffiss AFB, NY 1344-5700.

REFERENCES:

1. W. Ng, A. Walston, G. Tangonan, JJ. Lee, I. Newberg, and N. Bernstein, J. Lightwave
Technol. vol. LT-9, pp. 1124-1131, 1991.

2. W. Ng, A. Narayanan, R. Hayes, and D. Yap, Paper TuA2-1, Integrated Photonics
Research Conference, April 13-16, 1992, New Orleans, Louisiana.

3. R. Dert and E. Kapon, IEEE J. Quantum Electron., vol. QE-27, pp. 626-640,1991.

O7-32-112

WAVEGUIDE-l) 2 d
UNE !

" - • . • - - -. • D E TE C T O R

Fig. 3. Mask leyout (z 4) for two 2-bit delay networks.



IWA4-4 / 421

o7-W 106
In(aAs WAVEGUIDE-
COUPLED USM

FIB WAVEGUIDE
(DELAY LINE)

Fig 4. SEM photograph of
MSM detector array
Integrated to delay limes.

A385

010

Fig. 5. Frequency
response of on-chip
detectors excited by
-13Prm diode laser.

51 14
PRO dY(0Hz) .-- e



422 / IWAS-1

Electroabsorption Effect in GeSil,/Si Multiple Quantum Wells at Room Temperature

Suhail Murtaza, Andalib A. Chowdhury, M. Mahbub Rashed, Christine M. Maziar, Joe C. Campbell
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A red shift of the fundamental absorption edge due to an electric field applied perpendicular to
the multiple quantum wells (MQWs) may result from quantum effects such as the Quantum
Confined Stark Effect (QCSE) [1] and has already been demonstrated in several compound
semiconductors, e.g. the GaAs/A1GaAs system [2] and the InP/InGaAs system [3]. However, no
such room-temperature effects have been reported for the GexSil.x system although the presence of
the QCSE has been indicated and photocurrent measurement results at 77 K have been shown [4].
In this communication we present room temperature photocurrent measurements in GexSil.x/Si
MQWs grown by Remote Plasma-enhanced Chemical Vapor Deposition (RPCVD) [5],[6]. These
measurements indicate that optoelectronic devices such as optical modulators [7] and Self
Electrooptic Devices (SEEDs) [8] operating at the technologically important wavelengths of 1.3 pun
and 1.55 pun can be realized.

A schematic cross-section of the device is shown in Fig. 1. A 0.5 gim-thick, p-doped
(5x 1017 cm"3) GeO.2Si0.8 buffer layer was grown by RPCVD on top of a p-type (5x 1017 cm-3),
(100) Si substrate. The buffer layer allows the MQWs and barriers that follow to be symmetrically
strained [91,[10]. This relaxes the critical thickness limitations, thus allowing a larger number of
quantum wells to be grown [11]. Twenty-five 80 A-thick GeO.4SiO.6 QWs were grown on top of
the buffer layer with twenty-five 80 A-thick Si barriers. The MQWs were not doped intentionally.
The MQW region was followed by a 0.1 tim, n-doped (5x10 1 7cm-3) Geo.2Sio.8 layer and a n+-
doped (5x 1018 cm- 3) Si contact layer. The structure is, in essence, that of a p-i-n photodiode with
MQWs in the intrinsic region (to allow the maximum electric field to appear across the quantum
wells). The devices were isolated from each other by etching 1.0 gim-deep mesas using a CF4
plasma. This was followed by a 0.3 lim wet etch to remove the plasma damage. The resulting
mesa depth was 1.3 ttm and the diameter was approximately 470 pm. The top Al contact was 75
pum in diameter. Thus, most of the mesa area was available for top illumination.

Figure 2 shows the dark current and the photoresponse of one of the diodes. At a reverse
bias of 8 V, the dark current was 314 nA. Capacitance-voltage measurements show the QWs to be
fully depleted at zero bias. This is important as we want to ensure that the electric field across the
intrinsic region varies linearly with the applied reverse voltage.

We used photocurrent measurements to demonstrate the shift in band edge with applied bias.
Photocurrent spectra were taken as a function of wavelength for different biases. To eliminate the
effects of increased carrier transport due to bias, these spectra were normalized with respect to a
wavelength (1160 nm) where any changes in the absorption coefficient with bias were negligible.
In the absence of any band gap change with bias, all the normalized spectra would be expected to
lie neatly on top of one another in the whole wavelength range of interest. However, with the red
shift in the absorption edge, the normalized photocurrent was found to increase with increasing
bias, more so at near-band-gap energies.

We used a tungsten-halogen light source to illuminate a spectrometer grating. The light output
from the spectrometer was passed through a series of six long-pass filters to suppress the higher-
order shorter wavelengths. Each filter was made of 3 mm-thick black glass, had a cut-off
wavelength of approximately 1000 nm, and provided an attenuation of more than 10-5 at
wavelengths shorter than 800 nm. The filters were needed because of the much higher absorption
coefficient of the thick silicon substrate at these short wavelengths as compared to the GexSil-x
response at the longer wavelengths. After mechanically chopping the light beam, it was focused on
to the photodetector by a microscope objective. The photocurrent was measured with a lock-in
amplifier which was phase locked to a reference signal from the chopper. Figure 3 shows the
normalized photocurrent measurements for different applied electric fields.
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The bend alignment in the Quantum Wells is staggered type IL Under an applied electric field
e, the change in tansition energy may be written as AEI + AHH- ± eeL where AE1 and AHHI are
the shifts in the ground state electron and heavy hole energy levels, respectively, and L is the width
of the quantum wells. The last term is responsible for the large linear energy shifts seen in type II
structures. It can be shown that for thicknesses much less than the absorption length (I/a), the
absorption coefficient a is proportional to the product of the photocurrent (I) and the photon
energy (hv). Figure 4 shows a plot of Thv versus hv. It is observed that near 800 meV (the
transition energy of the MQW) at varies as (hv-Ego) 112 for different applied electric fields. From
this fit, the absorption edge (Ego) may be estimated at different electric fields. A linear edge shift
towards lower energies with increased electric field may be observed in Figure 5. Figure 5
illustrates the good agreement found between the experimentally obtained shift and that calculated
within the framework of the envelope function approximation [12], neglecting intervalley
interaction. The bandoffsets were estimated from the combination of self-consistent ab iniio
pseudopotential results [13] and the phenomenological deformation potential theory [14]. To
understand the spectra at higher energies, we have subtracted the (hv-Ego) 1/2 dependency from
the measured data and obtained the shape of the absorption curve of the Si0.gGe0.2 buffer layer
(Figure 6). This is found to be similar to the shape reported by Braunstein, et al. [15]. It is
interesting to note the square root dependence of absorption coefficient on photon energy (which is
characteristic of bulk direct band gap materials) is different from that of ref. 4, where Park et al.
observed a square dependence.

In conclusion, we have presented the first room temperature measurements of electro-
absorption effects in Gex Sijlx/Si multiple quantum wells. The MQWs and the buffer layers were
grown by RPCVD. These measurements can be used to design optoelectronic devices that operate
at 1.3 and 1.55 ILm. These devices will have the advantages of low costs of manufacturing and the
robustness of mature silicon technology.

We are thankful to B. G. Streetman and D. L. Kwong for their encouragement and valuable
suggestions. The Si wafers used as substrates for crystal growth were supplied by MEMC and the
work was supported by grants from National Science Foundation (ECS-Ni0 1187) and The Office
of Naval Research (ONR-N00014-92-J-1085).
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Millimeter Wave Optical Transmission Using a Tunable
Laser Beatnote Source with Feedforward Compensation
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High frequency optical modulation is required in many applications in satellite
conununication, mm-wave distribution and phased army radar. Traditionally this is achieved by
direct modulation of a semiconductor laser diode, or through the use of an external modulator.
Direct modulation has been demonstrated up to 30 GHz [1] and traveling wave Lkb 3 external
modulators to beyond 40 GHz [2]. We present a modulation technique which potentially can be
used at frequencies >100 GHz. We have experimeýlly demonstrated simulated radar pulse
transmission at 40 GHz. The technique is based on the use of a low frequency external modulator
to ompensate for the phase noise on the beatnote of two laser diodes as shown in Fig. 1.

F'igure 1 Schematic drawing of the optical modulator. The input is mixed with the detected
laser beatnote, and the down converted signal drives the optical modulator to create an
optical modulation proportional to the input.

The outputs of the two single frequency laser diodes are combined in a directional coupler,
producing an intensity beatnote whose spectral width is approximately twice that of the laser
lhnewidth (>1MHz). One of the coupler outputs is detected and mixed with the input signal to the
mouaor. The up-convered beat note is filtered out and the down converted mixer product is
amplified and applied to the optical modulator that modulates the other output from the fiber
optic directional coupler. Assuming that the modulator is operated in the linear region, we can
exires the output as

I. = 1.+kcoDbi+e(t)]-mo((0, - 0)t +OQ+ r)]-

curk +&f)t ~ + e) } (kL3 pm((0 -ý -T~ )+~)] oo+()- ( +r)D) 1
2-
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where 0 is the total intensity of the two lasers, k is the modulation index of lar beat note, m is
the modulation depth achieved by the down converted mixer product driving the modulator, 0(t)
is the time dependent phase of the laser beat note, - is the difference in time delay of the two
paths from the coupler to the modulator, ob is the laser beat note firquency, % is the frequency
ofthe input signal. The last tam represents the electrical input modulating the optical carrier, and
we note that the phase noise of this component goes to zero if the delay difrence, t, is set to
zero. To quantify the influence of the delay differme, we find the power spectrum of the last
term in the above equation. Assuming that the input is a pure sine wave and that the laser beat
note has a Gaussian distriuton with a coherence time tb (i.e. the beat note is a Lorentzian with a
Il/tb linewidth), the power spectrum is

Sw=2 8()+2b IJ? j I - oI +coWSW)Ae41 (2)S()=2,' ,8( )+ 1 J2t+l ktb

where m is the frequency offset from %. This simplifies to a delta fnction for =-O, as we would
expect from Eq. 1.

The frequency of operation and the tunability of this modulation technique is determined
by the tunability of the lasers, while the usable bandwidth of this modulation technique will be
limited by the bandwidth of the optical modulator, and the required signal-to-noise ratio, which
sets a lower limit on the frequency difference of the sgnal and the beatnote (see Eq. 4 below).

It is clear from the above that in addition to shot noise, thermal noise and laser relative
intensity noise, which are the traditional noise sources influencing fiber optic links, there are two
extra noise sources which must be considered when analyzig the above described modulation
technique. It is realistic to assume that the delay difference can be reduced to less than I ps,
which corresponds to roughly 200 pin of propagation in a silica waveguide. We then have «<<tb
and «<1/1, and the spectrum can be simplified to

N

S(M)= 2= 8',()+ I__ (3)

Note that under the above assumptions, the noise is not a function of the frequency offset, and the
signal-to-noise ratio (S/N) is given simply by 2icb/1 2. It follows that in a well-designed system
with ps control of the time delay, and lasers with a coherence time larger than 10 ns, the noise
side bands on the signal are negligible. The term kcos[obt+O(t)] in Eq. 1 will also contnibute
noise in the signal band (the other terms are further removed from the signal and therefore less
important). The S/N due to this term is given roughly by

202
SIN=m 8B (4)8B

where ed is the difference frequency %rmb. With m=0.7, f=20 GHz and tb160 ns
(corresponding to a beat note linewidth of 2 MHz), this evaluates to 142 dB (1 Hz), showing that
high SIN is possible.

The experiment shown schematically in Fig. I was carried out using two 1.3 pum DFB
lasers. Thermo-electric coolers were used to stabilize and control the temperature of the lasers.
The laser beat note was tunable over a wide range (>100 GHz), can be accurately modeled as a
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Lorentzian with a 25 MHz fufl-width-at-half-maximum (corresponding to a coherence time of 13
ns) close to the line center, but has roughly 5 dB of extra noise more than 2 GHz away from the
peak. We used an optical modulator with a 3 dB bandwidth of 4 GHz.

Fig. 2 shows a typical intensity spectrum for the modulated light. The input frequency and
the beat note components from Eq. 1 can be identified. The delay is adjusted to maximize the win
component. The S/N of the replica of the input signal is 103.3 dB (1 Hz), in good agreement with
Eq. 4 that gives S/N=108 dB (1 Hz) with m= 0.5, tb=-13 ns and fd= 2 GHz. The linewidth of the
output signal is narrower than the resolution bandwidth of our spectrum analyzer and is assumed
to be limited by the microwave input.

0 * * * *
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Figure 2 Typical power spectrum showing the modulator output with a pure sine wave at 8
GE-z as input. The ob, the (Din- 2cob and the win terms of Eq. I are shown. The carrier-
to-noise ratio of the replica of the input is 103.3 dB (1 Hz). The component around
4.4 GHz is the second harmonic of the down converted signal created by the
nonlinearity of the optical modulator.

To demonstrate the high frequency capability of this modulation technique, we performed
transmission experiments of a simulated radar pulse (1.3 ps pulse width) at 40 GHz. Fig. 3 shows
a the received spectrum as compared to the spectrum of the input simulated radar signal. The
input signal is created by switching a 20 GHz carrier at 250 KHz with a duty cycle of roughly 35
'%, followed by a frequency doubling. The result is a 250 KHz comb finction with a sinc
fumction squared envelope centered at 40 GHz and with the first nulls close to the third harmonic.
The excellent correspondence between the input and output spectra demonstrates that a 40 GHz
signal can be transmitted with good fidelity.
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Figure 3 Comparison of input and received spectrum, showing that the modulation technique
can be used for transmission with good fidelity at 40 GHz.

We have descnribe a novel type technique for high speed, band limited optical modulation.
Experimentafly we measured a signal-to-noise of 103.3 dB (1 Hz) at 8 GHz, and demonstrated
transmission at 40 GHz with good fidelity. With proper optimization of parameters, the S/N can
exceed 140 dB (1 Hz). The wide tunability and good signal quality, make this modulation
technique a promising candidate for high frequency optical signal distribution in phased array
antenna systems and satellite communication.
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Vertical cavity lasers have been demonstrated with low thresholds and high efficiency. Wafer
level testing is possible and packaging is simpler with excellent coupling to optical fibers. Two
dimensional arrays of these lasers offer a new set of applications for semiconductor lasers. The
design and properties of vertical cavity lasers are significantly different from in-plane lasers and
present difficult theoretical design and analysis problems. Three important examples will be
discussed here: Coupling between waveguides and DBR reflectors, relaxation oscillation
dynamics, and chirping of vertical cavity laser output.

Many different vertical cavity laser structures have been demonstrated. Fig. 1 summarizes the
different methods of transverse mode definition. The study of open resonators with plane or
spherical mirrors has been extensive[l]. Historically, laser cavities were large compared to the
wavelength, and the mirror diameter was small compared to the mirror separation. It was
therefore possible to employ scalar diffraction theory and the Fresnel approximation to solve for
the cavity modes. Vertical cavity surface emitting lasers (VCSELs), on the other hand, have
dimensions on the order of a wavelength and hence require rigorous treatment of the
electromagnetic wave propagation that considers the vector nature of the electromagnetic field as
well. VCSEL cavities are generally realized as open resonators since the mode confinement is
typically realized only in a part of the optical cavity while a part of the cavity is left unguided.
The reason for this is the compromise between the optical, e!ectrical and thermal properties of
VCSEL structures. Beam propagation methods are commonly used in obtaining both scalar and
vector solutions.

We analyze the common VCSEL structure which has semiconductor DBRs with no or weak
lateral guiding. The magnitude of the diffraction loss is important and limits the maximum
modal reflectivity of the mirror. Fig. 2 shows a calculation of the reflectivity of a mode from
quarter wavelength mirrors[2]. In the Fresnel diffraction limit, an equivalent model for the DBR
mirror can be obtained by placing a hard mirror at a suitable location beyond the surface of the
real mirror (Fig. 2).

The high speed dynamics of VCSELs are another important theoretical challenge. Experimental
measurements have indicated that 80 GHz relaxation oscillations are possible[3], higher than one
would expect based on in-plane laser results. VCSELs have an extra design possibility, namely,
tuning the laser wavelength to the short wavelength side of the gain peak so that the gain
increases with increasing carrier temperatures rather than decreases, as is usually the case.
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Recent calculations indicate that this could lead to a negative gain suppression factor. This
results in a reduction in damping and thus higher frequency operation. These results are shown
in Fig. 3. This figure shows analytic calculations of the small signal relaxation oscillation
frequencies for positive and negative values for the gain suppression coefficient e. It also shows
large signal calculations of relaxation oscillation frequency (the inverse of the ringing time) for a
laser with negative e. The large and small signal resonant frequencies have a similar dependence
on drive current when operating at high current levels. This figure also shows experimental
measurements where such high relaxation oscillation frequencies were observed. In contrast to
conventional lasers, the dependence of relaxation oscillation frequency is not as the square root
of current above threshold.

A final interesting problem in the analysis of VCSELs is the chirp behavior of gain switched or
mode locked lasers. It has been experimentally observed that the lasers can either be blue[4] or
red[5] chirped. We analyze the excess optical bandwidth generation in these lasers and find that
self phase modulation due to injection pumping and gain saturation is the dominant factor in
inducing laser pulse chirping. The chirp due to self phase modulation is typically four orders of
magnitude greater than the value caused by intracavity material dispersion or mirror dispersion.
The relative amounts of gain saturation or absorption saturation give rise to chirp of either sign.
With proper design, short pulses with minimal chirp can be generated[6]. In recent work, 190 fs
transform limited pulses have been generated from optically pumped mode locked VCSELs[7].
These are the shortest pulses directly generated from any mode locked semiconductor laser.

In summary, the optimal design of the optical, electrical and thermal characteristics of VCSELs
is quite difficult, and many interesting theoretical challenges need to be solved. The initial
experimental results are exciting, with relaxation oscillation frequencies above those measured
for in-plane lasers and mode locked pulses shorter than have been achieved with in-plane lasers.
However, additional work is needed to combine all of these desirable properties into one robust
vertical cavity laser.
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cavity lasers.
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I. Introduction
Strained layer quantum well lasers (SL-QWLs) have attracted much interest since

the application of band structure engineering [1], [21 can improve lasing properties such
as lower threshold currents and larger differential gains. It has been expected that the
larger differential gain due to strain can enhance modulation bandwidths of QWLs [3].
However, the highest bandwidths found so far are much smaller than expected. One
reason for this is that gain saturation also influences the modulation bandwidths of
QWLs as well as the differential gain (4], [5]. We have already shown that the gain
saturation coefficient increases with compressive strain in GaAs-based SL-QWLs due
to an increase of the intra-subband relaxation times [6]. Recent experimental work
has also shown that the gain saturation coefficient increases with compressive strain
in InGaAs/InGaAsP SL-QWLs [7]. It is, therefore, necessary to take into account the
effects of strain not only on differential gains but also on gain saturation coefficients to
properly evaluate the enhancement of modulation bandwidths in SL-QWLs.

The purpose of this paper is to clarify the relationship between gain satura-
tion coefficients and the amount of strain in InP-based SL-QWLs. The gain satu-
ration coefficients of a tensile-strained, a lattice-matched and a compressive-strained
InGaAs/InGaAsP quantum well laser are analyzed on the basis of spectral hole burning
theory. The intra-subband relaxation times are calculated by taking into account the
strain effects within the common framework of carrier-carrier and carrier-phonon in-
teractions. We demonstrate here that the gain saturation coefficient in tensile-strained
QWLs remains constant independent of the amount of strain, while it increases with
strain in compressive-strained QWLs.

I. Mathematical Formulation
In an analysis of gain saturation in QWLs, it is essential to calculate intra-

subband relaxation times on the basis of the realistic valence band structure with strain-
dependent valence band mixing effects 16]. Thus, the valence subband energies and the
wave functions were obtained by solving the multi-band effective mass equation. We
used a 6 x 6 Luttinger-Kohn Hamiltonian [81, which includes the strain-dependent cou-
pling among heavy-hole, light-hole and spin-orbit split-off subbands. The influence of
strain was introduced to the Hamiltonian on the basis of the deformation theory for
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valence bands. We assumed that the conduction band was decoupled from the valence
bands. Hence, the conduction subband energy and the wave function were calculated
by a parabolic-band scalar effective mass equation.

Using these band structures, the intra-subband relaxation time was calculated
within the random phase approximation (RPA) [9], [10]. The intra-subband relaxation
time of a carrier occupying the lowest subband in a quantum well is then obtained from
the scattering-in and scattering-out rates Pk and Ot repsectively:

2v f2 1 (q -1 )(1)
rik = 2 )2 A~ hi (E-1k--q)nbMw fl I 1(9) Vq2 IM elSw (1

Uk't is obtained by replacing nf *- 1- nf and nb *-* nb + l in Eq. (1) [10]. The functions

nJ(Elk.q) and nb(W) are the Fermi-Dirac and the Bose statistic factors, respectively.
The energy hw = Elk - Elk-q is the scattered carrier's energy loss to the thermal dis-
tribution of the carriers and the lattice (LO-phonons). The function f 111(q) represents
a form factor involving the overlap of the wave functions. The function vq is the two-
dimensional Fourier transform of the coulomb interaction and efIII(q,w) is the complex
RPA dielectric function. Included in the dielectric function are the polarizabilities of
the lattice (with LO-phonons) and the carriers (electrons and holes). The effects of
carriers occupying the higher subbands are also included in the dielectric function. The
region of integration is determined by simple energy conservation and includes emission
and absorption.

By using the calculated intra-subband relaxation times and the dipole moments,
the gain saturation coefficients are then obtained for the dominant polarization mode
of lasing oscillation.

IMI. Results and Discussions
We analyzed Int Gal xAs/InGaAsP(Ag = 1.2pm) single quantum well structures

with the Indium content, x, varying in the range from 0.3 to 0.8. These values correspond
to 1.6 % tensile strain and 1.8 % compressive strain, respectively. The well width is 5 nm
for all kinds of wells. The Luttinger parameters for In.Gal-.As and In.Gal-xAsl-yPy
were interpolated by using these values for the binary compounds. The band offset
parameter was assumed to be AE, = 0.4 AEg.

Figures 1 (a), (b) and (c) show the calculated valence subband structures for a 1.6
% tensile-strained, a lattice-matched and a 1.8 % compressive strained quantum well,
respectively. Applying the tensile strain, the light-hole subband moves up enough to
become the ground state in the valence band. Since the LH1 is the ground state, the
dominant polarization of lasing oscillation becomes the TM mode in strained QWLs
with large tension. In the lattice-matched case, strong nonparabolicity is observed
and LH1 has a negative effective mass at the zone center. This is mainly due to the
interactions between heavy and light hole subbands at k1l 0 0. When compressive
strain is introduced, the strain lowers the light-hole subbands, which gives rise to a
much decreased effective mass in the heavy hole ground state HH1.

Figure 2 shows the calculated results of intra-subband relaxation times for electrons
and holes at the edge of the lowest subband at 300 K. Note that the intra-subband
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relaxation times in the tensile-strained QWLs remains constant when the strain in-
creases. On the other hand, they monotonically increase with the amount of strain in
the compressive-strained QWLs. These results clearly indicate that it is essential to
include strain effects on band structures in the calculation of intra-subband relaxation
times in SL-QWLs.

Figure 3 shows the relationship between the gain saturation coefficient and the
strain in the quantum wells. Note that the gain saturation coefficients show the different
tendency between tensile- and compressive-strained QWLs. In the case of tensile strain,
the gain saturation coefficient remains constant independent of the amount of strain. On
the other hand, the gain saturation coefficient in compressive-strained QWLs markedly
increases with the amount of strain. This increase is mainly due to the increase of the
intra-subband relaxation times shown in Fig. 2.

Differential gains tend to increase with the amount of strain in both tensile- and
compressive-strained QWLs. Hence, the results shown in Fig. 3 suggest that tensile-
strained InGaAs/InGaAsP QWLs can have greater potential for high-speed operation
since the increase of differential gain may be canceled out by the increase of the gain
saturation coefficient in compressive-strained QWLs.

IV. Summary
In summary, we have studied the effects of strain on the gain saturation coefficient

in InGaAs/InGaAsP SL-QWLs on the basis of the spectral hole burning theory. Intra-
subband relaxation times have been caiculated including carrier-carrier and carrier-
phonon interactions by taking into account the effect of strain on the band structure.
We have shown that the gain saturation coefficient in tensile-strained QWLs remains
constant even when the amount of strain increases, while the coefficient in compressive-
strained QWLs markedly increases with the strain. It has been suggested from these
results that tensile-strained InGaAs/InGaAsP QWLs can have greater potential for
high-speed operation as compared with compressive-strained ones.
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Quantum wire structures, which provide quantum confinement in two dimensions, have
undergone extensive study and development for their interesting physical phenomena and
potential device applications [ 1]-[3]. It is widely believed that quantum wires will have superior
optical and transport properties compared to quantum wells. Therefore, the fabrication of
quantum wires is a very active research area and many different approaches such as growth on
vicinal substrates [4], re-growth on V-grooves [5] and cleaved edges [6], partial strain release[7]
are actively pursued by different groups. Obviously the main purpose of fabricating quantum
wires is to generate semiconductor heterostructures with properties superior to quantum wells.
However, a quantitative analysis of under what conditions a quantum wire array is superior to a
quantum well is still lacking. The purpose of this paper is to investigate this issue and provide
guidelines towards an optimum geometry. This is a very complicated task due to the large
number of parameters available for optimization and the complexity of the calculations required.
In this paper this problem will be investigated by taking a certain quantum well and chopping it
into an array of quantum wires and comparing the optical properties of the two as this
transformation goes on. Therefore, in this study we will concentrate on the effect of the lateral
dimension and wire fill factor on the optical properties of the quantum wire structures fabricated
in GaAs/AlGaAs and InGaAs/AlGaAs systems. As a basis of comparison we will calculate the
threshold current and the differential gain of a laser whose active area is either a quantum well or
a quantum wire of certain lateral dimensions made out of the quantum well.

The starting point of the analysis is the calculation of the energy band diagram of an array of
quantum wires. The calculation of the energy band diagram of a semiconductor structure in the
presence of two dimensional quantum confinement is generally very complicated and cannot be
done analytically. Recently, several numerical techniques have been developed for quantum
wire structures, including finite-element method [8] finite-difference method [9] effective bond
orbital method [10], and tight binding method [11]. In this study, we use the finite-element
method [12] to solve the Schrodinger equation. The advantage of this method is that the energy
and wavefunction of eigenstates of arbitrarily shaped structures can be obtained without further
complications such as coordinate transformations. Furthermore, wide range of the quantum wire
dimensions can be analyzed using a non-uniform mesh, which reduces the required
computational effort. In the calculations for the analysis of the conduction band a single band
model is used. The calculations on the valence band are more complicated due to band mixing
induced by two dimensional quantum confinement. In the valence band calculations a four band
k-p analysis is used [13]. This presents a difficulty, however, because the variational expression
needed for the finite-element analysis is not known. This expression is derived and verified
through the Euler equation [14]. Furthermore, the flux continuity conditions at each boundary is
assured. The resulting equations are far too complicated to present in this short abstract, but they
will be presented and discussed in detail in the conference. This finite-element method is applied
to calculate the conduction and valence energy band diagrams of quantum wire arrays as well as
wavefunctions. Once these quantities are calculated, density of states functions, momentum
matrix elements and optical properties such as gain of loss are calculated. In cases where strain
is present, the strain tensor coefficients are also calculated by using finite element method [15].
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The additional contribution by the strain coefficients are included in the Hamiltonian for
conduction and valence bands in InGaAs/AIGaAs quantum wire structures [7].

The cross-sectional profile of an array of quantum wires analyzed is shown in figure 1. This
quantum wire array can be regarded as made out of a quantum well structure by replacing part of

e well materi-l with a higher bandgap material. In this calculations the quantum wire thickness
is fixed at IOA, while the lateral dimension is changed from 10A to 1000A. Figure 2 shows the
conduction and the valence energy subband positions of such an array as a function of wire
width. In this calculation W = S = D/2 and the wire and barrier material are GaAs and
Al0.sGa0..As, respectively. Cmn denotes the conduction band eigenstates where the envelope
part of the eigenfunction has m maxima along the growth direction and n maxima along the
lateral direction. HHmn and LHmn denote those of heavy hole and light hole bands. Other higher
eigenstates are omitted in the plot for clarity. Subband energies of the 100 A thick GaAs
quantum well are shown on the right margin. When W is greater than 500 A, the quantum wire
eigenstates are closely spaced and deviate slightly from the eigenstates of the 100A thick GaAs
quantum well. When W is reduced to 200 A, the energy gap between the lowest subbands in the
conduction band becomes greater than 1 kT at room temperature. As W decreases further, the
gap between subband energies increases. However, if the W becomes smaller than 40 A the
coupling between wires over the thin barriers becomes significant due to reduced barrier width
since W = S. This results in broadening of the subbands into minibands as shown in Figure 2.
This broadening is more significant for the conduction band due to lighter electron effective mass
which results in increased the wire to wire coupling. Due to the miniband broadening, the array
becomes quasi two dimensional and energy gap between the subbands is reduced. Therefore, for
this case the largest subband separation can only be obtained when W is between 50 to 100 A.
Figure 3 shows the variation of the threshold current and differential gain of a laser when the
same quantum wire array is used as the active medium as a function of wire width for different
total loss values of the laser cavity. In the threshold current and differential gain calculation, the
gaussian lineshape function with 6 meV of energy broadening and an optical confinement factor
of 0.0115 were assumed. The corresponding values for the 100 A quantum well when the total
loss is 70 cm-1 are again shown on the right margin. Both the differential gain and the threshold
current improve in the width range of 40-80 A. When W=55A, the threshold current is 3 times
smaller and the differential gain is 4 times greater than that of the 100 A GaAs quantum well.
However, when quantum confinement becomes weak, i.e., when W > 100A, or a quasi two
dimensional system is formed, i.e., when W < 40A, the improvements over the quantum well are
rapidly lost. Further calculations on the effect of wire filling ratio on the threshold current
density and differential gain indicate that optimum wire filling ratios result when W = 0.4 - 0.5
D. For high wire filling ratios the optical confinement factor is enhanced, hence the gain is
enhanced by the same ratio of the increase in the density of wires. As the wire width to period
ratio decreases or wire filling ratio gets smaller improvements over quantum well rapidly
decrease.

Figure 4 shows the conduction and valence band energy subband positions as a function of wire
width for an In0.3Ga0.7As/Al0.2Ga0.8As strained quantum wire array. Due to the compressive
strain within the InGaAs wire material, the light and heavy hole subbands are split further from
one another, resulting in about a 1.5 times enhancement in differential gain compared to the
unstrained GaAs/A1GaAs system[1 1]. Further results of calculations and comparisons including
the effects of unavoidable imperfections and limits on the tolerances will be presented at the
conference.
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Figure 1. Cross sectional profile of quantum wire array.
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Working group I of COST 240 concentrates on the comparison of modelling results

and experimental results obtained in different laboratories on DFB lasers. In a first stage, the
results of different European laser models obtained for static, dynamic and noise related
characteristics have been compared. Several perfectly AR-coated, V4-shifted DFB lasers and

one DFB laser with cleaved facets have been or are currently being investigated. Here, we
will briefly describe some of the results on /4-shifted lasers, but more details will be

presented at the meeting. From the numerical results obtained so far, it seems that an

excellent agreement can be obtained in most cases (the differences between the different

results are usually smaller than a typical experimental uncertainty).

1. Description of the different laser models

Fc ý the COST exercises, the gain as well as the refractive index were assumed to vary

lineary with the carrier density and to be independent of the wavelength. Carrier diffusion

and thermal effects have been neglected.

The static characteristics are obtained using a detailed nonlinear longitudinal

description in all models. Linear, bimolecular and Auger recombination as well as stimulated

emission depending on the local intensity are thereby included. Most models assume a

constant current injection in the active layer. Only the model of HUB (Humboldt University

Berlin) [ 1 ] assumes a constant voltage between the contacts and the current injection therefore

depends on the series resistance and the junction voltage. The carrier density rate equation is
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linearized above threshold in the model of PUB (Fondazione Ugo Bordoni)[2]. The wave

propagation in the lasers is generally described by the coupled mode equations. The models

of DBP (Deutsche Bundespost) [3], UA (University of Athens) [4] and AAR (Alcatel

Aisthom Recherche) [5] are based on a transfer matrix algorithm applied to a cavity divided

into sections with uniform refractive index, carrier density and photon density.

To calculate the dynamic and noise related characteristics, different approaches have

been used. The most detailed calculations are obtained with the models from TFL [6], [7],

UG (University Gent) [8] and PT (Politecnico di Torino) [9], in which linearized coupled

mode and carrier rate equations are still solved taking into account all longitudinal variations

as well as longitudinally varying Langevin functions representing the noise. The solution of

these longitudinal equations is based on the application of a finite difference scheme in the

axial dimension in the model of UG and PT, while the model of TFL incorporates an exact

solution of the linearized equations. To this end, the TFL group has implemented two

independent numerical schemes: one is based on a Greens' function approach [61 and the

other is based on solving the adjoint set of equations [7]. (These two methods give the same

results.) The models of KTH (Royal Institute of Technology, Stockholm) and FUB are

based on a similar small signal theory, but the equations are solved within the envelope

approximation (modulation and noise do not change the longitudinal field distribution around

its steady state). The linewidth calculation of UA and AAR is based on a negative
conductance oscillator formalism. All other results for the FM-response at low modulation

frequencies were calculated trom the incremental wavelength shift and for the linewidth from

a modified Schawlow-Townes formula using an effective linewidth enhancement factor and a
longitudinal K-factor [6]. The model from UC (University Cambridge) [101 is a large signal,

mixed time-frequency domain model with non-uniform carrier and photon density and based

on transfer matrices driven by spontaneous emission. The linewidth is calculated using the
modified Schawlow-Townes formula (using amat and a longitudinal K-factor).

II. Numerical results

Here we will only describe numerical results concerning the static or low-frequency
dynamic and noise related behaviour of AR-coated J4-shifted lasers (for wich linear gain has

been assumed). Other results will be given at the meeting. Both bulk and MQW lasers with
different KL values (L=300 gVm: iL=l, 2 and 3, L=lmm and rI=l) have been modelled.

For general reference, the other parameters are summarized in table I. It can be remarked that
the choice of ne,0 and A leads to an unusual emission wavelength of ± 1.65 gim.

Since most models use a similar approach to find the steady state solutions, the results

on threshold current, emission wavelength, threshold gain difference and P-I relation show
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in general an excellent agreement. Fig. I shows the P-I relation as obtained with the different

models for the bulk laser with rKL=2. The dashed lines give the most deviating results, but

most results coincide with the full line. For this laser, we found Ith = 23.75 ± 0.05 mA, Xth

= 1.6583 ± 0.0008 gm and 2AaL = 1.46-147. The model of HUB, which uses an

interpolation scheme, gave a slightly higher Ith = 24.1 mA.

An idea of the agreement on linewidth, FM etc. can be obtained from table II, which,

for bulk and MQW lasers with icL=2, gives the current (in mA) required to obtain an output

power of 5 mW, the linewidth (in MHz), the FM-response (in GHz/mA) and the wavelength

difference (in pm) with the threshold value for this current. Only the best agreeing results are

listed however. The larger FM and wavelength shift of CNET are due to the choice a higher

effective index (determined by the dispersion relation ne = ng - (ng - he,o) X%0 with X4) =

1.55 pm).

We finally report on the results for a lmm long, bulk )J4-shifted laser with id,=l, a

laser which becomes unstable at high power levels. The linewidth results for this laser,

shown vs. the injected current in fig. 2, are particularly interesting. The rebroadening which

accompanies the instability is found only with the models of UG and TFL, i.e. if possible

small signal fluctuations in the longitudinal mode profile are taken into account. This result is

the only one where a significant influence of the mode profile fluctuations is observed.
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Aborption 3.6 3.6 50FUB 49.6 27.70 0.239 x
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Transp. carrier dens. Nt [cm"31 1018 1.5 1018

Carr. dens. dependence of the TF 37.8 3.52 0.016 -6.2

index in act layer 110"20cm 3 ] -1.5 -1.5 U3 37.8 3.61 0.016 -6.5

Inversion factor nsp 2 2 Pr 37.8 3.60 0.016 -6.0
KTH 37.8 3.61 0.017 -6.2

Carrier lifetime [ns] 10 10 _DBP 37.8 3.64 0.017 -6.4

Bimolec. coeff. B [10- 10 cm3/s I 1 RJB 34.9 3.70 0.015 '
Auger coeff. C [110-29 cm6/s 7.5 7.5 CNET 37.9 X 0.026 -9.9
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Fig. 1: P-I characteristic found for the )V4- Fig. 2: Av-l characteristic found for the V/4-

shifted bulk laser with Li=300 Ipm, iL=2. shifted bulk laser with L=I mm, iKL=l.
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DIFFUSION AS A MCHAANISM OF GAIN
SATURATION IN QUANTUMW WELL LASERS

G.W. Taylor (Ru 4D4A Tel 909 015) Mad PjR. Cbh
AT&T Bell Lobwanrlu Hokedol, NJ. f73

The rle Of Vrapo in deniing the high ftrqncy response of quanum well low has been studied
in p lately man effort to Wing the calculated frMquecy MWlnO into line with variou expeimental remites[I-31.
In th&s desc&piu a tnsPt factor is introduced which describes the exchg o elecro s(hoe) between the a-
cOnWt(p-coMaCt) mad the well lbs mechalis of taVo is considered to be diffusion in thus regions mad the

n of carriers is intiuhced as a new variable resulting in a third rate equation. However the cari
transport is not considered for the carriers on the far side of the well. Also, in these studie the loss of gain with
increaming power level is modeled via the non-linear ga or gain compression factor which is the standard

In this work we consider tanort from a new pepctiv The energy band diagrom for the p-n laser is
shown in Fig. laat equilibrium ad in Fig.lb in the luing state. Often the inverted refractive index pofle is used as
shown in Fig.lc which can be misleading for the intepregatio of caier flow especially as regmils hot electron or
ballistic effects. The rent components and stored chare components ae shown in Fig lb. It is noted that the
electons (Ioles) between the n+ contact (P+ contact) NWd the well are considemd as majority carrers minauch a they
we Bowing by the drift mechanism [4] with an impedance which has been well established as

Vi L 3kTW J1
=F SqD.T. IF (1)

The elecrons (holes) flowing between the well and the p+ contact (n+contact) are minority carriers as in standard pn
junction theory [41 and hence the current ransport is by diffusion. The minority carriers stored in these regions to
suppor the diffusion flow are indicated and constitute a diffusion capacitance whose low frequency magnude is [4]

qCL4 n ev/v t Cdto = (2a)
CdW U 2kT 5  2kT

and which varies with frequency as
C•. =CoI [I+b/-] (2b)

In addition to the diffusion capacitance there is a depletion capacitance which can be neglected for a wide
intrmsic SCH region. In practice the backgroud doping always results in small depletion regions so this component
can become important. Taken together these components comprise an electrical RC circuit for the laser as shown in
Fig.2 which simply attenuates the applied electrical signal according to the pole (I +sRC- 1 . For a linear system
analysis, this pole multiplies the opto-clectronic modulation response of the laser to obtain the overall response.

In the regions pat the well(s) the current flow is by diffusion [4] (standard p-n theory) and the magnitude
of this flow is of critical importance in determining the damping of the laser and the effective gain compression. We
start with the tim-dependent current continuity equation for the laser

qL.'1-=J-JRL-JNR -JWF (3)
dt

where JN is the non-radiative recombination component, JR is the radiative component (stimulated and
spontaneous) and Jm, is the dus comp t. The diffusion component determines the carrer confinement
faictor ilj which may be expressed as the simple ratio of the crrier components at threshold

Te J itzr + Jsrr (4)
JN rr+JD sr+JsF

Since the diffusion increases above dtreshold according to (J -J T)(l --ti.) then the junction voltage increases with
optical power as shown typically for a qumatum well laser in Fig 3. The small signal fequency response of the
diffusion current has been well established[4] as
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JD=8EFTr (A+sSB ()
ad thus represents a additional frequency dependence in the laser resnse which varies as the sall signal of the
appropriate Penmi level. Her,. A aid B ae functions of t, dhe recombination lifetime of dte diffusing carriers. We
include dtis frequency response in die small signal form of (3) and derive the las response 8F/8J in terms of on rate
equation for the system Fami level and one rate equation for phoMt. Th concept of the stimulated lifemea[5) is
used to represent die stimulated emission process. With this expedient die photon density is expressed in terms of dte
system Fermi level which thus becomes the parameter which links together the small signal carrier and photon
amplitudes. With this approach the small signal diffusion paramneters A and B in (5) have a major effect on the
traditional second onrde response for two reasons. First they increase with optical power so that above some level they
totally control the damping term and second they depend upon the frequency themselves. Thus above this critical level
the response becomes very non-linear and the resonance frequency saturates.

This behavior is illustrated in Fig.4 which shows the frequency response of a single quantum well laser
for increasing power levels. In Fig.4b we show the same response when the additional electrical pole due to RiCD&F
is included. One key feature of this result is the low frequency roll-off which is introduced by the RiCwF time
constant. Obviously the wider the SCH region the lower the frequency at which this effect becomes important which is
in agreement with experimet Another key feature is the saturation of the frequency response as the power is
increased and the reduction in height of the resonant peak. Both of these effects result from the dominance of diffusion
as the power is increased. This is most clearly shown by the resonant frequency versus root power variation in Fig.5
which indicates the initial linear response at low powers of a second order system and then the saturated response at
higher powers of a non-linear system. The theory predicts a maximum resonant frequency

1

0)- [ fT j3 (6)

and shows that speed is limited by both the diode recombinaion time and the differential stimulated lifetime. It also
shows a strong dependence on the confinement factor %i.. Since vi. is fairly sensitive to temperature as we show in
Fig. 6 then the heating in the laser at increased power levels can further contribute to the saturation of the resonant
frequency. In essence the diffusion mechanism represents a shunt path for carriers through the diode and imposes an
upper limit on the las' response. We also note that the K factor is continuously varying as the power is increased up
to o),. (where it is determined by diffusion) and so is of little utility in predicting maximum bandwidth.

The approachlies equally well to sr=ained layer and multi-quantum well lasers. We show a
comparison of w, versus fp power in Fig.7 for the unstrained single and multiple well situations and the single strained
layer device all on a GaAs substrate. The multiquantum well achieves a higher response than the single well due to the
superior 1qo. The strained well is superior due to both a larger %j. and a lower •r

To compare with conventional approaches the differential gain is shown to be related to the differential
lifetime as

go =V ;rT - -kT (7)S dE~r

Although a maximum g, provides the maximum frequency at a given power in the linear regime it is clear that the
maximum frequency is determined by T;r and %ij

In summary a new approach has been introduced to describe the non-linear gain mechanism and to predict
the maximum laser frequency. The approach describes both the low frequency roll-off due to the RC diode time
constant and the excessive damping observed in practise. The technique provides analytical results for all quantum
well structures and provides a new interpretation in terms of the system Fermi '

[1] R.Nagarajan, M.Ishikawa, T. Fukushima, R. Geels and J.E. Bo.ý ioum. of Quantum Electronics,
Vol.28,No.10,pp.1990

[2) M. Ishilawa, R. Nagarajan, T. Fukushima, J. Wasserbauer, and J.E. Bowers. IEEE Journ. Qumt. Electronics,
Vol. 28, No. 10, pp 2230
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A SeIf-Conultent FN Difference Shmulation Method for

Quantm WeU Bectr Transfer Stmtures

C.M. Weinert and N. Agrawal

Heinrich-Hertz-lnstitut fOr Nachrichtentechnik Berlin GmbH

Einsteinufer 37, D 1000 Berlin 10, Germany

Tel. + +30 31002 255

Electroabsorptive and electrorefractive effects due to phase space filling by
electron transfer into quantum well (QW) layers are suitable for the design of high
speed space switches [1). Recently, electron transfer structures (ETS) based on the
InGaAsP/InP material system have been reported in which electrons were transferred
into modulation doped wells [21 and superlattices [31. The great number of design
parameters to be considered in such heterostructures necessitates a fast and reliable
numerical design tool for their optimization. In this work a self-consistent finite
difference simulation method is presented which simultaneously solves Poisson 's
equation, continuity equation and Schr~dinger 's equation for these nipin structures.
In contrast to the previous work 11,41 this method goes beyond the space charge
layer approximation and, therefore, accurately describes the electron transfer and
leakage current.

For a description of the present method consider the InGaAsP/InP/InAIAs ETS
schematically shown in Fig 1. Determination of band bending 'P(x) for evaluation of
the band structure and charge distribution for electrons n(x) and holes p(x) under bias
requires solution of Poisson's equation, which is

" -n- Ne4+ p(1)

where ND and NA are the donor and acceptor concentrations respectively. For the
electron transfer structures considered here current is carried almost entirely by
majority carriers, namely, electrons. Since the recombination current is negligible, in
the steady state the current density j and the continuity equations are

dF
j=pn (2)

=0 (3)

where tt is the electron mobility and F is the Fermi energy. In the bulk layers n(x) and
p(x) are given by the Fermi integrals over the three dimensional density of states
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(DOS). Moreover, since relatively high n and p doping levels (degenerate
semiconductor) are required within the modulation doped electron transfer structures,
the Fermi statistics is used. In the OW region charge density is given by 14)

n0 ' (x))= 7,0' (x) (4a)

Tln(l+expF E) (4b)

where Zi is the number of electrons per unit area for the i-th OW-level and 01 (x) is
the i-th eigenfunction which is evaluated by solving Schr6dinger's equation for the
QW-potential obtained from the solution of Poisson s equation.

Equations (1-4) are solved at discretized mesh points located at xk. If T,
d'P/dx, F and j at xk are denoted by Ylk, Y2k, Y3k, and Y4k, respectively, then
equations (1 -3) can be converted into Finite Difference equations as

(Yik-Yik.1) - (Aik-Aik.1)(Xk-xk.1)/ 2 = 0 (5)

with Alk = Y2k, A2k = eo(N'-n-NA+p)/lE, A3k = j/l(I) , and A4k = 0. This set of
coupled equations can be solved iteratively by the relaxation method [51, i.e. the
procedure is started with a trial solution and deviations from the exact solution are
found and corrected by the derivatives of equations (5) with respect to Yik and Yik-1 .
Transformation of the coupled equations into block diagonal form ensures rapid
diagonalization. The first iteration step is done using a trial solution. Next the energy
levels and eigenfunctions of the OW are evaluated by the well known transfer matrix
method for the actual potential distribution around the well from which the OW
electron density is obtained using equation (4). Note that shape of the potential for
the quantum well varies continuously with the applied bias. For the purposes of
calculating the electron distribution in the well the wavefunction is truncated outside
the well because the electron probability density outside the well is almost negligible.
This procedure allows us to handle this complicated transition of the dimension of the
density of states from 2D to 3D between different layers. The so obtained new QW
electron density and band-bending is used for the next iteration step. Such an
iterative process is continued until the convergence is reached.

As an example, we show in figure 1 the calculated band diagram and the
charge density for an externally applied forward bias of U = 0.75V. A comparison of
n calculated by using the 2D DOS in the QW layer and an approximate treatment
using a 3D bulk DOS shows that the electron density is underestimated for a QW
with thickness less than 200 A. Therefore, in the present case of OW 's with 100 A
thickness, the wells are filled at much lower bias than predicted by the 3D
approximation. Filling at zero bias is unfavourable since it increases free carrier
absorption. From figure 2 it is seen that low filling at zero bias and low leakage
currents are obtained for high p doping of the barrier although AZ is reduced.
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In addition to the refractive index change which is proportional to bandfilling,
it is necessary to reduce the leakage current to low values for high speed
applications. One important technological step to reduce leakage currents in the
MOVPE grown ETS devices was to substitute the InP barrier by InAlAs barrier layers
[31. However, bandfilling and leakage current density also strongly depend upon the
reservoir doping. In figure 2 we summarize the results for the OW structure for
various doping levels ND and NA of the reservoir and barrier layers, respectively.
Figure 2a shows filling of the QW at zero bias measured as the sum of Zi of the OW
levels (which for this structure is one). Considerable filling of the level already occurs
at reservoir doping below 1018 cm-3 especially if p-doping in the barrier is low. On the
other hand, figure 2b shows that the change AZ = Z(U=0.75V) - Z(U=0) first
increases rapidly with ND but is saturated at values above 1018 cm-3. The calculated
leakage current density (fig. 2c) shows a drastic increase of several orders of
magnitude for the doping variations considered. ND should be carefully chosen in
order to get a large AZ close to saturation yet with a small leakage current.

Concluding, we have developed an effective numerical method which allows
fast and accurate simulations of a variety of properties which are crucial to the
design of OW electron transfer structures. Further examples of simulations of such
structures including the issues involved in optimizing the multiple superlattice
structures [31 with respect to a lower voltage-length product will be discussed at the
conference.

[11 M. Wegner, J. E. Zucker, T. Y. Chang, N. J. Sauer, K L. Jones, and D. S. Chemla, Phys. Rev.
B 41, 3097 (1990).

[21 N. Agrawal, D. Hoffmann, D. Franke, K C. L1, U. Clemens, A. Witt, and M. Wegner, Appl.
Phys. Let. 61, 249 (1992).

[3] N. Agrawal, F. W. Reier, H. Selber, C. Bornholdt, C. M. Weinert, K C. Li, D. Franke, D.
Hoffmann, L. Berger, and M. Wegner, Proceedings of the 1 8-th European Conference on Optical
Communication, Berlin, Germany, pp. 213-216 (1992).

[4] J. Wang, J. P. Leburton, and A. J. Sengers, IEEE Photon. Technol. Lett., 3, 709 (1991).

[5] W. H. Press, B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling, "Numerical Recipes",
(Cambridge: Cambridge University Press), pp. 588-608, (1986).



436/IWB6.

0 u 0 .La

'I 0

09(

Uc . -i00 0t r

C4* 0 Ad

N;

*0

V-

8

C.
____ c

Coo

0CL X m

LL 
ID

AG/3 CWOO L/d .~ 0



IWB7-1/ 457

Spatio.Temporal Behavior of Y Junction Semiconductor Laser Arrays

Prasad Subramanian, Herbert G. Winful
Dept of Elec. Eng. & Comp. Science, Univ. of Michigan, 1301 Beal, Ann Arbor, MI 48109

Y junction semiconductor laser arrays have attracted attention because they tend

to favor in-phase operation and therefore generate predominantly single lobe output

beams [1, 21. Recent streak camera measurements, however, have indicated that these

lasers exhibit sustained self-pulsations under CW pumping [4]. These pulsations have

not yet been properly explained. In this paper we use a propagation model to examine

the spatio-temporal dynamics of Y junction lasers and arrays. We find that even a

single Y junction laser is capable of exhibiting sustained pulsations.

The propagation model is based on the following partial differential equations for

the lateral field O(z, z, t) and the carrier density N:

0 022ik 0 ,+ -LO + k.2rAc(x, z) =0o.()

Here the dielectric perturbation Ae includes the built-in refractive index distribution,

gain, loss, and carrier-induced index antiguiding. The time dependence of the carrier

density is governed by

N + D N '- rg ) • (2)

Ot qd RX2  Ta. hw

The first term on the right hand side of the equation represents the pumping. Carrier

diffusion is represented by the second term and the third and fourth terms represent

spontaneous carrier recombination and stimulated emission respectively.

We examine the temporal behavior of single element Y junction lasers as well as

dual element Y junction arrays. Computer simulations show that even a single Y

junction laser is capable of rich dynamic behavior. Figure 1 shows the output of a

single Y junction laser driven a constant pump current. The laser exhibits sustained

self pulsations at a multigigahertz rate. The mechanism for the self pulsations is as

follows: Constructive interference at the Y junction creates an intense in-phase mode
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which strongly depletes the carriers at the center. The hole burnt in the carrier profile

means that the out-of-phase mode will have a better overlap with the gain distribution

and will begin to grow at the expense of the in-phase mode. However, the out-of-

phase mode is much more lossy and gets converted largely into radiation. The output

intensity drops as the intense in-phase mode is converted into the lossy out-of-phase

mode. This allows the depleted carriers to be pumped up again and the process

repeats itself indefinitely. This laser structure is essentially a device with a periodic

modulation of loss. In addition to the above mentioned mechanism, antiguiding

induced refractive index changes also play an important role in the dynamics of such

a laser. Single element Y junction lasers with higher index steps are seen to be

relatively more stable than ones with lower index steps.

A twin element weakly guided array is seen to exhibit chaotic temporal behavior.

A strongly guided twin element array, on the other hand, is seen to exhibit small am-

plitude high frequency oscillations which are accompanied by rapid, periodic changes

in the spatial field pattern (Figure 2). The behavior of the far field pattern is also

seen to be periodic. Simulation results for multi-element arrays will also be presented.
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Figure I

Sustained self pulsations from a single element Y junction laser

Figure 2

Time evolution of th6 near field from a twin element Y junction array
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Quasi-phasematched second harmonic generation in periodically
poled lithium niobate waveguides

Masahiro Yamada and Naoji Nada
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141, Kita-Shinagawa 6-7-35, Shinagawa-ku, Tokyo, Japan

Tel. 81-3-3448-2547, Fax. 81-3-3448-4308

To realize a compact coherent blue light source, second harmonic generation(SHG) in a
waveguide has been studied. Quasi-phasematching(QPM) is being investigated intensively among
several candidates for phasematching because it gives a higher conversion efficiency using the largest
component of the nonlinear susceptibility tensor. QPM requires a periodic modulation of the optical
nonlinear coefficient. Such a periodic domain structure can be obtained by alternating the crystal
orientation periodically. The conversion efficiency of QPM-SHG depends strongly on the shape of
inverted domain structure. An ideal domain structure is a rectangular shape at any depth in the
waveguide. For KTP anisotropic diffusion of Ba yields the rectangular domain shape with a large aspect

ratio[l], and >20mW blue output with the normalized conversion efficiency of >400%/Wcm2 was
generated[2]. For lithium tantalate (LiTMO3), an around 2jtm deep semicircular inverted domain was
obtained by proton-exchage and heat treatment just below the Curie temperature, and blue output of
>20omW was observed[31. For lithium niobate(LiNbO3) the periodic domain structure was fabricated
mainly by Ti indiffusion[4] or Li20 outdiffusion[5]. In spite of the relatively larger nonlinear coefficient
in lithium niobate, the conversion efficiencies of the actual waveguide devices had been lower than those
of KTP and lithium tantalate waveguides.This was mainly due to the shallow triangular domain. Because
of change in the duty cycle of domains throughout the cross section of the waveguide using the diffusion
methods for domain inversion of lithium niobate, higher conversion efficiencies can not be expected.

We have succeeded in fabricating the fine domain structure which the domain boundary is parallel
to the c-axis of lithium niobate crystal by applying an external electric field. This method enabled the
fabrication of ideal domain structure for the first-order QPM-SHG waveguide devices[6]. And >20omW

blue light with the normalized efficiency of 600%/Wcm 2 was obtained[7].
Recently we applied this method to x-cut lithium niobate and succeeded in realizing the TE-mode

QPM-SHG waveguide device that can produce mW order blue light.
In this paper current results about our QPM-SHG devices using z-cut and x-cut lithium niobate

will be presented.
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Electro-optic Tuning and Modulation of Second Harmonic Generation
in Quasi-Phase Matched LiNbO3 Waveguldes

X. F. Ca
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Second harmonic generation (SHG) by quasi-phase matching (QPM) in LiNbO 3

waveguides has recently attracted a great deal of attention. Using periodically domain inverted
grating on LiNbO 3, normalized conversion efficiency of order of 20 - 80%/W.cm2 have been
achieved.L4 However, the phasematching bandwidth length product is rather small for QPM
waveguides, thus imposes a very critical limit on the diode pump sources. Temperature tuning
of the QPM wavelength in LiNbO 3 waveguide have been demonstrated,3 a tuning rate which is
comparable to the diode laser temperature tuning can be achieved. However, in order to obtain
stable SHG output, a fast responding fine tuning scheme is required for the electronic feedback
stabilization system. In this paper, we demonstrate the wavelength tuning and modulation of the
quasi-phase matched SHG signal using the electro-optic (EO) effect in LiNbO3 waveguide.

The QPM LiNbO3 waveguide fabrication was described elsewhere.4 The period of the
domain inversion grating was chosen to match the required second order QPM period at 852 nm.
The 18 mm long channel waveguides were design to be single mode at the fimdamental
wavelength and support three modes at the harmonic wavelength. A 120 nm thick SiO2 buffer
layer was sputtered on substrate surface in order to reduce waveguide loss. A three sections
coplanar waveguide electrode pattern was defined by lift-off and gold plating. The electrode
center width, gap and thickness is 8, 4, and 3 prm, respectively. The length of each electrode is 5

umm. Due to the large difference in the modesize at the fundamental wavelength r. and the
harmonic wavelength X,` the small electrode gap give raises a large difference in the
electric-optical field overlap factor at r and Xi", and thus results in a large electric field induce
mode index mismatch.

In the SHG experiment, a high power single mode diode laser (SDL-5422) was used as
pump source, the experimental setup is described in Ref. 4. First, the diode laser was
temperature tuned to the QPM wavelength, and it was fine tuned around the QPM wavelength.
The fine tuning of the diode laser wavelength was achieved by modulating the drive current.
The QPM wavelength was monitored by a wavemeter, and fine tuning in wavelength was
determined from the injection current/wavelength curve given by the manufacturer. The QPM
wavelength was measured as a function of applied voltage (same voltage was applied to three
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electrodes). The EO tuning curve is shown in Fig. 1, a 0.5 nm tuning range is obtained with +

15 V applied voltage.

Due to the waveguide nonuniformity and the narrow QPM bandwidth, it is very difficult
to maintain phase matching condition over long interaction length. We have demonstrated that
the phase mismatch due to the waveguide nonuniformity can be partially corrected by the EO
effect using multi-section electrode structures, and therefore increase the effective interaction
length. As shown in Fig. 2(b), by separately biasing three electrodes, up to a factor of five
enhancement in SHG power can be obtained due to the increased effective interaction length. At
the same time the QPM bandwidth is decreased by a factor of 2.2. On the other hand, if a large
QPM bandwidth is desired, three electrodes can be biased in such way that the phase matching
wavelength is shifted by equal amount to both the short and long wavelength direction, thus
providing a broad QPM bandwidth. As shown in Fig. 2 (c), QPM bandwidth as large as 0.3 nm
can be obtained when the three electrode were biased at -15 V, 0 V, and 15 V, respectively.
Such a wide QPM bandwidth is potentially useful for QPM frequency doubling of a multimode
high power diode lasers.

The experimental result of EO modulation of the QPM second harmonic signal is shown
in Fig. 3, a modulated SHG signal with twice of the applied voltage signal frequency was
obtained. One interesting fact of this modulation scheme is that the duty cycle of the modulated

SHG signal can be controlled by the amplitude of the applied voltage. The modulation
bandwidth of up to 500 MHz (limited only by the pulsed voltage source) has been demonstrated.

In conclusion, we have demonstrated SHG wavelength tuning and intensity modulation,

utilizing the electro-optic effect in a quasi-phase matched LiNbO3 waveguide. A 0.5 nm tuning
range of phase matched wavelength has been achieved by applying a voltage of ±15 V at the
diode laser wavelength of 852 nm. Stable modulation of the frequency doubling output with a
minimum bandwidth of 500 MHz has also been demonstrated. In addition, we have shown that

an five fold enhancement in the SHG conversion efficiency can be obtained with a three sections
electrode fine tuning scheme.

1. E. J. Lim, M. M. Fejer, and R. L. Byer, Electron Lett. 25, 174 (1989).
2. K. Mizuuchi, K. Yamamoto, and T. Taniuchi, Appl. Phys. Lett. 60, 301 (1992).
3. N. Noda, 0. Kawakubo, and K. Watanabe, CLEO'91, Baltimore, MD, paper C1uV7, (1991).
4. X. F. Cao, B. Rose, IL Srivastava and R. V. Ramaswamy, Optics Lett. 17, 795 (1992).
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Depth Profiling of the d33 Nonlinear Coefficient in Annealed
Proton Exchanged LiNbO3 Waveguides

K. L. Bortz, L. A. Eyres6 and &L M. Fejer

E. L. Gina"o Labora0?y, St,~ord University, StWo~rd. California 94305

415-725-2282

Quai.phaaaeatched frequency cionvernoa in LiNbO3 waveguides offers an officient method for the
geeaiaof dwat wavelength radiation from infimud lasw dioides. While differn teclmiqwus have beow used to firm

the fbroulectri domain grating necessary for quas-phuematching- the unneste pawto exchange (AMe process has
been used exclusively to proviide waveguide confinementL Contradictory meauxemen, of the nonlinear optical
; propets of proton exchange (ME) and APE-LM0b3 waveqnides have been reported for several years.1 2.3 .4'5'6

The (133 coeficien Of E-LI~bO3 has been rePeatd ID be between 04-5 and 0.03~ the bulk U~bO3 value. NO
successful guided wave frequency conversion devices have been fabicated using unanneaed ME waveguides. The
effec Of me010011g29 s imilarly cerovesial with report Of (133 In AME-LAW" varying from 04 to 903 % Of th
bulk value. Recently demonstrated 7 -8 guidled wave quasi-plzsematched frequency doublers with normalized
conver-lon efficiecie of > 60 %/W-c2 indicate that APE-LI~bO3 waveguides must have a large nonlinear
coufficiunt. In this lete wea repeat depth profiling of the (133 nonlinear coefficien in APELIRbO3 waveguides uin
reflected second harmonic generation (SHG) fom, wedge sampler. e don explains die variation in the (133 values
reported i the literature. Normalized conversion efficiencies calculated using the depth profiles of the d133 nonlinea
coefficien ,co.aen with themeobserved fromiguided wave q.m-6umachdSHO devices.

Nbum iemut of the d33 coefficient in APE-L.NbO is complicraed by the graded, reftctive ndex profil and
tho maknown W"ia variation in the (133 ceefficiuf We bave measurd the depth dependence of the (133 coefficien in
APELi~bO3 waveguides using reflected SilO from wedged sunpes. With a 532 rnm fundamental wavelength the
266m= SH wavelength is above the APE-Li~bO3 band edge and only SH generated within a 0.05 t=m4 absorption

depth of the agftc is observed. The samples were wedged so that depth into the sample wasuumaped into lateral
-oito alown depth prflhing via lateal traislatice.

AME waveguides wean fabricated on i-cut LI2b03 by proton exchanging in pure benzoic acid at 173 *C for
66 minute to a depth of 0.42 jun9. and annealing in air at 333 OC for varying time. Thw samples were
subse Pýquntly polished at a wedge angle % 2 mrad, with the exact rlelaionship between lateral position and depth
determined uftsinurface profilomeny. PRuquency doubled 532 am radiation fiau at injection seeded Q-swilched Nd-
YAG laser wa focussed at normal incidence to a 30 pun FWHM diaumete spot with a peak intnsity of !5 150
MWAn 2. lbw sanples were scuanned under the focussed spot using a motorzed miaunmeter and the reflected 266 =u
Silwindetectdvs.laterlpositonusing fha d ciwwoi mia solarblin pltoultiplir, andaga - intgrarx. The
funamhental and SH fileds were polarized parallel to each other and the z-uus of LM0b3 and were coupled by the (133
nonlinear coefficent. To discriminate against polishing artifacts each sample had an intaerest unexcbanged LI~bO3

reference foamed by muking 1f2 the sample with Al prior to Pamo exchange, which was removed by etching in
NgOH prir to annealing~. only samples that displayed constant reflected SH over the entire unexchanged side, with
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lansim -~ to Urn fixes W&l LMb3. wer used in this stuady. A partion of the sample remained utwedged, so
doa dmb fomshe dori al~ surface could be obtaiind Also, can was tsk to obtain SilO mad procilometry data over
the whole surface gon eliminates nros associated with Polish skew. Fgur 1 dhows the smaple orientation and

osmetry, with U*a deshed l~inicasing the the beginning of the wedged portion of fth sample and the origin of die
louera position; negative values at lateral positio, represen dms from the unwedged portion of the sample and thus

-10 0 10D 0 300 400 OW

0.4

0.0 0.2 OA 0.6 0.6 1.0

Figur 1. Wedged sample used fair reflection SHO Figur 2. Reflected 266 sun SH pow. omimilized to da
mmw ~The dhsd line isdilcass the begining hoe. bulk LiNbO3. vs. latera position (top scale) or

of die wedged paIirmonf doe sample. dapdi into the wavuieg(oWs oum scale) fW APE-UMbO
mannald for 3. 5. 9. said 63 Its

Figure 2 shows the reflcted SH powet at 266 am, nornalized go the signal from bulk U74bO3, vs. depth
andift Ilanera position for APE-LM0b3 annealed far 3,5, and 9, and 63 bra The error burs represent the variation in
the depth measurement for 5 differen scansn. The figure inset shows the spatial step response of the detection system
projected onto depth, measured by scanning she focussed spo off the end of a bulk LiNbO3 sample. This

-manwates, a depth resolution of S 0.05 pmn. For the APELIRbO3 sample anealed for 3 hr no refected 511 signal
is observed ktm the original surface or from the portion of the wedged surface corresponding to the original PE
layer. Hlowever, thee is an abrupt increas from zero to 80% of the bulk L41b0 3 value at a position, corresponding

to doe intrface between the original PE film and the LIMbO substrate. At lateral positions corresponding to depths
eS -er than the iniia PE depth the reflected SH power approaches dhat measured from bulk L41b03, and at depths k

I pm the meinuued reflected SH powe is indIs-tnguIsh fablm that of bulk LM"bO.

With FurtherP usnealing the position of the abrupt increase in fth reflected 511 power moves towards the
surface and the reflected power approaches that from bulk LIMbO at shallower positions. No reflected sigal was

eve observed ktm die original surface regardless of annealing time, (the sample annealed for 63 brs had a polishing
defect betwee lateral po -in -75 pm and + 50 pm resulting in the enhanced signal neaw the origin. However, no
signal was observed over the rest of the unwedge portion of this sample). For the longest anneal times the reflected
power rises Indt Uro m bulk LIN"O at depths equal to or less than the original PE depth. Since the refractive index

profiles had lie depths of 0.9, 13, 2.0. and 9.2 pm respectively, the modes extend significantly deeper than the.
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region Of varying d33 coefficient. CompMiso between these results and previously published values for d33 in
APE-LiNM03 wil be discussed.

The mesumanmo of the d33 coefficient as a function of depth into the waveguide shown in Figure 2 can

be used with the optical modes to determine the actual normalized conversion efficiency for any guided wave

nonliear optical interaction. As an example, we compute the normalized conversion efficiency for frequency
doubling .- 050 nm rdiation in a z-cut, x-propagating APE-LiNbO3 waveguide. We assume 1st order quasi-

phasematching with a uniform, depth independent feroelectaic domain grating, which can be fabricated using an

electric field 7 or electron beam8 poling technique. This grating greatly simplifies the depth overlap integral
calculation since the magnitude of the Fourier component used to qu -asetch is constent in depth. With the
output SH power given by P2 = A&, the normalized convesion efficiency it is defined Ox

where d.. = Ud"'/x. dr(z) is normalized to dg"3 ', and the fields are normalized to carry unity power. We

model a waveguide faricated with a proton exchange depth of 0.42 pin and annealed at 333 OC for 3 hours, which
represent typical device processing parameters. The depth dependence of the refactive index profile was determined
using a one-disa l nonlinear diffusion model for the APE process1 0 and we assumed a 4 ;rm wide top-hat
depend�ee le ma refractive index profUe. We some qmpmbe modes (E(yz).y(y)Ez(z)). and computed the
mode profiles at ). 8.50 an and IL20 - 425 nm using the effective index method. Shown in Figure 3 an the

optical modes, the normalized reflected SH power proportional to (3(z)) . and the modal overlap

dt(z)Ej(z)EI(Z) vs. depth. Also shown is the H+ concentration profile, proportional to the index profile. Tle

normalized conversion efficiency assuming the d33 coefficient to be independent of depth and equal to the bulk
LMb3 value is 2010 %/W-cm2.11 The shaded aea is the depth overlap of the modes with the measured d33 value,

and using this depth overlap we compute a normalized conversion efficiency of 410 %/W-cm2 . For unannealed

waveguides the efficiency is zero since d33=0 for PE-LiNbO3 and for very long anneal times the modal overlap is

essentially removed frm the initial proton exchange region and the conversion efficiency decreases because of

reduced confinement Figure 3 shows that the vaiation in conversmi efficiency with annealing is not due to a
restoration in the d33 coefficient of the APE waveguide as much as a variation in the overlap integral due to a spatial

redistributim of the modal fields away from the initial PE region.

There are two recent reports of guided wave quai-phasematbed SHG using depth-independent fevroelectric

domain gratinp, and normalized conversion efficiencies of 6807 and 7000 %i/W-cm 2 were reported from devices with

APE waveguides fabricated similar to the one modeled above, with the exception that the annealing was performed at

350 OC rather than 3330C. These observed efficiencies are near the calculated values, indicating that the general form

of the d33 depth profile presented here allows reasonably accurate device modeling. Measurements of the efficiencies

of guided wave QPM devices as a function of waveguide processing parameters will be presented to refine the models

for the linear and nonlinear optical properties of APE-LiNbO3, and optimization of the processing parameters to

achieve a maximum normalized conversion efficiency for a given quasi-phasemnaching grating will be discussed.
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Organic Crystal Cored Fibers for Efficient Frequency Doublings
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Orientation Patterning of II-VI Semiconductor Films for Quasi-
phasematched Nonlinear Devices

M. J. Angell, R. M. Emerson, J. L. Hoyt, and J. F. Gibbons
Solid State Laboratory, Stanford University

226 McCullough 4055
Stanford, California 94305

(415) 723-4194

M.L. Bortz, L.A. Eyres, and M.M. Fejer
E. L. Ginzton Laboratory

Stanford University
Stanford, California 94305

Waveguide frequency conversion based potential, methods of patterning the nonlinear
on quasi-phasematched (QPM) nonlinear susceptibility of II-VI films on GaAs must be
optical interactions has been actively studied developed. Patterning the orientation of the
over the past several years as a means for films during epitaxial growth provides such
efficiently generating radiation at wavelengths an opportunity, as the effective nonlinear
where no convenient source exists. Quasi- coefficient depends on the orientation of the
phasematching requires modulation of the crystal. In this presentation we demonstrate a
nonlinear susceptibility every coherence technique to pattern the orientation of Il-VI
length (typically several microns), so these f'dmv on GaAs substrates suitable for use in a
devices require media with nonlinear suscep- QPM frequency doubler.
tibilities that can be spatially patterned. All A possible device geometry is shown
efficient QPM waveguide devices fabricated schematically in Figure 1. The waveguide
to date have used ferroelectrics with consists of a ZnTe core and a ZnSe cladding
periodically reversed domains to accomplish on a GaAs substrate. Quasi-phasematching
the necessary modulation of the effective is achieved by periodic rotation of the film
nonlinear coefficient. orientation. For TM polarization of the

IL-VI semiconductors have large non- incident beam the effective nonlinear
linear susceptibilities and wide bandgaps, coefficient deff = 2 d 14 / 1- in the <111>
making them attractive media for waveguide oriented regions while deff = 0 in the <100>
nonlinear optics. They are particularly regions.
interesting since they can be grown on GaAs Our method for growing such a patterned
substrates, suggesting monolithic integration film is based on the observation that the
with pump lasers. To take advantage of this orientation of a CdTe film on a GaAs
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Figure 1. Proposed device geometry for a quasi-phasematched finequency doubler.

substrate depends on the surface harmonic output measured as the wafer was

preparation.1 CdTe grows with a <111> rotated around the surface normal. The
orientation on a clean <100> GaAs substrate, dependence of the second harmonic on
but when the substrate is seeded with a thin azimuthal angle is shown in Figures 3a and

ZnTe layer, the CdTe preserves the <d00> 3b. The solid curves are the theoretical
orientation of the substrate. The film expressions for the reflected SHG from a
patterning procedure is illusr•ated in Figure 2. <111> oriented CdTe film, and a <100>
A <1l1l> CdTe film is grown on a bare GaAs CdTe film misoriented 3' towards <010>.

substrate, and then is masked with the This tilt results from both the use of
desired grating periodicity and etched back to substrates misoriented 2' towards <011> and
the GaAs substrate using KI:I:HBr.2 After a a further tilt of the CdTe film towards
low temperature in-situ cleaning, developed <011>.1 The good agreement with the

to prepare the sample for regrowth, a thin theoretical expressions confirms the <100>

ZnTe layer is deposited and the CdTe growth film orientation in the etched region and the
is resumed. The result incideneangein the <4 11i > orientation in the masked regions, as
etched regions and <111> CdTe in the is necessary for modulating deft to achieve
masked areas. quasi-phasematching.

The modulation of the nonlinear The patterned CdTe film can now
susceptibility was confirmed using reflected serve as a template for the growth of the
second harmonic generation. The 1.06 gm s- remaining layers of the waveguide structure.
polarized output of a Q-switched Nd:YAG ZnTe films grown on <111> and <100>
laser was weakly focused on the surface of CdTe have followed the CdTe orientation,
the sample at an incidence angle of 45 indicating that the rotated template established
degrees, and the reflected p-polarized second in the CdTe layer can be propagated upwards
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(a) A layer of <111> CdTe is (b) The CdTe is etched away (c) A thin layer of ZnTe is grown to
grown and the wafer is masked and the mask is removed. The produce <100> CdTe on GaAs, then
with photoresist, wafer is prepared for regrowth the CdTe growth is resumred. The

by a low-temperature in-situ etched regions are <100> oriented and
preclean. the masked areas are <111>.

Figure 2. Processing steps for orientation patterning of CdTe on GaAs.
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Figure 3. Reflected SHG vs. azimuthal angle of a) <111> and b) <100> CdTe on <100> GaAs.
The solid lines are the theoretical predictions.

through the ZnSe/ZnTe waveguide layers.
Progress towards the growth and testing of H Shtran, M. Oron, A. Raizman aid G.
complete waveguide structures will be Cinader, J. Electronic Materials 17, 105 (1988).
described. Successful implementation of
these patterned semiconductor structures will P.W. Leech, P. J. G3 ynn, M. H. Kibel, Appl.Surface Sci. 37, 291 (1989).
be important both for monolithically
integratable visible light sources as well as
for extension of quasi-phasematching
techniques to longer wavelengths beyond the
infrared absorption edges of common oxide
ferroelectrics.
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1. INTRODUCTION : Second harmonic generation (SHG) in waveguides

is being widely studied for the realization of a compact blue

source.- Obtaining SHG in the Cerenkov configuration [1] has the

important advantage of automatically satisfying the 'phase

matching condition'. In this paper, using a coupled mode analysis

(similar to that in Ref 4) , we obtain an expression for the

Cerenkov SHG efficiency, taking into account propagation loss in

the waveguide. We have also fabricated planar waveguides in Z-cut

LiNbO3 by the proton exchange technique, and have measured the

length dependence of the second harmonic power, generated in the

Cerenkov configuration. The results of our measurements are in

agreement with the theory.

2. THEORY Following the same procedure as in Ref 4 we obtain the
variation of amplitude coefficient b (I, z) of the second harmonic

radiation mode with propagation direction as
db 13 (9)

dba 3PQ AZL~

2 z e d = C e LA~ z
dz 2 w 9

0

where P9 is the power carried by the guided mode, AP=P,-2P,

and

2
d n 4 2 Hy1 (Pix) d 3 3 Hy,(P,,x) dx -(2)

0t n20
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H and H are the y-components of the magnetic fields of the
yl y,

power normalised guided and radiation modes respectively. In the

notation of various parameters, the subscript I (or 2) refers to

fundamental (or second harmonic) wavelength.

Equation (1) is usually solved asssuming no pump depletion,

i.e. PO(z) 0 , For a waveguide possessing loss, one has

"p e- z - (3)
0

where a is the attenuation constant. Thus Eq.(1) becomes

db
Ce(LAB- cx)z-

Integrating Eq.(4), we obtain the following expression for the power

generated at second harmonic

P 2 "z) = X _ e-2az -(5)

3. EXPERIMENT: Proton exchanged planar waveguides were fabricated

in Z-cut LiNbO3  by soaking in neat melt benzoic acid/

orthophosphoric acid. A schematic of the experimental arrangement

to study the waveguide-length dependence of second harmonic power

is shown in Fig.l. In our experiment, we have measured the second

harmonic power as a function of E.

4. RESULTS AND DISCUSSION: Figure 2 shows the variation of second

harmonic power P with k for a waveguide with An(I.06 pm)=O.09

and the thickness = 0.73 pm. The crosses represent the measured

values of P 2 at different values of • and the solid line

corresponds to a least square fit of the following functional
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form ( cf. R.H.S. of Eq. 5) with a ( the loss coefficient) and a

as parameters:
S [ r

P2  (Z) = A + 0 1 - 2 I - (6)

Figure 3 shows experimental results and the fitting on a pair
of highly lossy LiNbO3 waveguides.Actually, in this case the

substrates were cut using a blunt saw, and consequently the

waveguide fabricated on this substrate was highly lossy (a

M63dB/cm). Annealing the substrate before fabricating the

waveguide resulted in reduction of loss to about 23 dB/cm. The

results clearly show a saturating behaviour. A straight forward

implication of this result is that in a practical device using

waveguides with finite loss in the above configuration, the

minimum length of the waveguide that needs to be used to obtain

maximum second harmonic power, corresponding to the saturation

region, can be estimated.
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Active silica-based optical waveguides on Si
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1. Introduction
Silica-based optical waveguides have been developed for

the purpose of constructing efficient optical fiber
communication systems[1]. The waveguides, which are
fabricated by a combination of fiber fabrication and LSI
technologies, have the advantages of low loss and a fiber-
matched structure. Various kinds of planar lightwave circuit
(PLC) have been successfully formed on Si.

PLCs with active functions are required in order to

expand their field of application. Here we describe active
silica-based optical waveguides on Si which have recently been
developed. These include rare-earth doped waveguide lasers
and amplifiers, lasers integrated with laser diodes (LDs) and
photosensitive waveguides.

2. Rare-earth doved Aveouide lasers and Aulifiers
Rare-earth doped silica-based waveguides on Si are very

attractive as integrated lasers and amplifiers. Lasing in a
straight Nd-P 20,-codoped silica waveguide was first attained at
1.05 pm in 198912]. The waveguide has a Nd concentration of
about 2000 ppm and was 5 cm long. By redesigning the
waveguide structure, the threshold of the Nd-doped waveguide
laser was reduced to 26 mW, thus making LD pumping

possible[3].
The fluorescence of Er ions at 1.54 pm is the result of a

three-level energy system, and so the doping conditions and
the Er and ,odopants (P 205) concentrations have to be precisely
controlled to avoid concentration quenching. In this way, a
Fabry-Perot type Er-doped silica waveguide laser was realized
in 1991[4]. Recent progress enabled us to form a ring laser
with a free spectral range (FSR) of 2.3 GHz on Si (Fig. 1)[5].
Furthermore, the Er concentration dependence of the gain has
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been investigated in detail to enable a short waveguide
amplifier to be constructed on Si(Fig. 2)[6]. Based on the

result, a maximum net gain of 13.7 dB has been obtained in an

amplifier 19.4 cm long with an Er concentration of 5000 ppm.
These results indicate the potential for introducing various
active functions into low loss PLCs.

3. LD-intearated waveauide laser

Another way to provide silica waveguides with efficient
active functions is hybrid integration with LDs. Recently we
have succeeded in incorporating a semiconductor laser

amplifier (SLA) into a waveguide ring resonator with a very

low coupling loss[7]. The configuration of the SLA-integrated
ring laser is shown in Fig. 3. The total ring length is 10.2

cm which corresponds to an FSR of 2 GHz. The low coupling
loss was attained with lensed optical fibers, which are

coupled to the SLA as input and output fibers, and fiber-
guiding grooves. The fiber guiding grooves allowed us to
insert the small SLA module into the ring without alignment.
The coupling loss between the optical fiber and waveguide at

the groove was about 1.2 dB/point. The lasing threshold was
17 mA, which was by only 5 mA higher than that of the SLA

without antireflection coating before insertion. The lasing
spectrum of the ring laser at an input current of 40 mA is
shown in Fig. 4. Multimode lasing with an interval of 2 GHz

is observed, which corresponds to the FSR of the ring. This
configuration enables us to design a laser with a precisely-
controlled FSR and to combine it with other types of PLC.

4. Photosensitivity
Photosensitivity, which was first observed in GeO2-doped

silica optical fibers, is a permanent refractive index change
in the core induced by visible or UV laser irradiation. The
phenomenon has been shown to result from an absorption change

at the 240 nm band which is related to Ge-defects in optical
fibers. It is useful for grating formation and trimming in

PLCs.
Photosensitivity in a planar optical waveguide was also

first observed in GeO2-doped silica waveguides with Ar÷ laser
irradiation[8]. The maximum refractive index change An in
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PLCs was about 4 x 10-5, which is much smaller than that in

optical fibers taking into account the laser intensity. The

change was however found to be used for tuning the optical

frequency of a Mach-Zehnder type optical filter because this

process can be undertaken after fabrication.

We have studied the effects of irradiating the waveguide

from above a UV laser. We obtained a larger An of about 8 x

10-5 and a strong polarization dependence (open and closed

circles in Fig. 5), which was not observed with Ar* laser

irradiation. Moreover, the saturation of An was much slower

than that in optical fibers. These results indicate that the

photosensitivity observed with overhead irradiation in silica

waveguides on Si has a strong photoinduced stress-relief

component resulting from the substrate interface.

The small An with Ar* laser irradiation and stress effects

are thought to be due to the small absorption around 240 nm,

which was confirmed by measuring UV absorption for a core film

formed on a silica substrate (broken line in Fig. 6). To

increase the photosensitivity in the PLCs, defects were

induced by consolidation in a reducing-atmosphere. The

resultant increase in the absorption band at 245 nm is shown

as a solid line in Fig. 6. The An in the waveguide induced

with UV irradiation was greatly increased (rectangles in Fig.

5)[9]. Moreover, a grating has been written with UV

irradiation in a waveguide processed with hydrogeneration,

which also increased the 240 nm absorption band[10].
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We report on wavelength-tunable integrated-optical (1O) Bragg reflection actuated by electro-nano-
mechanically induced effective-refractive-index changes. No electrooptic materials are required; waveguides on
silicon are used.

The 10 nanoeneanical effect
The IO anomechanicaleffect works as follows: the width d of the small air gap (with d - , where X is the

wavelength) between a nonabsorbing dielectric plate, called "effective-refractive-index-shifting element" E, and a
section of the planar or strip waveguide is varied. The evanescent field of the guided wave penetrates through the
air gap into E. Therefore, the effective refractive index N depends on d. For suitably designed waveguides, gap-
width variations Ad of only a few nanometers induce the effective-refractive-index changes AN required for 1O
device operation.12 With an element E in the form of a bridge spanned over the waveguide, the gap-width
variations Ad are realized by elastic deflection of the bridge under electrostatic forces. Nanomechanically induced
intensity modulation and directional switching of guided waves in an 1O interferometer has been demonstrated
before.2' 3

Waveguldes and effectlve-retractive-lidex-shlfting elements
For our experiments at visible wavelengths X. (argon-laser pumped dye laser with Rhodamine 6G dye,

565 nm < X < 650 um), we used planar SiO2-TiO 2 waveguides on Si/Si0 2 substrates, i.e., on silicon wafers with

laser F -+DR

Fig. 1. Schematic of electro-nanomechanically tunable 10 Bragg reflector. The surface relief grating
with I/A = 2400 lines/nmn acts as Bragg reflector and guided-to-leaky mode converter in the
diffraction order m = 2. Shown are the incident, the reflected (R), and the transmitted (1) guided
modes, also a leaky mode in the buffer layer BL and film F, which propagates to the left and
radiates into the silicon substrate. S, substrate (silicon wafer); BL, buffer layer (0i02); F,
waveguiding film (SiO2-TiO2 ); C, cover (air); E, effective-refractive-index-shifting element
(Si/SiO2); d, air-gap width; 1, cylindrical lenses; D, detector, U(t), applied voltage.
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themally grown 3.5-rn-thick SiO2 buffer layers. The waveguiding SiO2-TiO 2 films F with refractive indices of
nF - 1.75 and thicknesses dF4 170 - 180 un were fabricated by dipcoating with the sol-gel process from
Liquicoat® solutions (Merck, Darmstadt); the firing temperature was 5000 C. The surface relief gratings with
I/A = 2400 lines/mm were embossed into the gel film before firing. In the experiments, laser light was endfire-
coupled into (and out of) the thin monomode waveguides. Waveguide endfaces of good optical quality were
obtained by scribing and cleaving along the (100) crystal plane of the silicon substrate.

The effective-refractive-index-shifting elements E were made of Si/SiO 2 platelets cut from oxidized silicon
wafers (of thickness 375 or 500 pm). The evanescent field of the guided wave penetrates only into the
nonabsorbing Si' 2 layer of thickness dE = 3.5 pm and of refractive index nE - 1.46, not into the silicon. The airA

gap was realized by chemically etching a channel into the SiO2 layer; typically the channel was do - 180 nm deep,
-- =5 mm long in the x direction, and LY = 6 mm wide in the y direction. These bridges were optical-contact

bonded to the planar waveguide. They were spanned transversely over the path of the guided mode (x direction),
parallel to the corrugations (y direction) of the surface relief grating (see Fig. 1).

Electrical actuation
A voltage U(t) = Uo + AU(/) is applied to the condenser formed by the upper conducting silicon part of the

bridge and the waveguide substrate (Si). The resulting electrostatic pressure is p(t) _ [U(t)]2 - U02 + 2UoAU(t).
By this electrostatic attraction, the gap width is reduced from its initial value do to

0 = do + Adt) , (1)
where do is the median gap width which is adjusted with the d.c. voltage Uo. The gap-width variations

Ad() = CPAt) - CPUo AU(t) , (2)
where Cp is the frequency-dependent compliance of the bridge, are linearly proportional to the small a.c. voltage
AU(t). By the gap-width variations Ad, the effective refractive index is changed from N(do) to N(do) + AN; the
induced effective-refractive-index changes are

AN = (MNlad), Ad . (3)
For the waveguides used, the calculated sensitivities of the TEO mode are (aNTI/ad) - (1 - 7). 10-4 nmn1 at median
gap widths do = 10 - 100 nm; for example, AN = 5.10-4 is induced by Ad - 1-5 m.

I-- I--

EU).I
0U)

C

0. 0 1_
565.0 wavelength X [nm] 632.9 621.0 wavelength X. [nm] X" 641.1

Fig. 2. Wavelength-dependent transmission 71k) of TEO mode in waveguide with surface relief
grating as shown in Fig. 1. Left: excitation of leaky modes at wavelengths XL < XB; right: Bragg
reflected band around X'B = 638.7 nm. Waveguide parameters: nF = 1.75, dF 174 um.
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Tumble Bragg reflectors
The surface relief grating with an effective-refractive-index-shifting element E over it functions as a

wavelength-tunable Bragg reflector. The condition for Bragg reflection is

2NAsine = WLB (4)
where N is the effective refractive index in the grating area, A the grating period, m = 1, 2, ... the diffraction order,

and 0 the grazing angle (with respect to the lines of the grating). Figure I shows the special case of retroreflection
of the incident wave (- = 900). With a nanomechanically induced effective-refractive-index change AN, the
Bragg reflected wavelength is shifted from XB to XB + A•SB, where

2(N + )A sine = mQB + AO) . (5)
The relative shift of the Bragg wavelength is

S= ANIN . (6)
Actually, a certain wavelength band 86 ,B around the wavelength XB is Bragg reflected; the bandwidth 8 XB depends

on the length and the modulation of the grating (see Fig. 2). This whole stop band is nanomechanically shifted
(see Fig. 3); the observed broadening of the stop band is probably caused by an x-dependence of the gap width

d = Ax) and, consequently, of N = N(x). Above we implicitly assumed that the gap width d and therefore N are
independent of x. According to Eq. (6), the shift AXB = 2.1 nm of the Bragg wavelength XB = 638 nm in the
experiment shown in Fig. 3 requires a nanomechanically induced effective-refractive-index change of
AN - 5.0-10-3 since Nm.O - 1.53.

Bragg reflectors as Intensity modulators
We used the nanomechanically tunable Bragg reflector for intensity modulation of the transmitted guided

mode (see Fig. 4). The constant wavelength X was chosen to lie on the slope of the stop band (on the side to longer
wavelengths).

The temporal response of the 10 nanomechanical device is determined by the dynamics of the mechanical

system (bridge) with time constants of the order of microseconds and by the time constant i w RC (for charging
and discharging the condenser C via a resistor R) which can be made as short as a few nanoseconds. However, in
the experiment shown in Fig. 4, we had a sub-millisecond time constant c, due to a high contact resistance R.

From elasticity theory it follows that by a reduction of the thickness D of the bridge, the compliance Cp,
which is proportional to DW, can be greatly increased. Then, the same gap-width variations Ad can be obtained

with much smaller applied voltages Uo and AU(t).

C0 Uo- ov

C

635.0 wavelength X [nm] 643.9
Fig. 3. Electro-nanomechanically shifted Bragg reflection band. Transmission 71(.) versus
wavelength X. at applied voltages Uo = 0 and Uo = 160 V, respectively.
Waveguide parameters: nF = 1.74, d4 = 180 nm.
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Fig. 4. Electro-nanomechanical intensity-modulation experiments at fixed wavelength ) = 640.1 mn.
Shown is the transmission M~t) in arbitrary units of the TE0 mode versus time t for sinusoidal and
square-wave input voltages AU(t) of frequency 1 kHz. Uo = 200 V; AU = 20 V (peak-to-peak).
"Waveguide as in Fig. 3.

Guidedto-leaky mode conversios
The dips in transmission M() at certain wavelengths XL < XB shown in Fig. 2 are caused by excitation of

leaky modes in the buffer layer BL (plus the thin film F), which are attenuated by radiation into the silicon
substrate. The incident mode guided in the film F is converted by diffraction at the surface relief grating into a
leaky mode of the same polarization (TE) travelling in the opposite (-x) direction (see Fig. 1). The resonance
condition is

N+NL= mLIA , (7)
where NL (with nc < NL < n(SiO2)) is the effective refractive index or normalized propagation constant of the
leaky mode L 0, 1, 2, .... In the described experiments with gratings of I/A = 2400 lines/mm, the diffraction
order was m =2, the same order as in the Bragg retroreflection of wavelength XB. The wavelengths XL we
nanomechanically tunable. From Eq. (7), we derive for the relative wavelength shift

A.LXL =ANI(N+NL) , (8)
where AN is again given by Eq. (3); we took into account that the effective refractive indices NL of the leaky
modes in the comparatively thick buffer layer are practically not influenced by gap-width changes Ad - in contrast
to the effective indices N of the highly confined guided modes in the waveguiding film F.

CUdCusio
We demonstrated that tunable 1O Bragg reflectors can be actuated electro-nanomechanically. Potential

applications are wavelength-tunable filters (and intensity modulators) with response times of microseconds. By a
miniatuization of the devices, the necessary driving voltages could be reduced to a few volts; we expect that the
necessary ICs and the 10 nanomechanical devices could be integrated on the same silicon substrate.
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1. Introduction
Integration of optical interferometers for displacement sensing is very

attractive because of its high resolution, stability, device compactness, etc. In
fact, there have been several reports on integrated-optic vibration sensors [1,2]
or displacement/position sensor [3], in which mirror displacement along the
beam propagation direction is measured with resolution of sub-micrometer.
Besides those sensors, a grating coupler consisting of a double grating has been
investigated for measuring a grating scale displacement [4]. In this paper, we
propose and demonstrate a new type of integrated-. dc sensor device. The
proposed sensor is constructed by integrating a slab waveguide, a pair of
linearly focusing grating couplers (LFGCs) [5] and a pair of photodiodes
(PDs) onto a Si substrate, and is capable of the sensing of the displacement of a
grating scale which is moving laterally to the radiated beam from the sensor
head.
2. Device Description

A schematic view of the proposed integrated-optic sensor is illustrated in
Fig. 1. The waveguide consists of a glass guiding layer and a SiO2 buffer
layer on a Si substrate, and a LFGC pair and a PD pair are monolithically
integrated. The guided wave diverging from a butt-coupled laser diode is
diffracted by the LFGCs to be two waves in the air. The waves have tilted
radiation angles and overlap with each other on the grating scale. The grating
scale diffracts both beams to the same direction normal to the scale plane by
+1st and -1st order diffraction. The diffracted beams, of which phases vary in
the opposite way to each other when the grating scale moves along the grating
vector direction, are focused to a line and interfered on the PDs/waveguide.
The interference signal is detected by the PDs located between the two LFGCs.
Thus the displacement is measured by monitoring the output photocurrent
variation. The interference output is insensitive to the grating scale vibration
to the other 2-D directions, since the optical path lengths of the two beams are
the same and the grating scale has a linear and uniform pattern. If we set
previously a phase delay in output photocurrent variation between the two PDs
by making interference fringe perpendicular to the focal line, displacement
dircion can be discriminated by the phase relation.
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The LFGC was designed to couple a diverging guided wave to a linearly
focused wave with tilted radiation angle in the air. The linearly focusing
function results in higher S/N ratio than the case without focusing and larger
tolerance than the case using point focusing. The LFGCs were fabricated by
the electron-beam (EB) direct writing technique, and the grating pattern
equation necessay for EB scanning is written as

OZLF = DF - OIN = 2 m x + const.

OIN = k N X2+ (y+r)2

ODF- k { sina x + cosa V/(y -fsinO )2 + (fcos0)

where k = 2/•A, A is wavelength, and N, r, f, a and 0 denote mode index,
focal lengths and output angles shown in Fig. 2 respectively.
3. Experimental Results

Specifications of the fabricated device are listed in Table I. Fabrication
processes are summarized in Fig. 3. A SiO2 buffer layer was grown )n an n-
Si substrate by thermal oxidation and patterned for PDs by photolithography.
Boron was diffused by using a spin-coated and patterned poly-Boron-film
(PBF) to form p-n junctions. A Si-N layer deposited by plasma CVD was
patterned by EB writing and RIE to form the LFGC grooves. A #7059 glass
guiding layer was RF-sputtered on it. Windows were opened and Al electrodes
were fabricated and wire-bonded. A SiO2 layer on the rear face of the
substrate was etched and Au was evaporated for another electrode for PDs.
Waveguide end was cleaved and used for exciting a diverging guided wave.
Microphotographs of the fabricated LFGCs and PDs are depicted in Fig. 4.

The characteristics of the LFGC were checked at first. The interference
fringes, which is generated by two beams radiated by the LFGCs on the plane
at the grating scale position, was observed by an objective lens and a CCD 2-D
sensor. Fig. 5 shows a photograph of the obtained fringes. It was confirmed
that linear and uniform interference fringes with the designed period of 2.3
ptm were obtained. A grating scale of 4.6 Itm period was set and moved to the
direction along grating vector as shown in Fig. 1 while output photocurrents
were measured. Fig. 6 shows the dependence of the photocurrents on the
displacement. It was confirmed that the photocurrents varied sinusoidally with
the period of half of the grating scale period.
4. Conclusion

We have proposed a new integrated-optic displacement sensor using a
pair of LFGCs of tilted output angle. The operation principle has been
demonstrated experimentally although discrimination of moving direction was
not achieved so far. The discrimination is now under study.
References
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Fig. 1 Schematic view of the proposed integrated-optic displacement sensor.

Table I Specifications of
the fabricated device

z Lerddiode Wvvelength A =0.79 pm* Gr" stle W ai #7059 guide 0.70 pm

j r 1Si-N grating 41 runs2Gss/SiOd/Si SiO2 buffer 1.78 pm
Modeindex N=1.534

1- r .1Linearly focusing Aperture 0.2 X 0.3 mnA

rL~T r= 10 mm
~ Ouput angle O=Sdeg

Tt angle a=10deg
____ _ PO Peiod 0.53-0.57 pm,

SElememsize 90 X66pm

Fig. 2 Configuration of the IC sensor.
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It is well established that ion implantation in silica glass increases the refractive index
through compaction of the implanted material'. Another effect of the implantation is that color
centers are created in great numbers, thereby enhancing the photosensitivity of the silica to
ultraviolet light2. The compaction and color center generation are associated with damage in the
material caused by the dissipation of a fraction of the incident ion energy into nuclear processes,
the remainder of the energy being dissipated through ionization (i.e. electronic processes). In
the work presented here, we demonstrate the use of a Focussed Ion Beam (FIB) facility for the
direc writing of arbitrary grating patterns with sub-micron pitches. This technique was
demonstrated before with an electrn beam but only in chalcogenide glass thin films3 . For
c r , we also present our results on grating formation in uniformly implanted silica glass
by selctive photobleaching of the induced color centers with ultraviolet light. Both these
techniques may be compatible with the technology of doped silica-on-silicon for optical
waveguide fabtration and will allow direct writing of sub-micron pitch grating filters in such
photloic integrated circuits.

PROSADLE PHYSICAL SITUATION SIMPLE MODEL

F;'gure 1 Refractive index grating from FIB implantation and approximate grating model.

In the FIB technique, the substrates used are made of SUPRASIL 2 synthetic fused silica
(available from Herseus Amersil). A thin layer of 20 nm of aluminum was deposited on the top
surface and grounded to dissipate the charge from the incoming ions. The FIB system is a 100
kV JEOL 104UHV with a Au-Si-Be liquid metal ion source. For the experiments, Si++4 or Be+
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(200 kev) ions were selected by a EXB filter. In order that the implantation time should not
be excessively long, a relatively large aperture was used, giving in each case a beam current of
54 pA with a beam diameter (FWHM) estimated at 0.1 pm. The 1 X 1 mm grating patterns
were written as 1250 lines 1 mm long at pitch of 0.72 im. The writing of single-pass lines
consists of a series of overlapping "shots" at 25 nm intervals. A dwell time of 14.8 ps/shot for
a 54 pA doubly-charged beam gives 2500 ions/shot, or 10' ions/cm. With a beam diameter of
100 nm, this gives a dose of 1 0H ions/cm2?. Since the total line length in each grating is 125 cm,
the total writing time is 12.3 minutes (or 37 minutes for a dose of 3 X 1014 ions/cm2 ).

The gratings obtained were visible to the naked eye by shining white light and observing
colored fringes coming from the grating areas. The diffraction efficiency in transmission i, ( = I
I./Iw. ) was measured by shining light from a HeNe laser operating at 633 nm through the
grating and measuring the power in the diffracted beams. The diffraction angle was 61°
corupondmng to the FIB design period of 0.72 pm. The difference in optical light path between
implanted and non-implanted areas comes from the increased refractive index in the implanted
glass an from a surface corrugation directly above the compacted volume where air (refractive
index = 1.0) has replaced silica (see Figure 1). To separate the two contributions, distinct
measurements are carried out with and without index-matching oil to fill the surface grooves4 .

With the matching liquid the only contribution to the grating efficiency comes from the volume
index change. Without the liquid an additional contribution comes from the periodic air gap.
Because the two contributions act in opposite directions, filling the grooves increases the
efficiency. The diffraction measurement results are listed in Table 1. The expected range of
the ions in the material has been obtained from a standard numerical calculation package called
TRIM5 . Also given is the density of stopping energy dissipated into damage processes (E.
divided by the range R). It has been shown that there is a direct link between Ea.IR and the
compaction observed in silica following ion implantation'.

TABLE 1

Ion Dose Range E1 1 /IR ,i(air) , (oil) An ALh

(ions/cm) (R) (keV/cm') (nm)
(nm)

Be 1 X1014 750 .24 X 1020 2.6 X 10' 2.9 X 10' .002 0.2

Be 3 X 1014  750 .72 X 1020 1.2 X 10' 1.4 X 10 .004 0.7

Si 1 X 1014 320 2.3 X 102 2.3 X 104 3.0 X 10-5 .013 1.2

Si 3 X 10P 320 7.0 X 102 5.5 X 10 8.5 X 1Mr' .022 3.0

It is possible to use the diffraction efficiencies and TRIM parameters in order to estimate
the properties of the fabricated gratings. For simplicity (see Figure 1), we model the grating
as a square wave with a period A, a groove width W, a groove depth Ah, and a uniform volume
index change of An over the range of the implanted ions R. The lateral extent W of the
implanted area is taken as the full width at half maximum of the ion beam (100 nm). With this
simplified model, it is possible to relate the diffraction efficiencies, in air and matched in oil,
to the grating parameters by the following two formulas:
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2R~n. W
-ol sin(Ir )

IX AJ

tj(air) = ÷1(oi) + 2 Ah (n. - n,,) sin(Tr j 2

The first equation yields the average index increase in the implanted layer directly while
the second equation is sufficient to determine the corrugation height, and from it the average
compaction. The results of these calculations are shown in the Table. For the range of implants
(0.3-0.7 t&m) in the experiment, the surface corrugations and volume changes correspond
respectively to average compactions of the order of 1% and refractive index increases of the
order of 0.02. For equal doses, the heavier silicon implants yield a larger diffraction efficiency
than the beryllium implants (28:9 mass ratio) in spite of the fact that the penetration depth over
which the index change occurs is less than half that of the beryllium ion. In order to increase
the thickness of the gratings, lighter ions or higher implantation energies are needed. Since the
effects observed depend on E,/R, a higher dose of lighter (less "damaging") ions is needed to
yield the same characteristics as heavier ions. The maximum index increase (or compaction)
achievable in fused silica from damage processes saturates at about 2%1, when E- a 2 X l0•°
keV/cnm, and the highest energies available with a Focussed Ion Beam facility limit the
maximum range for light ions to about I pm in silica. We see from Table I that we have
reached the maximum achievable index change for the silicon implants. On the other hand, the
minimum period obtainable is restricted by the minimum beam width, broadened somewhat by
the lateral spreading of the implanted ions in the substrate. Since relatively large doses are
needed to produce damage, it will probably be difficult to reduce the line width of a single FIB
scan to less than about 100 nm (meaning a grating period of 0.2 jm which is less than half the
Bragg period for a reflection filter at 1.3 im in a silica waveguide). Note that the use of theFIB allows arbitrary grating patterns (including non-periodic) to be written.

A final verification of the grating topology was performed using an Atomic Force
Microscope (AFM). Figure 2 shows an AFM picture of the strongest grating (Si, dose -

3X10" cm-). The surface corrugation is clearly seen, with a period of 0.72 #m, which
corresponds to the design value and the one obtained from the diffraction experiment. The
measured corrugation height is approximately 3 nm and corresponds to the value obtained from
Equation 2 and the diffraction efficiency. However, the surface height modulation is far from
square, indicating that the compaction is not uniform. Indeed, a complex stress-strain pattern
is expected to result from FIB implantation over such a small volume and a more accurate
modelling of the index change profile will certainly be very difficult. However, the square wave
model seems to yield reasonable *average* values.

By comparison, the other method which we have used to define phase gratings is by
using the photosensitivity induced in silica by uniform, high energy ion implantation2. Using
the ame substraes as above, germanium ions have been implanted at a dose of 10" ions/cm2,
with anenaergy of 5 MeV. In this case, the damage range extends to almost 4 tm below the



IWD4-4 / 495

surface, and the index change reaches +0.015.
More importantly, ultraviolet color centers have
been created in the silica, with a strong
absorption at a wavelength of 245 nm. Upon
exposure of the implanted silica to light whose A
wavelength is close to the absorption band
which in our case is an excimer laser operating
at 248 nm, the absorption is bleached and there
is a corresponding change in refractive index.
We have shown in a previous paper2 that the
maximum photo-induced index change in this
case is a d e of the order of 2 X 10i, over
the full range of the implanted ions.

While the maximum index modulation is
an order of magnitude smaller in this case, the
use of an unfocused ion beam to induce the Figure 2 AFM picture of grating surface
photosensitivity allows the formation of thicker
gratings since ion implanters with higher
energies are available. Furthermore, direct writing techniques are still possible by scanning a
focussed lIr beam to define gratings or other patterns in the silica or, for the formation of
uniform gratings, UV holography. As a demonstration of this technique, we have written a 4
#rm pitch, 4 jum thick grating in fused silica by exposing a uniformly implanted substrate to the
excimer laser light through a metallic shadow mask. The resulting diffraction efficiency of 2
X 10.5 corresponds to an index modulation of 2 X 10W. With a more efficient UV writing
procedure, the diffraction efficiency could reach 0.1%.

In summary, we have demonstrated two techniques for direct writing of micron-sized
refractive index features in planar silica substrates, with immediate applicability to silica-on-
silicon waveguide fabrication technology. No photolithography or etching is needed and the
resulting refractive index modulation appear mainly in the volume of the glass, with some
surface corrugation of the order of a few nanometers.
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Electron Waveguides
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Progress in nanolithography has made it possible to fabricate
electronic devices with feature sizes comparable to the DeBroglie
wavelength of electrons. We will discuss our present
understanding of such devices, pointing out the similarities and
differences between electrons and photons.
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1 Introduction
Space-charge effects play an important role in the dynamics of photonic transition in quantum well devices. The
primary effect of space charge causes band-bending resulting a change of the potential profile. Subsequently, the
tunneling effect is more pronounce in an infrared detector under a given bias voltage, and the negative resistance
region in a double-barrier resonant tunneling structure (DBRTS) also occurs at a higher bias voltage. In this
paper, we present a method to obtain the self-consistance solution to the Schr6diger-Poisson equation using
the Local Interpolatory Cardinal Spline (LICS). Our results are compared with those without self- consistance
using an intersubband infrared detector as an example.

2 Relevent equations

In the effective mass approximation, the envelope function of an electron in a quantum well (QW) is given by
the one-particle Schr6dinger equation

h2 d 1 d
-2 dz m�)� -O(z) + V(z)o(z) = Eik(z), (1)

where m(z) is the effective mass of electrons, and E is the energy of states. V(z) is a combination of a
pseudopotential energy AE,(z) due to offset of the bands, and a net electric potential energy -qVE(z) from
externally applied voltage and space charges. The potential function is written as

V(z) = AE,(z) - qVr(z). (2)

The net electric potential Vz(z) can be obtained by solving the Poisson equation

d d(3
W+() zV Bz)= -q[ND(z) - nz] 3

where e(z) is the dielectric constant. ND (z) represents the ionised donor concentration, and n(z) is the electron
density. Acceptor concentration and hole density are neglected for a n-type modulation-doped quantum well.
We assume all donors are ionised (as in most cases of interest), and ND (z) is equal to the donor concentration
ND(z). The electron density n(z) is given by

n(z) =Z ,- T -ln[l + exp( - )jj0,(z)j2 (4)

rh-KjPT )Itz
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where Ka is the Blotsmann constant; T is the absolute temperature; E, and 0, are the eigenenergy and eigen-
function of the i"' subband; and Ep is the Fermi energy.

The eigenenergy and envelope function, E, and 0,, can be obtained by solving (1) and (3) iteratively. The
self-consistant procedure starts with an assumed initial potential V(°)(z) for obtaining the eigenfunctions 0.

and their corresponding eigenenergy E, by solving (I). n(z) is computed using (4) and a new V,()(z) is ob-
tained by solving the Poisson equation (3). The iterative cycle ends by computing a new potential, "E,. w(z) =

fVil"(z) + (I - f)tK("- 1 (z) where f is the convergence factor (0 < f < 1). This process is repeated until the
difference in potential from each successive iteration is within a preset value.

3 Numerical Approach

The numerical method used in this paper is based on a variational approach using LICS as basis functions. This
method has been used to compute the eigenstates of a quantum well with an arbitrary potential profile[1]. The
results agree very well with those published in the literature. Without going through the details, the method is
described briefly here.

1. Using a variational approach and the boundary conditions at points of heterointerfaces, we have

-h2 ( 1(z d NZ) ++ h f " 6?P(z)!I) d (z)dz+ 6b(z)[V(z)-E] O(z)dz = 0, (5)
12 (z) Odz) goz dzS

where 60(z) is the first variation of O(z) and the region of interest is restricted to a finite interval
ZO<_ Z <_ ZN.

2. The region zo <__ z < ZN is divided into N equal segments. The cubic LICS function O(z) is used to
represent the envelope function ?P(z) in a spline series as:

NO(z) = F, 0()O•(z - 0, (6)
i=O

where 0(i) and O(z - i) represent O(z,) and O(z - z,) respectively.

3. A general eigen-matrix equation of the form,

AC= EaO,

is obtained using (6) in (5), where (0 is the column vector of the coefficients 0(i) which also equal to the
unknown function values at the grid points. The elements of A and . are given by

IN It 1l dz( iýf o - )(z - z)(z - j) + V(z)4(z - i)0(z - j) dz

-q z- i)O(z - j)
-E2 m-(z) ]'so

b,,, = J - i)O(z - j)dz,

where ý(z - i) means O(z - i).

The same method is also used to solve the Poisson equation to obtain the electric potential Ve(z) in each cycle
of iteration.
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4 Examples

A. Modulation-doped heterojunction GaAu/AIGaAs

For numerical confirmation, a modulation-doped heterojunction given in [2] is considered. A uniform mesh
size of 10A is used in the simulation. The full range of calculation is 1200A, and the convergence criterion is set
at 0.5meV. The choice of convergence factor f depends on the problem being considered. Generally, f = 0.5 is
appropriate. However, in this example, an adaptive method is used to choose f for each iterative cycle due to the
slow convergency at a smooth band edge around the accumulation layer. It takes 10 iterations and one minute of
cpu time in VAX 9000 to reach the final result. Two bound states are obtained in this problem. The conduction
band edge and the electron density distribution are shown in Fig. 1. The simulated result agrees with that in [2].

B. Intersubband absorption in a modulation-doped rectangular well

It has been shown that a square quantum well can generate a large field induced Stark shift [3] that is useful in
high-speed infrared light modulators. Here we assume a two-level (with states 1 and 2) QW system under an
applied field F in the z direction. The optical frequency is w and the polarisation is in the a- direction. The
linear absorption coefficient is given by [4]

a(w)=) -•W M2 ImKaT\11 I + exp[(EF - E1 )/KwT] Pt/r

;En '. LrI )I / + exp[(Ep - E2)/KTj) (E2 - - h.W) 2 + (h/.)2 (7)

where M2 1 =< 0 21qzf•t 1 >, L, P,eR,c, and r respectively represent the dipole matrix element, the well width,
the permeability of the system, the real part of the permittivity (which is related to the refractive index by
ER = n,2eo), the speed of light in free space, and the intersubband relaxation time.

We consider an 80A undoped GaAs well bounded by a 150A thick A1o.4Gao.eAs barrier on each side of the well.
The outermost 50A of each barrier is considered uniformly doped at 1.0 x 10"cr- 3 . Assuming room temper-
ature (T = 300K), the refractive index n, = 3.2, and the relaxation time r = 0.14ps, the eigenenergy and the
corresponding wave function of the QW, the transition energy, and the peak absorption coefficient are obtained
by solving the self-consistant coupled equations. The results are shown in Fig. 2. For easy of comparison, the
solutions based on a fiat band edge are also included in the figures. It can be seen that the transition energy
increases with the applied electric field and the peak absorption coefficient decreases. In addition, due to the
large band-bending in a highly doped quantum well, the transition energy and peak absorption coefficient are
smaller than those in a fiat band. In Fig. 2(b), there is an obvious drop in the peak absorption coefficient when
the applied electric field is set at 60kV/cm. That result can be explained by the resonant tunneling effect [5]
that reduces the screening of electron density and the band-bending. Therefore, the Stark shift is enhanced,
but the absorption coefficient is suppressed.

This research project is supported by Texas Higher Education Coordinating Board under Grants No: 32135-
70800 and No: 32134-70830.
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Time-Domain Simulation of Ultra-Short Pulse Process in Semiconductor Lasers
Wei Yang, Anand Gopinath

DepL of Elec. Eng., University of Minnesota, Minneapolis, MN 55455

L Introduction

The propagation of optical signals in a semiconductor laser is governed by the interactions
between the photon and carrier densities. These interactions are commonly described by the rate
equations in which the photon density is assumed to be evenly distributed in the cavity. This is
valid when the signals are of low temporal frequency compared with the photon life time or low
spatial frequency compared with the cavity length, which is the case in most applications where the
bandwidth is below 20 GHz, due to the large carrier life time. However, semiconductor lasers do
have gain spectrums that provide >30,000 GHz of bandwidth and in principle, ultra-short pulses
of picosecond width can be generated, such as in the mode-locked semiconductor lasers[l], [2].
At such short time domain, there are several factors must be taken into account: 1) the spatial
distribution of the photon and carrier densities, 2) strong non-linear effects as the results of
gain/loss saturation, which is primarily responsible for the generation of ultra-short pulses, and 3)
modulations of the gain/loss and their bandwidth, or time response, which is very important in
shaping the pulse profiles. In this paper we will present our approach by first deriving the rate
equation incorporated with the wave equation of the photon density, then discussing the
transitional process of the gain/loss, and finally our initial results from GaAs-AlGaAs passive
mode-locked laser simulations.

H. Rate Equation

Let us consider the optical fields in the laser medium as a plane wave modulated by a slow
varying function E(xt):

e(x,t) = E (1)

where (o and k are the optical frequencies in time and space, E(xt) may be complex. The wave
equation for e(xt), in a gain or loss medium, is

ave(xxt) l+jE°2e(x't) -= (2)O2 -C2 &2

whe.,e c is the group velocity of the wave in the laser medium and the imaginary dielectric constant
je represents the gain or loss of the medium, take (1) into (2) and neglect all the second derivatives

of E(x t), the photon density Sx, t) = KE(x t)E*(x t) follows
S(x,t) IdWXt) t) = rg(N) (3)

where the phase term is not involved as long as the refractive index is uniform over the whole
medium and we do not consider the carrier induced index change. We have used g(N) for the net
optical gain, N is the injected carrier density and F the optical confinement factor. Equation (3)
becomes obvious when we recognize that the right hand side as the photon source term so the
equation simply represents the photon or energy conservation. The carrier rate equation takes the
common form, if we neglect the spatial inter-diffusion of the carriers:

- )= -g(N) + Jx-)t - Rnr (4)

Vd
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In the laser cavity, we shall consider two counter-propagating waves Ea and EFb. The interference
of these two waves (Ea + E,)(Ea + E,)* leads to spatially distributed photon density S = Sa + Sb +
2VSiaŽos(kx), The interference term is averaged out in an space interval that is much larger than
the optical wavelength, but in the strong saturation domains, this term must be taken into account
for non-linear effects. The net gain can be expressed approximately as:

g(N) = (B(N - Nth) - az,)S + Rsp (5)

where Nth is the carrier density when the medium becomes transparent, B is a coefficient related
to the initial doping of the materiaL

Il. Frequency Dependence of g(N)

Due to the intrinsic stimulated emission process, g(N) is a function of optical frequency[3]. In
the gain region or g(N) > 0, the band width of g(N) is approximately:

(Ef h -fo (6)

where Fc anf Eft are the quasi-Fermi levels for electrons and holes andfo is the lasing frequency.
So the gain bandwidth is modulated since Efc and Eft change with injected carrier density. For
absorption or g(N) < 0, we assume that speed of response in the absorption process is only limited
by the inter-band transition time. To include these frequency effects in the time domain, we
introduce characteristic delay time r =rg = 1/4f$ for gain, and - =zz = or for absorption, where
vr is the banb to band transition time, which is on the order of lps [4],. Taking the delay effects
into account, the rate equation (3) can be modified to be

I 0Ls(x,t) = rg(N)* e -t (7)

where * stands for convolution.

IV. Results and Discussion

Based on the above discussions, numerical simulation has been performed to observe the
formation of short pulses in GaAs/AIGaAs lasers. As an example, we studied a laser with gain
section length 350 gtm and absorber 150 gim side by side, Nth = lxl018 cm"3, r = 0.35, d =
2000A, internal loss = 20 1/cm, and 95% reflection on both facets are assumed. In the simulation,
the cavity is divided into 50 sections and the time steps are 0.11 ps. The pulse generation start to
occur when the injection current in the gain section exceeds 90 mA. The pulses have about I ps
width and 80 GHz repetition frequency, and almost 100% extincion(Fig. 1, 2). The transition time
from DC to pulsed mode is tipically I ns. A slow amplitude modulation of the pulses are
observed at about a few MHz. A gradual narrowing of the pulses in the process of forming stable
pulsed mode is also noticed. The explanation for the pulsed mode operation in the passive mode-
locking laser is that the absorber sharpens up the pulses due to the saturability of the absorber and
its very fast response, even though in the gain section the pulses tend to expand due to the smaller
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bnd width, the net effect is that the pulses stabilize at certain width and shape. The repetition
fquency always c.2L, where L is the total cavity length. This indicates that the pulsed mode,
infrequency domain, is the composition of phase-locked longitudinal modes, which have
frquency separations of &M

V. Conclusions

We have developed a numerical method to study the short pulses in the laser cavities. Initial
results have been obtained showing the expected results. This method is to be modified to study
other dynamic processes such as active mode-locking and modulation characteristics.

Re~ft Faces

1. M. C. Wu, et aL, AppL Phys. Lett., 57 (8), p759, August 1990
2. S. Sanders, et aL, AppL Phys. Lem. 56, No. 4, p331, January 1990
3. K. Y. Lau, IEEE J. Quantwm Electronics, vol 26, No. 2, p250, February 1990
4. A. Yariv, *Optical Electronis", p474, CBS College Publishing, 1985



506IWE3-4

Tune (SpsI div)

Fig. I Stabilized pulse shape 3 ns after turn-on, the time for pulse establishment
is about I ns in this case.

V I L

Time (50ps I div)

Fig. 2 The train of pulses at 3 ns. The pulse amplitude is subject to a slow
modulation.
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Modeling Subpicosecond Pulse Evolution In High-Gain
Semiconductor Laser Amplifiers

A. Dienes, J. P. Heritage, MY. Hong, Y.H. Chang
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Recent advances in subpicosecond generation and amplification with semiconductor lasers
have shown the necessity of extending and modifying existing theoretical modelsI to include
phenomena influencing subpicosecond Pulse amplification. To model subpicosecond pulse
evolution in semiconductor laser amplifiers (SLA), spectral dependence of both real and

aginary of the complex susceptibility (index and gain) within the pulse bandwidth must
be mcluded. In addition to the well known gain saturation and selfphase modulation (SPM) due
to carrier depletionl, it is necessary to account for the recently observed rapid gain and phase
dynamics which have been attributed to carrier heating2. The effects of an instantaneous
nonlinear index n2 must also be included.

We define the pulse envelope by the Fourier transform pair V(t, z) and V(co, z). All phase
and amplitude changes caused by propagation in the nonlinear medium are included in V(w, z)
except the carrier phase shift [oz. From the wave equation, using the slowly varying wave
approximation, we obtain the propagation equation

aV(caz) i{.ca+X(o)+Ii(o),NT)]V2 -P VQOz) (1)az = t -I oVoz

where the effective mode index i = (I + X )V2 is frequency dependent due to both material and
guide dispersion effects. The transverse dependence has been integrated out to give r the
confinement factor. The complex susceptibility j = XR + iXj represents the contribution of the
carriers in the active region. In addition to its frequency dependence, it is also a function of the
carrier density N, as well as of the carrier temperature T. Next, we expand real and imaginary
parts of both 2 and Xm in a Taylor series about the pulse center frequency to second order in co
and then transfer into the time domain to obtain

i+ • 2 i 2 V(t,z) =
+v 9 202 2cii

-•-]Xo av±[ 2- I -- XRj a2} V(t,z) (2)
R 

0)

Here vg is the group velocity, and P2 is the group velocity dispersion due to the mode index.
The first and second terms on the right hand side of this equation represent the differential gain
and phase change at the pulse center frequency, while the terms that follow describe the
frequency dispersion of these quantities. We calculate the susceptibility j as a function of co
and of N and T, using greatly simplified assumptions along the line of the theory of Vahala at
al3. The calculations are carried out for a range of values of N, T, and on the bases of the
resultant curves of j vs. (o we find a simple mathematical model for the dependence of each of
the terms in the RHS of equation (2) on carrier density and temperature. Fig 1 shows typical
curves of the active region gain (coX1 /cn) and of the corresponding index contribution (R /2)
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for InGaAsP. On the bases of a series of these curves and rate equation modeling of the
nonlinear dynamics of carrier density and temperature, after adding free carrier and two photon
absorptions and also the instantaneous nonlinear index effect, we obtain the final form of the
pulse propagation equation

[ -ia2  aJ ac,~ 1[ a
- aP2 ]V(Tz) = ) 2 gN(', 0 , o(l+iaN)-!Ag(T(coO)(l+icLI)-Yfc

I • a I%•')) a I 2g(% •'Y-0) 2 ,_ib2) IV(t z) 12 1V(% z," (3)

Here, Yfc and Itp are the free carrier and two photon absorption coefficients, and b2 = won2/cA
(A is the effective area). The other terms on the right hand side are given by:

goexp s__... d1V( '].

gN(r) = g Wl fI we)12 d , (4)

which describes the well known energy dependent carrier depletion gain saturation1 (go is the
linear gain and W.l is the saturation energy defined in the standard manner).

Ws2 - -W

which describes the dynamic gain decrease due to carrier heating. Due to the fast relaxation of
the heated carriers to the ambient crystal temperature ('2 - 600fs), this function depends on the
pulse intensity. Carrier heating is assumed to be due to three causes: stimulated emission, free
carrier absorption, and two photon absorption and h is a parameter describing the ratio of the
contributions of the third to the first two. The parameter Ag/Ws2 defines the magnitude of the
carrier heating caused gain depletion.

The phase changes which (as Figure lb shows) accompany these gain dynamics are given
by the two linewidth enhancement factors

aZR /aN = -2P AnN and aT ANT . 6)
-ZlN J3Ag)N anti/aT - Agr (

Equation (3) has no phase dispersion terms. This is because, as can be seen from Fig lb , the
curvature of XR is negligibly small. Gain dispersion, however, is not negligible; additionally, it
is also a dynamic quantity. The instantaneous value of the two frequency derivatives of the gain
can be approximated as linearly related to the net gain g(t) = gN()+Agr(r).

ag = Al + B1 [go - g(1)], and 2 + B2 [go -g(T)j (7)

where Ai and Bi are constants determined from the gain vs co curves.Equation (3) adds substantial improvements to existing theories. 1,4 We have verified that
the new terms result in modifications that are consistent with recent experimental observations.
Second-order gain dispersion acts to restrict the SPM modulated bandwidth (experimentally
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observed5 but not yet explained) and the carrier heating caused gain depletion and SPM result in
behavior that closely mimics the pump and probe results of Ref. 2. The ultimate test of our
model, of course, is to fully explain experimental results of high gain subpicosecond pulse
evolution.5 We used a moldified split step Fourier transform method to integrate equation (3)
and thus find the pulse evolution in both time and frequency domains. In Figure 2 we show a
particular result for a 500 fs duration input pulse under conditions of rather high input pulse
energy, which leads to strong saturation due to both carrier depletion and carrier heating.The
strong SPM due to both types of saturation results in considerable spectral broadening, while the
fast response gain saturation also causes distortion of the pulse shape. For pulses of around 2ps
duration or longer both spectral and time domain evolutions were found to be very different.
This is due to the diminished importance of the fast carrier heating effects. Qualitatively these
results are similar to the experimental observations of Delfeyette at a15 . A detailed parametric
study is now under way.
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Fig.1. Calculated gain and index contribution due to carriers
in InGaAsP at different carrier densities and temperatures.
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Circular ring semiconductor lasers are promising sources of coherent light for
integrated optoelectronics. There have been a number advances in these lasers [1-3]. We
believe that the structures with relatively smal index step (An=0.1-0.2), for instance ridge-

waveguide of buried heterostructure ring lasers, will have better performance characteristics
than the devices with deep etching through active region. We present in this paper a WKB

analysis of mode structure and thresholds of ridge-waveguide semiconductor lasers, and
coupled-mode theory of radially coupled dual ring lasers. We show strong suppression of
higher-order lateral modes due to leakage. We show also that radial coupling of concentric
two ring lasers results in discrimination of longitudinal modes.

Ridge-waveguide ring laser shown in the Fig. 1 can be described in frames of effective
index approximation, with certain profile of refractive index n(r) depending on radius. An
electromagnetic field of form A(r)r-112 exp(-iMop + iot) obeys the equation:

•3A_ 2•R~n _ 2rO

where ko = ow / c is the wavevector of photosn in a vacuum, R is the outer diameter of the
ring, and nff is the analog of modal refractive index in planar waveguides
(M = 2wRn/f / o>>l, 1-o is the wavelength in a vacuum). The M value characterizes the

number of wavelength along the ring. Fig. 2(a) shows intensity distributions of three lowest
order modes of the ring waveguide (R=100 pan, width of ring is W=2 tpm, refractive index
step is An=O.l). It is clearly seen that the lowest order mode (N=I) is shifted to the outer
boundary of ring, and the other modes are shifted to the inner part of ring. Fig. 2(b) shows the
radial intensity profiles of fundamental modes (N=l) of two waveguides of different radii
R=50 pIm and 100 Ipm. The mode profile is more symmetrical for the ring with larger radius
because a repulsive potential (the h/r2 term) in the Eq. (2) is flatter inside waveguide region in
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this case. The analysis shows that further increasing of the width of ring does not change the

profile and the effective refractive index neff of the fundamental mode.

The bending of the waveguide causes the electromagnetic field to tunnel through

potential barrier which, in turn, leads to inherent mode leakage (see solid line for R=50 ptm,

Fig 2(b)). We estimate the losses of modes of ring laser in frames of WKB approximation:

ot -2 (n, / n2)2)11 exp[-2MJ]. J = tanh-f[ l-(n/nE)2 ]- l-(n .,nE)2  (3)

where n2 and nj are the refractive indices of waveguiding and surrounding regions. Fig. 3

shows the losses of different modes vs. radius of ring (a) and refrat tive index step for R= 50

pim (b). One can see that the losses of the fundamental modes are very small (even for R=50

Pm, a= 11 cm-1). On the other hand, there is strong discrimination of higher order modes (for

R=50 gm and An=0.1, cz(N=2)--a(N=1)--475 cm-l). Thus, single lateral (radial) mode

operation can be achieved more easily in ring lasers than in straight ridge waveguide lasers of

same dimensions and equivalent design. This is especially important for laser characteristics

above threshold when spatial hole burning of gain profile allows higher order modes to lase.

Y-coupled ring lasers have recently [4] been shown to operate in single longitudinal

mode. In our notation it corresponds to specific value of angular number M. We propose here

concentric coupled ring laser for still higher longitudinal mode discrimination. Let us consider

to concentric ring waveguides of radii RI and R2. We can represent mode of dual ring as a

superposition of the modes of single rings:

a(q,)A (r)r-'1 exp(-iMV + iot)+ a. (,)A, (r)r1-1' exp(-iMq, + iot)

where radial functions Ai(r) obey the eigenvalue Eq. (1) with the corresponding index profile
ni(r). For ang.,ar functions ai(q)) we can write equations:

Ri 9 K12 exp(iAM)
d M (2)

d2= i R2k•9 exp(-iAM)d M2

where K, = JA(e-e,)Airdr are coupling coefficients and AM=M2-M1. Using round-trip-

analysis [5] for this generalized coupled mode theory one can find the thresholds of different
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longitudinal (angular) modes. Because of different lengths of rings spacings of their
longitudinal modes slightly differ, and the modes of dual ring will have spacing determined by
A&M<<M1, M2 . It results in strong longitudial mode discrimination, which will also be

presented at the confereuce.
Summarizing, ridge-waveguide circular ring laser provide strong lateral mode

discrimination at low threshold of fundamental mode. In order to get single frequency
operation we propose dual concentric coupled ring lasers.

References:

[I]. A.F. Jezierski and PJ.R. Laybourn. IEE Proc., 135, 17 (1988).
[2]. J.P. Hohimer, D.C. Craft, G.R. Hadley, G.A. Vawter, and M.E.Warren. Appl. Phys.
Letts., 59, 3360 (1991).

[3].H. Han, M.E. Favaro, D.V. Forbes, and M.J. Coleman. IEEE Photonics Technology
Letts., 4, 817 (1992).
[4]. J.P. Hohimer, G.A. Vawter, D.C. Craft, and G.R. Hadley. Appl. Phys. Letts., 61, 1375
(1992).
[5]. U. Griffel, W.K. Marshall, I. Grave, A.Yariv, R. Nabiev. Optics Letters, 16, 1174 (1991).

Cladding AII.x Gax As

Active layer
GaAs/M~A s ...

Cladding

Substrate (GaAs)
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Fig. 2. Intensity distributions of three lowest order modes of the ring waveguide (R=100 pm,
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fundamental modes (N=I) of two waveguides of different radii R=50 pm and 100 pm (b).
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Introduction: Recently two experimental systems have been used to observe nonlin-
ear effects and self-guiding in one transverse dimension. In the first system 1 a beam
is broken into a stack of parallel filaments and nonlinear effects are observed across
those filaments. This has led to a variety of experiments involving soliton beams and
their interactions which are reviewed by Reynaud and Barthelemy.2 In the second ap-
proach a planar waveguide is used to contain the beam in one transverse dimension (the

y-direction) and then nonlinear effects dictate the beam properties in the second trans-
verse dimension (the x-direction) 3,". This is proving to be a valuable experimental

system. 5

The simplest theory' for the planar waveguide system describes the beam using
a product of a linear waveguide modal field 1OL(y) and a solution of the nonlinear
Schr6dinger equation (NLSE) in the z-direction. This implies that the two dimensions
are separated and we have recently shown 6 that this is an extremely good approxi-
mation. However, this does not mean that the two dimensions are fully decoupled.
The y-direction field influences the x-direction field by means of an effective nonlinear
constant, which is the bulk value of n2 divided by an effective length. As a conse-
quence, the full three-dimensional propagation problem reduces, under the separability

approximation, to a NLSE with the effective nonlinearity.

The model: We consider a symmetric planar waveguide in which the cladding and
substrate are linear, but the film is a Kerr-law medium. The beam propagation problem
requires us to find the field E = T(z, y, z)e-i" which satisfies the equation

V2 T + k2 (n2 (y)'I + a %p12 ) = 0 (1)

where no is the linear refractive index profile, a = f n2 Ceo, nf is the film index and
n2 is the nonlinear coefficient (measured in m 2 /W). If linear guiding dominates in the

y direction, we may assume a solution of the form IF = 1kL(y)/N•12 exp(ifLz) I(x, z)
where Or, is the field of the linear guided mode and Nn = fE 0'(i)dy. We can
then obtain an equation for 4 by averaging over the y direction. That is, we multiply
Eqn (1) by 1loz(Y)/N 1 2 and integrate over y to find

02.@ 01 024t 12,t 0
--+ 2i -= 0 (2)

where Leff = NI2/N 4 is an effective length.
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Since this effective length can vary quite significantly as a function of film widths
while P, remains relatively constant, these equations show that propagation in a one
(transverse)-dimensional medium with constant refractive index but a spatially vary-
ing nonlinearity can be simulated, both theoretically and experimentally, by using a
waveguide whose thickness varies in the transverse direction.

It is possible to envisage a large number of structures being constructed in this
way. For example in Figure la, a planar waveguide has its thickness decreased along a
narrow stripe. The resulting change in Lef! leads to an increase in the effective non-
linearity along that stripe. On the other hand an increase in waveguide thickness leads

to a decrease in effective nonlinearity as illustrated in Figure lb. We have thus pro-
duced one (transverse)-dimensional structures with constant refractive index but with
a step variation in effective nonlinearity. Similarly Figure 1c illustrates the possibility
of creating nonlinear couplers while Figure ld shows that graded nonlinearity profiles
can be simulated by tapering the waveguide thickness.

Steady-state solutions for the first three of these structures can be derived analyt-
ically in terms of Jacobian elliptic functions 7,8 . We would not, in general, be able to
solve for the last of these profiles analytically but a variational approximation 9 may be
used with very high accuracy.

Example: As an example we focus on one particular case which exhibits particularly
intriguing solutions. In the steady-state, @(z, z) = 0(m) exp(i6f3z) where ip satisfies
the equation

Sit + k2a(X),p 3 = \2 ,0 (3)
Here primes denote differentiation with respect to z, k is the wavenumber and A2 =

#32 _'32 where 83=3 + 6l3.

In the situation depicted in Figure 1b, two types of symmetric solutions generally
occur - one in terms of the Jacobian dn function and the other in terms of the nd
function 7 8 . However if waveguide parameters are chosen such that a2 = 2 a,, a third

symmetric solution of the form

= (2/C2)1,2 (A/k) IxI < a (4)

= (2/C2 )1/2 (A/k)sech[A(z±-a)] Izx > a

where the + applies in the region x < a and the - applies for z > a. This solution

has the very unusual property of being constant throughout the central guiding region.
Figure 2 shows the dispersion curves for the three solutions where a2 = 2a 1 L-

1.3 x 10-11 m 2 /V 2 . The inset figures show the field profiles at several points and
show, in particular, that all three solutions converge to the same form at a certain
power.

The behavior of solutions for other values of the ratio of the two nonlinearities can
be quite different. Further examples and a discussion of the stability properties of the
solutions will be presented at the conference.
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Conclusion: We have shown that when a beam is confined in the y- direction
principally by the action of a linear refractive index profile, the nonlinear behavior of the
beam in the x- direction is governed by the usual nonlinear Schr6dinger equation with

parameters modified by the linear waveguide modal properties. Since these parameters
can vary quite significantly as a function of film width, this enables us to simulate
propagation in a one (transverse)-dimensional medium with constant refractive index
but a spatially varying nonlinearity. A variety of interesting nonlinear waveguides may
be constructed in this way, some of which have analytical solutions as illustrated here.

This extension of a basic method used in spatial soliton research opens the way for
the design of new structures with potential applications in all-optical signal processing.
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Figure 1 Schematic diagram showing the effective 1-D nonlinearity profiles corre-
sponding to various 2-D geometric: structures.
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Figure 2 Dispersion curves for the lowest order symmetric solutions of the waveg-
uide shown in Figure lb. The dashed curve corresponds to the solution described
by eqn (4). The inset figures show the field profiles at several powers. 2 = =2 a,
1.3 x 10.11M 2/V 2 , wavelength is 0.515 psm and a = 1psm.
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This paper presents the analytical and numerical results of an investigation the dynamics of
coqupled spatial modium wbau the solitoas reside, in general. in different planar waveguides.
Mwe wsoloms have the maws frequency and polarisation an the waveguides are identical. A
very important 'OFpect of dhe thery, however, is that the nonlinear coupling does not ignore
any rcmo-s-ems. ThW ommmsion of many coupling terms, which characterises nearly all
publishied calculations on nonlinear couplers, cannot always be logically justified and this
point has attracted some recent attention~l2. In the notation adopted here the stability of the
soliton interactions now depends upon three Parameters (&-, p. 1'2). This is an important
novel feature here which, when added to an original development of an ele-gant.
mathematical, particle-bamed approach, permits a far-reaching study of the soliton dynamics
to be reported. Traditional Langrangian varational methodss are used but we are going to be
much more general here, because we do not restrict the number of parameters, as is often
done. Two waveguides are used for which the basic coupled equations are

a* + ft + 1j 2 + 2v#j + 2#a,(40 + 2I1#j10) + 2p,(2j#i120J + #?;+1~1~)-

where i - Ior 2 with the corresponding j-2 or 1. i'- 2fzax --,x,c c

3 1 d) B1  ~ V~ 3 xi4~d) 4
AAsdy, p, - r4 f A21 A2dy, p2~ - r4 f A 3 A2dy - 1" f A1 A 3dy. e,, are the, respective,
dielectric constants of the waveguide and the cladding, B, ,(x, z) are the (x, z) dependent
amplitudes of the guided modes propagating along the z-axis, Al(y), A2(y-d) are the mode
profiles, d is the guides distance between the two, w is angular frequency, # is the

I I
2 2

wavenumber and r, = I/ -2d r. I-12d are normalisation

fiactors. The objective in this short presentation is to concentrate on but one of the properties
of the interacting solitons. This is the displacement suffered by two solitons approaching each
other. We select cases for which the two beams are equal in magnitude but are either in
r~hase, or tv out of phase. This is the zrow energy exchange regime, within which the beams
behave as robust particles. There is nothing new, in general, about any particle
representation, because it is a theme that has run through nonlinear physics for a very long
time. Nevertheless, various forms exist and we present here a particular development that is
designed for spatial solitons. If the solitons engage in weak interactions they, initially, have

the form fj- tijsech [i1j(x-xj)1 exp {L (x-xi) + i9,} where xi - xo+ Ciz and f=- j +

e14+ tqjlz. AUl the parameters (qj,x 4 ;,9) in this calculation vary with propagation
distance and the Euler-Langrange equations lead to the definitions r~l + 12- 2M, 172X2 - 7x
-2MA.q2Cj-(- 2W. *=-*0 - 01, q, 7 -.72N and to equations for !LN da ! n

'2511 'dz' dz ' adz
dtFurther normalisation inthe form L MA- . -L N , Y Y, M 2 z -- z&*M M 'M2

and Mx -. x and the Woiton coupling leads to important modifications of the single soliton
reltiouhis.A is the normalised spatial separation of the solitons and for beams with the
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same amplitut at z- 0, with (N).,mo 0 and (9),_o- 0 or ± !!& can be determined
dz

analytically and curves can be genated for the complete (YPs1s) parameter set. From the
curvature it can be deduced that Y and 1% can create an attractive or a repulsive force
(depeudmit on the reltive phase between the soliton beams) but A, always results in an
atractive force. For in-phase beams Y and vji are positive so all three interaction
mechanisms (aJ'1J) contribute to an attractive force. Distinct curves (CA) can be
diffeaaod from each other by a critical value C - C, where C is the integration
coemtant in the equation for e. obtained from the variational equations. For C 2 C,
solisms can follow a path from -wc to ,ao and their velocity, as A --o oo -becomes
(dA.dz):tw - f(t) - t -AC. As the two beams proceeding from -co get closer to each other
they speed up. Obviously they cross each other at A - 0 and, if they survive the collision
the speed decreases again towards -*RC as +ao is reached. The interaction causes a spatial

sf dA. If C- 0, then - 0 and solitonss wif t 6z -" e ,0o o 0 0d

rparticles" can just overcome any attractive force and escape to infinity. Hence, the initial
value A,,), corresponding to C -0, and an initial beam separation equal to A., is the
escape velocity. If A, - 0 then f - f(0) is the solution of

•._ --- 4(,+1s3raf/212 +_ E 4+Izesf + %vr/2 0
2 3 ~"-snhwf/2) 3 Isinh(st) +sinh(vf/2) J

and it should be recalled that in a wave picture C. corresponds to the beam propagation
angle tan(%) -C.. For C < 0 the solkon beams are trapped in the range -A, < A < A,
where A, is a solution of

2A - 2hcosh(2p)clh).F21

(Y+2ps) 2A + (31l - 2cocesh(2) n ) s 2 . -
(2) in3(2A) 8ih(A

As two solitons propagate forward they slow down because of the attractive force. At A =
A, the two beams become parallel and cannot separate any further. They are, therefore,
pulled back and cross at A - 0, with another attempt to escape. A,, however, is the
maximum soliton separation and this periodic, behaviour is characterised by a spatial period

-0~g dA.-

For beams out of phase by ft, cos(o) I- and the parameters v <, < 0 cause a
repulsive force, while p1 causes an attractive one. For realistic cases, If 1  < l I < << 1
and the net interaction field is repulsive. C is automatically positive, the solhton velocity at

0oo is ±v"t and the critical value of C is C, -8 )+ -] 8(p +p.) exists. Thus for

C < Cr beams from ±0o will 'bounce back', before they "see" each other at the Ar given
above.

As C -. C,, A, approaches zero and the value Co, corresponding to Cr, is called the

"touching velocity". The "touching velocity* for a beam incident from oc is given by 4
dz
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q((ko) .2-2 2(as. 3

Forangles ,09u-tn'(Eo) thebmImswillcroaseachotherbut for #cq* thebeamswill
be best beck. For C - C., no solution exists and ( can never be zero, so beams never
become perallel. Suppoe two beamns dot ame initialy separated at infinity, start to be drawn
tow11M each other a they propagte. In the rust Phn, they will reduce speed (propasgtion

ange). They will dtn crsam at A-O with aspeed (O() Sivme by P(O)lI- .

After the point A - 0, the solitons do not usually break and the repulsive force pushes the
beam velocity up so that when they finally reach two they have a speed equal to the initial
value but a shift 6z will have occurred.

In conclusion we have set up a comprehensive theory of spatial soliton dynamics in coupled
waveSuldes. The nonlinerm coupling has been treated rigorously and consistently and
analytical results have emerged. Full numerical confirmation of these results will be presented
and detailed explorations of the hew (p~j,) parameter space will be presented. The
attached figure, for example, shows that the interaction period is dramatically altered by the
incluaon of all the sel-comistent nonlinear coupling terms. The theory reported here has an
important bearing on the type of interaction experiment that can be performed with spatial
solitons. Several suggestions for new experiments will be made.

I. C. Mapalagama and R.T. Deck, "Modified Theory of Three-Channel Kerr-Type
Nonlinear Directional Coupler. Preprint (University of Toledo] (1992).

2. F.J. Fraile-Pelmez and G. Assanto, "Coupled-Mode Equations for Nonlinear Directional
Couplers". Applied Optics, 29, 2216 (1990).

3. A.D. Boardman and K. Xie, Proceedings of the 1992 Nonlinear Optics School, Aalborg
University, Denmark [Springer-Verlagj.

Interacting spatial solitons

(a) (b)

Neglecting nonlinear Exact theory
croa-terms
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It is well known that a 2-D optical bean propagating along a given

direction (say z) in a homogeneous nonlinear medium (HNLN) will either

spread out or collapse within a finite distance, depending on whether its

power is below or above a critical value, Pc [1] . The next question then

is whether or not it is possible to obtain stable, stationary (i.e.,

z-independent) beans by adding a linearly guiding structure, like for

example a channel-waveguide. The linear refractive index has to decrease

nonotonically as a function of distance from the z axis.

An affirmative answer to this question has been given recently [2]. Indeed,

it was proved that planar nonlinear waveguides do propagate self-trapped

nodes, which are stable below a threshold power equal to the critical power

P c for solitary waves in SNLM. More-realistically, we consider now a fully

2-D problem, a channel waveguide (Fig. 1), whose refractive index is

assumed to be:

BXY | 0o. + U1E12 1Il > c , lyl > c
+, + n2l.12 xi < c , lyl < c

where n 2 is the Kerr coefficient of the material.

Under the SVEA approximation, the envelope of the electric field satisfies

the 2-D nonhomogeneous nonlinear Schr~dinger equation (NLSE)

jay + Oy + a,,V + 21y12v + N (x, Y) = 0 (2)i0

where N1 = A inside the square core JxJ<c JyJ~c, N2=O elsewhere.

Equation (2) can be derived from a Lagrangian density [31:
z i +y -a I C,l 2+l-)12-1I.lN 1•I2 - - 2 (3)

Generalizing the method of Crosignani el al. (41 to the 2-D case, we
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introduce a set of trial functions of the form:

9P(x'y'z) = fIeIxP (i .(a.(Z)Xn+ bn(z)Y")) (4)

with JVJ1 = F(NX.(z),NY.(z),x'y) n=O,1,...,N (5)

where the N-s are the moments of the function V, namely:

Ji9xnJx,y,z)iJdxdy , Nn J- ynvI(x,y,z) I2dxdy (6)

and F is an arbitrary function. As proved in [4J, eqn. (2) can be

approximated by a set of 4(N+1) ordinary differential equations (Hamilton

eqns.) which can be obtained by minimizing the reduced Hamiltonian

+0D+0

H1(an Phn #Nx,' , z)=f-Jff WAtY (7)

on the set of trial functions (4,5). N X, N turn out to be the conjugate

momenta of a and b., respectively. When applying this procedure to the Nl3t 3

channel waveguide, we simplify the problem as much as possible, without

missing its essential physical features, by choosing N=2 and trial

functions:

V(xxy-z) = Asech - sech (xlY-y°) I i (a~xn+%yn) (
/TxuJ /11e2 JeXPkn_(on- bn J

where

X0 = N1 IN 0 0 Yo =N y/oN

2 2 2 o (9)
a = Nx2lN - x & = N - YO

represent the coordinates of the center of gravity of the beam and its

variance along x and y, respectively. The Hamilton equations are then:

dN /dz = - MH/Ia , dN /dz = - a/clb
(10)

da /dz = .111MN , db /dz = ol1laN

a t x n n y rn

with n= 0,1,2, while H is given by

i[)..• '1o 2 4tx2

H= -2 +- N + aI + 4a a2N + 4a3 2N
12-( 2 3P 2  6uo) 1  12 X1 2 x2

(11.a)
+ b2 + 4b bzNyt + b2 +

1 12 2t ~ + .,
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and

G~x~y#U~V) (N)14an ýrc~o)- taniih (C o)

0 12 a 12 otx))( l.b)

Asn does not depend on a. , bo , it is readily seen thatl 0 =N yo No

By definition this is the total power of the bean, a constant of the

motion, as expected. Eqns. (10) can be reduced to

d2 xo a JV(xoy oa,1) dyo 8YV(xo 1 ryoa,3)
dzz 2  z ~

0 dZ2
(12)

dZ a 1oryooar,) da 8(x ,You6P)

dz 2  ft dz 2 W _

where V(xoYofa,p) plays the role of a potential function:

4 + -
V~x OY #U#) 2 2 N0 2 x~oa,)(3

V~x010 1 aM Pi~j +ý 0~-

The stationary solutions of (12) (self-trapped beams) are those for which

the r.h.s. of each of equations (12) vanishes. Taking advantage from

spatial symmetries, the result is

x0 0 Yo = 0 , = a

1 2- N/8 = 31(Accx)sech2 tanh c(14)

Fig. 2 shows a as a function of the bean power No. The second line of (14)

indicates that solutions of this type exist only for No (8. For No=0 our

solution becomes that of the linear channel vaveguide, while as N0- 8, it

approaches the solitary wave of the 2-D homogeneous NLSE.

Having succeeded in deriving a potential function for the system, V, we are

in a position to investigate stability of these self-trapped modes.

Standard procedures indicate that stable solutions exist if and only if the

matrix of the second derivatives of V is positive definite. Straightforward

calculations show that indeed stable self-trapped modes exist for No < 8.

In conclusion, the broadening of a 2-D optical beam, which occurs, below a
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certain critical power, when it propagates in a homogeneous NL material,

can be fully compensated for by introducing a linear channel guiding

structure, embedded in a uniform cladding with the same nonlinearity. By

using an approximate description of the optical beam in terms of a finite

number of generalized coordinates, through a variational approach, we have

been able to prove analytically that these self-trapped modes in NL channel

waveguides are stable. This result appears to be in contrast with what has

been recently reported [51 about the collapse of 2-D spatial solitons in an

uwbownd par,', lic-index medium. In our own judgement, the physical

relevance of uur model is much better grounded than that of a medium where

the index decrease indefinitely.

This work was supported by CNR (Italian National Research Council) in the

framework of the Project "Telecomunicazioni".

no.

000

0 4,8Mo

Fiq.1 Fig .2

Channel waveguide c versus beam power No

REFERENCES

[11 Rasmussen, J.J., Rypdal, K., Physica Scripta, 1986, 33, pp 481-497.

[21 Aceves A.B.,Capobianco A.D.,Costantini B.,De Angelis C., Nalesso

G.F.,'Two dimensional variational analysis of self trapped solutions in

planar wavequides' submitted to Optics Letters.

[31 Anderson D., Phys. Rev. A, 1983, 27, pp 3135-3145.

(41 Crosignani B, Di Porto P, Piazzolla S, Pure Appl. Opt.,1992, 1, pp 7-12

[51 Manassah J.T., Optics Letters, 1992, 17, pp 1259-1261.



IWF4-1/ 527

Diagrammatic Techniques for the
Analysis of Nonlinear Slab Optical Waveguides

Juan P. Torres and Llufs Torner

Polytechnic University of Catalonia

Department of Signal Theory and Communications

P.O. Box 30002, 08080 Barcelona, Spain

Fax: (34) 3 4016801

Tel: (34) 3 4016527

In this paper we report a general procedure to obtain a set of universal diagrams

summarizing the properties of the stationary nonlinear waves guided by slab optical

waveguides made on intensity-dependent dielectric media. Our goal is to show that a

great deal of the information, relative to the stationary properties and stability of the

nonlinear waves guided by different structures, can be straightforwardly obtained from

the V - b universal diagrams. Here V and b are the well-known normalized waveguide

thickness and effective index of guided solutions, respectively. The idea behind a V - b

diagram is to partition parameter space into regions of similar waveguiding properties,

in such a way that critical points may be easily read off from the plots, without solving

the nonlinear wave equation. The critical lines in the diagrams separate regions of

forbidden values from those corresponding to different allowed guided waves, both stable

and unstable.



528 / IWF4-2

The starting point of the procedure is the generalized dispersion relation for nonlinear

guided waves derived by Langbein, Lederer and Ponath [1]. We focus on the TE-

polarized waves guided by a thin, optically linear film bounded by two identical nonlinear

saturable media, with a typical two level nonlinear response. In the nearly Kerr-like case,

this waveguide supports a rich set of different guided waves [21, hence it enables us to

clearly point out the usefulness of the V - b diagrams. The asymmetric structures

containing a single nonlinear bounding medium have been discussed earlier [3].

Our results indicate that, for a wide class of nonlinear permitivities, the allowed and

forbidden regions of the V - b plane for stationary guided propagation to occur display

a universal pattern, the marginal loci separating different regions being a function of

the waveguide asymmetry measures and the saturation measure / [3]. Allowed bands

subdivide into different single and double-valued regions, corresponding to pure guided

waves (PGW), bulged guided waves (BGW) and surface waves (SW), according to the

classification by Boardman and Egan. The marginal loci separating the allowed from

the forbidden bands yield cutoff, power-independent values of the various waveguide

parameters for the different kind of waves to exist and, also, the assimptotical values of

the normalized effective index for large values of the guided power flow. For instance,

when considering waveguide structures with - > 1, (this occurs when the optically-

induced refractive index change is greater than the difference between the film and

cladding linear refractive indices), b = y becomes the maximum allowed value of the

normalized effective index for any value of V.

The V - b diagrams for all the guided wave solutions have two sheets, with the

lower containing the linear or low-power limit. The upper sheet exhibits two important

differences in relation to the plot of the lower one. First, in the upper sheet it does not

exist a critical locus corresponding to the linear or low-power limit, but the guided wave

power amounts to a finite value at all the cutoff loci. Second, each V - b point belonging

to an allowed region of the upper sheet yields (at least) two different field profiles: a

symmetric guided wave and an asymmetric one.
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When considering a symmetric waveguide there is not cutoff for the TEO guided

solution. In the ideal Kerr-like case this statement holds as well for the TE1 solutions,

even though the allowed solutions take place only above a power threshold. On the

contrary, when the saturation of the optically-induced permitivity is taken into account,

there is a (y-dependent) minimum value of the normalized thickness for a TE, solution

to be allowed. Concerning the second-order solutions, our results show that, even in the

ideal Kerr-like case, there exist a cutoff value of V. In fact, large values of the normalized

waveguide thickness are required for the TE2 solutions coming from the upper sheet of

the diagrams to be allowed. Existence of these second-order guided waves in slightly

asymmetrical structures has been recently pointed out by Ankiewicz and Tran [4].

In the case of a perfectly symmetrical structure we deal with, a clear stability criterion

for the lowest-order solution is available, yielding the locus of marginal stability in

the V - b plane. Since the upper sheet of the diagrams is double-valued, it exhibits

two critical curves indicating neutral stable waves, which correspond to symmetric and

asymmetric waves. The first salient point of the outcorning plots is the existence of

a minimum value of the normalized waveguide thickness, which is referred as to V•,

for the unstable waves to be possible. In the Kerr-like case numerical calculations yield

V, = 2.04, which is a universal figure. Finally, when considering saturable permitivities,

V, exhibit large shifts towards greater values in relation to the Kerr-like case.
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Synchronous pumping is a well-known technique for the modelocking
of lasers with fast relaxation times, which has recently received
some renewed attentionCU]. It locks the frequency of the pump to
that of the signal and is particularly useful in ultra-fast pump-
probe measurement techniques. However, due to the constraints on
the relaxation time of the gain medium, it is very difficult to
synchronously pump solid-state lasers. A noticeable exception has
been demonstrated recently in a Nd:YAG laser, where it was
claimed that a gain modulation as low as 10.4 can produce pulses
in the x 100 psec regime in a special reflection-free cavity[23.
However, in all cases an accurate control of the respective
cavity lengths was required and synchronous pumping attributed
only to gain-modulation effects.

Here we demonstrate modelocking by synchronous pumping for the
first time in a medium with a msec relaxation time, where pump-
induced gain modulation is negligible. We use a long erbium fiber
laser as the gain medium, where the long interaction lengths
between the pump and the signal allow the exploitation of
frequency modulation (FM) via nonlinear cross-phase modulation as
the modelocking mechanismE3]. Equally, the highly dispersive
cavity produces a very large locking range and allows an estimate
of the fiber dispersion(4'.

The laser system is shown in figure 1. The pump was a frequency-
doubled cw modelocked Nd:YLF laser, which provided a train of
50psec pulses at a repetition rate of 75.7MHz at a wavelength of
527nm. The pump light was coupled into a silica fiber laser
doped with 4x10 7 erbium ions/cm3 with a launching efficiency of
50%. The fiber had a length of 9 m, a numerical aperture of NA =
0.14 and a core diameter of 6.8 pm. From the fiber parameters we
calculated the fiber group velocity dispersion as P2 = -16000
fsec2/m. The launch end of the fiber was butted to a total
reflector at 1.53 pm and the opposite end was cleaved at an angle
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of 150 to reduce back-reflections. A polarizer in conjunction
with adjustable fiber loops was used to control the polarization
state inside fiber. The cavity was completed with a 100 pm thick
un-coated etalon and a 50% output coupler.

For sychronous pumping, the cavity length of the fiber laser was
matched to the repetition rate of the pump laser to allow for
higher-harmonic modelocking with n-7 pulses in the fiber laser
cavity. Synchronous modelocking could then be achieved with a
minimum launched pump power of 100 mW resulting in a cw
modelocked fiber laser output power of 1.6 mW. A photograph of a
perfectly sychronized pump and signal is shown in Fig. 2.
Typically, the cavity length could be changed by ±25 ± 5 pm
without loss of synchronization. However, cavity-length detuning
of this magnitude was accompanied with a spectral shift of ±0.5
nm as shown in Fig. 3, where the pulse spectra at either end of
the tuning range are given. The corresponding pulses had a FWHM
width of 900 fsec. The time-bandwidth product is thus 0.30 and
the pulses were approximately bandwidth limited. A typical
autocorrelation trace is shown in Fig.4. The pulses were sitting
on a 0.1 % pedestal that we estimated to contain about half of
the pulse energy. The peak pulse power P in the fiber cavity is
then calculated as P = 23 W.

The large pedestal component may be explained by the large non-
linearity of the cavity, which induces significant soliton
shaping. The soliton period of the pulses is = 25 m, which is
comparable to the cavity round-trip length. However, as is known
from the average-soliton model, the generation of pedestal-free
pulses requires a soliton period >> cavity length. The
fundamental soliton power in the fiber laser is calculated as 20
W, which compares well with the measurements.

The observed spectral shift Ab with cavity detuning 8L allows an
independent estimate of the cavity dispersion. It may be shownE'1

that P2 is given by

LcAc,

where c is the velocity of light and L is the fiber length. For a
spectral shift of 0.5 nm we thus obtain 02 = 23000 ± 6000
fsec2/m, which compares well to the estimate given above. The
discrepancy may be related to the small bandwidth of the cavity.

The pedestal component observed in the autocorrelation trace
could be reduced by a setting of the polarization control to
allow passive amplitude modulation. However, in this case
synchronization was lost and the pulses appeared at random
repetition rates. In a small operating range, however, the
repetition rates of the pulses could be controlled, but with
unstable pulse amplitudes as shown in Fig. 5.
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Clearly, optimum synchronization performance requires an increase
of pump-induced with respect to signal-induced phase modulation.
In the present configuration modal and chromatic dispersion limit
the nonlinear interaction length between the pump and the signal
to about 1 m. The corresponding pump-induced phase modulation is
thus only = 0.1 %. By using a pump wavelength of 980 nm,
interaction lengths of the order of 10 m and pump-induced phase
modulations of a % could be achieved. Such a system is currently
under study. In addition, further bandwidth-limiting elements
could be incorporated to increase the width of the signal pulses
and to decrease signal-induced phase modulation.

In summary we have demonstrated modelocking by sychronous pumping
using pump-induced phase instead of gain modulation for the first
time. We thus demonstrated synchronous pumping of a gain medium
with a msec relaxation time. By resorting to a highly-dispersive
cavity a large locking range was achieved and an independent
estimate of fiber dispersion obtained. The technique is
particularly useful for the sychronization of solid-state
waveguide lasers. It allows the generation of pulses with high
repetion rates and repetition-rate stabilization.
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fiber laser.



IWF54 /533

1.s 1.5319 IS.MW

Fig. 2. Photograph of a perfectly Fig. 3. Generated pulse spectra at
synchronized train of signal either end of the synchronous
(large) and pump (small) pulses. locking range. A spectral shift of

+0.5 nm is observed for a decrease
in cavity length by - 25 pm.

Fig. 4. Typical autocorrelation Fig. 5. Photograph of an imperfectly
trace of a generated pulse. The sychronized train of signal (large)
FWHM pulse width is 900 fsec. and pump (small) pulses.
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In order to fully exploit the large bandwidth of optical fibers in future telecommunication
systems, the development of soliton sources with repetition rates up to the THz range is
required. On the other hand, all-optical signal processing of such high bit rate signals
demands the possibility of storing the information contained in an optical pulse train.

Modulational ia (Ml) amplifiers and lasers produce ultra-high repetition rate pulse
trains, but a non negligible continuous wave (cw) background component seems unavoidable

at the output of these sources [1,2]. The generation at high repetition-rate of background free
independent soliton trains from a dual frequency pumped fiber with adiabatic amplification or

disperkon variation has been proposed [31 and demonstrated [4]. In this work we propose an
alternative method for transforming a dual frequency signal into a cw soliton train. The beat

signal is injected here into a nonlinear dispersive fiber ring cavity. We show that, under

proper conditions on the parameters, MI in the fiber loop generates a single soliton within
each semi-period of the beat signal which results in the emission of a periodic train of
background-free soliton train. We have also studied the possibility offered by tho bistable

characteristic of the nonlinear ring cavity for the realization of an optical soliton memory.

Mc Donald and Firth proposed that spatial solitary waves could be employed as basic
information storage elements in a diffractive nonlinear ring cavity [5] which is equivalent to
the synchronously pumped fiber ring considered here. An important limitation to the stable

operation of a soliton memory is the interaction between adjacent soliton pulses. In this work,

the physical conditions for reducing and even suppressing the interaction forces between
adjacent pulse pair in a soliton optical memory are found.

Figure 1 shows the geometry of the proposed setup. The periodic signal S(t) is coupled
irto the cavity whose round-trip time TR is assumed to be a multiple of the signal period, say,

T0. This ensures the synchronization between S(t) and the pulse train formed in the cavity.

Under this condition the envelope U(ZI) of the cavity field is ruled by the map
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i hUS(Z,T) + 2I- Un(a , 1) + I'J(ZT- 2 Un(7,) = 0 (L.a)
2

Uu,1 (O,T) = eS(T) + p2Un(1,T)e-i (1.b)

where we introduced a scaling in such e way that the dispersion and the cavity length are

equal to unity. 9 and p are the transmission and reflection coefficient of the couplers, and * is

the linear cavity detuning.
Let us consider an input of the form S(T) A sin(2Tfr0 ). I the cw limit ( To- ),MI in

the cavity leads to the break up of the field envelope into a periodic train of pulses with
nonzero background [1,21. With finite T0 , a limited number of pulses is formed in each semi-

period of the input sinusoidal signal. We found by numerical simulations of the map (1) that

one can reduce the period until just a single pulse is left in each semi-period. Fig. 2 shows the

intensity profiles of 4 consecutive pulses formed in such conditions. We verified that these

pulses are very close to the sech shape of the NLS soliton. Nevertheless, as can be seen on the
logarithmic plott (Fig.3), a small pedesal is present in the wings of the generated pulses. As

illustrated on curve 3 of Fig. 3, which shows the pulse profile after propagation in a lossless

fiber over 35 soliton lengths, this pedestal only has a weak influence on the propagation of the
generated pulses. With a transmission 02 = 0.05, a fiber loop length of L = 10 m, an effective

care area of 25 Wm2, and a dispersion coeficient D = -10 ps/nm/km, the example of Figs.3

and 4 corresponds to a train of 670 fsec-solitons at a repetition rate of 118 GHz. The

corresponding input peak power is A2 = 480 mW.

For the study of the soliton memory we used a simplified model of the passive nonlinear

ring cavity. Moreover, we consider a cw input signal S(T) = S. It was shown in Ref.[2] that,

under certain conditions, the map (1) can be approximated by the following driven and

damped NLS equation

i hzU(Z,T) + 2irrU(Z,T) + IU(Z,T)A2 U(Z,T) = - ie2) U(ZT) + i S (2)
2

Perturbed soliton dynamics in eq.(2 ) was studied by Nozaki et al. who showed that a stable

phase-locked soliton solution may propagate along with a cw background [6]. A unit soliton

amplitude is obtained for 0=0.5 and the solution of Eq. (2) may then be approximated by [6]:

U(Z,T) = sech(T) - 2i S (3)

We considered the effects of driving and damping on the interaction between a pair of phase
locked solitons with initial temporal separation Ts. The basic mechanism for soliton stability
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and independence in the nonlinear ring memory is the existence of a phase-locked soliton
atractor which tends to equalize the eigenvalues of a two (and N) soliton bit pattern. The
conditions of soliton locking have been derived from standard perturbation analysis of the

solution of the driven and damped NLS Eq.(2). The prediction of this analysis is confirmed
by the full solution of Eq.(2). Figure (4) shows that, as in Ref.[51, each time slot representing
the location of a single bit may be independently addressed by injecting an arbitrary sequence
(here 11011110) of solitons into the ring. One verifies the perfect stability of the solitons.
Such conditions are obtained with Ts > 8. On the other hand, as can be seen, the whole

soliton pattern may be erased on a short time scale by turning off the cw beam (in Z = 260 on

Fig.4).

In conclusion, a method based on dual frequency pumping of a fiber loop was

proposed for the generation of high repetition rate trains of independent soliton pulses. The
advantage with respect to the cw pumped modulational instability laser is the possibility of

cancelling the background and controlling the distance between pulses. The method also
compares favourably with dual frequency pumping of a variable dispersion fiber in that a
standard fiber of much shorter length may be used. The perturbative and numerical analysis
of two soliton interactions in a soliton ring memory showed that the addressing, permanent
storage, and erasing of a random sequence of solitons may be achieved.
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