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TDM Soliton Transmission and Storage

H. A. Haus

Department of Electrical Engineering and
Computer Science and Research Laboratory
of Electronics
Massachusetts Institute of Technology
Cambridge, MA 02139
(617) 253-2585

The trans-Atlantic cable to be laid in 1995 will not use solitons. Instead, it will use
a dispersion shifted fiber, with zero dispersion at and near the 1.5 x4 wavelength of the
Erbium amplifier. The transmission will be “linear,” at 1.5 u, suppressing effects of the
nonlinearity of the fiber by staggering slightly positive and slightly negative dispersive
fiber segments. This design was chosen, rather than the repeaterless soliton transmission
proposed by Hasegawalll, and experimentally demonstrated by Mollenauer!?!, because of an
effect characteristic of amplified solitons, the so called Gordon-Haus effect!™. This effect is
due to the shift of the soliton carrier frequency experienced when a soliton is amplified by an
amplifier with spontaneous emission noise. The carrier frequency performs a random walk.
Even though the “steps” are small, the cumulative effect of travel over long distances shifts
the timing of the solitons, leading to errors. Transmission over trans-Atlantic distances
is not prevented by this effect. However, the effect increases with increasing power and
sets an upper limit to the signal power. A lower limit on the signal power is set by the
standard ratio of signal power to noise power, the S/N ratio. The window of permissible
power, for a given bit-error rate, is too narrow to assure long term reliability.

This was the situation when plans for the 1995 trans-Atlantic cable were made. In
1991 it was discovered, both at MIT and at AT&T Bell Laboratories, that the Gordon-
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Haus effect can be reduced by judicious placement of a filter with every amplifier in the
chain/*®!, The filters tend to control the carrier frequency of the solitons and thus reduce
their random walk. The filters can be of the Fabry-Perot type, allowing several wavelength
channels to pass through, with each maximum of filter transmission set at the channel
center frequency. In this way it is possible to wavelength multiplex the transmission,
whereas the “linear” design can accomodate only one wavelength channel. Solitons of
different frequencies can pass through each other and fully recover their shape and spectrum
after the “collision.” Thus, ideally, there is no crosstalk inspite of the nonlinearity. It is
very likely that the transoceanic cables after 1995 will use solitons for transmission. This
will foster technological developments in the generation, transmission and switching of
solitons.

The bit-rate for transoceanic transmission is limited to abcut 10 Gbit. The reason
for this is that the amplifier spacing must be shorter than a soliton “period” in order to
prevent soliton instabilities. At constant power, the period is inversely proportional to
the bit-rate squared. Long-distance terrestrial communications will, most likely, follow the
transoceanic model, in part because of the same bit-rate limitation, in part to take advan-
tage of the technology developments for transoceanic communications. In this context, one
may imagine a scenario in which the local area TDM bit-rate grows beyond the 10 Gbit
limit. If local areas are to be interconnected, the problem then is to transmit “bursts”
of high bit-rates over wavelength multiplexed channels of lower bit-rates. The transmis-
sion can be done, in principle, by demultiplexing and modulation of individual-channel
transmitters.

The reception problem is more complicated and calls for the development of novel op-
tical devices. The demultiplexed messages arrive at different times, with pulses adapted to
the low transmission bit-rate. The pulses have to be recompressed and variable delays have
to be introduced. Finally, an optical storage with high speed access has to be developed.
The talk will touch on some possible realizations of such devices, and will give some details
on the optical storage ring!®l. The optical storage ring has gain to compensate for the loss.
It resembles a modelocked laser, with some obvious differences. In a modelocked laser, a

pulse can be maintained forever however “zeros,” gaps between pulses, cannot. We have
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shown!® that a combination of active modulation, that spreads the spectrum of the noise,
and filters, that absorb the spread spectrum, can maintain zeros indefinitely.

The switching in and out of the storage ring could be accomplished by several types
of optical switches. It is hoped that the talk will stimulate work on components necessary
to accomplish the task of reception of demultiplexed signals. It goes without saying that
most of these components are generic and would find use in other applications.

This work was supported in part by National Science Foundation Grant 9012787-ECS.
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Optoelectronic and Photonic Integrated Circuits

Martin A. Pollack
AT&T Bell Laboratories
Crawford Hill Laboratory (PO Box 400)
Holmdel, New Jersey 07733
1-908-888-7233

INTRODUCTION

Monolithic integrated circuits containing both semiconductor optical and
electronic elements should provide improved performance and
functionality compared with their hybrid circuit counterparts. They also
have the potential for higher reliability and lower cost. The early
realization of these same advantages has driven the incredibly successful
development of all-electronic ICs.

However, despite more than a decade of research, most of today’s
experimental optoelectronic integrated circuits (OEICs) still combine only
simple electronic functions with a very limited number of optical devices.
In recent years, the potential advantages of integrating greater numbers
of semiconductor optical components has become recognized. Such
integration can greatly simplify packaging, thus significantly impacting
system costs. The term photonic integrated circuit (PIC) has come into
use to describe these monolithic circuits, which consist of several
photonic/guided-wave optical components, both active and passive, and
possibly a small number of electronic devices.

APPLICATIONS

The potential applications of OEICs and PICs extend from very large to
very small lightwave system dimensions. Long-haul trunk transmission
terminals require the high levels of performance and reliability expected
with circuit integration. Higher volume, short distance systems, such as
telephone distribution plant, cable TV, and local data networks, demand
both high performance and low cost. Optical interconnections between
racks, boards, or even chips are future applications for which high
reliability and low cost are paramount. Photonic switching, routing,
signal processing (logic), and computing are technologies which may only
become practical with the increased functionality of OEICs and PICs.

IMA2-1/5
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The performance improvements possible with OEICs compared with
hybrid circuits will be achieved principally through the reduction of
electrical parasitics. This will lead to higher speed lightwave transmitters
and lower noise, wide bandwidth receiver circuits. Much work already
has been focussed on integrated detector-preamplifier circuits for InP-
based long-wavelength (1.3-1.55pm) photoreceiver front-ends. Far more
advanced integration has been reported for GaAs-based OEICs.

Examples of the increased functionality now possible through the
monolithic integration of photonic components into PICs include
balanced photoreceivers for long-wavelength coherent systems, laser-
amplifier and low-chirp laser-modulator combinations, waveguide
multiplexers and demulitiplexers, and lasers or modulators with integrated
electronic driver circuitry. Laser and receiver arrays for multi-
wavelength systems, as well as switch matrix technology, also fall into the
category of photonic integrated circuits. In addition to combining
discrete devices onto a monolithic chip, increased functionality can also
be brought about by combining multiple functions into a single device, as
with the SEED and VSTEP technologies.

TECHNOLOGICAL CHALLENGES

Many challenges must be overcome before OEICs and PICs can fully
achieve their anticipated potential. Their performance levels now often
approach those of hybrids, but predicted higher performance has rarely
been realized. So far, most of the research on OEICs and PICs has been
concerned with the integration of existing discrete devices. A major
thrust of future integration must be in the direction of novel device
elements and new combinations.

Higher reliability and lower costs should come about through the reduced
component count, reduced circuit size, and simplified packaging possible
with monolithic integration. However, the potential of lower costs is not
even close to being realized, mainly because of small circuit yields.
Concerns over costs and packaging have led many to consider
alternatives to OEICs and PICs which involve hybrid integration in the
form of flip-chip bonding of discrete components, or the use of silicon
"optical bench” or "waferboard" technology.

The past few years have seen rapid growth in OEIC and PIC research,
and in the materials and processing technology base required to support
it. To those working in this exciting field, it is a matter of faith that
OEICs and PICs one day will be the essential elements needed to fully
utilize the potential of photonics.
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Curreat Status of Nonlinear Materials and
Their Application to Waveguide Devices

? George 1. Stegeman

| CREOL, Un. Central Florida

12424 Research Parkway, Orlando, FL 32826
407-658-3915

It was recognized in the early days of nonlinear optics that waveguides provide the
optimum beam confinement and long propagation distances needed for efficient nonlinear
interactions. This led first to the demonstration of guided wave versions of plane wave
nonlinear optical phenomena (e.g. doublers), and later to effects either unique to guided
waves (e.g. modulational instabilities) or to phenomena for which the right conditions
could only be met in waveguides (e.g. solitons). Over the years this has led to the
demonstration of various devices such as efficient doublers for the blue and all-optical
switching, logic and demultiplexing. Furthermore, new materials which will lower the

device operating powers are continuously being reported.

For example, one of the recent achievements has been the development of
waveguide doublers for the blue. Mw of blue are now possible with 100 mw IR inputs.
The key has been the development of quasi-phase-matching structures in KTP and lithium
nioba‘te, two "old" materials revitalized for nonlinear optics by new processing
technologies. At the same time, new molecules are being developed which in poled
polymer structures have the potential for much higher conversion efficiencies. On the
other hand, the explanation of second harmonic generation in glass ‘:bers has proven to
be an interesting materials problem.
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In the area of third order effects, there have been many waveguide-specific
developments. For example, temporal solitons which are easily excited in fibers can be
used for long distance communications, or all-optical switching without pulse distortion.
All-optical switching, logic gates, signal demultiplexing have been demonstrated in two-
dimensional waveguides. New fibers with nonlinearities larger by 10*-10* tha: 5, and
new approaches to producing even larger effective third order nonlinearities have been
reported and will be discussed.

These are a few of the examples of the recent developments in nonlinear maternials

and waveguide phenomena which will be discussed in this talk.
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Measurement and Calculation of Carrier-Induced Changes
of Refractive Index and Absorption in GalnAsP
Near the Band Edge

Osamu HANAIZUMI, Hiroyuki TAKEMOTO, Manabu IZUMIKAWA,
Keisuke KUWAHARA, and Shojiro KAWAKAMI

, Research Institute of Electrical Communication, Tohoku University
: 2-1-1 Katahira, Aoba-ku, Sendai 980, Japan
i Phone : +81-22-227-6200 (ext.3160), Fax : +81-22-268-9496

The carrier-induced refractive index change of a mv heterojunction is very large{l]. Itis
produced by bandfilling, band-gap shrinkage, and plasma dispersion. Optical switches
utilizing this large index change have already been demonstrated(2,3]. At the photon
energies near Eg, however, measurement is difficult due to absorption, so that the
experimental verification has not been completely donef4] and the design of the carrier-
induced optical devices is still difficult.

Recently, we have proposed a method to measure the complex refractive index change near
L the band edge using a small interference-ellipsometry bridge and presented several results of
measurement of refractive index change An[5]. In this paper, we measure the changes of both
refractive index and absorption{6] at a higher injection level than before and compare with
§ theories.

Fig.1 schematically shows the structure of the sample. The epitaxial layers were grown by
MOCVD. The probe light traverses the sample perpendicularly to the surface and the
absorption of the active layer is small even for A<Ag. In order to avoid the absorption in
the regions other than the active layer, the cap layer is made of InP.

The setup for measuring the complex refractive index changes is shown in Fig.2. The
light source is the wavelength-tunable pulse laser system (Quanta-Ray, DCR-2A), with
S5nsec width and 10pps repetition frequency. The injected current is rectangular pulses
with Ipsec width and 10pps repetition frequency (the duty ratio is 10°5) and temperature
rise of the active layer is negligible. The optical pulses are synchronized with current pulses
by the delay line(SMF2). Part of the light beam is branched by the PBS and the reference
signal for compensating the perturbation of the polarization and the power is obtained. The
main beam is then led to the microbridge, where the calcite plate 1 and 2 have the same
optical path lengths and operate as a splitter and combiner, respectively. The separation
width of two beams is Imm. The extraordinary beam passes through the carrier injection
arca and is combined with the ordinary beam passed through the dummy electrode by the
calcite plate 2. We dertved Anand 2Aa from the change of the polarization state of the
combined beam.
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The direction of the rotation of an elliptically polarized light, hence the sign of An, cannot
be determined from the shape of the ellipse. So that another measurement is necessary. We
determine it for every wavelength and every injection level from the change of the
polarization ellipse caused by heating a glass plate with a known sign of dn/dT(>0) inserted
to the same optical path with the sample.

An example of the measurement of the polarization state changed by carrier injection
is shown in Fig.3. The power of light passed through the carrier injection area is shown
by the y coordinate. In this element, the phase is delayed by the refractive index reduction
and the amplitude decreases by the absorption increase. We derived the complex refractive
index change by the least-square fitting.

We show measured An and 2Aa in Fig.4(a) and (b), respectively. The carrier density was
estimated from the measured decay time of spontaneous emission|7] in another sample of
the same lot. We can measure the value of An very precisely, so that the measurement of An
become possible even if the injection level is relatively low. In the vicinity of Ag, An has a
negative peak at the shorter wavelength region and has a positive peak at the longer
wavelength region. At sufficiently longer wavelengths, An has negative values characterized
mainly by plasma dispersion. The wavelength dependence of An shifts to longer wavelengths
by increasing injection. 2Aa is obserbed to have a positive peak near A g,

Different theories or theoretical models predict different values of complex refractive
index changes by carrier injection. We also show the calculated values using the model of
Ref.[8] in Fig.5, for example. Calculated An has a negative peak much larger than the
measured one. 2Aa has a positive peak slightly larger than the measured one near Ag. The
wavelength dependence of the calculated values is roughly similar to that of measurement.

In conclusion, we have measured An and 2Aa of carrier-injected GalnAsP using a small
interference-ellipsometry bridge at the photon energies near Eg, especially E>Eg, and
compared to previous theories.

References and Comments
(1J. Mamning, R Olshansky, and C.B. Su, IEEE J. Quantum Electron., QE-19, 1525 (1983)
[2]0. Mikamt and H. Nakagome, Electron. Lett., 20, 228(1984)
[3]K. Ishida, H. Nakamura, H. Inoue, and H. Matsumura, I00C'85, 357(1985)
[4]U. Keller, S.K.Diamond, B. A. Auld, and D. M. Bloom, Appl. Phys. Lett., 53, 388(1988)
[5]0. Hanatzumi, H.Takemoto, K. Kuwahara, and S. Kawakami, 4th Optoelectronics
Conference, OEC'92, 17C3-4 (1992)
[6] We define a as an absorption coefficient of amplitude, so that the change of the absorption
of power is expressed as 2Aa
{710.Hanaizumi, H.Takemoto, K. Kuwahara, and S. Kawakam{, IEICE Tech. Rep., OQE92-98,
1(1992)
[8]B. R. Bennett, R. A. Soref, and J. A. Del Alamo, IEEE J. Quantum Flectron., QE-26, 113(1990)
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A COMPACT INTEGRATED-OPTICAL SWITCH BASED ON DYNAMIC FREE CARRIER
GRATINGS IN GAAS

Lewis B. Aronson! and Lambertus Hesselink?2
1) Hewlett-Packard Labs, Bldg 26M, Palo Alto Ca. 94303
2) Department of Electrical Engineering, Stanford University, Stanford Ca. 94305

Introduction and Background

Future optical communication and computer interconnect systems will require complex
switching networks. Computer applications, in particular, may require monolithic, non-blocking
switching networks of at least 100 x 100 elements. Numerous integrated-optical switch designs
have been described and demonstrated with low insertion losses and high switching speeds.! To
date, however, the highest level of integration achieved is a 16 x 16 LiNbO3 switch array on a 60
mm long substrate.2 One reason why these switch designs can’t be integrated to higher levels is
the geometry of the basic device which consists of waveguides running in parallel or crossing at
very small angles. This results in a device cell which is very long and thin and thus does not
efficiently use substrate area. In addition, the near parallel waveguide geometry usually mandates
the use of bends for waveguide separation which further increase overall switch area.

Large angle switches with small interaction lengths are possible using short period active
grating structures (as distinguished from devices based on detuning a static grating) to couple light
between crossing waveguides. While dynamic waveguide gratings have been demonstrated,34.5
they are either too slow or have large grating period and small crossing angles resulting in switch
elements similar in size to more conventional designs.

We report a new type of high speed integrated optical switch based on electrically
controlled free-carrier gratings in semiconductors. The refractive index change associated with the
free carriers in these grating structures diffracts light between crossing waveguides. Fig. 1 shows
the overall layout of the active grating and the layout of a full crossbar switch array. There is no
need for the waveguides to cross at right angles as shown, and in fact other large crossing angles
are shown to be useful for polarization insensitive switches. We believe that this switch principle
has the potential for monolithic integration of 100 x 100 element arrays.

Device Implementations
_ We have considered three semiconductor structures to control free carriers (and thus the
refractive index) in the sub-micron grating pattern required for large angle switching. The first
structure, which we have fabricated and tested, is a low efficiency demonstration design which can
be built without epitaxial regrowth. A schematic of this device is shown in Fig. 2 and represents
the A-A’ cross-section in Fig 1. A lightly doped n-type GaAs/AlGaAs waveguide is used. At the
intersections, a grating of heavily doped n-type material is formed using ion implantation. The
presence of free carriers results in an index grating which couples light between the guides. When
a reverse bias is applied via a Schottky electrode, the free carriers are depleted and the coupling is
switched off. Modeling of the efficiency of this switch, which we report in an upcoming paper.$
indicates diffraction efficiencies ranging from 2.7 - 11.0 x 104 for 100 um guides, depending on
which published estimate of the free carrier index changes is used.
We have considered, but not yet fabricated, two designs which involve epitaxial regrowth
in their fabrication. By using regrowth in the device fabrication, we have the flexibility to place the
free carrier grating at the point of maximum optical field resulting in higher diffraction efficiencies.
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Fig. 3 shows the first regrowth design which is based on the depletion of an implanted heavily
doped p-n grating in a lightly doped p-n waveguide. Modeling of the efficiency of this switch
indicates diffraction efficiencies of 0.02 for 100 um wide waveguides. The limitations on the
diffraction efficiency of depletion mode designs are a result of the limit on the number of carrier
which can be depleted before the breakdown field is reached.

Figure 4 shows the second regrowth design based on carrier injection through a periodic
structure. In this case, the grating is formed by implanting a reverse p-n junction which becomes
depleted during forward bias allowing current to flow only in the unimplanted regions. By using
injectioa, the breakdown field limitations are eliminated. If we assume a grating region 0.1 um
thick with an injected free carrier density of 3 X 10!8 cm, we calculate a diffraction efficiency as
high as 40%. This corresponds to an insertion loss of less than 10 dB if 6 dB coupling and
propagation losses are assumed.

Fabrication

A Schottky based depletion mode device was fabricated for use at a wavelength of 1.55
pum. The waveguide layers for the device are grown by molecular beam epitaxy (MBE) on an n+
GaAs substrate (n=10!8 cm™3). A 2.5 um cladding layer of Alp 7Gag.3As is followed by a 0.4 um
GaAs guiding layer (both layers with n = 3x101¢ cm3). Ridge waveguides are lithographically
defined and etched to a depth of 0.2 um. An SiO9 layer is deposited and patterned to define the
active switch area at the waveguide intersections.

Holographically patterned photoresist is used for the ion implantation mask. An analysis of
the tradeoff between implantation depth and lateral straggle yields an optimum implantation energy
of 100 KeV for a silicon implant, requiring a photoresist mask at least 0.4 pm thick. For this
device, Bragg matching dictates a grating period of 0.35 um. To achieve the required high aspect
ratio, a technique developed by Anderson’ is employed. A thin (0.15 um) absorbing layer (Brewer
Scientific Omnil.ayer™) is spun on the substrate followed by a 0.4 pm layer of photoresist. This
is exposed using an argon ion laser. After development, a ridge structure about 0.15 pm deep
remains. A layer of silicon (250A) is shadow evaporated at a 50° angle to coat the tops of the
grating ridges. This layer serves as a mask for a low pressure oxygen reactive ion etch which
decpens the gratings to the substrate (depth = 0.55 pm).

Using this mask, silicon was implanted at 90 KeV with a dose of 8x10!2 cm2, Following
an activation anneal, another SiO; layer is deposited and patterned to provide electrode isolation. At
this stage, the wafers are thinned and a backside ohmic contact (Au/Ge/Ni/Au) is evaporated and
annealed (450°C, 10 sec). A liftoff process is used to define the Schottky electrodes which consist
of sputtered Indium-Tin-Oxide (ITO) followed by a thin layer of gold for reduced electrode
resistance. ITO, a transparent conductor, is chosen as a Schottky electrode because it induces less
optical loss than a metal electrode. To suppress unwanted etalon effects, the input and undiffracted
output facets were anti-reflection coated. The final device consists of six guides in each direction
with widths ranging from 25 - 800 um and switch elements at the 6 symmetric intersections on a 1
X 1.5 cm chip.

Experimental Results

An Er* fiber laser, tunable from 1.525 to 1.580 um, was used as an optical source for
diffraction efficiency measurements. The output of the laser is focused by a cylindrical lens and an
objective onto the input waveguide facet to allow efficient coupling to the lowest order modes of
the input guide. This is important since the angular selectivity of the grating allows efficient




16 / IMB2-3

coupling only between the fundamental modes for a grating formed at 45° to the waveguides. The
transmitted and diffracted outputs are focused by objectives onto Ge detectors. The drive signal for
these tests is from +1 to -1 Volt. The modulated diffracted signal is measured using a lock-in
amplifier. Static diffraction is measured from the DC output of the detector.

The maximum TM to TM dynamic and static diffraction efficiencies are shown in Fig. 5 as
a function of device size. Dynamic diffraction efficiency is observed in all of the devices except for
the 50 um switch which shows ohmic rather than rectifying behavior. As expected, the diffraction
efficiency scales as device area (straight line in plot). The fall-off for the largest devices is believed
to be due to progressively poorer coupling into the lowest order modes of the waveguide. The
maximum dynamic diffraction efficiency for the 100 X 100 um device is seen to be 1.0 x 104
which occurred at a wavelength of 1.534 um. This value is a factor of 2 to 8 below theoretical
predictions for this device which we attribute to incomplete activation of the implant.6

Fig §. also shows the presence of a large static diffraction efficiency. This would lead to
unacceptable crosstalk in a practical switch. We don’t believe this static coupling is fundamental to
our design but is rather a process related artifact such as a surface corrugation or unannealed
implant damage which can be eliminated in future versions. The demonstration device, however,
exhibits all of the important features of the device design. The wavelength dependence of the static
diffraction efficiency for the various polarization cases is shown in Fig. 6. We have fit the data
assuming the presence of a surface related static grating, a small rotation error (0.56°) in the grating
angle, and the presence of launched power both the fundamental and third order lateral mode and
achieved very good agreement with our results.

Conclusions

We have demonstrated a new type of integrated optical switch based on dynamic free
carrier gratings. The measured diffraction efficiency is found to be close to predicted values. The
performance of the demonstrated switch along with several proposed variations is shown in Table
1. The device in the last column uses a non-orthogonal intersection and offers high diffraction
efficiency and polarization independent performance. These switch designs offer the possibility of
integrating arrays of 100 x 100 elements on a single substrate with reasonable insertion loss and
high switching speed. We believe that such a switch array could have important implications for
computer based optical interconnects.

TABLEI
COMPARISON OF KEY SPECIFICATIONS OF VARIOUS SWITCH DESIGNS
Schottky P-N Depletion  P-N Injection  P-N Injection
(Demonstrated)  (90°crossing)  (90° crossing)  (28° crossing)

Device Size 100X 100 um 100 x 100 um 100 x 100 pm 50 x 50 umld]
Timax (TM Input) 1.0 x 104 1.9 x 10-2 3.8 x 10! 42x10°1
Nmax (FE Input) @] 5.0 x 10-5 52x100 0.0 42 % 10-1
AA Bandwidth 18 nm 6 nm 6 nm 42 nm

Switching Speed 28 MHz [b] 1.4 GHz 300 MHz[<] 300 MHz[c]
[a) With device designed for maximum TM response.
[b] Estimated from electrode capacitunce (~700 pF) and 5052 input resistance.
[c] Higher speeds may be possxble with bipolar structures.
{d] Intersection not square, area is approximately 5300 um?2,
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Fig. 2. Non-regrowth demonstration device (Fig. 1
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High-Sensitivity InGaAs Photoreceiver Arrays in GaAs Waveguide*

T.Q. Vuand C. S. Tsai
Department of Electrical and Computer Engineering and
Institute for Surface and Interface Science
University of California, Irvine
Irvine, CA 92717

Integration of optoelectronic devices in a common waveguide substrate will result in
superior device modules for applications in optical communication systems operating in the 1.3 -
1.5 um wavelength region because of the significant improvements in speed, noise performance,
and reliability via reduction of parasitic reactances associated with hybrid interface of individual
devices. Arrays of photoreceivers are also needed for systems such as optical cross-point
switches for telecommunications,{1] and analog switching applications such as CATV or for
optical interconnects between very large scale integrated circuits.i2] A number of InP-based
single-clement waveguide photodetectors(3] have been reported in recent years. Reports of their
GaAs counterparts have been scarce.[4:5] Furthermore, arrays of waveguide photoreceivers are
yet to be realized in GaAs. In this paper we report the realization of a 45-element photoreceiver
array in a GaAs waveguide for use at 1.3 um optical wavelength. The photoreceiver array that
utilizes InGaAs photoconductors and passive load resistors has demonstrated important
advantages such as large gain-bandwidth product, high degree of compactness, and simple
processing requirements. The total active area of the photoreceiver arrays was as small as
0.45x0.25 mm2. A unique feature of these photodetector and photoreceiver is their very high
gain (or sensitivity) at frequency up to 1 MHz which also makes the photoreceiver array an ideal
candidate for integration with guided-wave acoustooptic signal processors{6] in which the
integration of more than a few tens of photodetectors with switching bandwidths in the order of
3 MHz on a single integrated circuits has thus far presented difficult problems due to thermal
and chip area considerations.(7]

The optical waveguide used to fabricate the photoreceiver array consists of 1.1 um GaAs
layer on 2.0 um Gag gsAlp.15As layer grown by MOCVD on top of a semi-insulating (SI)-GaAs
substrate. An absorbing layer 0.3 um thick with the indium concentration graded from 0 to 53%
and followed by a 0.2 pm thick InGaAs layer with 53% indium concentration was subsequently
grown by MBE. The absorption coefficient (&) of the InGaAs layer was measured at 1.3 pm to

be 460 cm™ (0.2 dB/um) by transmission characterization of light through the samples with and
without the InGaAs layer. This data suggest that a photodetector as short as 50 pm in the
InGaAs layer would absorb 90% of the guided light. Note that this length is only one half of the
shortest detector reported [3] heretofore.

The transimpedance amplification of a photoconductor can be realized by simply
connecting in series the photodetector with a matching load resistor of the same resistance value

* This work was supported in part by the UC MICRO project, Amerasia Technology, Inc., and Statek Corp.
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for maximum power detection. It is most convenient to use the same photodetector structure for
the load resistance by ensuring that no light can reach it. We have realized a 45-element
waveguide photoreceiver array using the structure with resistive load. The architecture of
photorecciver array is shown in Fig. 1. The fabrication process involved requires five masks,
two metalizations, and two dielectric depositions. The photodetector and the load resistor each
consists of 7.5 x 50 um?2 InGaAs mesa and 150 pm separation between the two. The 2.5 pm
wide metal contacts lie on top of the InGaAs mesa with 2.5 um separation between the anode
and cathode contacts. The center to center separation between adjacent photoreceiver elements
was set at 10 um, thus the smallest dimension involved was 2.5 um.

Measurements of the photoreceiver array were carried out by both normal incidence and
waveguiding using the 1.3 um laser light. The normal incidence measurements have allowed us
to calibrate the photovoltage response with the optical power absorbed. Note that the metal 2
layer was designed such that it blocked all the light from reaching the load resistors to ensure
that the resistor would be purely passive. Figure 2 shows the photovoltage response of one
photoreceiver element with the light incidence from the waveguide. A power dependency of the
photovoltage over optical power with a slope of 0.72 on the log-log plot at low optical power
was measured. At optical power higher than 300 nW, the slope of the curve was lowered to
0.39. The saturation effect of the photoreceiver as shown in Fig.2 was not observed in our

earlier work on photodetector arrayl4] due to of the lack of laser source of higher power. Figure
2 shows a dynamic range of more than 35 dB at 1 KHz modulation frequency and a
photoresponse as high as 45 to 480 V/mw at 1uW to 1InW optical power, respectively. The
frequency dependence of the photoresponse at the optical power of 1.0 uW is plotted in Fig.3.
The frequency response of the photoreceiver is seen to follow approximately an ideal low-pass
filter with -20 dB/decade in the slope of the high frequency roll-off, and the photovoltage
response at 1GHz is extrapolated to be as high as 45 and 480 V/watt at 1uW and 1nW optical
power, respectively.

The response of the photoreceiver array was rather uniform, namely, with less than 12.%
variation across the whole 45 elements. The electrical cross-talk between the detector elements
was measured to be lower than -40 dB by injecting a small-signal current source at one receiver
element and measuring the signal output from the other receiver elements. Further amplification
of the output signal from the photoreceiver array can be accomplished by using external or
monolithically integrated operational amplifier circuits. The detailed fabrication procedures and
measured performances of the photoreceiver array will be presented.
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Low Threshold 45° Folded Cavlty Surface Emitting
Lasers for OEIC’'s
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_ S. S. Oy, J. J. Yang and M. Jansen
TRW, Research Center, Space and Technology Group
One Space Park
Redondo Beach, CA 90278

Surface emitting lasers are important elements in optoelectronic integrated circuits and
in smart pixel arrays. In these applications, low threshoid and high wall plug efficiency
are desired since high density packing of such devices is desired. Conventional vertical
cavity lasers have been demonstrated that exhibit threshold current below 1 mA.
However, stringent growth and processing requirements, maximum output power
limitations, and low wall plug efficiency are serious limitations of these devices.
Furthermore, the device concept is not easily used in either long or short wavelength
las:etr‘s;.e where high index of refraction difference dielectric layers are not easily integrated
into the cavity. :

In this paper, we discuss the design and fabrication of surface emitting lasers based
upon an alternate tabrication approach. the device concept is based on a conventional
edge emitting geometry into which 45° mirrors are etched to deflect the light
perpendicular to the cavity. integration of high reflectivity cavity mirrors is thus
accomplished by deflecting the light to Bragg reflectors incorporated into the epitaxial
structure 2s shown in Fig. 1. In this way an integrated cavity structure is formed in which
many of the constraints of vertical cavity device are relaxed. The need for exceedingly
high reflectance mirrors is reduced because the gain path is increased. This also
reduces the severe constraints on layer thickness control to achieve phase matching at
the correct wavelength. Finally, since lower reflectance mirrors and a lower Q cavity can
be used, losses in the mirrors due to doping are also reduced. All of these factors
improve the producibilty and characteristics of the lasers.

The key issue in the design of a high performance laser becomes the coupling between
the Bragg mirrors and the waveguide mode and the quality of the 45° reflector. We
describe in the this talk the performance of, as yet unoptimized AlGaAs/GaAs/InGaAs

surface emitting, folded cavity lasers emitting at 0.99 um. These devices incorporate the
Bragg refiector into the epitaxial design by growing the reflector on the substrate,
etching the resultant substrate/reflector to produce mesas over which GRINSCH QW
laser structures are grown by MOCVD using the temperature engineered growth (TEG)
technique. 45° mirrors are then etched into the resultant buried heterostructure cavity to
form the integrated structure. Arrays of vertical emitting devices have been fabricated
with two integrated mirrors that exhibit thresholds as low as 8 mA and CW output
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powers of 20 mW for a 3um wide active stripe. An optimized geometry is expected to
have thresholds near 1mA.

The key issue in the optimizatien of these devices is to improve the coupling between
the Bragg mirror and the cavity mode. We will present the results of analysis of the mdal
properties of Bragg confinement structures that are expected to minimize the coupling
losses between the two sets of mirrors and thus lower the efficiency. We will also
present the most recent results in our efforts to realize these structures.

——p
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Optically-Activated Integrated Optic Directional-Coupler Modulator
Using GaAs Ridge Waveguide
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Department of Electrical and Computer Engineering and Institute for Surface
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Optically-generated free carriers can cause significant changes in the refractive index
and the absorption coefficient of semiconductors. Optical switching and modulation that
utilize injection of such free carriers were demonstrated previously in Si [1112} and GaAs[3).
Most recently, an integrated optic Mach-Zehnder interferometer modulator that utilizes such
optical activation in GaAs was reported by usl4l. In this paper, we report successful
extension of this work toward the construction of an optically-activated integrated optic
directional-coupler modulator using GaAs ridge waveguides.

Fig.1 shows the schematic and dimensions of such optically-activated directional-
coupler modulator. A single-mode channel waveguide directional coupler was fabricated in a
double-epilayer structure with an undoped-GaAs layer at the top. The directional coupler was
in the form of a ridge waveguide structure. In order to increase the phase mismatch between
the two arms of the directional coupler, one arm was covered with a Cr film. An anti-
reflective ZnO film (about 4000 A thick) was deposited between the GaAs guiding layer and
the Cr film to minimize the propagation loss of the signal light.

In the experiment, a signal beam at the wavelength of 1.15 um was edge-coupled into
one arm of the directional coupler. A pin hole aperture was used to pick up, one at a time, the
two light spots appearing at the output edge of the directional coupler. The ratio of the output
light powers from the two arms was measured to be Pg;/Pp=36/30=1.20. Thus, the coupling
coefficient of the directional coupler was calculated to be 0.24 mm-!. Subsequently, cither a
CW He-Ne laser at the wavelength of 0.6328 um or a CW Argon laser at the wavelength of
0.511 um, which served as a modulating light beam, was focused upon the interaction region
of the directional coupler. Fig.2 shows the resulting modulations in the signal light of the two
output ports when the 0.511 um modulating light beam was shined upon one of the channel
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waveguides. It is seen that the changes in the intensity of the two output light are out of
phasc as expected. Also, as previously observedd], the effect of free carrier-induced
absorption for the 1.15 um signal light was found to be much weaker than the free carrier-
induced refractive index change in this particular experiment. When the modulating light
intensity was increased, the signal light intensity from one arm (Pg;) was increased, while the
signal light intensity from the other arm (Pp,) was decreased. The highest depth of
modulation(APyy/Pgp) in Py, was as high as 65% at the modulating light power of 100
W/cm2. The corresponding free carrier concentration (3N) and refractive index change (3n)
were estimated to be 1.2x10!17[cm"3] and 2.8x104. For the experiment with the modulating
light at 0.6328 um, the modulation depths in both arms were found to be nearly identical for
the modulating light power up to 10 W/cm2. Thus, we conclude that the free carrier-induced
absorption was too weak to be detected for the range of modulating light intensity used in the
second experiment. For the available intensity of modulating light, namely 10 W/cm?2, the
modulation depth was measured to be 6%. The corresponding free carrier concentration(3N)
and refractive index change (8n) were estimated to be 2.5x10'6[cm-3] and 6.0x10°5,
respectively.

In conclusion, we have designed and constructed an integrated optic ridge waveguide
structure to study optically-activated directional coupling effect in GaAs . Free carrier-
induced refractive index changes was found to be the main cause of this effect. In this paper,
the design, fabrication, and measured results of the preliminary device described above are
presented. The experimental results for devices of improved design aimed at higher
modulation depth and switching speed measurement will also be reported.
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Carrier Heating Effects on High
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G. P. Bava (1) P. Debernardi (2) and M. Tonetti (1),
(1) Dip. di Elettronica, (2) Cespa-CNR, Politecnico di Torino,
Corso Duca degli Abruzzi, 24 12129, TORINO, ITALY
Tel. 011/5644063, Fax 011/5644089

Several papers have recently reported experimental results concerning optical frequency
conversion with very large frequency spacing (hundreds of gigahertzs) and high effi-
ciency [1,2]. The explanation of such phenomena requires some very fast nonlinearity
in the material. Several authors have invoked hot carrier effects to explain ultrafast
refractive index dynamics in semiconductor lasers [3, 4, 5.

A model has been developed in order to analyze frequency mixing in semiconductor
laser devices under multicarrier injection, by exploiting the nonlinearity due to carrier
density and temperature pulsations at the beat frequency. As regards the electron and
hole heating, the model includes:

¢ stimulated and spontaneous recombinations,

o effects of free carrier absorption (through an upper valley in the conduction band,
and through a simple plasma model for electrons and holes),

e electron and hole capture in the active layer of the heterostructure,
e carrier cooling by means of thermal coupling with LO-phonons.

The nonlinear behaviour is represented by a contribution to the dielectric constant
Aeg, oscillating at the beat angular frequency §2; it is written as follows:

Aeg = MEE:EH&

_
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where E; are the electric field of the optical signals. The quantity M is obtained
from the contribution Ae(N,T,,T)) to the dielectric constant due to the carrier-field
interaction that is evaluated from a microscopic model based on the density matrix
formalism (6], including the dependence on the carrier density N and the electron and

hole effective temperatures T, and T,. The connection between M and Acg is as
follows:

0A¢ 04¢ 04c¢
Aeg=MY ElEip = S=Np+ =T + ——Th,

since }; B E;, appears as a common factor (at least at the first order of perturba-
tion) both in Np and Tp ., Tpa; these are, respectively, the components of N, T, T)
fluctuating at the angular beat frequency 2.

An example of the behaviour of A¢p; as a function of frequency spacing is shown in
Fig. 1 for a quaternary alloy InGaAsP, for a typical choice of the parameters involved
in the model. Both the global result and the separate contributions of carrier density
and electron and hole temperatur. fluctuations are reported. It appears clearly that
for small frequency spacing, carricr fluctuations represent, as well known, the dominant
effect. At increasing {2 the less efficient, but faster carrier heating phenomena, become
more and more importaat.

The preceding material model has been introduced in a coupled mode formalism
in order to study frequency mixing in a guided wave device. The model applies to
both travelling wave amplifiers and Fabry-Perot or Distributed Feedback oscillators,
depending on the boundary conditions. In the first case the problem of intermodulation
distortion appears [1], while the second is concerned with frequency conversion, the
same device operating as pump and frequency converter [2].

A computer code has been implemented for the numerical integration of the coupled
mode equations in devices of different types and using different materials (GaAlAs,
InGaAsP). An example of results concerning a travelling wave amplifier, for the same
working condition of Fig. 1 is shown in Fig.s 2 and 3, where the behaviour of the
structure with an input constituted of two equal lines is shown. The output powers
associated to the two central lines (f2 and f3) and the two adjacent lines (f1 and f4)
generated by the non-linear interaction are represented as a function of the frequency
spacing between f2 and f3. Fig.2 is concerned with the region of large frequency spacing
(>10 GHz), where the carrier temperature effects are dominant (1], while in Fig.3 the
low frequency range (<10 GHz) is shown. These results agree satisfactorily with those
of the literature in the region of small beat frequency (<10 GHz) [7}; in the case of
highly nondegenerate four wave mixing, the results show a behaviour very similar to
the experimental data found in [1, 2).
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Figure 1: Frequency response of Aep/e for i E'E;,, corresponding to a power

density of 1 mW/um?. It has been computed for a quaternary material, carrier density
N=3.10"® cm™3 A = 1.568 pm.
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SINGLE - BEAM FORMATION OF HOLOGRAPHIC DIFFRACTIVE

GRATINGS WITH ARBITRARY PERIOD6 AT PHOTOREFRACTIVE

PARAMETRIC INTERACTION IN PLANAR WAVEGUIDES ON
LITHIUM NIOBATE

V.Shandarov, 5. Shandarov
Institute of Automatic Control Systems and Radioelectronics
40 Lenin Avenue, TOMBK 634080, Russia,

Phone:  007-(3822 -496278, Fax: 007-(3822) -49646.

Optical waves of different kinds, particularly
waveguide, radiated and leaky modes can exist in anisotropic
optical waveguides. It allows to realize in similar waveguides
some nonlinear four - wave processes, where several waves of
different kinds can take part. Recently the  parametric
photorefractive interaction of leaky and radiated modes in
LiNbOs:Ti:Fe waveguide was observed, where the holographic
gratings with periods depending on the ocrystal  optical
anisotropy appeared at the single input light beam [1,2). It
is of great interest to use this effect for formation of
holographic dynamic or stationary gratings with  arbitrary
periods, wich ccn be used as passive or operating elements in
integrated - optical devices. Several results demonstrating
such possibility are presented in this report.

1. Conditions of experiments.

Optical waveguides were formed on substrates of Y - cut
LiNbOs by the serial diffusion of  titanium and iron in the
air atmosfere. For different substrates an angle between the
optical axis of the crystal and the optical wave propagation
direction in waveguides was changed from 20° uwp to 70° An
extraordinarily polarized light beam of a He - Ne laser was




32 /IMB7-2

reflected from the waveguide surface inside the substrate and
went out it trough the polished lateral side. The parametric
scattering pictures and the intensity distribution  between
output ordinary, extraordinary and generated parametric  beams
were studied visually on the screen and with a photocamera or
photoreceiver outside the substrate.

2. Experimental results.
It. is well known that the four - wave interactions are
observed at the sa'usfactlm of the following condition:

2k1-ka-k3-0 (1)

where k; - wave vectors of interacting waves. In our case ky is
the projection of an extraordinary beam wave vector on the

waveguide surface, k2, ks - wave vectors of leaky waves
generated in waveguide due to the parametric interaction

process (Fig. 1). m-emes
4

2

0.,, J

Fig.1. Fig.2. The intensity distribution
picture on the screen.

In experiments the appearance and  development of
perametric mexima, corresponding to the highest TE -  leaky
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modes, with propegation directions ocorresponding to the
condition (1) satisfaction, were observed. The instance of an
entire picture of the light intensity distribution on the
screen is presented on the fig.2. Here the spots 1,2
correspond to the reflected  extraordinary and  appearing at
its reflection an ordinary  light beams. The spots 3,4
correspond to the energy of parametrically generated leaky
waves radiated from the waveguide as ordinarily polarised light
beams. Some part of their energy is radiated from the waveguide
edge giving the maxime 5,6. At the laser beam power of about 10
o and for its aperture of 1 mm the development of
parametrical processes took about 10 - 15 minutes. The time
dependences of parametric maxima intensity for the  different
waveguide samples, light beam incidence angles and the inciding
light intensity were studied. Because the Fe average
concentration for the highest waveguide modes was not  very
large, the storage time of parametrically generated gratings
mde up some days. It should be noted, that the relative
intensity of such maxima could obtain up to 10% of the input
extraordinary light beam intensity.

The next interpretation of this effect is proposed. An
interference of inciding and reflected extraordinary waves may
be considered as propegation in waveguide region of an
extraordinary inhomogeneous wave with the propagation constant
B = kohe'sin{a), where ng - the refractive index of an
extraordinary wave in the waveguide region; o - an angle of its
incidence at the waveguide surface. Because of the inciding
wave scattering at the waveguide volume and surface
perturbations there are very many weak secondary light waves in
waveguide belonging to  different waveguide  modes and
propagating into the wide spatial anglee A  photorefractive
interaction of inhomogeneous extraordinary  and scattered
secondary waves of different modes leads to an appearance of

—_
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"noisy” photorefractive gratings from wich by means of the
peremetric amplification the gratings correspording to  the
condition (1) satisfaction are developed.

In conclusion it should be noted the single -  beam
formation of periodic structures in photorefractive waveguides
promises some advantages for the diffractive waveguide elements
creation due to its simplisity and possibilities to form some
dynamic as well as stationary elements. The possibility of
photorefractive  impurity concentration changing allows to
provide the different characteristics of such separate elements
on the grond of the same substrate due to the local doping of
some its area with different impurities or with different
conditions of technological processes.
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Semiconductor waveguides are widely used in the field of integrated optics as the basis of
active and passive devices. Since no analytical solution to the wave equation is available for
rib, ridge or strip loaded structures many modelling techniques have been developed to
analyze the guiding properties of these structures. These methods vary considerably in
accuracy and ease of application. This paper considers two of these analysis methods, the
Finite Difference (FD) Method and the Spectral Index (SI) Method, and notes that both
approaches can be extended for use in the complex case ie when the local refractive index
of the waveguide cross-section may become complex due to the presence of loss or gain. This
gives rise to a complex propagation constant. Complex propagation constants obtained from
the FD and SI methods are compared for the first time.

The Finite Difference Method is an accurate, versatile and rigorous numerical approach which
has been applied to the study of waveguide structures of arbitrary cross-sectional profile. The
original scalar finite difference method has undergone several recent developments. Semi-
vectorial finite difference methods find solutions to the wave equation for the dominant
electric [1] or magnetic [2] field component of a TE-like or TM-like polarised wave and build
the discontinuity of the field component considered into the difference equations. Results
compare favourably with benchmark Vector Finite Element results [3] for a range of
waveguiding structures. Recently the method of false position [4,5,6] was applied to the FD
method to simplify the treatment of the semiconductor-air interface such that no mesh points
are required in the air region. This considerably reduces memory requirements and
computational time [7). Further, a new correction formula enables the propagation constants
of both TE-like and TM-like modes to be accurately obtained from a single scalar solution
[8].

The main features of the semi-analytical Spectral Index Method [5,6] can conveniently be
introduced by considering a rib waveguide. The method of false position is used to simplify
the semiconductor/air interface and the field set to zero on the repositioned boundary.
Separate exact solutions to the governing scalar wave equation are obtained for the regions

l—
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in and below the rib. These are matched using a variational boundary condition which leads
to a transcendental equation for the propagation constant. For many semiconductor
waveguides the refractive index in the region below the rib varies in the vertical direction
only. By working in the spectral domain the problem is reduced to a one-dimensional one in
this region. This means that the SI Method is considerably faster than a full scale numerical
method such as FD. The accuracy of the SI Method has previously been established for rib
and ridge waveguides with real refractive indices [5,6] and symmetric and asymmetric
couplers [9-11].

Oksanen and Lindell [12] recently noted that the stationary points of the real and imaginary
parts of a complex functional coincide. A consequence of this is that both FD and SI Methods
can be generalised to the complex case in a straightforward way. In the FD method the local
refractive index of each mesh point and the propagation constant are defined as complex
quantities. In the SI method each real refractive index is allowed to become complex and this
produces a complex transcendental equation for the complex propagation constant with the
same form as in the real case.

The complex SI and FD Methods are used to study the scalar mode propagation
characteristics of the structures shown in Figures 1 and 2. The structure of Figure 1 represents
a semiconductor laser with a thin active region . Figure 3(a),(b) presents the real and
imaginary parts of modal index (8/k,) calculated for this structure, as a function of H, at a
wavelength of 1.5 pm. The real and imaginary parts of the modal indices predicted by the FD
and SI Methods are consistent across the whole range of H values used. Results obtained
using a complex Effective Index (EI) Method [13] are also given in Figure 3 for comparison.
As the thickness H is decreased the effective rib discontinuity is increased and this causes the
EI method to become inaccurate. It will be shown in our presentation that this inaccuracy
extends to predictions of the laser far field pattern.

In a practical laser structure it is likely that current will be injected from a contact placed over
a limited area of the laser surface, say at the top of the rib. This will give a localised region
of gain within the active region, the exact nature and extent of which will be determined by
the carrier diffusion equations. Whilst the FD method is able to deal with an arbitrary
refractive index distribution across the laser cross-section the SI method assumes a layered
refractive index distribution in the region under the rib. SI analysis must rely on a
perturbation analysis for structures where this is not the case. We will show results in our
presentation to show that such a perturbation approach is accurate for most modern laser
structures in which index guiding dominates gain guiding [14].

The structure of Figure 2 is a TE/TM mode splitter of current practical interest [15]. This
consists of two guides fabricated in close proximity. The guide on the left is clad with a metal
layer. The problem resembles that of an asymmetric coupler. When evaluating supermode
propagation constants and field profiles the FD difference method usually takes advantage of
symmetry conditions so that only half of the waveguide cross-section need be considered. The
asymmetric problem cannot be partitioned in such a simple manner and a recent
"equipartition" methodology [16] must be adopted. However although this method confirms
SI results it requires several single rib calculations to determine supermode propagation
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constants and construct the supermode fields. The SI Method is able to find these supermode
fields and propagation constants quickly and efficiently and provides a much more practical
design tool than the FD Method for this class of problem.

CONCLUSIONS

We compare, for the first time, Finite Difference and Spectral Index analysis of optical
waveguides containing regions with optical loss or gain. The two methods produce consistent
results for a range of test configurations. In our talk we will demonstrate that the two methods
complement each other since each is best suited to a different type of problem. The FD
Method is able to deal with arbitrary refractive index profiles directly which makes it ideally
suited for laser studies. The SI Method provides a much more practical design tool for the
TE/TM mode splitter.
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Many devices have been demonstrated that
are not accurately modeled by using only bound
eigenmodes. The role of the non-bound fields in
these models can go beyond simply representing
radiative losses, for example: coherent
superposition of radiation modes can produce
slowly decaying behavior,[1] radiation modes can
be excited and then coupled back into the
device,[2] inclusion of radiation modes can be
critical for accurate calculations of power in
absorbing structures,[3] and radiation modes can
influence the calculation of reflection at
interfaces. Consequently, there has been an
increased interest in eigenmode expansion
techniques that include these radiation fields. The
two most popular means of appending the
radiatior: field to the bound waveguide mode
expansion are the improper "leaky” mode
technique{1] and the sampling of the radiation
field by means of an imposed boundary (such as a
metal wall).[2]

To understand the applicability of "leaky"
mode technique consider the structure shown in
Fig. la. Here a bound mode is used to excite a

structure of length L, which in tum excites a

structure supporting a single bound mode.
The plot Fig. 1b shows the power transferred from
the input mode to the output mode as a function of
L. The result icted by the "leaky” mode and
that predicted by metal box technique are seen to
be ivalent (better that 0.01%). That the
com leaky solution to the dispersion relation
is an accurate representation in this regime can be
understood by examining the excitation of the
radiation modes as a function of P, the
propagation constant. The simple Lorentian
dependence on f reveals the Fourier relationship
between the excitation and resulting exponential
decay.[4.5] )

As an example of a system that is poorly
modeled by leaky modes consider the structure in
Fig.2a.[3]) When this structure is modeled using
only bound modes, power is not conserved across
the interface. The plot in Fig. 2b shows the total
forward going power as a function of the distance
into the detector region. The excitation of the
radiation modes is shown in (Fig. 2c). The
absence of the Lorentian form for the excitation
su, that the radiation field would not be
modeled well with an exponentially decaying
leaky mode. Note that, though in this case power

conservation identified the error introduced by
retaining only bound modes in the expansion,

r conservation is an inadequate criterion, as
1s evident if the imaginary part of the index in the
absorber layer is taken to be ~0.1113 rather than
0.1552. In this pathological case, although power
is conserved across the interface, the fields and the
power elsewhere in the waveguide are incorrectly
predicted by the bound mode model. In addition to
power conservation we suggest a measure of
discontinuity of the fields across the interface. For
example, discontinuity in the TE electric field
might be written as,

cu- o efan/ [lefe .

where E!, Ef, and Elare the incident, reflected and
transmitted electric fields respectively. The
quantity Cg should be zero. If it becomes
significantly larger than zero the expansion must
be considered incomplete, or in some other way
inaccurate. Cg for the two structures mentioned
above can be seen in Table 1. Here the large CE
identifies the error in both structures, whereas
power conservation would not.

The two guides shown in Fig. l1a and 2a,
represent two regimes. The first is an example of
the "tight resonance” regime, characterized by
frustrated total internal reflection. In this regime
the coherent excitation of radiation modes exhibit
a slow exponential decay. Therefore the device is
well modeled by using a leaky mode. Further, in
this same regime, the slow transverse divergence

of the leaky field makes the calculation insensitive
to the arbitrary normalization which must be
imposed when leaky fields are used. Note that as
Im[n;] Basis @, +P)P; Cg
0.1552 Bound | 3.5911] 2.2805
1552 S omplete | 1.003 | 0.0007
1. 0.
E’l 13 Bound 002 8620
Complete | 1.003 | 0.0006
Table 1
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the resonance becomes tighter, the leaky mode
stion will become more accurate, while
e metal box technique becomes more
cumbersome, as a progressively larger box is
for accurate sampling. As such, in the
tight resonance case the leaky mode approach is
preferable since it allows the use of a single mode
to t what would otherwise require many
miaﬁon modes. Further, leaky modes do
not suffer from the artifactual reflection off of the
imposed metal wall.

In the second example radiation modes are
important for accurate modeling of device
absorption. Here, the weak resonances of modes
beyond cutoff are best modeled by using a
discrete sampling of the radiation spectrum, such
as that obtained by using a metal box. This
sampling method is likely to be the more flexible

difficulties associated with the divergent, non-
orthogonal, leaky modes.
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Introduction

In the integrated optics electromagnetic field problems have to be solved with numerical
methods, where the structure has to be surrounded by a box of metallic or magnetic walls,
whereby box modes can occur and complicate the numerical evaluation. Because these
boundaries must not have any influence on the field distribution, the distance between the
walls must be chosen very large, especially in case of a structure with a weak confinement.
For such a structure the numerical effort is high. In [1] we could demonstrate that these
disadvantages can be vanquished by introduction of special absorbing boundary conditions
(SABC) in the method of lines (MoL) for the analysis of slab waveguides. Now we will
present improved SABC for the analysis of single or coupled channel waveguides and we will
elucidate the advantages in relation to the hitherto used Dirichlet and Neumann boundary

conditions.

Theory

For the analysis with the MoL [2] we consider
a ridge waveguide as demonstrated in Fig. 1.

The potentials ¥, and ¢, have to fulfill the :
Helmholtz equation and the Sturm-Liouville T ------ =D q-] T
equation. In the regions at the top and at the E_ —— “_"_'_‘_‘__'_':'}, %y
bottom the local wave equations are factorized (Tt Eerrrr 1:
[3) under utilization of the fact, that the wa- e *,{; Ynes
ves are supposed to fulfill the Sommerfeld’s ra- 21__,), hN+1

diation condition [4] at the boundary. After

discretization of the wave equations and of the Fig. 1: Computation window

boundary conditions we express the potentials ¥ and ¥n4+; on the boundary through po-

tentials inside the computation window. We obtain the expressions

Yho = —ath + b2 + s
YaN+1 = —atPN + bthno1 + Cn-




2p; — 1741 — @) - 3¢277" + (P2 — po)T03

a = -
“ P2+ 374(l ~ @) — @g"
b __ Pa— Tl —qs) - g7} s = — sl — @2) + oy’
P2 + $ha(l — ga) — i7" g p2+ LAl — g3) — ga7;”

and fig = —h (n?;; —n},)'/*, & = koh. For the parameter combination po = 1, p; = 0.75
and g3 = 0.25 the reflection coefficient at the boundary is zero for perpendicular incidence.
The regions in which the SABC are positioned have a lower refractive index than the effective
index. For that very reason the coefficients a, b and c are real. That means, that the SABC
describe the decaying character of the field in an infinite halfspace beyond the boundary.
The combining of the discretized wave equations and the discretized boundary condition run
to the difference operators D and D,:

Yo [ ¥, ¥2 YN, 9N | YN lat1) b —g
-1 [ 1 | ~1 1
-1 1 .
idd
h'a—;—-—b D, —
: -1 1
-1 1 & b —(ap+1) ]

With these difference operators the second derivative with respect to the x variable, which
occurs in the Helmholtz equation is described as

h 352 —) —'DtDa ¢h Y

Py

whereas the second derivative in the Sturm-Liouville equation is expressed in discretized
form by the matrix product:

2o (L . __poap
h e,.(z)af (c,.(f) 35) — —€.D,e, D'y,

The further analysis can be accomplished with these matrixes P, and P, like in [5].
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1
Results
For the example of the weakly guiding rib wave- w
guide, which is shown in Fig. 2, we will exhi- — |

bit the adwantages of the introduction of the
SABC opposed to the hitherto used metallic or
magnetic walls. The fact that the SABC can
be positioned very near to the film is illustra-
ted in Fig. 3 and Fig. 4, where the normalized
phase parameter B is presented versus the di-
stance d between the film and the wall in the
substrate for the H Eg- and E Hyy- mode. The
field distributions in the symmetry plane of the
rib waveguide are illustrated in Fig. 5 for the EHg- mode for metallic walls respectively

% :
/////// %

Fig. 2: Rib waveguide with dt = 0.3um,
t=13uym, w=2.0pm, A = 1.286um
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Fig. 3: Convergence behavior of the phase parameter Fig. 4: Convergence behavior of the phase para-
B for the H Ego- mode with By = 0.18006416 meter B for the E Hyg- mode with By = 0.14628822
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Fig. 5: Normalized 2 component of the electric field  Fig. 6: Reference contour plot of the z component of
for SABC and metallic walls at the positions 1 and 2 the electric field for metallic walls for d = 6 um.

SABC at the positions 1 and 2. Here we can see that for SABC already at the position 2,
where the SABC is very close to the film, the field distribution agrees very good with the
reference distribution, whereas for the metallic walls the disturbance is substantial at the
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Fig. 7: Contour plot of the x component of the electric Fig. 8: Contour plot of the x component of the electric
field for metallic walls for d = 1 pm. field for SABC for d = 1 pm.

position 2. Only for very far distances between the metallic wall and the film the deviation
from the reference distribution will be smaller. Adequate strong disturbances of the field
distributions will be obtained by using magnetic walls. The reference distribution was obtai-
ned by using a metal wall in a distance of d = 6 um from the film. Fig. 6 shows the contour
plot of the field distribution for the reference case. Fig. 7 and Fig. 8 illustrate the contour
plots for the wall position 2 for metallic walls respectively SABC for the distance d = 1 ym.
Fig. 7 clearly shows that the field distribution is strongly disturbed by the metallic wall,
whereas in case of the SABC in Fig. 8 the field distribution is identical with the reference
distribution in Fig. 6.

Conclusion

The introduction of the special absorbing boundary conditions in the method of lines is
very advantageous because the SABC can be placed closer to the guiding structure, whereby
the discretized area and the corresponding matrices become smaller. With the SABC we
simulate an infinite computation window at the place where they are introduced and box
modes, which complicate the numerical evaluation, don’t occur.

These advantages can be favourable utilized for the analysis of optical structures with metal.
At the conference, first results from the analysis of an optical TE/TM mode splitter with
the MoL and SABC will be presented.
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Our goal in this paper is to point out that ultrathin optical films bounded by low-
loss birefringent materials allow an additional type of guided waves that has not been
noticed early. For illustrative purposes, we pay attention here to a film of thickness D of
an isotropic material with refractive index n;, surrounded by an isotropic material with
refractive index n. and a positive birefringent crystal, whose ordinary and extraordinary
refractive indices are n,, and n.,. The optical axis of the crystal is assumed to lie on
the guide plane, forming an angle & with the waveguide axis, which corresponds to off-
axis propagation in an X or Y —cut sample. With the exception of on-axis propagation
configurations, waves guided by such an structure are of the hybrid type, with the six
field components.

Integrated optical technology typically employs materials for which n.,, > n,, >
n.. Nevertheless, our aim here is to point out that when the involved materials verify
Ne, > N > Ny, the resulting structures allow existence of guided waves for waveguide
parameters below usual cutoff. Above cutoff these waves become the well-known hybrid
guided modes {1}, and for D/X — 0, with A being the wavelength of the used radiation,
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they become the surface waves guided by the interface between the dielectric materials
forming the substrate and the cover, which have been pointed out by Dyakonov [2].

The effective index N of the allowed stationary guided modes is obtained as roots of
the eigenvalue equation verifying N > n;, N > n,, and N > n.,(6), with n.,(8) being the
refractive index for the extraordinary wave propagating in an unbounded crystal. When
ne, > n,, > n., guided propagation requires N > n.(0), hence existence of guided
modes is governed by the extraordinary-cutoff for radiation to the substrate. Usual
waveguide modes fulfill this requirement, but there is a cutoff thickness (in units of )
for the guided waves to be allowed. In the case n., > n. > n,,, guided solutions occur
above both the extraordinary-cutoff to the substrate and the usual cutoff for radiation
to the cover, thus guided propagation requires N > n.,(8) and N > n.. The point is
that such kind of guided waves exist for any value of the ratio D/), provided that a
suitable orientation of the crystal optical axis is taken. This is true even for D/\ = 0,
then the waves being guided by the cover-substrate dielectric interface.

Figure 1 shows the allowed values of the optical axis orientation for the guided waves
to exist, as a funtion of the ratio D/A. In our calculations we take the parameters of a
glass film (n 2 1.57), deposited over a crystal quartz substrate (n, ~ 1.544,n, ~ 1.553),
with a Jow-alkali, lime-alumina borosilicate (n ~ 1.548) forming the cover, operating
at A = 589.3 nm. At D/ = 0, the allowed angular interval is nearly centered at
6o, which is the orientation verifying n.,(6) = n.. This interval is extremely narrow,
Al = 0.2—0, ~ 2°x1073, although it encreases fast with D/X. As D/ grows, 6, — 0°
and 0., — 90°, with the limiting values being reached at the cutoff point of the TE, wave
taking place at these symmetric orientations. In Figure 2 we have plotted the effective
index of the allowed hybrid guided wave as a function of the optical axis orientation, for
a waveguide with D/ = 0.2. Dashes indicate the cutoff lines N = n. and N = n.,(0).
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Parametric amplifiers have been proposed [1] as an alternative to lumped erbium-doped

amplifiers for long-distance optical pulse propagation in fibers. While filtering techniques

[2] have been demonstrated to suppress the bit-rate limitation caused by the Gordon-Haus
jitter [3] — the random walk of solitons caused by spontaneous emission noise of the erbium
amplifiers, or by initial fluctuations in the soliton parameters — a chain of lumped parametric
amplifiers should have higher possible bit-rates because no such amplifier noise is present [1].
Here, we present a theoretical analysis of pulse evolution in a nonliﬁear optical fiber where
loss is balanced by a chain of periodically-spaced phase-matched, degenerate parametric
amplifiers. Such a system can be shown to be governed by the equation
7z =3+ e+ (D) er s (2) e 0
where k(Z/€) and f(Z/e) model both the uniform loss in the fiber and the optical phase-
sensitive gain of the lumped parametric amplifiers. Furthermore, the amplifiers are modelled
as periodically spaced delta functions in which the pump pulses are assumed to be much
wider than the signal pulses and undepleted. As in the case of erbium-doped amplifiers [4],
the length Z in equation (1) has been scaled on a typical soliton period Z; (e.g., 500 km

for erbium amplifiers [5]); the amplifier spacing Z; is assumed to be much shorter than this
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length (e.g., 33 km [2]). Mathematically, we set Z;/Z, = ¢l where ¢ < 1 and [ is an O(1)
quantity.

We perform a multiple scale expansion in the fast length scale { = Z/¢, the soliton
period Z, and the slow length scale ¢ = €Z. This expansion is similar in spirit to the
Lie transform method for the guiding-center soliton [4). After a few amplifiers, the pulse
locks oto and follows the phase of the amplifiers, i.e., ¢ = R(Z,¢,T)e*%(2)/2 (while the
phase in quadrature to that of the amplifier decays exponentially with distance). Solvability
conditions show that %g = 0; therefore, unlike erbium-doped amplifiers [4], no evolution
occurs on the scale of the soliton period Zo. In this case, evolution R(¢,T) occurs on the
longer length scale £ (e.g., 7500 km if the soliton period and amplifier spacing are as indicated

above) due to amplification in one quadrature and attenuation in the other.

Higher order solvability gives the evolution equation

2 OR 10*R xR K2
Ttanh(l‘l)—a-e- + 13T% 2312 + (—4— + I‘g) R
dR\’ i

where ¢(Z) = xZ, the B;’s depend on the parameters T and 1, and T; is an O(€?) deviation
from an exact balance between amplification and decay. As a preliminary investigation
of pulse stability, we examine the above equation for small amplifier spacing I. Although
this is perhaps somewhat unrealistic physically, it is mathematically convenient since simple
solutions of (2) are known in closed form in this limit. We therefore expand I'; = v, +
¥l 4+ --- and R = Ry + IR, + ---, collecting terms with equal powers of ! to determine
stability. The leading order steady-state problem has a hyperbolic secant solution of the
form Ro = AsechAT where A = x2. This agrees with what is expected physically as the

amplifier spacing ! approaches zero.
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Second-order perturbation theory shows that 4, = 0 and that there is a critical value
of the parameter v1; (7. = —1.48A%I'?), above which pulse solutions are stable. Numerical
analysis is in progress to determine the full range of stability for the nonlinear evolution
equation. This preliminary analysis, however, strongly indicates that this equation will have
stable, steady-state pulse solutions (in an appropriate parameter range), and that within the
stability regime, initial pulses will decay ezponentially onto the stable solution in an entirely
local manner due to the diffusive nature of the envelope equation; this is in contrast with
the stability of erbium-doped amplifier systems where steady-state soliton pulses are reached

via the shedding of dispersive radiation.
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Accurate single-mode waveguide geometry is determined for heterostructure ridge

waveguides in AlGaAs/GaAs using a semivectorial finite difference technique.
results are compared with the effective index method.

The
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Ridge waveguides are widely used in integrated optics and optoelectronic devices
for their two-dimensional (2-D) mode confinement and simplicity of fabrication. For
most applications, ridge waveguides are required to operate as single-mode guides and
hence there is current interest in different modeling techniques to accurately design
single-mode structures. Unlike circular waveguides with radial symmetry, for example
optical fibers, where a single V parameter is sufficient to determine single-mode design,
the effective cross-sectional waveguiding area of a ridge guide is usually asymmetrical
about the lateral direction resulting in asymmetric modal field distributions about this
direction. Thus, determination of accurate single-mode ridge waveguide geometry is not
straight forward and requires the solution of the 2-D wave equation satisfying the
boundary conditions.

In this paper, we use a semivectorial finite difference method (SFDM) to show

that for a 3-layer double heterostructure ridge guide with a ridge width not too large

to the wavelength of operation, operates initially as a multimode guide for

small ridge heights. The guide becomes single-mode for a range of larger ridge heights,

and then becomes multimode again with further increases in the ridge height, before
becoming cutoff. '

M. W. Austin [1] observed a similar behavior in 2-layer rib guides using the
variational technique. He also demonstrated experimentally that the number of modes in
such guides decreases with increasing rib height, and at some point the structures become
single-mode and then cutoff with further increases in the rib height. In contrast, the
waveguide in our investigation has both upper and lower cladding, and therefore, the
optical confinement is able to increase within the ridge even when it is etched slightly
beyond the guide layer. Hence, as the etch depth is increased beyond the single-mode
range, the guide becomes multimode again before becoming cutoff. We also show that
although the effective index method has been shown to produce modal refractive indices
in good agreement with those from other more accurate methods, it fails to predict this
single/multimode behavior of ridge guides.

The AlGaAs/GaAs ridge waveguide geometry which we investigate at 0.83 um
wavelength, is illustrated in Fig.1. Such structures are often used in waveguide devices
such as phase modulators, couplers, and interferometers to achieve high-speed and high
modulation efficiency characteristics [2, 3]. The epitaxial layer design was optimized to
achieve low loss at this wavelength and a propagation loss of only 1.0 dB/cm was
measured for single-mode waveguides fabricated on gas-source MBE-grown wafers,
despite the high aluminum concentration in the layers.

The SFDM technique, employing the closed boundary condition, is used to solve
the guided modes and their field distributions in the ridge waveguide for various ridge
heights H, and widths W. In this boundary condition approximation, the optical field is
set to zero at the outer boundary of the finite difference grid box, which introduces a
small error since the array size is large compared to the ridge width. A 22X22 array is
used with x and y grid spacings of 0.20 and 0.16 um respectively. The modal effective
indices only decrease by ~ 0.0005 when the array size is increased to 44X44 with x and y

grid spacings of 0.1 and 0.08 um respectively. The single-mode ridge width, W =2.4
um, is first determined by analyzing structures of different ridge widths at the etch depth
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of 1.44 um. This depth is chosen to achieve appreciable confinement within the ridge
itself by partially etching the guide layer.

In order to determine the range of etch depth for which the structure in Fig.1 is
single-mode, H is varied from 0.16 to 1.92 pm in increments of 0.16 um, keeping W

fixed at 2.4 um. A ridge waveguide structure with a small ridge height has a large
effective cross-sectional waveguiding area that spreads out of the ridge in the lateral
direction which can allow for several modes to propagate. As the ridge height is
increased, the effective cross-secional area gets smaller and becomes concentrated only

the ridge, allowing propagation of only the lowest order mode. If the ridge height
is increased er by etching beyond the guide layer into the lower cladding, higher
order modes are again allowed to propagate becuase confinement within the ridge
becomes very strong. This behavior is observed from the SFDM calculations which is
shown in Table L

Table I: Modal Effective Indices of TE Modes Calculated Using SFDM

[ Ridge Height Detro Nem Netr2 ey
(um)
0.16 3.433303270 | 3.428166166 | 3.421782336 —
~0.32 ~3.433305214 | 3.428166172 | 3.421782336 —
0.48 3433305286 | 3.428166190 | 3.421782336 —
0.64 3.433305326 | 3.428166255 | 3.421782341 -
0.96 3.433308003 | 3.428177538 | 3.421705846 -
T.12 3432154158 | 3.426061451 | 3.418330717 —
128 3432287881 | 3.423973807 - —
144 —3.431961705 | 3.422402183 - —
1.60 3427031201 — — —
1.76 3.431687575 | 3.421106434 - —
1.2 3.431657687 | 3.420068863 - -

These calculations indicate that the ridge structure is single-mode approximately

in the range, 1.44 uym <H < 1.76 pm. As H is increased beyond 1.60 um, the ridge
waveguide again becomes multimode due to higher mode confinement. The modal field

distribution of the fundamental mode of the single-mode structure at H = 1.60 um, is

shown in Fig. 2. The field distributions for H = 1.92 um, supporting two modes are
shown in Figs. 3(a) and 3(b). If H becomes very large, the waveguide will eventually
become cutoff because much of the optical energy will then be radiated in the etched
region.

The effective index method (EIM), however, does not show this behavior because
it is not valid for guides with strong mode confinement, or those near cut-off [4]. The
EIM calculations suggest that the structure in Fig. 1 is single-mode upto H = 0.8 pum,
supports two modes in the range 0.8 um < H < 1.28 um, and supports three modes at H =
1.44 um, becoming cutoff beyond H > 1.44 pm. The modal effective indices are in good
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% agreement with those from the finite difference method only in the range 0.8 um SH <

1.28 um. As seen from the finite difference results, this is not the single-mode range for
the structure in Fig. 1, and hence the effective index method does not appear to be useful
for designing single-mode heterostructure ridge waveguides.

In conclusion, we have carried out an investigation on the number of guided
modes supported in typical 3-layer heterostructure ridge waveguides, and determined the
accurate single-mode ridge waveguide geometry. We have shown using the SFDM, that
in a double ridge waveguide of fixed width and layer structure, the guide
is initially multimode for small ridge heights, single-mode in a small range of larger ridge
heights, and multimode again when the ridge height is further increased. Similar
behavior was observed in 2-layer rib guides by Austin [1]. From the comparison of the
SFDM and EIM results, we conclude that the effective index method is not suitable for
determining accurate single-mode ridge waveguide geometry.
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The effect of self-trapping and self-focusing of light beams in
nonlinear media was predicted in the early 1960s (1,2]. The evolution
of light beams in self-focusing media has always been described by the
nonli-near Schroedinger equation (NLSE) ever since the very first
works devoted to this question [3,4]. It takes the diffraction and
nonlinearity into account in a simple way, and describes the field
evolution with high accuracy, unless time dependence and dispersion
are involved ([5]. Thus, the NLSE is a convenient approximation; it
provides the possibili-ty of using a powerful tool such as the inverse
scattering method [6] for its investigation. In fact, a variety of exact
solutions can be obtained for the 1-D NLSE using even simpler
approaches [7]. This equation, with variable coefficients adjusted for a
layered medium, has been used widely for describing nonlinear wave
propagation in optical waveguides and interfaces [8]. It is also
important to note that many fast and convenient calculation methods
have been developed [9] for numerical simulations of solutions of the
NLSE.

Unfortunately, this equation has limitations which have not been
discussed before, and which are connected with the approximation of
slowly-varying envelope. As can be seen in what follows, some physical
" implications of this equation can even be misleading and turn out to be
at odds with the general theory of wave propagation. Moreover, the
NLSE has an infinite number of conserved quantities [6], but none of
them has a clear physical interpretation-at least for the problem of
beam propagation. The question arises: is approximation by the NLSE
good enough to describe nonlinear guided wave phenomena in their
full complexity?

We show here that the NLSE is a good approximation unless
stationary (in longitudinal direction) solutions (like self-trapping [2]
and stationary nonlinear guided waves [8]) or solutions close to them
are considered. If the beam has any longitudinal variation during
propagation, as happens in most cases of interest, then the equation
should be completed by an additional term describing longitudinal field
oscillations. This additional term allows us to present a clear physical
interpretation of the conserved quantities involved.

We start from the scalar wave equation for a two-dimensional
field E(x,z) in a medium [10]:
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Eu+E“--€—‘-";*'§QEu=0 1)

where subscripts indicate derivatives, E is y-component of optical field,
and e(x,lEl) is the intensity-dependent dielectric permittivity where

e(x,IEl) = &(x) + a(x)":‘:'z. Here g (x) is the linear part of the transverse
profile of the dielectric permittivity of the layered medium, and «(x) is
the transverse profile of the nonlinear susceptibility. The field, which
also has x and z components of the related magnetic field H, is assumed
to be stationary (in time) and monochromatic E = y(x,z) exp(-i®t), For
convenience we normalize the coordinates x,z using the freespace
wavenumber k=w/c:

Vaz + Wxx + €(X) ¥ + ax)lylPy = 0 )
We seek a solution of Eq.(2) of the form:
y(x,z) = B(x,z)ei?? 3)

We assume that the envelope function B(x,z) is slowly varying, and that
all fast oscillations are included via the phase function ¢(z). Usually, in
the approximation of slowly varying amplitude, we set @(z)=Pz+q@o,, with
B=const. In this case, if this approximation is used for numerical
simulations, then fast oscillations are implicitly included in the function
B(x,z). However, the second derivative of this function is then not small,
and cannot be dropped completely.

Of course, there is some degree of arbitrariness in extracting the
fast oscillatory part from the function B(x,z). This is especially so if the
beam divides into two during propagation. In this instance it is more
convenient in numerical simulations to keep B constant, as is usually
done. On the other hand, the correct separation produces physically

important consequences, as we now show.
q We suppose that we have only one beam as a solution of Eq.(1),
so the function IB(x,z)l has only one maximum at any fixed z and that it
approaches zero at x=infinity. Substituting Eq.(3) into Eq.(2) we obtain:

Bz + Bxx + 2i¢,B; + i9pB - ¢ZB + £(x)B + a(x)IBB = 0 (4)

The term Bz; can be omitted from Eq.(4), as is usual in the
slowly-varying amplitude approximation. However, this can only be
done if B(x,z) does not include any fast field oscillations in the z
direction. With our assumption, the rapidly oscillating part of the
solution is included via the function ¢(z) in such a way that the
function B(x,z) maintains constant phase - at least at the center of the
beam where IB(x,z)! has its maximum. If the beam center is located at
x=0, for example, then we can define the function ¢(z) such a way that

arg[B(x=0,z)]=const 5)
where B(0,z) has been written as IB(0,z)l exp[i arg B(0,z)]. This in turn
means that the ratio of imaginary to real part of B(0,z), i.e.
Im(B(0,z))/Re(B(0,z)), remains constant.
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We should remember that these oscillations can appear in a

L solution as z changes, even if we have B=const at z=0. This will happen
if the boundary condition B(x,z=0)=f(x) does not coincide exactly with
the solution of Eq.(4) which does not depend on z at all. If we include
oscillations along z into the exponential factor of Eq.(3), and apply (5),
then we must still retain the influence of this oscillatory part in the
term with second derivative @, £rom Eq.(4).

Let us define the functionJ3 as:
B2 = 9. (6)
This is the instantaneous propagation constant at a given cross section
2. Now we can write Eq.(4) in the form:

2ifiB, + if,B + By - f'B + &i(x)B + 0:(x)IB’B =0 %)

In the case of constant B, this equation obviously coincides with the
standard NLSE for studying the propagation of nonlinear guided waves.
The second term in Eq.(7), which can be of the same order as the first
one, makes it different from the usual NLSE.

Now let us turn to physical differences which appear when we
take this term into account. Consider, for example, the invariants of
Eq.(7). By multiplying Eq.(7) by B*, taking the complex conjugate of this
expression, and subtracting and ixltegrating, we obtain:

4 @pn=0 ®)
where I is the energy invariant for the standard NLSE:
I= f IB(x,z)I2 dx 9)

We can see now that the product BL, rather than just 1, is the
conserved quantity during propagation:

B(z) I(z) = const. (10)

This product S; =Bl s proportional to the integrated energy flow [11]

in the z direction, i.e. to the z-component of Poynting vector S=ExH
integrated over the cross section. It can also be called ‘power’ [11] or
‘power flow’ [12] crossing a given surface z=const. This is the result
which we would expect physically, because in the general theory of
wave propagation, the energy flow is the quantity which has to be
conserved in media without gain or loss. However, in the standard
approximation by NLSE, this conservation law is incomplete, and only
the ‘energy integral’ I is conserved, as rapid oscillations are neglected
when the term B is dropped. Of course, in the case of constant B, the
energy invariant I itself is conserved. This can happen only for
stationary solutions of Eq.(2). But in that case it is a trivial result, as the




3 IMB14-4 / 59

function B(x) itself then does not depend on z, and so neither will any
integral of it.

Let us now consider the second quantity conserved in case of
NLSE, namely, the Hamiltonian. By multiplying Eq.(7) by dB*/dz, taking
the complex conjugate of this expression, and adding and integrating
over x, we obtain:

i j dx B.(B,B"-B;B) - 2 f dx BB,IBI2

-0 -00

- ~2
+&dz' L dx [IB.+ (B -e;)IBlz-izl BI*] =0 (11)

The sum of integrals in (11) is proportional to the energy density of the
optical field integrated over x per unit z. The first two terms are the
part of the energy density connected with the x component of the mag-

netic field (Hi). These two integrals becomes zero when P=const. in the
standard NLSE approximation. In this case the third integral is conser-

ved along z. If Bzis nonzero, then the whole expression (11) cannot be
represented in the form of a conservation law. The consequence is that
the Hamiltonian (the third integral in (11)) is no longer conserved.

In conclusion, we have shown that the standard approximation,
which uses the NLSE and is employed in the analysis of nonlinear self-
focusing and self-guiding, should be completed with an additional term
which takes into account the variation of the propagation constant
along the propagation direction.

REFERENCES :
G.A.Askar’yan, Sov.PhysJETP,15, 1088 (1962).
R.Y.Chiao, E.Garmire, C.H.Townes. PRL,13,479 (1964).
P.LKelley, PRL, 15, 1005 (1965).
V.E.Zakharov, V.V.Sobolev, V.S.Synakh, Sov.PhysJETP 33,77(1971).
V.E.Zakharov, A.M.Rubenchik, Zh.Eksp.Teor.Fiz. 65, 997 (1973).
[Sov. Phys.JETP 38, 494 (1973)].
V.E.Zakharov, A.B.Shabat, Sov. Phys. JETP 34, 62 (1972).
N.N.Akhmediev, V.M.Eleonskii, N.E.Kulagin, Theor.Math.Phys., 72,
809-818 (1987) [Teor.Mat.Fiz.(USSR), 72, 183 (1987)];
8. C.T.Seaton, G.L.Stegeman, H.G.Winful, Opt.Eng., 24, 593 (1985).
9. T.R.Taha, M.J.Ablowitz, J.Comp.Phys., 55, 203 (1984).
10. M.Born and E.Wolf. Principles of Optics. Pergamon Press, 1980.
11. AW.Snyder and J.D.Love, Optical waveguide theory. Chapman and
Hall, 1983.
12. H.A.Haus. Waves and fields in optoelectronics. Prentice-Hall, Engle-
wood Cliffs, 1984.

N LW =

N o




60 / IMB15-1

Characteristics of Dielectric-clad Directional Couplers
for Improved Edge Coupling to Hybrid Detectors

P.C. Noutsios, G.L. Yip
Guided Wave Optics Laboratory
McGill University, Department of Electrical Engineering
3480 University, Montreal, Quebec, Canada H3A 2A7
and
J. Albert
Dept. of Optical Communications Technology
Communications Research Center
Ottawa, Ontario, Canada K2H 8S2

Active components on glass and lithium niobate substrates have been fabricated by

combining passive waveguides with an overlay of grafted semiconductor material for optical
detection applications!. To improve the overall coupling from an optical fiber to the detector,
a vertical directional coupler that transfers power from a buried waveguide (with a minimal
insertion loss) to a surface waveguide was recently proposed and demonstrated using a field-
assisted K*-ion exchange in glass®. Though this scheme works well for vertical coupling
of light to the detector, its efficiency is impaired by the presence of a thin layer of low
index amorphous material at the semiconductor/waveguide bonding interface®. An effective
way to avoid this problem is to use edge coupling to the detector which can be achieved
by cladding the waveguide/detector structure with a dielectric thin film of refractive index
higher than that of the waveguide®. Here, we report preliminary results on the fabrication
and measurement of a vertical directional coupler that is clad with a sputtered Corning 7059
glass thin film to take advantage of this edge coupling scheme. In addition, we compare
the experimental to the theoretical results obtained using a finite-difference vector beam
propagation method® (FD-VBPM).

The dielectric-clad vertical coupler, comprised of two parallel slab waveguides (see Fig.
1), was fabricated by a three-step electric field-assisted K*-ion exchange in soda-lime glass?.
The single-mode buried guide 2 was made by a two-step exchange, using an applied field of

20 V/mm and exchange time ¢; = 15 sec in the first step, and 100 V/mm in the second step
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with exchange time t; varying from 2 to 3 min. The single-mode surface guide 1 was made
by a one-step exchange with 20 V/mm and t3 = 5sec at a constant temperature of 385°C.
These fabrication conditions provide for longer coupling lengths (340 — 380 um) than our
previous results? (200 — 280 um). The cladding layer is formed by plasma sputtering with a
Corning 7059 glass target under the conditions of 12 psi Ar/0, (4:1 mixture) gas pressure
and 20 W tf power. The refractive index, n., and film thickness, ¢, are measured by prism
coupling and a surface profilometer, respectively.

The TE and TM effective indices of the even (N.yen) and odd (Ny4a) mode m-lines
were measured by prism-coupling at A = 0.633 gm with an error of £2 x 10~*. The coupling
length L. can be deduced from the mode-index measurements. The relative intensities (power
ratios) of the normal modes are measured with an IR vidicon and oscilloscope. An input lens
was used to excite both modes simultaneously yielding a streak of periodic dots, representing
power transfer’?. In addition, we determine the coupler’s potassium concentration profile
directly using an electron microprobe. Prior to measurement, the surface of the (unclad)
coupler is tapered by careful polishing to expose the varying potassium concentration with
depth (z) using an angle-lapping technique with a taper angle of about 2°. The measured
concentration profile, shown in Fig. 2, shows the surface and buried waveguides of the
coupler with a large overlap between them.

For the coupler fabricated with ¢; = 2 min. and dielectric-clad with n, = 1.545+8 x10~*
and t = 0.13+0.04 um, the measured coupling lengths for both TE and TM modes are almost
identical to those of the unclad coupler, within experimental error. The coupling length is
also determined theoretically with the FD-VBPM for varying cladding thickness, as shown
in Fig. 3. Modelled results predict an increase in the coupling length with the cladding
thickness, as expected, since the peak of the field is being pulled up toward the waveguide-
cladding interface, as shown in Fig. 4, thus providing for an improved edge coupling to the
detector. For thickness values below 0.1 um, there is negligible change in the coupling length
which is in agreement with the measured sample (¢ = 0.13 umm). Further experiments with
thicker cladding layers and more accurate modelling are being pursued with results to be

presented at the meeting.
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Waveguides doped gain active medium offer possible means of incorporating
light sources and amprifiers into integrated optical circuits for comunications and
sensor applications. In particular, the mediums that with wide gain bandwidth such
as dye and Ti doped saphier are atractive for wavelength tuning. Dye is one of
considerable mediums for the gain medium because there are many applicable
materials from UV to near IR wavelength range, and they can be easily doped into
organic and inorganic glass thin films. There are several reports for tunable
operation of waveguide dye lasers with distributed feed back (DFB) using etcired
periodical grouves or interference fringes of two pump beam on a waveguide [1-4].
These lasers are, however, difficult to obtain stabilized single mode operation in
comparison with distributed Bragg reflector (DBR) lasers especially in pulsed
pumping. In this paper, we report successful single mode operation of a waveguide
dye laser with second-order DBRs in pulsed pumping and its wavelength
tunability.

PUMPING BEAM

GAIN ACTIVE
REGION

OYE DOPED
POLYMER FILM

SUBSTRATE

BRAGG REFLECTOR

Fig. 1 Fundamental structure of the DBR dye laser
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The fundamental structure of the laser is shown in Fig.1. We determined
parameters of the DBR laser to obtain a single mode operation around 620nm for
the fundamental TE mode. A dye (Kiton-Red 620) doped polymethylmethacrylate
(PMMA) film (nf=1.49) and qartz (ns=1.46) were used as guding layer and
substrate respectively. In the film of 1.2um thickness (effective index of the
waveguide was 1.48), the period of DBRs was determined to be 419nm because of
the second-order Bragg condition. The lengthes of two DBRs were determined to
be 0.8mm, and 0.5mm respectively, and 0.1um. These DBRs were designed to
have 100% and 99.3% reflection ratio of guided power in 0.5nm bandwidth. In this
case, we did not take into account of first-order radiation loss of the DBRs pointed
out and analyzed by Streifer et al.[5] so far. Thus, in order to produce longitudinal
single mode operation, we determined the required separation of the DBRs (cavity
length) to be 0.28mm.

We created the laser as follows. First, we fabricated the DBRs on the quartz
surface using holographic exporsuring and reactive ion etching techniques. The
SEM photograph of the grating is shown in Fig 2. Then, the laser was completed
by coating the dye doped PMMA film on the substrate with a dipping method. This
laser structure enables us to refresh the dye repeatedly with simply removing the
film with a solvent.

] ! 1 (]

616 617 618 619
HAVELENGTH (nm)

Fig.2 SEM photograph Fig.3 Characteristic of
of the grating - DBR cavity

We investigated characteristics of the ~~~ond-order DBR cavity by measuring
transparensy and radiation of the first orde «wction using cw dye laser and prism
coupling method.As shown in Fig. 3, band ...minated characteristic within 0.5nm
bandwidth of the DBR cavity was observed. At the eliminated wavelength, we
observed reflected streak. We also observed weak radiation from the DBR due to
first order diffraction through all wavelength.
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By pumping the dye in the cavity with 532nm laserbeam(2nd-harmonic of Q-
switched Nd:YAG laser) that was focused on the cavity from the direction normal
to the surface of film, we observed guided laser output through a rutile prism
output coupler. The absorbed pump power exeeded 21W in the film. The laser
output power versus absorbed pump power is shown in Fig.4. The guided mode
was TE fundamental mode for a poralization in the pump beam parallel to the
groove of the DBRs. As shown in Fig.5(a), we estimated that the laser operates in
single mode at 618.6nm wavelength with 0.07nm linewidth by observing the
spectrum of the lightwave. The linewidth was obtained from a coherence length of
538mm measured by Michelson interferometer. From a pulsed waveform
(Fig.5(b)) with 23ns width and 4ns period of modulation due to pump source
characteristics, we believe that the laser is applicable for signals with higher than
repitition rate 230MHz. After pumping around 9,000 pulses, the output power
decayed to a half.

Linear tuning of the lasing wavelength is possible by changing the cavity length
and period of the DBRs in a same ratio. Therefore we changed these parameters by
compressing the qgartz substrate with a piezo actuator. Linear tuning characteristic
was obtained as shown in Fig. 6. The linearlity was due to the elastic modulas of
qartz and small size of cavity. In this case, break down pressure of the qartz is a
limitation of tuning.

In conclusion, we have described the characteristics of a tunable second-order
DBR dye laser using a waveguide of the Kiton-Red 620 dye doped PMMA film on
a quartz substrate. The laser can generate a guided wave of 618.6nm in a single
mode, and can tune t~« izsing wavelength in the range of 0.1nm.
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Fig.4 Laser output power versus absorbedpump power
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1. Introduction

A reflection-mode spatial light modulator (RSLM) with a high bandwidth, a
large contrast ratio, and low power consumption will have great potential for use in
free space optical interconnects. Reflection-mode devices modulate the intensity of
the reflected light and could possibly be used to optically interconnect internal
nodes of a transmitting chip to internal nodes of a receiving chip. Existing electro-
optic materials do not allow for a RSLM with all of the above characteristics. As a
result of material limitations, current RSLM designs must incorporate performance
tradeoffs. The performance of Fabry-Perot (FP), surface plasmon (SP), and long
range surface plasmon (LRSP) thin film nonlinear polymeric reflection modulators
are analyzed here.

2. Motivation

Nonlinear polymers are a desirable material for the electro-optic dielectric
layer in a RSLM because the nonlinear polarization is primarily electronic in
nature. This fact, combined with a low dielectric constant, can produce a RSLM
with a bandwidth in the gigahertz range and low electrical drive power. Other
electro-optic materials most often used in spatial light modulators (SLMs) include:
liquid crystals [1], PLZT [2], and multiple quantum wells (MQW) [3]. Liquid crystal
SLMs exhibit high contrast ratios but are slow because the molecules must rotate to
physically align with the applied electric field. Si/PLZT SLMs have a bandwidth
limited by the high capacitance of the structure due to the large relative dielectric
constant (e.g., €,=5700) of PLZT. MQW SLMs are based upon quantum confined
electro-absorption effects and have been the subject of recent interest. These MQW
structure are grown with well established molecular-beam epitaxy or metallo-
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organic chemical vapor deposition techniques, which require fabrication steps
gignificantly more complex than the polymeric structures investigated here.
Angother alternative is optical interconnect architectures that incorporate vertical-
cavity surface-emitting lasers [4]. This approach could be very promising if the
large electrical drive powers could be reduced.

Using an organic polymer in a RSLM has several advantages over the other
electro-optic materials mentioned. First of all, polymers are suitable for monolithic
optoelectronic integration. Fabrication of polymer structures is straightforward
because the polymer can be spun-cast onto substrates. Since most integrated
circuits are silicon based, it is important that the processing of the polymer is
compatible with silicon processing techniques. Secondly, orientational order can be
achieved in the polymer film by techniques such as poling, Langmuir-Blodgett, and
self-assembly. In the case of poling, a large electric field is applied across the thin
polymer film, which is at an elevated temperature. A noncentrosymmetric film with
comm symmetry is produced. Poling can produce nonlinear polymer films with
linear electro-optic coefficients approaching 100 pm/V. It should be noted that the
use of nonlinear polymers in optical devices is an emerging field. As refinements
are made in material synthesis and orientational techniques, it is expected that the
linear electro-optic coefficients will continue to increase.

3. Polymeric Modulator Performance

The FP structure consists of a thin gold layer, a nonlinear polymer layer, and
a thick gold electrode. Our group demonstrated experimentally the feasibility of FP
reflection-mode polymeric modulators for optical interconnects, as well as a
technique for material characterization [5, 6]. The SP structure consists of a high
index prism, a thin gold layer, a nonlinear polymer layer, and a thick gold electrode.
In surface plasmon structures, the high index prism is required to excite surface
plasmons via the method of attenuated total reflection. SP modulators using liquid
crystals [1] have been fabricated. The LRSP modulator structure is the same as the
SP structure except for a dielectric coupling gap located between the high index
prism and the thin gold layer. LRSP modulators vsing electro-optic crystals [7]
have been proposed but not implemented. In this paper, we will present
experimental evidence of a polymeric electro-optic LRSP modulator.
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Theoretical reflectance and modulation response for the FP, SP, and LRSP
modulators have been numerically analyzed with a theory that accounts for layered
media, modified for the anisotropy of the nonlinear polymer film. The definition for
modulation used here:

mzm

Rmax + Rmin

is consistent with the standard used in communication theory. The magnitude of

the maximum modulation for the three typical modulator structures is plotted
versus rj3V in Figure 1.

4. Discussion

The modulation of the LRSP modulator is approximately three times larger
than the FP modulator and eight times larger than the SP modulator. From Figure
1, it is clear that the modulation depends upon the quantity r;3V. If these reflection
modulators were used to optically interconnect internal nodes of a transmitting chip
to internal nodes of a receiving chip, it is likely that the voltage on these nodes will
switch between 0 and 5 volts. If a polymer with r33 =100 pm/V is developed, the
modulation produced by all three structures could be detected with simple detection
techniques. In terms of fabrication and implementation complexity, the FP
modulator is the most attractive of the three structures since it does not require the
use of a high index prism. However, if r;3 <30 pm/V, the LRSP modulator becomes
a more attractive structure because the sharp resonance in the LRSP reflectance
curve provides the largest modulation.
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Figure 1 - Theoretical modulation comparison of Fabry-Perot (FP), surface plasmon (SP), and long
range surface plasmon (LRSP) polymeric reflection modulators. The FP structure consists of a thin
gold layer 48 nm thick, a nonlinear polymer layer 2000 nm thick, and a thick gold electrode. The SP
structure consists of a high index prism, a thin gold layer 48 nm thick, a nonlinear polymer layer
1000 nm thick, and a thick gold electrode. The LRSP structure consists of a high index prism, a
dielectric coupling gap 650 nm thick, a thin gold layer 20 nm thick, a nonlinear polymer layer 1000
nm thick, and a thick gold electrode. The refractive indices used are n,, =0.217 + 3.425i for the
gold, n,y, = 1.52 for the nonlinear polymer, n,,;., = 172 for the prism, and ngecrric = 152 for the

dielectric coupling gap.
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Since first proposed as a total internal reflection (TIR) device in 1978 [1], X-branch waveguide devices have
been studied extensively [2]. Their characteristics in terms of the extinction ratio, insertion loss, device dimension
prove to be very attractive. The widened X branch (Fig 1) offers the additional advantage of a simpler fabrication
process, as there is only one step involved in the ion-exchange. However, in the commonest two mode
interference operation region, the requircments on the design parameters of a widened X-branch type
demuitiplexer are tight, when one wants to achieve wavelength demultiplexing [3], specially in a device made in
a glass substrate, which allows little possibilities of an electrooptic adjustment. To find the best point for

demultiplexing one can use, the following parameter R [4]):

R = AP(A=131pm) / AP(A=155pum) (1)
R=(2mx-2¢) /(Qm-Dx-24,) (2)

Where AB. is the difference of the propagation constants between the even and odd mode in the central region.
It depends strongly on the width w and the diffusion tiine used for the ion exchange t, . 2¢' is the phase angle
difference between these two modes in the tapered regions.2$, depends very weakly on t, and w, but strongly
on the branching angle «. Demultiplexing operation is obtained when both equations (1) and (2) are satisfied.
For a given w and «, there is only a discrete set of the number m of coupling length 1, diffusion times t, and
lengths L (L = (2m= - ¢, )/AB. ) to yield solutions.

Numerically, we used both the effective index method ( EIM ) plus the Yajima’s method (YM) [5] and the
EIM plus 2D FD-BPM [6] .When using the EIM we applied a Runge-Kutta scheme [7] for calculating the
cffective index in the depth direction, and the Yajima for calculating ¢,. In a first approximation, for the purpose
of a simple comparison between the two methods, we did not take into account side diffusion effects in our
modeling of the index profile. We considered only the TE modes for which accurate datas are available for the
index values at 1.31 and 1.55 pm [8]. From Table 1, we can see that the results from the two methods agree well.
The small numerical discrepancies are most likely due to the fact that the BPM takes into account the radiation
modes excited along the structure whereas the YM does not.

The apparence of radiation modes associated with a large branching angle or poor confinment of the modes, as
revealed by the BPM, does not just simply increase the scattering losses of the structure but also reduces channel
isolation as some radiated power is coupled back into the guided modes in both branches ( see Table 2 ).
The best design results using the BPM are shown Fig 2 a,b.

The first problem to solve when one wants to design an X branch, taking into account side diffusion effects,
iz to find an accurate model for the effective index profile in the transverse direction. Around the merging point
of he tapered regions we cannot simply add up the index profile functions of the two separate waveguides to
find the index profile of the whole struture [9). Assuming an erf type function for the channel index profile
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including side diffusion, we used like Feit {10}, the following normalized model for the iransverse effective index:
Neff(x) = ( N(x+s/2) + N(x-5/2) - N(=) ). N(0) / max(Neff(x)),

with N(x) = N(=) + { ¥ ( N(0) - N(=) ) (erf( (x+w/2)/D,) - erf( (x-w/2)/D,) ) / 2erf(w/2D,) }

N(=),N(0) are respectively the effective indices calculated in the depth direction for x==,0, D, is the diffusion
constant in the transverse direction ( D,=D,=D as the glass is assumed isotropic ). (see Fig 3).

Considering this model, the values of the design parameters are dramatically changed in comparison to the
approach neglecting side diffusion. First of all the diffusion time must be slightly smaller if we waat to stay in
a pure two mode interference operation region (see Fig 4). Morcover, R is significantly changed (see Fig 5) even
though the propagation constants calculated by both models stay close. Variations in ¢, ( calculated by BPM )
are small. This leads to a very different design. It is not surprising: discrepancies as small as 0.0005 in the
propagation constants are not negligible in terms of the phase delay when the average length of the device
(L~3000 um) is considered.

In conclusion, we have examined the performance characteristics of a widened X-branch demultiplexer made
by K* ion exchange in a soda-lime glass substrate, employing the EIM and a 2D-FD-BPM scheme. In the case
of step index boundaries for the channel guide, the new scheme has been tested against the YM with good
agreement, We shall present the optimized device performance figures for this demultiplexer with the inclusion
of side diffusion effects. Fabrication of the device using the optimized design data is also being planned.
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Fig " Widened X-Branch demultiplexer

1.31um (a) and 1.55pm (b)

Fig 2: a,b BPM results with « =0.5°,w=6.4 um,t, =272 minutcs at
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¢ Introduction:

Surface plasmon sensors are used in chemical, gas, and bio-sensing applications. Detection is
based on changes in the permittivity of thin interfacial layers!2. Most surface plasmon detection
configurations require expensive optical equipment and a stable optical bench. Thus, surface plasmon
sensors have for the most part remained in laboratory environments. The sensors employ a beam of
transverse magnetic (TM) polarized light incident through a substrate onto a thin metal film, e.g. Ag or
Au. The metal film is chemically sensitized, and exposed to an analyte (see Figure 1.) Above the critical
angle, 0., the light is totally reflected from the substrate-metal interface, except at a distinct angle of
incidence where a surface plasmon mode is generated. At the surface plasmon angle, 6, the
reflectance reaches a minimum. Og, is very sensitive to dielectric changes in close proximity to the
metal-analyte interface. If the film is sensitized to selectively bind a prescribed chemical, X, a change in
permittivity will occur resulting in a shift in 6, which can be used to obtain a quantitative measure of the
chemical activity of X in the analyte. The basic configuration is shown in Figure 1. All surface plasmon
sensors require four basic elements: a source of TM polarized light; a method of coupling this light to a
thin metal film through glass so as to achieve incidence angles above the critical angle of reflection; a
means of providing a range of incidence angles; and a detector to measure the refiectance as a function
of the angle of incidence.

o System design

A surface plasmon sensing microsystem is implemented using silicon micromachining and hybrid
microelectronics technologies. The system integrates optical, mechanical and electronic elements in a
hybrid package, roughly 1 x 2.5 cm2.
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Incldent beam
(a) Basic configuration of the surface plasmon sensor

{ sniftin Qsp
{ due to adsorption of
J/  analyte on sliver fim

Reflectance —

Osp
Angle of Incidence

(b) Reflectance vs. incidence angle curve showing 6ep
above the critical angle

Figure 1: Surface Plasmon Resonance
sensor principle

The complete sensor package is shown in Figure 2. Critical elements include the polarization
preserving single mode fiber, collimating lens, a rotating micro miror, index matching fluid, and
precision component-to-component alignment. Figure 3 depicts a blowup of the system components and
assembly.




78 / IMB19-3

3

ure 2: The Surface Plasmon Sensing Microsystem:
unctional schematic of the miniature optical bench

Figure 3: Surface Plasmon Micro Sensor
Assemly blowup showing component placement
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The sensor design employs a variety of materials and fabrication techniques including a laser drilled
alumina substrate with printed thick film conductors, two anisotropically etched silicon layers which
contain the micro-mirror and lens-to-fiber alignment structure, a position sensitive photo diode, and a
machined glass layer. The four layers are joined using several bonding techniques, with the layers
positively registered to one another by 0.5 mm metal balls and matching alignment pits. The sandwich
of four layers forms a sealed cavity. This cavity is filled with index matching fluid allowing light coupling
into the glass layer above the critical angle.

The fiber/lens alignment is accomplished with matched anisotropically etched v-grooves in a single
silicon layer. The structure is defined photolithographically, yielding extremely close tolerances. The
fiber is intentionally offset from the lens center in order to produce a collimated beam which exits the
lens at a small angle toward the mirror plate. The micro mirror is a 2.5mm square plate, suspended by
two center torsional silicon tethers. A voltage applied between the mirror and the mesa structure below
causes an electrostatic attraction which rotates the mirror about the axis of the tether and scans the light
beam toward the metal film. Index matching fiuid in the sensor cavity allows light to enter the glass at
angles above the critical angle without a prism or grating. Finally, the position sensing photo diode
(PSD) simultaneously measures the position and the intensity of the reflected optical beam. The angle
of incidence at the metal film is geometrically related to the spot position on the PSD, and can be
calculated off-board. in operation, the incident angle is scanned by rotating the micro-mirror. Position
and intensity data are collected during the scan, and are fransformed to yield reflectance as a function of
incidence angle. A base-line scan can be performed before the sensitized film is exposed to analyte.
After exposure to analyte, any bound material on the metal surface will result in a shift of the reflectance
minimum, indicating the presence of the chemical to which the surface was sensitized.

¢ Conclusion

The microfabricated surface plasmon sensor is a hybrid device that integrates optical, mechanical,
and electronic components. Elements which are common to numerous electro-optical systems are
integrated, demonstrating the feasibilty of a miniature micromachined optical bench. System
miniaturization is achieved with elements including a single mode optic fiber and collimating lens, a
scanning rotating micro mirror, index fluid coupling, multi-substrate bonding, and positive component to
component alignment.
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1. Introduction

in contrast with the limited variety in inorganic electro-optic crystals, an infinite series of different
electro-optic polymeric materials can be formed, since these polymers may consist of arbitrarily
combinations of, usually organic, building blocks. The chemical synthesist has a large freedom in his or
her choice of these buidling blocks, the way how they are interconnected and the total number of
buikding blocks forming a macromolecule or polymer chain.

This property results in the possibility to individually tune several key characteristics of the material by
changing just parts of the macromolecule. This advantage has become more and more attractive since
computer automated molecular design has become a mature field. Presently, researchers can first
calculate the properties of a novel molecular design, before the tedious process of the chemical
synthesis commences. This has resuited in a much more efficient effort in the development of new
polymeric materials, such as in the field of nonlinear optical polymers.

2. Materlals development

The basic requirements of polymers for integrated optics applications can be well defined [1], and
chemical engineers need to translate these properties into materials characteristics. The most critical
issues are: low optical losses in the neardinfrared, high nonlinear coefficients and a high thermal
stabllity.

2.1 Low loss

Losses in polymers have two major sources: intrinsic losses due to optical absorption, and extrinsic
losses due to scattering at imperfections. The first are dominant in most polymer waveguide Systems
reported thusfar. Two different effects can be distinguished, absorption caused by the long wavelength
tali of electronic transitions, and the absorptions caused by vibrational overtones in the infrared. To
reduce the first contribution, nonlinear moieties in electro-optic polymers should have absorption
maxima far away from the wavelength for its intended use. Most systems (DANS, diazo-dyes) have a
A gy Detween 350 and 500 nm, which will cause no excess losses in the wavelength region between 1
and 1.55 ym. However, the vibrational overtones do cause significant losses in this wavelength region.
Especially hydrogen bonds, such as OH and CH, exhibit significant absorptions. These can be
eliminated by chemical modifications of the materials. Substitution of the hydrogen atoms by heavier
specles results in a red shift of the overtone absorptions, leaving a highly transparent window. This
has been demonstrated in several polymer materials [2].

2.2 High electrooptic coefficients

The net electro-optic effect in (poled) potymers is based on the first order hyperpolarizability (B) of the
active moieties and the poling induced polar order. Molecular modelling has been used to calculate the
P of many molecules. These molecules consist of eiectron donating and electron accepting groups
connected with a x-electron system. Well known examples of high-p molecules are substituted stilbenes
(300 1039 esu) and diazo-dyes. Molecules with much higher p's have been realized (3], but the use of
these elongated molecules Is presently hindered by their adverse effects on other key properties of the

potymers, such as a good processability.
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2.3 Thermal Stabliity

Poled polymers depend on the (thermal) stability of the polar order of the active molecules. The polar
order is induced at elevated temperatures, but will also relax to a certain extent at higher temperatu-
res. In solid solutions, where the active groups are dissolved in the polymer, the rotation of these
groups Is hindered only by the size and shape of the group In comparison to the free volume in the
polymer. A major improvement is achieved with a covalent attachment of these groups to the polymer
backbone, either in the mainchain or as pendant groups, the socalled sidechain polymers. If the
polymer forms a network by crosslinks between backbones or via the sidechains, an even higher
stability might be obtained. However, crosslinking should then be performed during or after poling,
which implies a significant complication in the realization process of devices. Moreover, linear polymers
with very high softening points (Tg) are available, which can lead to electro-optic polymers with a long
term stability in excess of 150°C.

3. Polymer device processing
Polymers are in general attractive materials for mass production methods. A broad range of processing

technologies has been estabiished, including thin film processes such as spincoating, spraying, casting
or extrusion. Integrated optic devices require a polymeric muitilayer with stringent tolerances in
thickness 2nd homonegeity. Such layers can routinely be obtained using spincoat techniques, which
results in a thickness tolerance of better than 2% (40 nm for 2 pm thick films). Once a high quality
mutltilayer has been deposited, channel waveguides can be realized with a variety of techniques.
Examples are local poling [4], wet or dry etching of (inverted-) ridges, photopolymerization [5),
photobleaching [6) etc. Especially the photoinitiated processes result in smooth channels with low
scattering losses, and a flat topography, facilitating high resolution lithography on top of the
waveguide system.

The waveguides are subsequently poled, using either a corona discharge (usually in case of crosslinka-
ble systems) or a two-electrode system. When prepared under appropriate clean room conditions, very
strong poling fields can be achieved, in excess of 200 V/um. These fieldstrengths result in electro-optic
coefficients rz3 in the range of 40 pm/V for side chain polymers including DANS or DR1 moieties. With
a T, of 140°C of the polymer, the polar order is maintained for several days at temperatures around
100°C [7). A further increase of T, can result in acceptable stabilities over long periods of time.

A final key issue in device processing is the interfacing with fibers, or in other words, the pigtailing of
these devices. Apart from the development of a pigtailing technology, the mode sizes of fiber and
device should match perfectly. This implies that both the refractive index contrasts and the core
thicknesses of fiber and polymer waveguide should be identical. This can easily be achieved in
polymers, since refractive indices can be tuned by slight chemical modifications, and layer thicknesses
are well under control. However, the required relatively thick layers have disadvantages as well. First,
the switching voltage in electrooptic devices depends linearly on the fieldstrength in the active
polymers, which is inversely proportional to the total layer thickness. Secondly, the low index contrast
has adverse effects on the minimum radii of curvature of channel guides, resulting in an increase in
device length, hence an increase in optical losses. These conflicting requirements in modesizes requires
a case-tocase analysis to determine the optimal solution for each device developed. For complicated
cascaded designs, such as nxn switching matrices, the use of thin high contrast layers couid be more
attractive, despite the increase of pigtailing complexity by adding extra optical components to
compensate for the mode mismatch between fiber and device.

4. Current status of polymeric devices

Typical results of present efforts in polymeric devices come close to the performance of competing
technologies (i.e LINDO;) (switching voitages, extinction coefficients), or even show an increased level
of performance (speed). Optical losses and stability need further improvements, but these are
considered to be demonstrated within 1 or 2 years from now.

The results achieved can be described in terms of general device performance, or as a set of separate
materials characteristics. The following examples indicate the current status aiong both lines.

4.1 Electrooptic modulators and switches

Mach-Zehnder interferometers have been extensively studied mainly because the relative simplicity of
the waveguide design, and the straightforward performance analysis. It has been demonstrated that
high quality modulators can be realized, with low switching voitages (< 5V} and high extinction
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coefficients (>20 dB) (7). More complicated designs have demonstrated the high speed operation of
polymers [8], where the speed is limited by electrode design, instrumentation and electrical termination
rather than materiais properties, in contrast to LINDO;.

Space switches are more difficuit to design, especially in the case where detailed insight in the mode
profiles of waveguides is missing. Locally poled and bleached waveguides have complicated mode
profiles, deviating from the simple step index or diffusion profiles. Unti recently, results were often
based on nonoptimized designs, showing the basic potential of these devices rather than the limits.
Nevertheless, space switches with acceptable switching voltages and extinction ratios have been

reported (7].

Fig.1. Basic design of polymer electro-opti: 1x2 switch.
channel width: 4 um, gap: 7 um; MZdength: 21 mm, DClength: 2.3 mm

Using design rules for bleached polymers, Akzo now have realized electro-optic 1x2 space switches
with very good performances. The basic design is depicted in Figure 1, simulations were based on a
bieaching induced lateral refractive index contrast of 0.005.

Fgure 1a. Camera output of switch: 0 V Figure 1b. Camera output of switch: 8 V
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Figures 2a and b show the two output states of the 1x2 spatlal switch with 0 and 8.5 V drive voitage.
Extinction coefficients weil over 20 dB are observed, with a driving voitage of 8.5 V for the 21 mm
long electrode. This result demonstrates that high quality devices can be realized if the design is
optimized for the polymer processing used.As mentioned before, thermal stability, insertion losses and
DCarift observations require further materials and processing improvements for the development of
market acceptable devices.

4.2 Thermo-optic switches and modulators

This category of devices can find applications in areas where speed is not of prime importance, such as
distributive and protective switches in networks. Thermo-optic devices are based on the An/AT effect of
the polymers, where 3 heated polymer section will exhibit a decreased refractive index. This effect
allows efficient designs, since the change in refractive index can be very high. Digital optical switches
have been demonstrated with extinctions weil above 20 dB, and switching powers in the order of 100
mW [9]. Thermal stability of these devices Is less of a problem, since no polar order is required,

reducing the thermal stability issue to a mechanical and chemical integrity. Present polymers
(crossiinked or linear) can be used at temperatures above 100°C. Main improvement in this field will
be the reduction of insertion losses, the optimization of the mode match with fibers and decreased
[intrinsic) optical losses.

5. Conclusions

The field of polymeric Integrated optic devices shows a rapid progress. Electro-optic devices can
routinely be realized with standardized processes, resuiting in devices which show a level of performan-
ce close to competing technologies. Present R&D is strongly focused on the reduction of optical losses,
the improvement of thermal stability and the efficiency of the pigtalling process. The first attempts to
arrive at intrinsically low loss electro-optic polymers show the validity of theoretical predictions with
respect to chemical modifications. Polymer chemistry provides the necessary toois to obtain nearly
perfect mode matching to fibers, however, a careful analysis of the optimization of the tota! device
performance is required, balancing mode matching with other characteristics. -
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There has been considerable progress made in the demonstration of guided wave
devices which use electro-optic polymers as the active layer|1,2,3,4,5,6]. ﬁeeently a
multilevel er waveguide system with an intensity modulator in the top level has been
reported {7]. rted here is a demonstration of a registered multilevel Mach-Zehnder
intensity modulator array, inclndin§ two independent modulator levels vertically aligned .
This demonstration establishes the feasibility of using polymer materials to fabricate
multilevel active structures not possible in other materials such as LiNbO,.

Figure 1 illustrates in detail a cross sectional end face view of the device showing the
relative scale all the layers, which include ten distinct spin coated layers. Two arms of one
Mach-Zehnder electro optic intensity modulator are shown in the figure. There are twenty
modulators in the device, with ten in each level. The two levels of modulators are identical
and separated by a high resistivity electrical buffer layer as well as a separate ground
plane. Shown in Flglure 2 is an illustration of the multilevel modulator array emphasizing
the most important layers of the device. The device utilizes a push—pull electrode
configuration and the waveguides as well as electrodes are registered to the glass substrate
using the gold benchmarks.

The waveguides used in this device were fabricated by a nc  ‘ntact projection
frinti technique which images the waveguide pattern into a UV curing cladding
ayer(Norland 61). Fabrication details of this technique have been previousiy reported [8].

The glass substrate was coated with 2500 A of gold and then patterned with photoresist to
form the lower ground plane and alignment marks for level to level registration of
waveguide patterns as well as electrodes. Pattern placement is within 0.5 um. The
substrate is first spin coated with a 3.5 um lower buffer layer (NOA 61) and fully cured by

UV exposure (450 mw-min/cm?). Relief of the polymer in the electrode pad areas is
accomplished by shadow mask during UV curing at each layer. Next the sensitized NOA
61 is spin coated, patterned by UV exposure, and developeg. The patterned layer is then
coated with the active polymer material (2 um thick). The electro—optic polymer used in
the device was DOW Chemical TP7 (a thermoplastic polymer). This polymer has a T of
138° C; typical electro-optic coefficient for TP7 is ry3 = 10 pm/V at a wavelength of 1.3 jm
when poled at a field strength 70 V/um. The polymer is then baked under vacuum at the
Tg temperature for 2 hours to remove residual solvent. The sample is then overcoated with
a§.5 um upper cladding layer of NOA 61, given a 5 minute UV soft cure (76 mw-min/cm?)

followed by a 3 hour bake to fully cure the claddin?l layer. Next a 2500 A thick layer of
gold is deposited by electron beam evaporation. The gold is patterned into the the
poling/switching electrodes using standard photolitho%raphic and chemical etching
techniques. The electrodes are 7.5 mm long and complete the fabrication of the first level
modulator. Next a 8 um thick electrical buffer layer as shown in Figure 1 is spun on. The
buffer used was a thermoset polymer, DOW Chemical OL2. This buffer layer is thermally
cured for 2 1/2 hours at 180° C. The material was chosen to have a resistivity much
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than that of the NOA 61, near the poling temperature of 140° C as well as
mont the omﬁng temperature r;gge. the fabrication steps just described are
then xezesled to the second level modulator. The second level is accurately registered
to the first level during the patterning exposure step using the ground plane alignment
marks. The final step in fabrication is the application of a 4 um overcoat layer for
il:gtrical protection against dielectric breakdown and mechanical protection during cutting

Shown in Figure 3 is a photo&r:ph of the polished end face of the device. Note that
the two vertically aligned waveguide levels and electrical buffer layer are distinguishable.
The resistivity of the TP7 active polymer, NOA 61 Cladding, and OL2 materials were all
measured as a function of temperature and these results are summarized in Table 1. From
this table the resistivity of the TP7 and NOA 61 are seen to be within a factor of two at
both the pgltg:f temp of 140° C, and at the operating temperature (25°C). The resistivities
were meas using electrical fields of 70 vm and 5 V/um at the corresponding poling
and operating temperature respectively to account for the field dependant differences in
resistivity. The resistivity of the OL2 is higher than the other materials by well over a
factor of 10 at both temperatures. These resistivities ensure that the device poles and

operaies efficiently, by gpmg most of the field across the polymer, while the hi

resistivity of the electrical buffer layer serves to effectively isolate the lower level from the
ground p{ne of the upper device.

The device was tested at a wavelength of 1.3 um with TM polarized light using end
fire coupling. Shown in Figure 4 is the output of a two by two group of vertically stacked
waveguide end faces. The mode size is nearly circular with dimensions of 3.3 um wide by
2.7 ym deep. The waveguide separation between adjacent devices is 50 ;m and the vertical
separation between devices is 21 um. Both modulator levels were poled at 70 V/um at
140° C using device electrode poling [9). V. was measured to be 25 V. Optical cross talk

measured between the levels by exciting a modulator in one level and measuring the optical
output in the corresponding waveguide of the other level was found to be less than -60 dB
(instrument limited). Electrical cross talk between modulator levels was measured by
applying a voltage to a modulator on one level while monitoring the output of a
corresponding modulator on the other level and found to be less than —51 dB (instrument
limited). This large d of electrical isolation illustrates the effectiveness of the
isolation ground plane between modulator levels. Total insertion loss of & 2 cm long device
was measured to be 6.6 dB, with 0.44 dB of this loss estimated to be due to mode overlap
and reflection losses at the input.

In conclusion we have demonstrated a new polymeric multilevel Mach-Zehnder
modulator array. Results indicate that good electro—optical performance and electrical
isolation between levels can be achieved by a design using specific polymer materials which
optimize resistivity. Accurate registration hag been demonstrated between the levels
making possible two-dimensional device structures and level to level interactions.
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of multilevel waveguide showing

four channels. Spacing between

waveguides is 50 um.
Temperature 25°C 140°C
Poling Field 5 V/um 70 V/um
NOA 61 6.0 x 10! Q—cm 6.5 x 10'2 Q—cm
TP7 3.3x 10" Q—cm 4.0 x 10" Q—cm
OL2 1.0 x 10" Q—cm 2.1 x 104 Q—cm

Table 1

Figure 4. Optical output of
four single mode waveguides
in the array.
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Introduction

There is a persistent need for a compact optical isolator in optical packaging and
integrated optical circuits. Current isolator technology is limited by the requirement for bultk
magnets to induce Faraday rotation in YIG or Bi-YIG crystals. A thin-film magnet would allow
a'co;lsiderable reduction in size relative to current designs, and, more important, it would also
open up the possibility for fully integrating optical isolators on a single wafer.

Within the last decade there have been significant advances in thin-film magnets."? The
availability of metallic films, which could serve as miniature permanent magnets, opens up the
possibility of fabricsting very compact magneto-optic structures. In addition, recent advances in
Bi-YIG film technology have made it possible to fabricate ridge-waveguide Faraday-rotation
isolators with isolation ratios of -35 dB.}

In this paper we demonstrate for the first time that these new technologies can be used

to make a thin-film-magnet optical isolator. The basic structure of this device consists of a

magnetic film on top of a Bi-YIG waveguide, separated by an appropriate buffering material
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(Fig. 1a). Alternatively, the film may be placed on the sides of the waveguide ridge (Fig. 1b).

Our tests use epitaxial iron-cobalt films, but the results are applicable to other magnetic films.

Device Fabrication

The 1.5-pm-thick iron-cobalt alloy films used in our experiments are single-crystal films
(30% iron, 70% cobalt), grown by molecular beam epitaxy on (110) GaAs substrates. Hysteresis
studies of these films show a flat rectangular response and a coercivity of about 50 Oersted, with
a remanent 4xM of about 21,000 Oersted.* The waveguides used in these experiments were
triple-layer Bi-YIG films® designed to support single TE and TM modes. The films were grown
by standard liquid phase epitaxy on (111)-oriented gadolinium-gallium-garnet substrates and were
subjected to annealing procedures to ensure near-planar magnetization anisotropy of the upper
layers. The linear birefringence was reduced to iero at a wavelength near 1.5 pm by etch-tuning
the thickness of the top surface.’® Ridge waveguide patterns were then etched into the surface,
parallel to one of the easy axes of magnetization of the Bi-YIG sample. The Faraday rotation
in the Bi-YIG films was measured to be 127°/cm at a wavelength of 1.55 pm. The sample was
therefore cut to a length of 3.55 mm to provide 45° of rotation, and the edges were optically

polished.

Experimental Resuits

A fully-magnetized 4 mm iron-cobalt alloy film, toge’daer with its GaAs substrate, was
placed film-side down on top of the Bi-YIG sample, its magnetization parallel to the waveguiding
ridges. The iron-cobalt film was found to induce a large Faraday rotation of 30-45°, indicating

that 80-100% of the length of the Bi-YIG was saturated.
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In order to measure an effective isolation ratio for our device, the iron-cobalt piece was

placed with its direction of magnetization parallel to the length of the waveguide ridge, and the

analyzer was set at the extinction angle for this geometry. After measuring the power transmitted
through the analyzer, the iron-cobalt film was rotated 180° so that its magnetization was oriented
antiparallel to the original direction of magnetization, and the transmitted power was measured
again. Following R. Wolfe et al.,} the ratio of the detected intensities for the two magnetization
directions was taken as the isolation ratio for the ridge waveguide isolator. The value obtained

was 120 to 1, corresponding to an isolation ratio of -21 dB.

Conclusion

In summary, we have demonstrated the first compact thin-film-magnet magneto-optic
waveguide isolator using iron-cobalt and Bi-YIG thin film technologies. The device exhibits an
isolation ratio of -21 dB. Further work is underway to explore the feasibility of a fully integrated
structure, possibly using direct metal-film deposition.

The authors would like to acknowledge the support of DARPA/AFOSR, NCIPT, and ARO
(ML, L1, R.S,, and RM.O,, Jr.) as well as ONR (C.J.G. and G.A.P.)

and the NRC/NRL Postdoctoral Associate program (C.J.G).
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Figure 1. Illustration of thin-film-magnet magneto-optic isolator. Figure 1(a) shows placement
on top of the waveguide and Fig. 1(b) shows lateral placement.
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A laminated polarization splitter (LPS) [1] is a building block for a number
of ultrasmall fiber-integrated optical devices. Figure 1 schematically shows
the structure and performance of an LPS, consisting of alternately laminated
dielectric materials with a high refractive index and a low index. Thicknesses
of two kinds of layers are the same, and the period is sufficiently small
compared to the wavelength A. The optical properties of an LPS are the same
as those of uniaxial crystal because of form-birefringence and the principal
axis of the multilayer structure is perpendicular to the layers [2]. The
projected light beam splits into an ordinary wave E, polarized in the y
direction and an extraordinary wave E, polarized in the x direction. This
paper discusses the fabrication of high-performance, low-loss a-Si:H/SiO,
LPS's for 1.55um wavelength region.

To start with, we present a specific example of application and show a
typical structure and size. A polarization-independent fiber-integrated
isolator [3], shown in Fig. 2, is proposed and demonstrated. Spatial walk-off
polarizers are used for splitting an optical beam into two orthogonally polarized
beams. In the ultimate configuration of such isolators, LPS's should be used
as the spatial walk-off polarizers. Typical values of related parameters are
shown in Fig. 2. For this specific example, the calculated diffraction loss of
the isolator is 0.55dB [4]. If one wishes to keep the excess insertion loss
(absorption or scattering) below 1dB, the attenuation constant of the LPS should
be under ~1x10-3dB/um. The insertion loss of the previously fabricated LPS
(~8x10-3dB/um), however, is much larger than the one (~5x10-4dB/um)
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expected from absorption coefficients of the films. The extra loss is caused by
scattering loss due to form-imperfection, that is microroughness at boundaries
of layers. Reduction of the roughness is essential to obtain LPS's with a low
insertion loss.

In our experiments, an rf magnetron sputtering system with the function
of bias sputtering, schematically shown in Fig. 3, was used. Use of rf bias
sputtering deposition is effective to obtain films having smooth surfaces [6]. A
polycrystal silicon and a fused silica target are in the chamber. a-Si:H and
Si0Q4 alternate layers are fabricated by rotating the substrate electrode.
Deposition conditions, summarized in Table 1, were determined so that films
have the following optical and mechanical properties,

(1) low absorption coefficients for a low insertion loss

(2) high refractive index for a-Si:H and low index for SiO, to have a

large split angle

(3) low stresses for mechanical stability.
The stress of films, especially of a-Si:H films, deposited by bias sputtering
increases with the power applied to a substrate electrode. In order to obtain
LPS's with low stress and a flat surface, SiO, films are deposited by bias
sputtering and a-Si:H films without. The measured refractive index and
absorption coefficient of the a-Si:H films deposited under these conditions are
3.24 and 1 x10-3dB/um, respectively, at A=1.55um. Refractive index of the SiO,
film is estimated to be 1.45.

The layers were deposited on a fused silica substrate 30x30mm2 and
1.5mm thick. The thickness of each film is 61nm and the total number of
laminated layers is 1150. The magnitude of compre‘ssive stress of the
multilayer structure is 1.8x109 dyn/cm2, which is small enough for successive
mechanical processes.

Figure 4 shows cross-sectional scanning electron microscope (SEM)
photographs of the multilayer structure in the vicinity of the surface, where (a)
and (b) corresponds to the sample deposited by bias sputtering in this work and
one by normal sputtering in our earlier work [1], respectively. From Fig. 4 (a),
it is found that each layer has a flat surface and geometrical imperfection
disappeared. '

The multilayer structure was sliced at 6=38°(see Fig. 1), and sliced
surfaces are polished to a sample thickness of 44um. The measured split
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angle is 16.7° at A=1.55um, which is in good agreement with the calculated
value from refractive indices of the films.

Both sides of the sample surfaces are antireflection coated with reference
to air. Near-field patterns of the output of E and E, are uniform in the part
of the LPS. The measured insertion loss excluding reflection loss of E, and
E.are 0.16dB and 0.17dB, which corresponds to 3.6x10-3dB/um and 3.9x10-
3dB/um, respectively. The attenuation constants are reduced to half from that
of a previously fabricated LPS (~8x10-3dB/um). The new loss figure is not low
enough for use in a fiber-integrated isolator of Fig. 2. The present work,
however, demonstrates that rf bias sputtering is in the right direction. In
addition, the loss figure of this study is sufficiently low for several other
applications such as an optical switch using liquid crystals [6]. If a completely
flat multilayer structure is obtained, the insertion loss will reduce to the value,
<5x10-4dB/um, expected from absorption of films.

In conclusion, it is found that rf bias sputtering method is effective to
fabricate LPS's with a low scattering loss caused by the microroughness of
boundaries between the a-Si:H and SiO5 layers.
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Table 1. The deposition conditions

a-Si:H SiO2
gas Ar+H 2(5%) Ar+05(10%)
gas pressure 3.6mTorr 2.0mTorr
substrate temperature 140°C 140°C

distance between electrodes 125mm 125mm
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Fig. 1. The structure of a laminated
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Atempts to take advantage of the large electro-optic effect in waveguides
formed directly in liquid crystal (LC) films have met with limited success because of
large propagation losses associated with thermal fluctuations of the long-range

crystal ordering.' Recently, optical waveguide modulators? and switches? have been
formed using nematic LC overlayers on passive waveguides. In both cases, the use of
LC overlayer cells on passive waveguides significantly reduced propagation losses due
to scattering in the liquid crystal. The reduced propagation losses are a direct
result of sampling the LC material only via the evanescent portion of the guided

light.

Hu and Whinnery* have analyzed the exact eigenmodes of inhomogeneous,
anisotropic structures associated with LC waveguides. It was shown that a simplified
three-layer model yielded excellent agreement with the exact results. The simplified
model assumes that the three layers are uniaxial but homogeneous, and the effective
thickness of each of the two outer boundary layers, &, depends on the voltage, V,
applied to the LC cell, is given by

V,

c
EV) = tc v 1

where t;c is the thickness and V. is the so-called “critical voltage" of the LC cell

The director, or direction of preferred LC molecular orientation in the middle layer,
is maintained along the direction of the applied electric field.  In general, V.

depends on both the LC material itself as well as the nature of the alignment layer.5

Where light is guided primarily in a passive waveguide with LC cladding,
interaction between the light and the LC material is via the evanescent tail. In
such a case, it is expected that the detailed nature of the boundary region between
the passive waveguide and the LC material would play a major role in determining the
change in propagation constant of the guided mode with voltage. In this paper, the
simplified three-layer model of Hu and Whinnery is modified in order to analyze the
LC-clad passive waveguide. First of all, only the outer boundary region of the
overlayer cell immediately adjacent to the passive waveguide is included in the
model. Secondly, the boundary region is divided into eight homogencous and uniaxial
layers of thickness &(V)/8, such that each layer has a different director angle. The
angle that the director makes with the normal to the plane of the waveguide is
assumed to vary in steps linearly from the value Oy at the interface between the
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passive waveguide and the LC overlayer cell to 8.(V) at the center of the LC cell.

As the applied voltage increases from Vi, Oc decreases from 6y to Oo. E(V) also
decreases with applied voltage according to Equation (1). 6. and V. are taken to be
parameters that are adjusted to fit observed data.

For both the MZ interferometer and the deflector, the measure of performance
is related to the number of waves of retardation, Ng, that can be generated for a

given applied voltage. Ng is given by
L
Np(V) = Ang(V) 2 )]

where An, (V) is the change in effective index of the LC-clad waveguide as a
function of applied voltage, L is the length of the cell, and A is the wavelength of
light in free space.

Figure la shows a cross section of the LC-clad waveguide structure. Values
for the indexes and thicknesses of layers used in the model for both devices are
given in Table 1. The buffer layer was a thermal oxide grown on conductive silicon
substrates. The silicon oxynitride was deposited by plasma-enhanced chemical vapor
deposition, and the tantalum pentoxide was deposited by rf sputtering. SiO, was
evaporated at oblique incidence to form the alignment layers. The top half of the LC
cell (not shown in Figure la) is an ITO-coated microscope slide with a SiO, alignment

layer. After the two halves of the LC cell were spaced one above the other with
mylar spacers, the cell was filled with a nematic LC. Figure 1b shows a plan view of
the devices. Note that in the case of the MZ interferometer, a rectangular top
electrode patch of length L = 12 mm was used, whereas two electrically isolated
prism-shaped electrodes of length L = 19 mm were used for the deflector. AC voltages
(}0 Hz 8 20 KHz) were applied between the conductive substrate and the ITO upper
electrode(s).

TM polarized light was coupled into the passive waveguides using either prism
or grating couplers with the light propagating along the alignment direction of the
LC molecules. Figures 2a and 2b show plots of N; for the MZ interferometer at A =
633 nm for the m = 0 and m = 1 modes (Figure 2a) and A = 830 nanometers for the m = 0
mode (Figure 2b). As can be seen from Figure 2a, 100 waves of retardation was
obtained for 50 Vrms for the m = 1 mode at A = 633 nm. Propagation losses in the LC
overlayer region for the m = 1 mode at A = 633 nm were estimated to be 2 to 4 dB/cm
with no voltage applied.  Actual data points are shown to compare well with the

theory for 8; = 39° and V. = 1.15 volts.

Figure 3 shows a deflection angle plotted as a function of Vrms for both
theory and data. In this device, 8y = 24° and V. = 0.3 volts were used to fit the

observed data. Note that the two separate sets of data shown plotted in Figure 3
correspond to the two independent prism-shaped top electrodes (i.e., "prism 1" and
"prism 2" in the figure). One top prism electrode was shorted to ground, while the
second was energized, followed by interchanging the two electrodes. Interchanging
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the electrodes caused the beam to be deflected in opposite directions. The number of
resolvable spots Ng should be related to the maximum deflection angle, AO,,y.

according to the relationship

AeMAXzzAneﬂ’L(} ]-1 Wy

N = 2 =2 Ng — 3
S 89DIF wC wB RwC ()

where 80p;: is the diffraction-limited divergence of a beam of diameter Wy and W is

the width of the prism electrodes. The factor of two arises from the deflection of
the beam in two directions by the two prisms, Given a beam width of 3.5 mm and a
prism electrode width of 4.76 mm, the number of resolvable spots from Equation (3)
and Figure 3 should be approximately 40. The observed number of resolvable spots was
closer to 15 for Vrms = 28 volts. The discrepancy between the expected and observed
values of Ng is due to the fact that the divergence of the beam exiting the deflector

was broader than the diffraction limit.

1. C. Hu and J. R. Whinnery, J. Opt. Soc. Am. 64(11), 1424 (Nov. 1974).
2. Okamura, et al., J. Lightwave Technol. LT-4(3), 360 (March 1986).
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4. C. Hu and J. R. Whinnery, IEEE J. Quantum Electron., QE-10(7), 556
(July 1974).
5. L. M. Blinov, "Electro-Optical and Magneto-Optical Properties
of Liquid Crystals," J. Wiley & Sons Ltd., Belfast, 1983,

Chapter 4.
Table I
layer material |index (633 nm) thickness (um)
substrate p+ silicon
buffer Sio, 1.457 30
waveguide (MZ int.) |SiOy Ny 1.79 0.94
waveguide (def.) Ta,0; 2.11 0.32
alignment SiO, 2.0 0.005
LC Z1I-1289 1.692 (n,) 12.5
(Merck) 1.514 (n))
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prism 1 and prism 2.
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We have fabricated and characterized zero gap couplers for electron waves. These couplers behave
‘analogously to integrated optical zero gap couplers. This analogy is due to the wave-like behavior of
clectrons when they are quantum confined in two dimensions and their phase information is preserved.
Such behavior is first observed in electron waveguides{1]), [2]. The successful operation of these devices

prompted the of other novel devices taking parallel from integrated optics and exploiting the
wave nature of (3]. We report here the first successful operation of a novel device using
electron waveguides--a zero gap coupler.

The schematic of the zero gap coupler is shown in figure 1. We assume the input and output guides are
single moded while the wider waveguide at the center is double moded. An incident electron wave will
excite a superposition of the two modes of the central guide. There will not be significant reflections of
the incident wave if the transition to the wider guide at the center is accomplished adiabatically using
tapers. If the phase of the electrons entering the central region is preserved, the modes of this waveguide
mﬁmammdiﬁmmmyhavediﬁemmmmm in different velocities for
electrons coupled into these modes. on their phase at the end of this region, their
on hence the excitation of the output guides will differ. Thus by controlling the phase
rence between the two modes of the central region or the length of this region, electron waves can be
coupled to either output guide. Externally this will be observed as current switching.

In the experimental structure mdtwodimanionalqumconﬁmemisacbieveduin%m
gate electrodes on the surface of a two dimensional electron gas sample. Crosssecﬁonalcpm of this
arrangement is shown in Figure 2. Two dimensional electron gas sample is a GaAs/AlGaAs
heterostructure which provides quantum confinement along the vertical direction. The electrons are
further confined by applying negative voltage to the Schottky gates which electrons from the
2DEG undemeath the gates. This way a narrow and short channel, which and guides electrons,
- i.e., an electron wawv is formed. Furthermore, by changing the magnitude of the gate voltage the
degree of lateral can be changed. The changes in the lateral confinement changes the
number of modes and their their energy separations. A scanning electron microscope picture of the zero
gap structure showing the gates on the surface is shown in figure 3.

The fabricated structures are characterized by measuring the currents coming out of the output
waveguides as a function of the voltage applied to the electrodes defining the wider central region. This
arrangement is shown in figure 4. Preliminary measurements indicated that waveguiding effects occurred
strongly at 0.1Kelvin, but very weakly at 4.2Kelvin. When measured at 0.1K under appropriate bias
conditions the coupler exhibited current modulation indicative of proper coupler operation as shown in
Figure 5. The coupling was not 100% however, due to the presence of more than two modes in the wider

- central guide. To verify that current modulation was due to waveguiding effects, the same experiment
was performed at successively higher temperatures, where the waveguiding effects were known to
decn;e:e. The cummodulationalso decreased at higher temperatures, verifying that it is due to modal
interference.

This is the first time an electron waveguide coupling device has been experimentally demonstrated. The
zero gap coupler shows promise for further waveguiding experiments. We would like to acknowledge
Rich Muller and Paul Maker of JPL for electron beam lithography and Esther Yuh and Elizabeth Gwinn
for help with low temperature measurements. We also acknowledge support from the NSF Science and
Technology Center for Quantized Electronic Structures under grant #DMR 91-20007.

(1] B.J. van Wees et al., Phys. Rev. Lett. 60, 848 (1988).
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1. Schematic descri the basic prin¢iple of operation. Electron waves in lowest mode of input

Figure
waveguide excite modes of r central guide. These modes interfere and excite the modes of the output
guides depending on the coupling length and phase difference between the modes of the central guide.

Schottky gates on
semiconductor surface

r \ ~1000A

AlGaAs

GaAs
channel
Figure 2. Cross sectional profile of the fabricated waveguides. Electrons are confined at the interface

between AlGaAs and GaAs. Reverse bias on Schottky gates provides lateral confinement by depleting
electrons undemeath the gates.

Figure 3. SEM photo of the coupler. Light regions are metal Schottky gates on semiconductor surface
(dark). Distance between the side gates is 0.15 m, between top and bottom is 0.7 pm.
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Fig. 4 Bias for measurement. The side gates are biased to create a fixed
coupling length. Current is injected in one input guide and the direct (Id)
and coupled (Ic) currents are measured. The top and bottomn gate voltages
(Vg) are varied to vary the lateral dimensions of the guides and hence the

number of modes supported by the guides.
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Fig. 5 Coupling Results. Ic andldaremecoupledandduectcumntsas shown in fig. 4.
Oscillations are seen in these currents as Vg decreases--the input, output and coupling guides
support fewer modes--and the oscillations become stronger at larger reverse biases.
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Finite-Difference Time-Domain Algorithms in the
Analysis and Design of Optical Guided-Wave Devices

S.T.Chu, S. K. Chaudhuri’, and W. P. Huang

Department of Electrical and Computer Engineering
University of Waterloo
Waterloo, Ontario
Canada, N2L 3G1

Over the past decade, the finite-difference time-domain (FDTD)
method has been established in microwave and millimeter wave research as
one of the most versatile and accurate methods, for the analysis of problems
involving electromagnetic wave interactions. However, present optical devices
contain large electrical lengths which demand vast computational resources for
their analysis. This makes the applications of the FDTD method in the optical
regime less attractive. This paper discusses a class of optical device analysis
where the FDTD method can make a significant impact. Maodifications to
the full-vector algorithm, such as the semi-vectorial and scalar formulations,
are also discussed. These alternate approaches improve the computational
efficiency while maintaining the accuracy of the FDTD method.

1. Introduction

The design of optimized integrated-optical (IO) circuits requires a detailed understand-
ing of the various factors that affect the characteristics of their constituent devices. In addi-
tion to optimal design, it would be advantages to have accurate methods which can emulate
these IO circuits without the expense of fabrication and testing. These methods would also
allow the exploration of new device ideas. The CAD tools and simulators have played a criti-
cal role in the tremendous advancements in the area of microelectronics. The CAD tools for
optical circuit simulation are much less advance than their counterpart in microelectronics. It
is obvious that the development of the CAD tools for IO circuits is only in their infant stage
and more sophisticated CAD tools are needed in the advancement of 10 research.

Generally, an IO circuit consists of two types of geometries which require different
approaches for their analysis. First, for the axially uniform geometry, it is necessary to deter-
mine its normal mode distribution and the associated propagation constant. Second, for the
axially non-uniform geometry, it is necessary to observe the behaviour of the optical signal as
it propagates along the structure. In principle, the solution to these problems can be found by
solving Maxwell’s equations in an appropriate domain subject to the boundary conditions dic-
tated by the geometries.
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A number of methods have been developed for uniform structure analysis. The effec-
tive index method, the variational method, the weighted-index method, the finite-element
method, and the finite-different method are some of the examples. For non-uniform struc-
tures, commonly used approaches are the coupled-mode theory (CMT) and the beam-
propagation method (BPM) [1]. The CMT usually considers only the propagation of the two
dominant guided modes while neglecting the coupling effects of the radiation modes. The
theory is very effective in situations where the radiation is small. The forward propagating
radiation fields are accounted for by the BPM, which solves the one-way wave equation in
the spatial domain. Although the method assumes the reflection effects are weak and can be
neglected, it is a good approximation for many optical structures and is the ideal method for
the analysis of adiabatic structures.

A more versatile method which is capable of studying the important effects of polariza-
tion, reflection, radiation, dispersion, and non-linearity in a complicated structure is the
FDTD method. The method is an important addition to the arsenal of tools for the design of
IO circuits, especially, in situations where the limitations of the CMT and BPM have been

.reached.

2. Full-Wave FDTD Algorithm:

The FDTD algorithm converts the two coupled curl equations in Maxwell’s equations of
clectromagnetic theory into their difference expressions in time and space. A leap-frog
scheme is used to decouple the curl equations, leading to a sequential algorithm (a propagator
in time) for the calculation of the electric and the magnetic fields in the time-domain. This
full-wave approach provides flexibility in the analysis of arbitrarily shaped or profiled com-
plex structures that may contain electrically and/or magnetically anisotropic media. The
details on the implementation and the operation of the method can be found in [2-3].

The salient feature of the FDTD method is its ability to solve guided-wave problems
that contain strong wave interactions and/or cause strong reflections. Problems such as the
design of sharp bends and mirrors are of current research interest. To achieve efficient
integration, optical signals must be routed sharply with in the optical circuit. If these signals
can be routed within a few rather than hundreds of wavelengths, valuable chip space can be
saved. Another device that is well suited for a FDTD analysis is the distributed feedback
(DFB) structure. As the grating structure in the DFB laser becomes a part of the lasing
geometry, it is necessary to investigate the wave interactions in these cavities. The FDTD
method is ideal in the analysis of small distributed reflections which can add up coherently.

Since the FDTD simulation is performed in the time-domain, the analysis of time-
varying media is straight forward. This unique feature makes the method attractive for the
analysis of electo-optical or acousto-optical devices. As an example, the modulation charac-
teristics of a travelling wave Mach-Zehnder modulator can be simulated by the FDTD
method.

The appeal of the FDTD method can be further enhanced by improving its computa-
tional efficiency. In the next section, two alternate approaches based on the scalar limits are
presented.
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3. Scalar and Semi-Vectorial Wave FDTD Algorithms [4,5):
Starting with the vector wave equations in a linear and inhomogeneous medium,

IE  p= 1 =
pe— g = ViE — V[V€ eE], (1a)
2-. — -t
pe—‘?—!z'--v2H+vex Lexdl (1b)
at €

If the electric field is linearly polarized in the x direction where the dominant field com-
ponents are E, and H,, then both the x component of (1a) and the y component of (1b) can

be used to describe the propagation of the field exactly. Under the semivectorial approxima-
tion, the interfaces between the different indices are assumed to be parallel to the x and y
directions. The terms involving the minor components, which are responsible for the coupling
between the dominant component and the remaining minor components, are neglected. The
resulting equations are the semi-vectorial wave equations (SVWEs):
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For guided-wave optical problems in two dimensions, there is only one dominant field com-
ponent; these equations are sufficient to describe the propagation behaviours of the optical
signal.
In situations where the refractive index changes are small, Ve =~ 0, the SVWEs reduce to
their scalar forms and the scalar wave equation (SWE) is:
2 32
Vi - L2 g =0, 3)
c? 912
with 1) representing the dominant field component. For the x polarized wave in this example,
¥ can cither be E, or H,.

In the alternate FDTD algorithms, the SWE and the SVWEs are solved numerically
_using the finite-difference approach. An explicit time-domain approach similar to the full-
wave FDTD algorithm is used to solve the reduced wave equations. In this way, the majority
of the above mentioned advantages of the full-wave FDTD analysis are maintained.
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The SWE and SVWEs are second order equations with respect to time, in the imple-
mentation the ficld values at the two previous time steps, at f = n — 1 and ¢ = n, must be
known in the calculation of the field value at ¢t = n 4 1 . However, the equations contain
only one unknown field component, they require less memory storage than the full wave
FDTD algorithm. In comparison with the full wave FDTD algorithm, the memory require-
ments for the alternate algorithms are reduced to one-thirds for 3-D and to two-thirds for 2-D
problems. Similar improvement in computational efficiency is also found.

Comparison between the FDTD and these schemes in terms of accuracy and efficiency
in the analysis of 2-D and 3-D geometries will be presented at the conference.

4. References

[1] for a review of the methods, see ch. 3, 4, and 7 in Guided-Wave Optoelectronics 2nd ed.
T. Tamir ed., Springer-Verlag, Heidelberg, 1990.

[2] S. T. Chu and S. K. Chaudhuri, "A finite-difference time-domain method for the
design and analysis of guided-wave optical structures,” IEEE/OSA J. Lightwave Technol.,
vol. LT-7, pp. 2033-2038, 1989.

[3] P. M. Goorjian and A. Talfove, "Direct time integration of Maxwell’s equations in non-
linear dispersive media for propagation and scattering of femtosecond electromagnetic
solitons,” Optics Letters, 17, pp. 180-181, 1992.

[4] W. P. Huang, S. T. Chu, A. Goss, and S. K. Chaudhuri, "A scalar finite-difference

time-domain approach to guided-wave optics,” IEEE Photon. Technol. Lett., vol. 3, pp.
524-526, June 1991.

[S] W. P. Huang, S. T. Chu, and S. K. Chaudhuri, "A semivectorial finite-difference
time-domain method," IEEE Photon. Technol. Lett., vol. 3, pp. 803-806, Sept. 1991.

Acknowledgement
This research was supported by a grant from the Canadian Institute of Telecommunica-
tions Research under the NCE program of the Government of Canada.

]




112 / IMD2-1

[ S N R Finike Riftment Modei ing o 1) Inteerated Ophic »,
G. W J. Mould Jr., Weidlinger Associates, 4410 El Camino Real, Los Altos, CA
94022 {(415) 949-3010}; L.C. West, 4G518, AT&T Bell Labs, Crawfords Comer Rd.,

Holmdel, NJ 01133 ((908) 949-8715)

Introduction
As integrated optical devices become more sophisticated, so does the experimentation
and analysis required to design them. By augmenting conveniional experiments . ith
rigorous computer modeling we can lower costs, shorten schedules, and provide
faster, more accurate . Discrete modeling codes using finite differences or
finite elements are the most general, albeit expensive. Nonetheless, they are
competitive today by virtue of sibx:]\rle, robust algorithms and modern workstations
that put near-supercomputer capabilities on the desktop.

support of computer modeling this paper demonstrates the practicality of time-
domain finite element codes for simulating 2D and 3D devices on work-
stations. We describe EMFlex, a finite element wave solver for large-scale electro-
magnetic simulations, and apply it to highly confining dielectric waveguides in 3D
routing and 2D grating couplers. EMFlex was originally develo for optical
lithography and metrology studies!.2, funded in part by the NSF and

Time-Domain Finite Elements

We seek discrete solutions of Maxwell’s equations in heterogeneous dielectric and
semiconductor domains. Solving in the frequency-domain couples fields at all points
in space and yields large systems of equations. A more practical approach is to
integrate Maxwell’s equations in the time-domain using finite differences. The
equations’ fundamental hyperbolicity decouples 'points sg&a:ahed by Ax if time step At
is less than Ax/c, where c is the local speed of light. discrete problem is then
solved locally at each time s y summing nodal contributions from nearest
neighbors and integrating each node independently using a leapfrog scheme.
“Lumping” permittivity at the nodes yields further simplification. is approach
eliminates the large system of frequency-domain equations and yields a simple, fast
algorithm that is well suited to pi or parallel computer architectures.

There are two standard methods for spatial discretization of Maxwell’s equations,
finite differences and finite elements. Finite differences3 are the oldest and the most
efficient for structurally s; models. Finite elements are newer and better suited to
structurally complex models, but increase the floating point operation count. They
also yield simpler (nonstaggered) field sampling and include nonlinear material
behavior more readily. The dominance of finite elements in the commercial sector
(thermal, structures, fluids, EM) is due to geometric adaptability and modeling ease.
Speed turns out to be a secondary issue in most cases.

A critical issue for discrete solvers is grid truncation error caused by spurious
reflections at the model’s artificial boundaries. Radiation conditions are necessary to
reduce this error. In time-domain analysis these are usually local relations among
nodal boundary values derived from the paraxial wave equationt. However, hi]g.ll;::
order implementations tend to degrade in 3D vector domains. Also, the local p
velocity is required. A better approach is based on the formalism outlined below.

T B

The first equation rewrites the normal component of Maxwell’s equation on E
(similarly for H). The second is the plane wave jump condition projected onto the
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boundary normal, where Sp is the unknown normal component of slowness.
Aprlying this jump ocondition to the two sides of the first equation and eliminating Sp
yields the third equation, giving the time derivative of the normal electric field in
terms of its normal derivative and the time derivative of the magnetic field.
Tangential conditions may be derived in the conventional fashion, by differencing
nodal values for example. The important point is that these boundary conditions do
not involve the local speed of light and they perform as well as 4th order paraxial
conditions but with less computational overhead. They are unique in that nonlinear
material behavior is permi at the radiatin. boundar{.

In addition to its fundamental wave solving capabilities, a practical code needs
various pre- and post-processing options, both quantitative and graphical. For
example, pre-processing includes calculating “illumination” conditions representing
the optical field incident from outside the model, e.g., plane waves, Gaussian beams,
waveguide modes, etc. To make these compatible with the radiation conditions,
EMFlex does exact phase velocity matching using dispersion analysis of the discrete
equations on the boundary. Post-processing includes automated amplitude and phase
extraction from the steady state time-domain solution, scattered field extraction, far-
field extrapolation, plane wave decomposition, and other means of characterizing
device per?:rmance, e.g., modal mixes in a 3D waveguide. In addition, there is a
complete graphical display and PostScript capability for interactive plotting of time
histories, field snapshots, and movies.

Model Problems
Our interest is integrated optical waveguides with high index of refraction contrast
between the guide and surrounding dielectrics. Such high-contrast may allow
unprecedented optical component and wiring densities, comparable to electronic
integration, with compaction two orders of magnitude smaller than typical integrated
optics. Unfortunately, this approach has not received much attention because
fabrication of devices for 1 micron light pushes the outer limits of optical lithography.
Also, practical analysis of these devices is difficult if not impossible using perturbation,
araxial, and ray theories. This causes us to question design rules and how they reflect
imitations of traditional analysis methods.

Initial realization of these devices has been in the mid-IR (10 microns) with Ge
waveguides (n=4.0) on GaAs (n=3.27). A typical waveguide is 1.75 microns high and
3.0 microns wide. The mid-IR region is considered ideal for device development
because of fabrication ease, good dimensional control, and relative surface
smoothness. Also, many practical nonlinear and electro-optic elements (detectors,
modulators, logic, etc.) can be made with intersubband transitions5 in the mid-IR.
With advances in lithographic resolution, we expect these concepts to be useful in
near-IR (1 micron) too, e.g., sizes should scale with wavelength to 0.2-0.3 microns.

Our model problems concern low-loss routing of optical signals through a
circuitous waveguide and coupling off-chn_’lgﬁbeams into on-chip waveguide modes. In
particular, we use EMFlex to calculate modes in 3D waveguides, propagation
through a tight waveguide turn, and scattering from a single tooth in a 2D waveguide.
Our eventual objective is to optimize designs for a given set of nominal dimensions
and layout constraints. These calculations were done on an IBM RS/6000 Model 350
workstation with 64 megabytes of memory.

Mode shapes are calculated in the time-domain by applying an approximate TM
mode to one end face of a long 3D symmetric model with radiation or symmetry
conditions on the other faces. The model is 10.5 microns deep, 9 microns wide, and 60
microns long (71x61x406=1.76 million nodes). Shape of the stable mode that arrives
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approximately 12 wavelengths from the illuminated end is then measured. Thus, we
use the finite element model as a waveguide filter. These experiments are done for a
number of cross-sections and the effective index is calculated to insure that modes are
trapped. Leaky modes are also apparent by their gradual amplitude decay. Mode
shapes calculated in this manner are illustrated in Figure 1 for a 1.75 x 3.0 micron
cross-section. The effective index is 3.33. Waveguide height is the critical dimension
in these 3D experiments. For example, a 1.65 x 3.0 micron cross-section is leaky
although the 1.65 x e micron case (slab) is not.

To illustrate modeling of waveguide routing we use the above cross-section and
model a 7.5 micron radius turn (2.5 wavelengths). The TM mode shape is applied as a
boundary condition on the input face with radiation conditions on the other five
faces. Snapshots of the field are shown in Figure 2 after the mode has traversed the
bend and a few waves have been absorbed at the other face. The model is 15 microns
square and 10.5 microns deep (101x101x71=724,000 nodes).

Our basis for investigating grating couplers is scattering from a single tooth. This
is used to design arbitrary output beam profiles. The 2D Ge waveguide is 1.75 microns
thick over GaAs. The tooth is 1.5 microns wide and etched into the waveguide from
above. The 2D model is 24.4 microns deep and 150 microns long (138x1001=138,000
nodes). Ilumination and boundary conditions are similar to those described above.
Results for the fundamental TM mode incident from the left are illustrated in Figure
3. This shows amplitudes of the vertical (top) and horizontal (bottom) electric field
components in the neighborhood of a 0.477 micron tooth, and a plot of reflected
amFlitude coefficient, transmitted amplitude coefficient, and scattered power
coefficient for tooth depths from 0. to 1.75 microns (full penetration).

Conclusions
We have shown that workstation-based computer modeling of 3D high-contrast
optical devices is practical. There are limitations of course, on problem size and
complexity, wavelength versus feature size (subscale roughness), and boundary
conditions—but none appear insurmountable. General modeling codes like EMFlex
that are tailored to facilitate numerical experimentation will prove valuable to the
designer and experimentalist, particularly as desktop computing power increases.
Concerning the high-contrast wafer-scale models described here, it is clear that
complete performance information can be obtained in regimes where more classical
approximations fail utterly. We know how to fabricate these devices but lack the
knowledge to design them. Tailored modeling codes can help develop the necessary
knowledge base and facilitate new classes of integrated optical devices.
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Figure 1. Fundamental TM mode shapes in a 1.75 x 3.0 micron Ge (n=4.0) waveguide
on GaAs (n=3.27). Free-space wavelength is 10 microns and effective index of the
mode is 3.33. The smaller Ey and Ez fields are scaled by a factor of 2.0 over Ex.

Figure 2. Fundamental TM mode propagation in the waveguide of Figure 1 with a 7.5
micron radius turn. The mode is a?lied on the left, front face and absorbed on the
left, rear face. The smaller Ey and Ez fields are scaled by a factor of 1.6 over Ex.
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Figure 3. Scattering from a 1.5 micron wide tooth in a 1.75 micron Ge slab waveguide
over GaAs. Fields scattered from a 0.477 micron deep tooth are shown on the left.
Scattering coefficients as a function of tooth depth are plotted on the right.
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The whispering-gallery mode microdisk - or thumbtack - laser is a novel, strongly confining,
microstructure with “potential for the integrability and and low-power operation required for large-
scale photonic integration™. It is a thin dielectric (n ~ 3.5) cylinder - or disk - on top of a
rhombiod post. Analysis of the optical modes of this structure have, to date, consisted of scaling
arguments drawn from the theory of whispering-gallery spheres. While this analysis has proved
useful in understanding the basic aspects of the operation of this laser, it is limited. We have
undertaken a complete electromagnetic analysis* of the thumbtack laser using 2-D, 2.5-D and 3-D
Finite-Difference Time-Domain (FDTD) codes which range in complexity from 2-D studies of the
mode structure of the disk to a geometrically complete 3-D analysis of the radiation emitted from
the laser. The goal of this project is to predict changes in the optical behavior that accompany
structural changes in and about the laser described elsewhere in these proceedings®, and to guide
optimized device design.

To understand the etiology of the experimentally observed M = 8 azimuthal whispering-gallery
modes, our analysis began with a time-domain study of the mode structure of a cylinder excited by
a dipole using TSARLITES. A dielectric cylinder was externally excited by a transient optical dipole
oscillating at A = 1.5 pm as shown in Fig. 1. This initial condition evolved into a mode pattern
dominated by the experimentally observed M = 8 azimuthal whispering-gallery mode shown in Fig.
1. We varied the initial excitation of this system to study the robustness of this mode structure.
Excitation of the cylinder with a variety of dipole positions - both inside and outside of the cylinder
- demonstrated the robustness of this mode.

Examination of the properties of individual azimuthal modes was carried out using AMOS”.
This code differs from TSARLITE in that it treats rotationally symmetric problems with arbitrary
variation along the axis of symmetry, and has the ability to easily focus on specific azimuthal modes.
We have used AMOS to calculate the @ of the disk laser set upon a cylindrical pedestal. In Fig. 2

2This research was performed under the auspices of the U.S. Department of Energy by the Lawrence Livermore
National Laboratory under contract W-7405-ENG-48.

38.L. McCall, A.F.]. Levi, R.E. Slusher, S.J. Pearton, and R.A. Logan, “Whispering-gallery mode microdisk
lasers,” Appl. Phys. Lett. 60, 289-291 (1992).

4Since we are not yet including gain in these simulations we are, effectively, cold-testing these structures.

SR.E. Slusher, A.F. J. Levi, S.L. McCall, J.L. Glass, S.J. Pearton, and R.A. Logan, “Output couplers for whispering
gallery mode microdisk lasers” this digest.

STSARLITE solves the time-dependent Maxwell’s curl equations on a two-dimensional cartesian grid using the
standard leap-frog FDTD algorithm with 1st-order radiation boundary conditions.

7 AMOS computes the temporal evolution of electromagnetic fields in rotationally symmetric simulation volumes by
using the FDTD algorithm on fields distributed on a two-dimensional (2D) field grid with radial and axial coordinates,
r and z respectively. The projection of the fields in the volume onto the 2D grid is accomplished by expanding the
fields in a Fourier series in the cylindrical (azimuthal) coordinate, ¢. The Mth term, or muitipole mode, in the series
varies as exp(iM¢); AMOS is used to solve for the temporal evolution of the Mth mode via user specification of
M. AMOS allows the jields to vary in a predefined (harmonic) fashion in the ¢ coordinate; it is for this reason that
AMOS is called a 2.5D code to distinguish it from a purely 2D code in which the fields do not vary with 6. See, J.F
DeFord, G.D. Craig, and R.R. McLeod, “The AMOS wakefield code,” Proc. Conf. on computer codes and the linear
accelerator community, (Los Alamos, NM) 256 (January, 1990); also LLNL UCRL-102731.
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we see a portion of a typical power spectrum calculated from the E,(t) at a point inside the laser.
The signal amplitude shows no discernible decrease over the timespan used. However, the resulting
spectrum consists of well resolved spectral lines quite adequate for finding line center frequencies
and Q values using a lineshape fitting method® This method involves windowing the time signal
before Fourier transforming to avoid aliasing errors. It then uses the ratio of amplitudes on either
side of a spectral peak to determine real and imaginary parts of the frequency. The first two lines
shown in the Fig. 3 have Q@ = 207.7 and w = 1.62 x 10!° sec™! and Q = 163.9 and w = 1.83 x 10!°
sec™!, We also find that Q diminishes approximately exponentially with radial mode number.

The thumbtack laser is not rotationally symmetric: it consists of a disk set upon a rhombiod
pedestal. The complete electromagnetic treatment of the laser was accomplished using DSI3D?,
where the full geometric complexity of the microstructure can be represented. The use of a general
nonorthogonal mixed-polyhedral unstructured grid permits a variable mesh that can follow closely
the geometry of the microstructure, thus allowing for efficient computation. DSI3D has shown a
variety of results. In particular, the impact of the pedestal is clearly seen as illustrated in Figs.
3a,b where the intensity in the plane of the disk is shown with and without the pedestal. The
pedestal clearly modifies the modal solution and secms to give rise to the preferential directions of

light emission observed experimentally!®.

Because the thumbtack laser is small, a complete numerical electromagnetic analysis can be
finished in a short amount of time. Indeed, even in DSI3D, this problem is not considered large.
Consequently, we have used these tools to begin studying the effect of structural modifications of
the disk on the optical structure. Initial results are encouraging. Adding a slight bulge to the disk
resulted in an enhanced intensity in the region of the bulge as observed experimentally. Extensive
video demonstration of these and other results will be given at the meeting.

Optically confining microstructures with volumes on the order of the cube of the optical wave-
length can be studied efficiently using FDTD techniques. This means that a complete full-wave
electromagnetic analysis of these structures is indeed possible. The ability to fully characterize such
microstructures and to study the impact of structural alterations on optical behavior in a timely
manner is a significant development in integrated optical design.

$M.D. Feit and J.A. Fleck, Jr., “Spectral approach to optical resonator theory,” Appl. Opt. 20, 2843-2851 (1981);
M.D. Feit, J.A. Fleck, Jr., and A. Steiger, “Solution of the Schroedinger equation by a spectral method,” J. Comp.
Phys. 47, 412-433 (1982).

*DSI3D uses a discrete surface integral method for solving Maxwell’s Equations in the time domain. This method,
which allows for the use of general nonorthogonal mixed-polyhedral unstructured grids, is a direct generalization
of the canonical staggered-grid finite difference method. Employing mixed polyhedral cells, this method allows
more accurate modeling of non-rectangular structures and objects because the traditional “stair-stepped” boundary
approximations associated with the orthogonal grid based finite-difference methods can be avoided. See, N.Kk. Madsen,
*“Divergence preserving discrete surface integral methods for Maxwell’s equations using non-orthogonal unstructured
grids,” submitted to J. Comp. Phys.; also LLNL UCRL-JC-109787

1YACKNOWLEDGEMENT: We thank R.E. Slusher for discussing his observations of the thumbtack laser with
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[Figure 1) On the left is an early time slice showing the initial excitation of a dielectric cylinder by
a transient dipole. The grey scale follows the intensity of the E, component of the electric field.
On the right is a later time slice in the same simulation. The dipole has now been off for some
time, and an M = 8 azimuthal whispering-gallery mode is apparent.
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[Figure 2] The modal spectrum for the M = 8 modes.
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[Figure 3a] The time slice of the mode pattern within the plane of the disk of the thumbtack laser
with the refractive index of the pedestal set to 1. The radiation pattern in the lower half of the
figure has been removed to show the radius of the disk. The grey scale follows the intensity of the

E. component of the electric field.

[Figure 3b] The mode pattern cotemporaneous to Fig. 3a, but with the rhomboid dielectric post.
The radiation pattern in the lower half of the figure has been removed to show the radius of the

disk.
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1. INTRODUCTION

Optical feedback is the major cause in the deterioration of laser signal
quality. To suppress reflections from connectors, tilting the endface of
the waveguide is beneficial ([1][2]. Tilting the endface prevents the
coupling of the reflected beam back into the fundamental mode. Considerable
effort has also been made in obtaining an antireflective coating for the
endfaces of dielectric waveguides [3]-[5]). However, the full-wave analysis
of these reflection problems has not appeared to date.

The purpose of this paper is to analyze the reflection problems of optical
waveguides using the finite-difference time-domain (FDTD) method {[6][7]
combined with the absorbing boundary condition [8]. The FDTD method allows
us to obtain information on reflected power for both TE and T™M
polarizations.

2. EFFECTS OF A TILTED ENDFACE

Consideration is first given to the analysis of reflected power from the
tilted endface shown in Fig.1. The two-dimensional waveguide to be
considered has refractive indices of Nco=1.515 and Ncp=1.5. The adjacent
medium on the right is air (Na=1). The width of the waveguide is taken to
be 2D=3.0 ym, and the wavelength is chosen to be A=1.55 um, so that the
guided modes supported by the waveguide are the TEo and TMo modes. The
endface is tilted by an angle of 6.

The CW simulation of the TE wave is considered. The +z propagating incident
wave 1s generated on the incident plane located at Z,no= 1 um. In this
excitation scheme, the total field and reflected field regions [7] are
located at z21 pgm and z<1 um, respectively. Since only the -~z propagating
field generated at the endface exists in the reflected field region, the
amount of the reflected power is easily calculated. The increments used for
the simulation are Ax=0.05 um, Az=0.025 um and cAt=0.02 um, where c is the
velocity of light in free space.

Fig.2 shows the reflected power of the fundamental mode observed after the
transient has passed (ct=20 um). For the normal incidence, i.e., 0=0", the
reflected power 1s calculated to be 4.2%. This value is close to that
evaluated by the simple reflection coefficient of a plane wave. It is seen
that the reflectivity decreases monotonically as the tilt angle 6 1is
increased. For example, for 0=10", the reflected power is less than 0.05%.
Although the result for the TM wave is not shown, it 1s similar to the TE
one.

Fig.3 shows the -z propagating E, field observed in the reflected field
region. The fundamental mode Is found to propagate for the normal incidence
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case. In contrast, for 6=10", the propagating fleld can be regarded as a
radiation mode, so that the reflected power of the guided-mode 1is
suppressed.

Next, we consider the reflection and transmission problems of a mated
interconnection shown in Fig.4. A waveguide identical to that in Fig.2 is
used for the analysis. Fig.5 shows the reflected and transmitted power of
the fundamental mode as a function of the endface separation S. It is found
that the reflected power oscillation observed for 6=0" 1s greatly
suppressed for 6=10°. It should be noted, however, that the transmitted
power undergoes oscillation even in the case of 6=10°. This 1s due to the
multiple reflections between the endfaces.

The maximum transmitted power for 6=10" and S>0.8 um is almost 100%, since
the separation between the endfaces is small. When the separation is large,
we must offset the receiving waveguide toward the +x direction to obtain
the maximum transfer, due to the refraction at the boundary between the
waveguide and the air. In Fig. 5, the effect of the refraction is seen in
the fact that the period of the transmitted power oscillation for 6=10" is
longer than that for 0=0".

3. ANTIREFLECTIVE COATING

Another method of reducing the reflection is to coat the endface with an
antireflective dielectric 1layer, as shown 1in Fig.6. The following
parameters are used for the simulation; D=0.13 pm, Nco=3.6, NcL=3.24,
A=0.86 um, Ax=Az=0.01 um and cAt=0.007 pm. The thickness of the
antireflective coating 1is designated as L. Since the antireflection
mechanism of the coating is considered to be impedance matching between
the waveguide and the air, the refractive index in the coating is taken to
be Narn=/Nu=Na, Where Nz is the effective index of the waveguide.

Fig.7 shows the reflectivities of the TEo and TMo, modes as a function of
the thickness L. For L=0, we can compare our results with the analytical
results obtained by Vassallo [5]. The reflectivities for the TEo, and TMo
modes are 40.8% and 26.8%, respectively, while those in reference [5] are
41.5% and 26.5%. Good agreement 1is found to exist between both sets of
results.

As expected, we can obtain minimum reflection when the thickness L 1is
around 0.25 A/Nar. It Is interesting to note that the optimum thickness for
the TE wave 1is slightly different from that for the TM wave.

4. CONCLUSIONS

Reflected gulded power from the tilted endface has been calculated using
the FDTD method. It is shown that the transmitted power in a mated
interconnection oscillates as a function of endface separation due to
multiple reflections. Waveguides with an antireflective coating are also
investigated, and the polarization dependence of the reflected power is
revealed.
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1. Introduction

Experimentalists have produced all-optical switches capable of 100-fs responses [1]. To
adequately model such switches, nonlinear effects in optical materials [2] (both instantaneous and
m::) must be included. In principle, the behavior of electromagnetic fields in nonlinear

i ics can be determined by solving Maxwell's equations subject to the assumption that the
electric polarization has a nonlinear relation to the electric field. However, until our previous work
[3, 4], the resulting nonlinear Maxwell's equations have not been solved directly. Rather,
approximations have been made that result in a class of generalized nonlinear Schrodinger
equations (GNLSE) [5] that solve only for the envelope of the optical pulses.

2-D and 3-D engincered inhomogeneities in nonlinear optical circuits will likely be at distance
scales in the order of 0.1 - 10 optical wavelengths, and all assumptions regarding slowly-varying
parameters (which ran throughout GNLSE theory) will be unjustified. For such devices, optical
wave scattering and diffraction effects relevant to integrated all-optical switches will be difficult or
impossible to obtain with GNLSE because its formulation discards the optical carrier. The only
way to model such devices is to retain the optical carrier and solve Maxwell's vector-field

for the material geometry of interest, rigorously enforcing the vector-field boundary
conditions and the physics of nonlinear dispersion.

In this paper, we describe first-time solutions of the 2-D vector nonlinear Maxwell's
ions for material media having linear and nonlinear instantaneous and Lorentz-dispersive
in the electric polarization. We use the finite-difference time-domain (FD-TD) method in an
extension of our previous work in 1-D [3, 4). The optical carrier is retained in this approach. The
fundamental innovation is the treatment of the linear and nonlinear convolution integrals which
describe the dispersion as new dependent variables. By differentiating these convolutions in the
time domain, an equivalent system of coupled, nonlinear, second-order ordinary differential
equations (ODE's) is derived. These equations together with Maxwell's equations form the system
that is solved to determine the electromagnetic fields in nonlinear dispersive media. Backstorage in
time is limited to only that needed by the time-integration algorithm for the ODE's (2 time steps),
rather than that needed to store the time-history of the kernel functions of the convolutions. Thus,
a 2-D nonlinear optics model from Maxwell's equations is now feasible.

II. A New Approach for Modeling Optical Pulse Phenomena in
Nonlinear Dispersive Media in Two Dimensions

Consider a 2-D transverse magnetic (TM) problem. Maxwell's equations for the electric and
magnetic field intensities, E,, Hy, and Hy, are given by:
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duH, _ _JE  JuH, JE aD, _ JH, IH,

E? dy ' ox’ a . ax 9y @
We allow for dielectric nonlinearity by assuming that the electric polarization, P,, consists of a
linear part, P, and a nonlinear part, P," [5]. Then, we have:
D, = g,e E+P, , P=P' +P" Q)

P! is given by a convolution of E,(x,#) and the Lorentz susceptibility function, x:
2
Pi(x,1) = &, j__ 2¢-)E(xt)dr ., 2V = (QVL) exp(-61/2)sin(vyt)  (3)
0

Here, @) = (¢, -¢€.) and v; = @, — 8/ 4. Further, we assume a dispersive (memory-type)
material nonlinearity characterized by the following time convolution for i;"" [2]:

P™(x,1) = £,y E(x.0)[_g(t-1) EX(x.t) dt @)

where ¥'? is the nonlinear coefficient and f_g(t)dt =1. Egn. (4) accounts for phonon
interactions and nonresonant electronic effects, as given by

8 = ad(t) + 1-a) g (1), &) = (flz;;zl) exp(—t/ 1,)sin(t/ 1) (5)
1%2

Here, 8(t) is the instantaneous delta function that models Kerr nonresonant virtual electronic
transitions in the order of about 1 fs or less, and g,(f) models transient Raman scattering.

We now describe the system of coupled nonlinear ODE's that governs the time evolution of
the polarization. Assuming zero values of the electromagnetic field and the kernel functions for

1 t < 0, define the functions, F(t) and G(1), as respectively the convolutions:
F@) = soI; 2P@-1) E(x,td G(t) = g, J: gelt—1)EX(x,t)dt ©)
Then, by time-differentiating F and G, these functions satisfy the following coupled system:

S P—

1 d&F s dF | £ € (e, -£.)1-a)x™E £ —¢
Hl+—2e |yl 5" Ce tlg=| 5% _|p @
o df o) &t \ ¢ +axE: J | e +axE! e.+ayVE )" @

1 &G & dG (1-a)2”E? ] E E
I+ S W S —& P |—%= D @
@, d* @, dt [ +e_+ax‘”52_ e +ax”E! e +ax®E} )" ®

where §=2/1, and @ = (1/ 7,)*+ (1/ 7,)*. Eqns. (7) and (8) are first solved simultaneously
for F and G at the latest time step by using a second-order accurate finite-difference scheme that
operates on data for the current value of D, and previous values of D,, E,, F, and G. Then, the
latest value of E; can be obtained via a Newton's iteration, using the new values of D, F, and G:
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D -F-(1-a)x”EG
E, = =& i— 9
¢ eo(e. +ax”E;) )
The system of Eqns. (7) - (9) determines values of E; and P, so that Eqn. (2) is satisfied. This

procedure, combined with the usual FD-TD realization of Maxwell's equations, Eqn. (1),
comprises the complete solution method.

IIHL. Results

The modeling capabilities of this new algorithm are demonstrated by 2-D calculations of
propagating and collidm§ solitons. The calculations are for a propagating pulse with a carrier

frequency of 1.37- 10" Hz A = 2.19 um), and a hyperbolic secant envelope having a
characteristic time constant of 14.6 fs. The computational domain for the 2-D dielectric waveguide
is 110 x 5 pm, with the dielectric waveguide itself 1 um thick and 2 pm of air on either side. The
first calculation simulates Lorentz-medium linear dispersion alone (Eqn. 4). As Fig. 1 shows, the
pulse undergoes predicted [5] pulse lengthening due to dispersive effects.

The second calculation simulates the effects of the full linear (Eqn. 3) and nonlinear (Eqns. 4
and 5) polarizations. As shown in Fig. 2, the propagating pulse now has the features of a soliton
with the retention of its length. In addition, detailed plots show a second, low-amplitude, high-
frequency, "daughter” pulse forms and moves out ahead of the soliton.

The third calculation simulates the collision of two equal-amplitude, counter-propagating
solitons. The results show the solitons interacting during the collisions and then separating
without general changes. However, by comparing the carriers of the collided solitons with those
of the non-collided solitons, precise carrier phase lags of the collided solitons are measured.

The presentation also includes a color video of these calculations that shows the pulse
evolution in time. Also, results will be shown of colliding solitons at angles other than head-on.

IV. Implications

The novel approach discussed here achieves robustness by rigorously enforcing the vector
field boundary conditions at all interfaces of dissimilar media in the time scale of the optical carrier,
whether or not the media are dispersive or nonlinear. As a result, the new approach is almost
completely general. It assumes nothing about: (a) the homogeneity or isotropy of the optical
medium; (b) the magnitude of the nonlinearity; (c) the nature of the material's @ - § variation; and
(d) the shape, duration, and vector nature of the optical pulse(s). By retaining the optical carrier,
the new method solves for fundamental quantities - the optical electric and magnetic fields in space
and time - rather than a nonphysical envelope function. It has the potential to provide an
unprecedented 2-D and 3-D modeling capability for millimeter-scale integrated optical circuits
having sub-pum engineered inhomogeneities.
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Fig. 1. Electric field of propagating optical carrier pulse with inital hyperbolic secant envelope
(A =2.19 um, T = 14.6 fs) in 1-um thick linear Lorentz-medium dielectric waveguide.

Fig. 2. Electric field of optical soliton carrier pulse corresponding to Fig. 1,
including quantum effects such as the Kerr and Raman interactions.

Fig. 3. Electric field of colliding counter-propagating solitons corresponding to Fig. 2
(approaching, destructively interfering, constructively interfering, separating).
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In this paper we discuss the characteristics of the scattering of pulsed Gaussian beams from a variety of
linear-nonlinear interfaces. These results are obtained [R. W. Ziolkowski and J. Judkins, “Full-wave vector
Maxwell equation modeling of the self-focusing of ultrashort optical pulses in a nonlinear Kerr medium
exhibiting a finite response time”, to appear in JOSA B, January 1993.] with a multi-dimensional, full-
wave, vector Maxwell’s equation solution method that models the interaction of ultra-short, pulsed optical
beams with a nonlinear Kerr material having a finite response time. This nonlinear finite difference time
domain (NL-FDTD) approach combines a nonlinear generalization of a standard, FDTD, tull-wave, vector,
linear Maxwell’s equation solver with a currently used phenomenological time relaxation (Debye) model of
a nonlinear Kerr material. In contrast to a number of recently reported numerical solutions of the full-wave,
vector, lime-independent Maxwell’s equations and of vector paraxial equations, the FDTD approach is a
time-dependent analysis which accourts for the complete time evolution of the system with no envelope
approximations.

NL-FDTD results for normal, oblique, and grazing incidence nonlinear interface and dielectric slab
waveguide problems will be emphasised in this paper. Although these basic geometries are straightforward,
the NL-FDTD approach can readily handle more complex, realistic structures. These example TE and TM
nonlinear optics problems will highlight the differences between the scalar and the vector approaches and
the effects of the finite response time of the medium. Moreover, by incorporating single-cycle as well as
multiple-cycle (envelope) pulses in the analysis, we can completely characterize, for instance, the potential of
linear-nonlinear interfaces or linear-nonlinear slab waveguide configurations as all-optical switches for pulses
generated with current as well as future laser systems. This case separation also affords us the opportunity
to investigate the differences between the scalar envelope and full-wave vector equation models.

The NL-FDTD method is beginning to resolve several basic physics and engineering issues concerning the
behavior of the full electromagnetic field during its interaction with linear-nonlinear interfaces. In particular,
using the NL-FDTD approach we have (to the best of our knowledge) (1) performed the first complete full
wave, vector treatment of doth the TM and TE models of an optical diode (linear-nonlinear intcrface switch);
(2) characterized the performance on an optical diode to single-cycle and multiple-cycle pulsed Gaussian
beams including the appearance of a nonlinear Goos-Hanchen effect, the stimulation of stable surface modes,
and the effects of a finite response time of the Kerr material; (3) shown definitively that the linear-nonlinear
interface does not act like an optical diode for a tightly focused, single-cycle pulsed Gaussian beam; and
(4) characterised the performance of linear-nonlinear slab waveguides as optical threshold devices. In these
analyses we have identified the role of the longitudinal field component and the resulting transverse power
flows in the interface scattering-coupling process.

The NL-FDTD method solves numerically Maxwell’s equations

Bl Hl=-VxFB )
& [er E)=V x H - 8 PV, (2

where the nonlinear polarisation term PNE = yNL(7,¢, | E[?) E is specified by solving simultaneously a Debye
model for the third order, nonlinear susceptibility yNZ of the Kerr medium:

1 1 ¢
Bx"+—x"E =B A ®)

This approach models the medium as having a finite response time 7. If T represents the pulse width, then
by setting T' > 7, one obtains an instantaneous response model: xVI = ¢, |E|?, i.e., the medium follows
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the pulse. On the other hand, if T < 7, then the finite response time effects are maximal and the medium’s
response significantly lags the pulse. The NL-FDTD approach can treat both extremes. Moreover, the
divergence equation associated with this system includes the nonlinear source term: V - [e, E] = -V - PNL,
In two space dimensions and time with coordinates the (z,z,t) and with the choice of a T'M, polarized
wave, the NL-FDTD method solves for the complete time history of each of the components (E,, E,, H,).
The equations for a TE, polarised wave can be obtained by reciprocity: E — H and H — —E, and they
lead to the NL-FDTD solution of the components (Ey, Hy, H,). The nonlinear source term strongly couples
the transverse and longitudinal electric field components in the TM case; the corresponding magnetic field
~omponents in the TE case are driven by the transverse electric field component which exhibits the nonlinear
ocowth. Additionally, when the linear-nonlinear interface problem is treated, Maxwell’s equations naturally
provide the boundary conditions appropriate for this lossy dielectric interface. Thus, the linear-nonlinear
interface problem can be handled without imposing any additional constraints on the fields. Moreover, more
complex structures can be added to the simulation with little difficulty, giving the NL-FDTD approach
a great deal of flexibility. Note that we have taken the linear permittivity to be a constant. We have
currently incorporated linear dispersion in the FDTD approach and are studying its effeci. on the optical
diode. Because of the versatility of the FDTD approach, we have been able to “turn-on” the dispersion
effects to analyse their impact on the linear-nonlinear interface reflection-transmission processes. The NL-
FDTD results to be reported were obtained by carefully designing and testing the numerical grid, material
parameters, and the algorithm to insure stability, accuracy, and efficiency.

In all of the interface problems we assumed that the interface was in the far-field of the source. We thus
used a single bipolar pulse excitation for the single-cycle cases. This initial pulse was given by the function

Fil)=z(1-zP H(1-|z)) ; z=%-l (4)

wiiere 7 (z) is Heavisrde's function. A total pulse width T = 20.0 fs corresponds to an effective wavelength
of 4.0pum. This initial driving fux -tion has both first and second time derivatives continucus at its endpoints,
thus reducing the numerical noise initially generated in the grid.

For the normal incidence cases we used a 30.0 um x 40.0 um rectangular grid with Az = 0.02 um and
At = 0.018 fs resolution. This resolution gives a problem 1500 x 2000 cells large. The discretizations thus
provided an average spatial resolution of Az = A/160. The nonlinear medium parameters were set to the
value n3 = €3/(2n0) = 1.0 x 10~8 (m?/V2), where ng = 1.0. The initial transverse amplitude waist was
taken to be wg = 10.0 um. Most of our results were obtained with the nearly instantaneous-regime medium
response time of 7 = 4.0 fs = 0.2 T. Typical results are depicted in Figure 1 in which the waist of the energy
of the beam is plotted as a function of its location along the direction of propagation. For low intensity, the
beam diffracts as though it were in free space; for high intensity, some portion of the beam reflects and the
transmitted beam self-focuses in the Kerr medium. The actual reflection coefficient is substantially below
the value anticipated from an equivalent monochromatic beam. This is due primarily to the fact that the
pulse does not cause the medium to respond instantly; hence, much of the energy penetrates into the medium
before the boundary is sufficiently reflective. The transmitted beam behaves as predicted from previously
reported self-focusing beam propagation simulations.

The goal of the oblique incidence cases was to construct a configuration in which the pulsed Gaussian
beam is either transmitted or reflected completely from the linear-nonlinear interface. By design, the incident
wave is assumed to be beyond critical where the critical angle

ny — An + ng| Eof?
n; !

Oine > Ocris = ain-‘( (5)
the index of the linear medium being ny and the index of the nonlinear medium being ny — An + ny|Eo?.
The expectation from linear theory is that a monochromatic plane wave will be reflected when it is incident
beyond the critical angle and transmitted when it is below that value. Including the nonlinearity, one
introduces a control over the critical angle. In particular, the critical angle will disappear at sufficiently
high field intensities. This optical diode has been considered as a proto-type all-optical switch. Because the
NL-FDTD appraoch is a complete vector model, it is a good method for modeling the wide range of wave
vectors contained in a tightly focused, strongly diffracting beam that scatters from a sharp index step at any
angle of incidence considered in this problem.
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Figure 1. The normal incidence problem is divided into two regions: the incident region which is linear and the
transmission region which is nonlinear. The linear index is continuous across the interface so that a low intensity
beam will propagate unchanged. As the intensity increases, the pulse experiences some reflection and the transmitted
pulse will self-focus if the initial transmitted field amplitude is above threshold.

For the oblique incidence cases considered, we used a 105 um x 305 um rectangular grid with
Az = 0.125 ym and At = 0.018 fs resolution. The nonlinear medium parameters were set to the same value
n3 = €2/(2my) = 1.0 x 10~18 (m?/V?), where n, is the background index. The initial pulse was given by Eq.
(4) but with a pulse width of T = 30.0 fs, hence, an effective wavelength of 6.0um. The discretizations thus
provided an average spatial resolution of Az = A/48. The initial waists range from 10 um to 15 um. Several
medium response times r were investigated from r = 5.0 T to 7 = 0.05 T. Most of the cases were run with
the parameters np = ny = 1.56 and An = 0.06, giving 0.y = 74.1°. A variety of initial field amplitudes and
angles of incidence we explored.

We have found that this optical diode may be realizable for plane waves, but it does not be appear
to be feasible for realistic, pulsed, finite beams. Figure 2 represents the typical resuits. We have explicitly
demonstrated the presence of the nonlinear Goos-Hichen effect as indicated. However, because the tightly
focused beam contains such a large variety of wavevectors, a large portion of the incident beam penetrates
into the medium, even in the linear case. Our best results to date have only indicated a ~ 40% reflection
coeficient for either the TE or the TM cases. Only when the beam was highly defoucsed so that it behaved
more like a plane wave did we see more substantial reflections. These results indicate that the linear-nonlinear
switch will perform poorly as an optical diode in any ultrashort, focused optical system.

With these initial disappointing results for the optical diode, we have switched our attention to optical
threshold devices in dielectric waveguides. Figure 3 represents the basic idea. A linear guiding film is
sandwiched between a linear cover region and a nonlinear substrate region. The substrate and cover have
the same lLinear attributes. If the intensity of the pulse propagating in the channel is below threshold, the
pulse remains confined within the guide. On the other hand, if the pulse amplitude is close to or above
threshold, the coupling of the propagating mode to the nonlinearity causes some of the energy to switch out
of the guide into the Kerr medium. The energy emitted into the nonlinear substrate is either channeled into
a nonlinear surface mode along the film/substrate interface or gets distributed between the surface mode
and a self-trapped channel and propagates awy from the guide at an angle dependent on the initial pulse
intensity. A second guide can then be positioned to capture the energy switched out of the first guide. The
waveguiding nature of these configurations appears to overcome the diffraction spreading of the wavevectors
that occurs with tightly focused beams in the linear-nonlinear switch geometry. We are currently studying
the switching efficency of these optical threshold waveguide configurations and will report the results of our
complete study.
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I. INTRODUCTION

Methods of solving Maxwell’s equations on a discrete grid in space and time show promise in pre-
dicting the time-evolution of ultrashort pulse propagation in optical devices [1,2]. Finite-Difference
Time-Domain (FDTD) algorithms developed for microwave problems [3,4] discretize Maxwell’s curl
equations and consider the permittivity ¢ and permeability u of a material to be constant. Over
the bandwidth of short optical pulses, the material dispersion cannot be ignored. Recently, various
authors [5-11) have attempted to model this dispersion by adding finite-difference approximations
of the constitutive equations to the algorithm. Two competing approaches with very different mo-
tivations have emerged; comparisons between them have been in the form of lengthy numerical
simulations. We formulate the problem of modeling dispersive materials as a filter design problem
in signal processing. The formalism of discrete-time linear systems then enables us to examine the
difference equation as an approximation to the desired continuous filter, and to equate the design of
an optimal filter to the solution of a constrained minimization problem. We show that the previously
used methods of approximating dispersion are analogous to the matched and bilinear approxima-
tion methods of discrete filter design theory. We compare the exact frequency response of existing
discretizations to the desired response for Debye and Lorentzian media.

II. THEORY

Maxwell’s Equations relate the spatial derivatives of the electric and magnetic fields, E and
H, respectively, to the time derivatives of the electric and magnetic flux densities, D and B. The
constitutive equations represent the effects of the material on the radiation; they relate the fluxes
and fields through the electric and magnetic polarization response of the medium. In this paper, we
consider only the dispersion in permittivity, but the approach can also be applied to a dispersive
permeability as well.

In general, the constitutive relation describing the electric response of a material is a convolution

D(t) = /_ 'm e(r)E(t - 7)dr. 1)
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As a linear system, equation (1) indicates that the polarization response of a material is a linear time-
invariant filter whose input is the electric field and whose output is the electric flux. To construct
an appropriate model for FDTD, we start with the general form for a discrete-time linear filter:

boD™ + 5, D" 4+ 03D 2 4 ... = aotoE™ + a160E™ "' + azeoE* " 4+ .. ., (2)

where n corresponds to the time step. Any realizable approximation of (1) can be cast into this
form; the only differences in the various approaches lie in the method used to derive (2) and the
specifics of implementation, e.g., the use of intermediate variables. The two general approaches used
to discretise the polarisation equation are direct integration (5,6)] and differentiation [9). Direct
integration requires first converting the frequency response of the permittivity to a time-domain
impulse response, then approximating the convolution integral. A recursive sum simplification (in
the manner of [6,12]) may not be obvious or stable, forcing the storage of the entire time-history
of the simulation. Differentiation, on the other hand, is straightforward for a simple dispersive
behavior, but may quickly lead to a large number of coupled equations if several resonances are
to be considered. Most importantly, neither method is capable of giving a quantitative answer to
the all-important question of how well it models the desired response. To answer that question, we
appeal to linear systems theory, which is able to examine convolution, integration, and differential
equations in a more general setting. By examining these systems in the frequency domain, we may
directly observe the frequency response £, of a given discrete equation and compare it with the
desired frequency response &,:

ao + a) exp(—jwAt) + az exp(—2jwAt) + ...
bo + by exp(—jwAt) + baexp(—2jwAL) +..."

&r(Jw) s & (jw) =

&)

We introduce the z-terminology [13] for a delay of At,
27! = exp(—jwAt). (4)

Equation (4) allows direct translation of a frequency-dependent permittivity to the “delay” domain
with a rational z-polynomial approximation of jw. Alternatively, equation (4) may be used to
formulate the design as a linear minimization problem.

III. COMPARISON To EXISTING METHODS

Exploiting the linear systems perspective, we recast the work of previous researchers as discrete
filters and compare them to €,(jw). In this form, the nature of the approximation to equation (4)
becomes evident.

The recursive convolution approach originally taken by Yee et al [12] and subsequently f..'lowed
by Luebbers et al [6,8,10,11] preserves the poles of ¢,(jw) exactly. For this reason the analogous
approach in linear systems theory is called a matched transform:

1 — exp(—aAt)z-? )
1—exp(—aAt) /°

jw+tama ( (5)
Employing this simple relation, the inverse Fourier transform and approximate integration can be
bypassed completely, and one arrives at equation (2) in two steps for an atbitrary frequency function.
In comparison to other techniques of approximating (4), the matched transform has the feature that
in simple cases it requires minimal operations, and, more importantly, only one delayed variable
for each pole. Unfortunately, this method is only accurate near the pole frequencies, i.e., for low
frequencies. The simplest example of a matched transform is the backward difference approximation
to a derivative.
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Figure 1: The frequency response of the Debye relaxation (left axis) and the error in the approximation (right axis)
of two existing models. Parameters are as given in Ref. [6].

Both the trapezoidal integration technique of Kashiwa and Fukai [5,7] and the differential equa-
tion techniques of Joseph et al [9] are analogous to the bilinear transform:

. 2 (z-1
wam(z+l)° (6)

It is termed bilinear because a single pole or zero is replaced by a discrete pole-zero pair. Once
again, this relation considerably simplifies the process of deriving a differencing scheme for (1). The
bilinear transform offers a good approximation to w over the bandwidth of the simulation, but if
implemented directly as in (2), it doubles the memory necessary at each grid point. The simplest
bilinear filter is “box scheme” differentiation.

IV. REsSuULTS

Figure 1 illustrates the insight obtained from linear system theory. It shows a comparison of
the exact dispersive response to FDTD models; a comparison made in the context of a digital filter
approximation. The exact filter in this case is the Debye polarization model (with parameters given

in [6])

E. - €°°
. 7
14+ jwr ™
Superimposed is the error of the matched (Luebbers) and bilinear (Joseph, Kashiwa) filters. The
bilinear transform consistently exhibits several orders of magnitude better accuracy than the matched
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transform. Both methods lose accuracy as the frequency approaches cutoff at f = 1/2At.

Similar comparisons have been made with the Lorentsian model of electronic polarization, with
similar results.

V. CONCLUSIONS

In this paper, the formalism of linear systems theory was used to compare existing models
for common polarisation responses of optical materials. This approach to implementation and
analysis of frequency-dependent material models in FDTD was shown to be much simpler than
existing techniques. Systems techniques can also be used to approximate an arbitrary frequency-
dependent response function, or to tailor the frequency response to be highly accurate over a specific
bandwidth. Furthermore, this approach can be used to implement specific filters with a tradeoff
between economy and numerical sensitivity. In short, the system theory perspective promises to be
strengthen and simplify the development and analysis of finite-difference time-domain techniques for
modeling optical problems.
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Linear electronic dispersion and Finite-Difference Time-Domain calculations: a
simple approach?

R.J. Hawkins and J.S. Kallman
Lawrence Livermore National Laboratory, Livermore CA 94550
(510) 422-0581

The Finite-Difference Time-Domain (FDTD) treatment of electromagnetic pulse propagation
holds much promise for the complete numerical description of integrated optical device behav-
ior where reflections and/or coherent effects are important. The recent application of FDTD to
problems in integrated optics® has indicated that electronic dispersion must be included to treat
realistically the broadband behavior of integrated optical devices. The inclusion of material disper-
sion (electronic or magnetic) in FDTD calculations has historically been quite limited. The first
formulation of broadband dispersion in FDTD was presented in a pioneering paper by Luebbers et.
al.* who demonstrated that if the electronic susceptibility was expanded as a series of exponentials
that the treatment of dispersion could be reduced to a recursive update. The incorporation of this
update, however, requires a substantial rewriting of the standard electric field update equations.
More recently, Lee et. al.> and Joseph et. al.® demonstrated a different formulation to the linear
problem in which they solve explicitly the equation of motion for the polarizability using finite-
differencing. Goorjian and Taflove” have extended this alternative formulation to nonlinear optical
propagation. In this paper we follow the general approach of Luebbers et. al. but exploit a simple
causality argument that enables us to write dispersion as a simple recursive additive term in the
common electric field update equations. This is of particular interest since it will enable the treat-
ment of dispersion in a large number of existing FDTD design codes with minimal computational
modification. We then demonstrate the accuracy of our formulation by simulating the reflection of
a broadband pulse from an air-water interface.

We begin with a quick review of the Yee formulation® of Maxwell’s curl equations since the steps
in this derivation will be followed in our development below. In Yee’s notation the one dimensional
Maxwell’s curl equations for a nonpermeable, nondispersive, and isotropic medium

B, OE,
o - o 1)

3This research was performed under the auspices of the U.S. Department of Energy by the Lawrence Livermore
National Laboratory under contract W-7405-ENG-48.

3S.T. Chu and S.K. Chaudhuri, *A Finite-Difference Time-Domain Method for the Design and Analysis of Guided-
Wave Optical Structures”, J. Lightwave Technol. LT-7, 2033-2038 (1989); S.T. Chu, Modelling of Guided- Wave
Optical Structures by the FDTD Method, Doctoral Thesis, University of Waterloo (1990); S.T. Chu and S. Chaudhuri,
“Combining Modal Analysi» and the FDTD Method in the Study of Dielectric Waveguide Problems,” [EEE Trans.
Microwave Theory 38, 1755-1760 (1990).

‘R. Luebbers, F.P. Hunsberger, K.S. Kunz, R.B. Standler, and M. Schneider, “A frequency dependent Finite-
Difference Time-Domain formulation for dispersive materials,” IEEE Trans. Electromagn. Compat. EMC-32,
222-227 (1990).

5C.F. Lee, R.T Shin, and J.A. Kong, PIER{ Progress in Electromagnetics Research, edited by J.A. Kong (Elsevier,
New York, 1991), pp. 415-435.

SR.M. Joseph, S.C. Hagness, and A. Taflove, “Direct time integration of Maxwell’s equations in linear dispersive
media with absorption for scattering and propagation of femtosecond electromagnetic pulses,” Opt. Lett. 18, 1412-
1414 (1991).

'Pfll. G)oorjiu and A. Taflove, “Direct time integration of Maxwell's equations in nonlinear dispersive media for

ion and scattering of femtosecond electromagnetic solitons,” Opt. Lett. 17, 1412-1414 (1992).
K.S. Yee, “Numerical solution of initial boundary value problems involving Maxwell’s equations in isotropic
media,” IEEE Trans. Antennas Propag. AP-14 , 302-307 (1966).
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become, with B, = puH,,
Y+ 12) - B+ 1/2) _ Ej(i+1) - E3) 3
i = Y , @)
DM®-Dy6) _ _EMVG+yn-m G-y
At - Az “)

where E7(i) denotes the value of the y-component of the electric field at position z = {Az and time
t = nAt; the displacement field D}(¢) and magnetic field H}(i) being similarly denoted. Using
the constitutive relation D,(t) = €,Ey(t) we can clear D, from Eq. 4 and obtain the field update
equations

BG4 1/2) = HV(i41/2)- (A‘ ) [E26+1)- B30)] 5)

MG = BO- () (B9 6+ - B G-y . )

Equations 5 and 6 are the standard Yee formulation field update equations. We now consider the
the constitutive equation for linear dispersion

Dit) = ©E(t)+e /o'x(t—r)z(r)dr, M
= &E(t)+6P(t), (8)

where x(t) is the linear susceptibility and where we have defined P(t) to be the integral in Eq. 7.
Proceeding as we did above we obtain the following modified version of Eq. 6:

M0 =B - (ag) [B26+ v - B9 - 172)]
[P - )] - (©)

To evaluate P;‘“(i) — P}(4) it is useful to return to the continuous representation:

t t+At
P,(t+At) = /o X(t + At = 7)E,(r)dr + [ X(t + At — 7)E,(r)dr . (10)

The second integral in Eq. 10 vanishes because (i) x(0) = 0 ® and (ii) the contribution to the
integral at 7 = ¢ is contained in the first integral in Eq. 10 when rectangular quadrature is used.
Thus

kit+ At - B(t) = /o. [x(t + At - 7) = x(t — )] Ey(7)dr . (11)
This is a particularly useful result because it eliminates the term E,(¢ + At) from the convolution

and, thus, makes electronic dispersion an additive contribution to the standard Yee formulation.
Thus, adding dispersion to an existing FDTD code can now be done by adding a term. This

*Electronic susceptibilities are impulse response functions for materials. Causality states that the material cannot
respond before the field arrives. The statement x(0) = 0 simply means that the material responds to the field and
that this response is not instantaneous.
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contrasts with the formulation of Luebbers et. al. that required a rewriting of the electric-field
update equation.

A simple recursion for Eq. 11 can be obtained by writing the susceptibility as x(t) = ¥, a;e®".
Substituting this into Eq. 11 and casting the integral as a rectangular quadrature we obtain

PpYG) - Pp(i) = AtY (M4~ 1) RY,(3) (12)
[
where,
R} (i) = Y_ A=At g4y (13)
=0
It is a straightforward matter to show that the recursion for R}, is
R} (i) = €A2RPSV(i)+ ENG), (14)
B,() = EN). (15)
Summing up, we substitute Eq. 13 into Eq. 6 we obtain the following update equation
ndly s . At n . n .
B0 = B0 - (o) B2+ 1/2) - B79G - 172)]
- AtY oy —1) BEL(3). (16)
1

Comparing this with Eq. 6 reveals that linear dispersion simply adds a recursive term to the
standard Yee equations.

A similar result has been obtained for the case of magnetic dispersion by DeFord et. al.l°.
These results taken together constitute a complete solution to the treatment of dispersion - both
electronic and magnetic - in FDTD calculations.

To test this approach we have reproduced the calculation given in the paper of Luebbers et al.
of the reflection of a 1 kV/cm Gaussian pulse from an air-water interface in 1-dimension.!! The
results are shown in Fig. 1 where we compare the results of our formulation to that of Luebbers et
al.. Using the method discussed by Luebbers et al. we have also calculated the reflection coefficient
as a function of frequency, and we show the result of this calculation together with the exact result
in Fig. 2. The essentially identical results demonstrate the accuracy of our formulation.

In summary, we have demonstrated an alternative formulation of dispersion in the FDTD
equations and have shown that our approach reproduces accurately the reflection of a broadband
electromagnetic pulse from an air-water interface. Qur new formulation has the novel feature that
dispersion enters as an additive term and, thus, provides a computationally simple introduction of
dispersion into the standard Yee formulation.!?

19).F. DeFord, G.D. Craig, L. Walling, P. Allison, and M. Burns, “Development and application of Dispersive
Soft-Ferrite Models for Time-Domain Simulation,” (to be published).

11To obtain the coefficients needed for our calculation we fit the Lorentzian form of x(w) to that used by Luebbers
et al.: x(w) = (€0 = €0)/(1 + §wt,) where €, = 81, €x = 1.8, and , = 9.4 picoseconds. We thus obtained w, = 135
GHs, v = 1000 GHz, and m = 6.86 x 10~7 GHz™!. The numerical experiment was set up identically to that of
Luebbers et al.: a problem space of 1000 cells (499 air; 501 water), Oz = 37.5 um, and At = 0.0625 picoseconds.

12ACKNOWLEDGEMENTS: We thank Dr. John F. Deford of LLNL for his help in this work and for providing
a preprint of his work on magnetic dispersion. We also thank Scott Nelson for enlightening discussions and for his
help in the calculation of the reflection coefficients.
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[Figure 1] A comparison of the total electric field after reflection from an air-water interface. The
dashed line is the result using the formulation of Luebbers et al.. The dotted line is the result of

our formulation.
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[Figure 2] A comparison of the broadband reflection coefficient. The dashed line is the exact result.
The dotted line is the result of our formulation.
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A Frequency Reference Photonic Integrated Circuit for WDM
with Low Polarization Dependence

J.-M. Verdiell, M. A. Newkirk, T. L. Koch, R. P. Gnall, U. Koren, B. 1. Miller, B. Tell
AT&T Bell Laboratories, Crawfords Corner Rd, PO Box 3030, Holmdel , NJ 07733-3030

Photonic Integrated Circuits (PICs) based on InGaAsP are attractive for implementin
WDM filters, but achieving absolute wavelength reproducibility on the order of a few
and low polarization dependence is still an important challenge. We present a frequency
referencing PIC implementing 10 narrowly spaced frequency filters with low polarization
sensitivity and improved wavelength reproducibility.

The wavelength reproducibility of integrated optical filters that rely on geometrical
dimensions of the structure (i.e., corrugation period and strength of a grating, phase-shift
locations, relative facet locations and physical length) is limited by the degree of control of
the effective index of the waveguide. The latter will vary because of non-uniformities in
the quaternary material photoluminescence wavelength and thickness. Moreover, the large
index step of typical waveguides on InP materials inevitably introduces an undesirable
waveguide birefringence, even in the case of a slab waveguide. Besides improving
fabrication tolerances, it is possible to optimize waveguide design with regard to
reproducibility and polarization dependence by lowering the index step and enlarging the
core size. An elegant way of growing a waveguide core which satisfies this criterion is to
use a multi-quantum-well (MQW) [1,2] diluted waveguide, where the core region consists
of a few regularly spaced quantum wells separated by a relatively thick binary material
barriers. It offers the advantages of acting like a layer with an arbitrary small index step [3]
without relying on very tight composition control. A theoretical comparison between a
standard slab waveguide (2000A , 4, =1.3 pm core) and a diluted MQW waveguide (9
pairs of 50 A wells of A,/=1.1 um and 1250 A InP barriers) is summarized in Fig. 1. Note
that an impressive 15 fold decrease in polarization sensitivity is expected.

Such a MQW guide as been incorporated in our frequency referencing PIC as depicted
in Fig.1. The working principle is as follows: the input light is launched through a 500 um
long rib-loaded waveguide. After reaching the end of the input waveguide, the light freely
expands in the slab MQW waveguide, then travels through a 3 mm Bragg grating section,
whose corrugations have been etched in a thin quaternary layer on top of the waveguide.
An array of 10 MQW detectors samples the light coming out at different angles through the

grating. Since each ray traveling at an angle 6 within the grating sees a different effective
grating pitch, each detector will show a dip in its response curve when the input

wavelength A satisfies:

-
T:}Slz "—e;g;;(cos 9-1) )

where the Bragg wavelength Ag at @ = 0 is determined by the grating pitch A =A¢/2n.¢.
The detector signal thus behaves like an "artificial” absorption line to which a laser
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Fig. 2 : Frequency Reference PIC. Top: layer structure, bottom: circuit layout.

We briefly describe the processing sequence of the PIC [5]). The device material was
grown using atmospheric pressure MOVPE. The base wafer before processing consists of
the MQW waveguide structure previously described, a 135 A thick InGaAsP layer (4,
=1.30 um) in which the grating is etched, a 2000 A thick layer (A1 =1.30 pm) which
serves as the rib loading for the input guide and as a mode converter in front of the
detectors, a stack of four InGaAs quantum wells separated by InGaAsP barriers (4,; =1.30
um) which are used for the detectors and absorbers, and finally p-doped InP layers. All the
quaternary layers are separated by thin InP etch stops to facilitate processing. The InGaAs
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quantum wells were first selectively removed by wet etching in the passive sections, and
left to form the absorbers on each side of the chip and in a rectangle delimiting the detector
region. Subsequent layers were patterned to form the input guide and the mode converter,
then the slightly slanted (05=6.5°) grating was defined by holographic exposure. The
upper 1.2 pm thick semi-insulating InP cladding was regrown by MOVPE, then selectively
etched away from the detector and contact pad region. p+ doped contact layers were then
regrown and etched away from the passive regions. After gold contact formation and
patterning, the whole p+ region was ion implanted except for the detectors. A Cr/Au guard
ring surrounding each detector and contact pad, not shown on the figure, was then
deposited and patterned by lift-off. The total size of the cleaved device was 6.1 mm x 1
mm.

The performance of the device was tested using a Hewlett Packard tunable laser source
coupled with a lensed fiber to the PIC. The wavelength channels were exceptionally
regularly spaced as shown in Fig. 3. A linear fit with a correlation coefficient R=0.999
indicates a 7.2 A spacing, only 0.5 A from the design goal.

15640 : ¥ ¥ L { L L 1 L
15610 - -

3 3
s

15580 | 43
o -
s 3

Center Wavelength in A

15570 | 3

15560 : 1 1 1 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 10 11

Channel #

Fig. 3 Center wavelength of the 10 channels.

The response curve of one detector for both TE and TM polarized input is shown in
Fig. 4. A narrow dip at 1.5610 um is obtained. The cause of the apparent "ringing" on the
longer wavelength side of the dip, however, is not yet known. All channels displayed
similar curves translated in wavelength. One of the detectors (channel 10) showed the
largest TE/TM shift of 2 A. All other channels had shifts below 1.2 A, with an average
value of 1 A. To the best of our knowledge, this represents the lowest polarization
sensitivity ever reported for an InP based PIC.integrated filter.
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Fig. 4. Detector response for TE and TM light input.

In order to assess the absolute wavelength reproducibility, we measured the first
channel center wavelength of 33 devices chosen randomly from two samples measuring
about 1 square inch each. These samples were processed separately but came from the
same 2 inch diameter base wafer. The standard deviation obtained from these

measurements is 0=3.33 A, and the total range is 12 A. Although this represents quite a
good result, we believe that these numbers may still be limited by the unevenness of the
grating layer which was partially washed out during regrowth, and not by the uniformity of
the MQW guide itself.

In conclusion, we have demonstrated a frequency reference PIC incorporating a diluted
MQW waveguide for improved wavelength reproducibility and low polarization
dependence. This concept could potentially be applied to other PICs performing functions
necessary for WDM, where tight wavelength control and low TE/TM sensitivity is
desirable.

(1} R.J. Deri, E. Kapon, IEEE Journal of Quantum Electron., vol. 27, p. 626, 1991.

(21 U. Koren, B. I. Miller, T. L. Koch, G. D. Boyd, R. J. Capik, S. E. Soccolich, Appl. Phys. Lett. ,
vol. 49, p. 1602, 1986.

[3) GM. Alman, A. Molter, H. Shen, M. Dusta, IEEE J. of Quantum Electron., "Refractive index
approximation from linear perturbation theory for planar MQW waveguides”, vol. 28, pp 650-657,
1992,

[4) Y.C. Chung, R M. Derosier, HM. Presby, CA. Burrus, Y. Akai, and M. Masuda, "A 1.5 um laser
package frequency locked with a novel miniature discharge lamp”, IEEE Photon. Tech. Lett., vol. 3,
pp 841-844, 1991,

[51 T. LKoch, U. Koren, "Semiconductor lasers for coherent optical fiber communications”, J. of
Lightwave. Technol., vol 8, pp 274-293, 1990.
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Polarization Independent 8x8 Multiplexer on InP

M. Zirngibl, C. H. Joyner, L. W. Stulz, Th. Gaiffe, C. Dragone
ATZ&T Bell Laboratories
Crawford Hill Laboratory
Holmdel, NJ 07733
Phone: 908-888-7153

NxN waveguide grating multiplexers are key components in wavelength division multiplexed
(WDM) transmission systems and networks [1]. Recently, we demonstrated a 15x15 InP
multiplexer that was comparable in performance to SiO;-based devices [2]. One problem
with the InP multiplexer was the TM-TE polarization shift of the spectral characteristics.
This is not acceptable for many applications where the polarization state of the input signal
from a fiber transmission line is random. One can always try to achieve polarization
independence by reducing the waveguide birefringence. This approach, however, may be too
much of a compromise if one also requires low straight- and bend-loss and reproducibility.
Here, we show that the multiplexer can be designed to operate independent of polarization
even though the waveguides are birefringent.

The trick is to choose the free spectral range (FSR) so that it equals the TM-TE shift. This
means that the grating order for the TM mode is exactly one lower than the TE mode at the
same wavelength [3]. The FSR is then given in the frequency and wavelength domains,

respectively, by FSR(f) _ FSR()\) _ A
n
U

where f is the optical signal frequency, \ the signal wavelength and An/n the waveguide
birefrigence. The FSR or optical bandwidth over which the multiplexer can operate is
limited by An/n. For our buried-rib waveguide, An/n = 3.7X 1072 [2]. This gives a FSR of
about 700 GHz in the 1.54m window, which is sufficient for many applications. Experiments
show that the birefrigence is only weakly dependent on the actual waveguide dimensions,
and we observed identical TM-TE shifts for multiplexers from several different fabrication
runs. Therefore, we think that polarization independent devices are producible.

The multiplexer has 8 input/output ports and 24 grating arms. The path length difference
between neighboring grating arms is 133um. This should give us the desired FSR that
matches the TM-TE shift of 5.7nm observed with the previously described 15X 15
multiplexer [2]. The total size of the device is 6x9mm?, with input/output ports spaced by
100um. Otherwise, we followed the same design rules for the bends, epilayer composition
and multiplexer layout as described in Refs. [2] and [4]. A tunable laser source was used as a
probe signal with 100 MHz step resolution. The light was launched into the device by a
lensed fiber. The temperature of the sample was controlled by a Peltier element.

In Figure 2, we display the spectra for all eight output ports for light coupled into port §.
Channels 1 and 8 are the outermost ports. The measurement was done for the TM mode.
The insertion loss is calibrated against a straight test waveguide; it does not include fiber-
to-waveguide coupling loss. We find a channel spacing of 88.4 GHz (0.71nm), a channel-to-
channel cross-talk of -20dB and a 3 dB channel-bandwidth of 39 GHz (0.31nm). The
insertion loss is very uniform and below 5 dB for all channels. In Figure 3, we have overlayed
TE and TM spectra of output channel 5; the two curves overlap almost completely showing
thereby that polarization independence is indeed achieved. By varying the temperature of
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the device, we find a tuning coefficient for TE and TM modes of 18.75 GHz (1.5A)/°C. In
WDM transmission systems, this tunability could be exploited to align the multiplexer to
different signal wavelengths. In WDM networks, one could also imagine using the
multiplexer tuning for slow switching between optical channels.

To the best of our knowledge, the only truly polarization insensitive NxN multiplexer has
been demonstrated by Takahashi et al [4]. This SiO; based device has a X\ /2 plate inserted
in the middle of the arrayed waveguide grating. It exhibited very low crosstalk of -30 dB due
to the much larger number of grating arms per channel than for our device and device
insertion loss of 8.3 dB. A direct comparison of insertion losses should, of course, also take
into account fiber-to-waveguide coupling losses which are generally lower for silica devices
than for InP devices.

In conclusion, we have demonstrated a polarization insensitive multiplexer on InP which has
low crosstalk, low insertion loss and high wavelength resolution. This, together with the
potential of tunability, should make this device an attractive component for WDM systems.
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FIGURE CAPTIONS
Figure 1 Schematic layout of the multiplexer.
Figure 2 Spectral characteristics for all 8 channels for TM polarization; input to
channel 5.
Figure 3 TM and TE spectra of channel 5.

Figure 4 Temperature tuning of multiplexer spectrum.
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Introduction

There is an increasing interest in passive optical integrated devices based on
muitimode interference (MMI), that can produce real one-dimensional self-images
by interference of the waveguide modes [1,2,3]. These type of devices include 3
‘ dB couplers [4,5,6,7), passive optical 90° hybrids [11] and power

combiners/splitters [8,9,10]. The last ones are usually made by means of Y-
Junction or 3 dB coupled based structures. Muiltimode interference provides shorter
and more compact devices than adiabatic ones, and preserve the balanced output
characteristics. Recently, a general design method for 1xN MMI power
splitters/combiners has been developed [8,9]. We present here more detailed
designing formulas and report the first implementation of these devices on InP
materials. Results of a fabrication tolerance analysis are also presented.

Design Method

Fig. 1 shows a top view of the muitimode interference power splitter. It
consgists of a rectangular section of width W and length L, an input waveguide
centred symmetrically, and four (n in a general case) output guides. The input and
output guides have the same width. Fig. 2 shows the evolution of the fundamental
mode power of the input guide incoming to the device; it has been calculated by
means of a BPM analysis. The input mode is coupled only to the even modes of the
rectangular section. These modes propagate with different phase velocities,
shaping different power profiles. The propagation constant of these even modes
can be approximated by:

S 2x | (@maA)2? g (mPem)Ax M
- "J wy T W

where N is the effective index (2D analysis) of the guiding layer, A vacuum
wavelength, m(0,1,2..) even mode number, and W, is the modified width of the
rectangular section, assuming the mode perfectly confined inside the section. This
modified width is slightly greater then the real width, and it has been proved that
works better. It is defined by:

A
Wy = ——— (2)

where n, is the effective index of the fundamental mode of the multimode section.
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So, all the even modes constructively interfere at a distance along the propagation
direction defined by d=(NW,,2 / A), where the input image is reproduced. At
distances defined by d/n, where n is an arbitrary positive integer number, the
modes interfere shaping a pattern with n images equally spaced. Particularly, if we
excite with a field distribution defined by the Dirac Function &(x) centred at the
rectangular section input plane and supposing that there are infinite modes
absolutely confined in the multimode section that follow (1), then the field image
formed at a distance d/n is defined by the "transference function”:

-1
PN B . S T
HE =1 e a Y e"-a(ﬁ%m (3)
R n-1

This formula is a very useful design tool, that provides, besides the phase
relation between outputs, the correct localization of the output guides that
minimizes the insertion losses.

Since the modes are not perfectly confined, there exists a “"border
aberration”; it consists of a distortion of the lateral lobes at the output planes.
There is also another source of potential error because of the finite number of
confined modes that can increase the insertion losses. In order to minimize these
two error sources it is preferred a highly confined guided structure, as the buried
one. It has also small losses, and is compatible with other integrated devices, as
lasers or guided photodetectors; so this structure is suitable for photonic integrated
circuits.

Eabrication and Measurements

We have designed and fabricated a power combiner/splitter (1x4) on InP
technology. Figure 3 shows two micrographs of the input and output of the power
splitter, before the last InP regrowth. The cross section structure is shown in Fig.
4. it consists of a layer of InGaAsP (1.3 ym) 0.3 ym high, surrounded by InP. The
layers have been grown by MOVPE on an InP, S doped, substrate. The pattern
definition has been made by RIE. Afterward a 1.5 um high InP regrowth has been
carried out ailso by MOVPE. The input and output guides are 2.5 ym wide, (there
are two confined modes); the rectangular section has 24 ym width (22 confined
modes) and of variable length, around the design length of about 300 ym. The
output guides have 6 um separation between guide centres; and S-bends provide
50 um separation between output branches at wafer the device output.

Measurements have been performed focusing into the devices the light of
a 1.55 ym DFB laser, by means of microscope objective lenses. Figure 5 shows a
camera image and a power scan of the output power. The total unbalanced power
between lateral and central branches has been tested. These power is the sum of
the power carried by the two modes supported by the waveguide; however the
second mode has greater attenuation that the fundamental due to the radiation
losses at the output S-Bend. Results are shown in Figure 6 with the simulated
curve (total power difference). Figure 6 also includes the theoretical difference
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between power contained in fundamental modes at output branches, eliminating
the second mode power (BPM analysis).

Tolerances

A tolerance analysis, carried out by BPM analysis, has shown that
parameters as quaternary composition (1.3+0.1 ym bandgap), quaternary layer
height (0.3+0.03 ym) or light wavelength (1.55+0.03 ym) can vary over a
relative wide range without degrading device performance, keeping insertion losses
below 0.5 dB and 0.2 dB unbalance between output branches. On the other hand,
the photolithography tolerances are critical. The total width of the rectangular
section must be controlled with a 0.3 ym precision in order to keep the insertion
losses below 0.5 dB. Figure 7 shows the output branches insertion losses versus
the photolithography error on total width over the designing value of 24 ym.
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Figure 3. Microscope photographies of two power splitter details. Input zone
(left) and output z0ne (rigth). The photographs has been taken before the

InP regrowth
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Near-Infrared Twelve-Channel Wavelength Division Demultiplexer
on A Semi-insulating GaAs Substrate

Ray T. Chen .
Microelectronics Research Center
University of Texas, Austin
Austin, TX 78712
Tel:512-471-70351.0 Introduction

Wavelength division multiplexing (WDM) and demultiplexing (WDDM) devices have been under
intensive research for the past 15 years. Many WDMs and WDDMs that use absorption and/or
‘ interference filters {12} and diffraction gratings [3-61 have been reported. Wavelength division
multiplexing and demultiplexing is a promising technique for both optical communication and
sensing systems. Multiplexing an array of signal carriers with different optical frequencies greatly
3 enhances the transmission capacity and the application flexibility of an optical communication

system. The dispersion characteristic of the diffraction grating provides an opportunity to employ
T WD(D)M devices for optical encoders [78] 1o detect both linear and rotational positions. We have
developed four-channel visible (543, 594.1, 611.9 and 932.8 nm) , five-channel near IR (730,
750, 780, 810 and 840 nm), eight-channel (740, 750, 760, 770, 780, 790, 800, and 810nm) near
IR and ten-channel near IR single-mode wavelength division demultiplexers using a graded index
(GRIN) polymer waveguide in conjunction with a highly multiplexed waveguide hologramlg'm].
Due to the index tunability of the polymer guide, the re?g?ed device can be implemented on high

refractive index substrates such as GaAs and Si hiL2,

We are reporting for the first time a twelve-channel single-mode waveguide WDDM on a semi-
insulating GaAs substrate (Fig.1). The center wavelengths of these channels are located at 830,
840, 850, 860, 870, 880, 890, 900, 910, 920, 930 and 940 nm . To construct a highly
multiplexed waveguide hologram, twelve channels in this case, the dispersion of the polymeric
material was first determined within the wavelength of interest. The phase-matching condition
associated with each grating and the corresponding diffracted beam can be constructed afterwards.
Note that the isotropic characteristic of the polymer thin film significantly eases the fabrication of
the associated diffraction gratings. Anisotropic diffraction is eliminated in this case.

To precisely control the Bragg diffraction angle 6j, Neff (A) has to be measured before hologram
formation. Coating thickness and dry and wet processing conditions have to be standardized to
validate the design process. To fabricate a waveguide hologram with a desired grating sPaCi"ﬁi a
well-collimated beam is introduced onto the waveguide emulsion containing the hologram (131,
The object and reference beams thus generated require a very short temporal coherence length of
the laser beam. The beam size of the collimated beam is much larger than the interaction length
(submillimeter), i.e., grating thickness (Figure 1), of the waveguide. As a result, each waveguide
hologram is formed by two plane waves. For a perfectly phase-matched, lossless, unslanted

transmission grating, the diffraction efficiency can be written as [15]

An;d
= gn2 | 22N
n” sin (chos OJ g) (1)
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Figure 1
Reconstruction of the waveguide WDDM device using a Ti:Al203 laser.

where 6j is the Bragg diffraction angle of the jth signal beam, Anj and d are the associated index
modulation and the interaction length, respectively, and £ is a constant which varies between 0 and
1 depending on the polarization of the incident beam 121, The sinusoidal nature of the device
requires precise control of 6j, Anj and d in order to generate a highly multiplexed hologram with

uniform fan-out intensity. d is controlled by the lithographic procéss and An is manipulated
through exposure dosage and wet and dry processing parameters. To introduce the desired index
ﬁg(]iulation, the exposure time tj needed for the jth hologram should satisfy the following equation

1 il il
t = -EE In [-An] + (Anmax - iEIAni) Anpyy - i§=:1Ani:| Q)

where P is the sensitivity constant for the emulsion, E is the exposure intensity of the laser beam,

Ani is the index modulation for the ith exposure and Anmax is the maximum index modulation for
the holographic material. Note that the exposure dosage needed to generate a fixed value of index
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modulation increases as the number of holograms to be multiplexed increases. This is due to the

fixed value of Anmax and the iinear response of the film. Eq. (2) has been experimentally
confirmed and further results will be presented in the future.

For the present WDDM device, the gratings were designed to operate at the diffraction angles of
10, 15 20, 25, 30, 35, 40, 45, 50, 55, 60 and 65 degree to selectively disperse signals at the center
wavelengths of 830, 840, 850, 860, 870, 880, 890, 900, 910, 920, 930 and 940 nm,

respectively. For each Aj, the corresponding recording angles were selected to generate a

waveguide transmission hologram with the desired grating periodicity and 6j. Figure 1 shows the
reconstruction of the waveguide WDDM device using Ti:Al203 laser light as the input signal. The
interaction length of the multiplexed waveguide hologram is 0.4 mm. The mode dots coupled out
of the prism coupler are shown in Figure 2 with the corresponding wavelengths as indicated. The
observation of these clean mode dots verified the quality of the polymer waveguide. A propagation
loss in the neighborhood of 0.1 dB/cm has been routinely achieved in a Class 100 clean room

environment. As was previously reported, the channel density [13] of the WDDM device is 2

function of Anj, d and 6j. The correlation of these parameters can also be observed in Eq. (1). A
higher index modulation and longer interaction length provide us with a narrower FMHW (full
width at half maximum) diffraction spreading and, thus, higher channel density.

g
Mode dots from the output prism coupler (Figure 1) of the 12-channel WDDM on GaAs Substrate.

The noise of the fan-out channels of the WDDM device is mainly from the crosstalk of the signals
from adjacent channels. An average crosstalk figure of -20.5 dB was measured with diffraction
efficiency from 40% to 55% among these output channels. The spectral width of the Ti:A1203
laser from Spectrophysics was also measured. A -3 dB bandwidth of ~4 nm was found. The
resuits suggest that the WDM devices of better than 4 nm wavelength separation cannot be
experimentally realized without significant channel crosStalk. Theoretically, our device structure is
capable of operating at 1 channel-to-channel spacing as small as 1 nm under the current design
when a DFB laser diode is employed. The -20.5 dB crosstalk is primarily due to the wavelength
spreading of the Ti:Al203 laser rather than the waveguide device itself.

As far as the throughput intensity is concerned, the 33% diffraction efficiency represents an output
power as high as 50 mW. For a communication system involving the reported WDDM device, the
system power budget will be determined by laser power, modulation speed, bit error rate and
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detector sensitivity. Employing a PIN-FET as the demodulation scheme, theoretically we can
utilize a ~0.5 mW semiconductor laser to obtain 1 Gbit/sec communication with a 21.5 dB
signal-to-noise ratio. The above power budget assumes 50% diffraction efficiency, 1 dB
waveguide propagation loss, 3 dB waveguide coupling loss, 2 dB hologram excess loss, 4 dB
fiber propagation loss, 5 dB system power margin and room temperature operation condition with
an amplifier noise figure equal to 4. The current design allows us to provide 60-channel
multiplexibility with the maximum value of index modulation set at 0.1.

We report, for the first time, a single-mode, GRIN-polymer-based waveguide WDDM device on a
semi-insulating GaAs substrate. Twelve-channel WDDM (830, 840, 850, 860, 870, 880, 890,
900, 910, 920, 930 and 940 nm) with channel separation of 5° in space and 10 nm in wavelength
has been demonstrated with an average crosstalk figure of -20.5 dB. The spreading of the
Ti:Al203 laser turned out to be the major source of the crosstalk from adjacent channels.
Theoretically, WDDM channel spacing as small as 1 nm is plausible under the current design
criterion. To understand the effect of finite beam size and interaction length, the diffracted beam
spot size was also considered. The variation of beam spot size as a function of diffraction angle

and grating interaction length with 100 yum input beam width is presented here. A diffraction spot
whose beam width is larger than that of its output fiber requires the implementation of a waveguide
lens array to enhance the coupling efficiency.

The device reported here not only enhances the bandwidth of optical interconnects but also
provides us with a new avenue through which dispersion-sensitive optical sensors, such as optical

encoders [7], can be realized. The GRIN property of the polymer waveguide allows us to
implement the reported device on an array of substrates. Such universality greatly enhances the
application scenarios in which the conventional guided wave devices can be used.
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A Monolithically Integrated Frequency Mixing Photoreceiver
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and
S. R. Forrest
Department of Electrical Engineering
Princeton University ATC/POEM, Princeton, NJ 08544

In the standard architecture for optical communications receivers there are
typically three basic elements, a photodetector, a pre-amplifier, and a filter. If the
signal is frequency multiplexed, there must be an additional mixing stage to
separate the different incident optical channels. Sensitivity and gain are most
critical for these elements since the signal is weakest and most susceptible to noise
at the receiver front end. In commercial receivers, the photodetector and mixer are
separate from the pre-amplifier and must be integrated by hybrid techniques.
Interconnections between the pre-amplifier and the other components frequently
require complex matching networks or interconnection schemes which introduce
unwanted noise while reducing rellabuhty We have designed and tested a high
sensmvny p-i-n/JFET, monolithically mtegrated photoreceiver which incorporates a
p-i-n photodicde and a voltage tunable transimpedance preamplifier for 1.3-1.55
um optical fiber communication. This design allows us to monolithically mix an
optical signal with an electrical signal for use in applications such as frequency i
demultiplexing or coherent detection. Comparison of our results with alternative i
mixer technology indicates good efficiency with low signal distortion.

A schematic diagram of the setup used to test our mixer/receiver is shown in
Figure 1. The photodetector, amplifier, and tunable feedback resistor are
monolithically integrated using Ing s3Gag.47As and In1-xGaxAsyP1.y lattice matched
to an InP substrate. The amplifier uses an active load common source amplifier
front end DC coupled to an output stage. A more detailed description of the
integrated receiver has been previously published [1,2]. Equalization of the circuit
is accomplished using a single pole passive RC network. The variable feedback
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mixing resistor is a narrow gate JFET operated in its linear regime denoted Qgg in
Figure 1. Since Qg is operated as a feedback resistor, the drain-to-source voltage
is close to O0V. In this circuit, the feedback resistance, and therefore the
transimpedance of the amplifier, depends on the gate bias voltage of Qfg. The
teedback resistance Rg can be expressed as

Re = L
qu%a-{ a%';(VG‘FVbi).

(1)

where Lg is the gate length, q is the electron charge, Np is the doping concentration
in the channel, p is the electron mobility in the channel, Z is the gate width, a is the
channel thickness, &5 is the dielectric constant of the semiconductor, Vg is the gate
bias voltage, and Vy,; is the p-n junction built-in voltage. For our receiver, Lg = 25
pm,Np=8x1016cm=3, n=9x 103 cm2/V-s, Z =5 um, a= 0.2 um, eg = 12eg, and Vp;
= 0.68 V. From this equation we would expect a nearly linear resistance vs. voltage
relation for small gate voltages. Measurement of the feedback resistance for gate
voltage values between 0.4 and -0.4 V does reveal a linear resistance dependence
of 16.5 kQ/V, as shown in Figure 2. By changing the gate bias of Qfg from 0.4 to -
0.4 V, the transimpedance of the amplifier can be varied from approximately 8.7 to
22.5 kQ. For an open loop voitage gain >> 1, the transimpedance of the amplifier is
approximately equal to Rr. Therefore we can expect linear frequency mixing
without unwanted high order intermodulation frequency products. The 2.6:1
contrast ratio available in feedback resistance should also allow for good
conversion efficiency for the mixed signals.

~ The optical signa!l frequency was set to 900 MHz to test the receiver
performance. An electrical input of 700 MHz was applied to the gate of Qfg, with a
100 Q shunt resistance to ground to reduce impedance mismatch. Figure 3a is a
plot of the output spectrum of the receiver without the electrical input to Qrg. A
-34 dBm peak power is observed at 900 MHz for an input optical power of
approximately 10 uW. In Figure 3b, a 0.0 dBm electrical signal is applied to Qrp
creating a new peak of -43 dBm at 200 MHz. A -8 dBm peak is also observed at
700 MHz, corresponding to the frequency of the electrical mixing signal. This
"leakage” of the electrical input is due to poor biasing and impedance match to the
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gate of Qrg. The FWHM of the frequency peaks are less than 10 kHz and are
limited by the FWHM of the oscillator source. For an 800 MHz electrical signal,
varying the power of the electrical signal from -10.0 dBm to 0.0 dBm yields signal
strengths of -44 dBm to -37 dBm, respectively, for a 100 MHz signal. With respect
to the receiver output, this corresponds to a conversion loss of 11 to 4 dB. Taking
into account the 24 dB gain of the ampilifier, this corresponds to an overall signal
gain of 13 to 20dB. This value compares well with typical conversion gains
reported for Schottky barrier diode or dual gate MESFET microwave mixers.

Using a lower frequency electrical mixing signal, higher order frequency
products and frequency isolation can be observed. To measure this, the electrical
frequency is reduced to 100 kHz and the optical signal frequency is changed to
850 MHz. Second order frequency products are visible at approximately -80 dBm,
which is 26 dB lower than the first order sidebands. The FWHM is again 10 kHz
limited by the oscillator source. Isolation between peaks 100 kHz apart is greater
than 40 dB with power falling off at over 1000 dB/MHz. The sensitivity of our
receiver has been calculated from preliminary measured bit error rates to be better
than -31.4 dBm for BER 10-° at 500 Mbit/s. These results indicate that there is
excellent signal fidelity and low noise in the receiver. This in turn allows close
spacing of frequency multiplexed channels without significant crosstalk.

In conclusion, this is the first demonstration of a monolithically integrated
photoreceiver and mixer. Although similar results have be achieved with avalanche
photodiodes (APDs) by varying the bias voltage [3,4], the conversion loss and
mixing linearity of the APD scheme are inferior to those presented here.
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for Integrated Photonic Technology for partial support of this work.
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Silicon Monolithically Integrated Optoelectronic Receiver
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Microelectronics Research Center
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Lightwave communication has become the technology of choice for long-haul, high-bit-
rate transmission(1]. While optical transmission has the benefits of high bandwidth and low
signal loss, system design and fabrication are usually relatively expensive. As a result, there is a
need to develop low cost components and circuits. To date, optoelectronic circuitry has utilized
III-V compound materials. However, Si integrated circuit technology is mature, compact,
inexpensive, and has demonstrated high reliability. The speed of Si devices has been improved
dramatically by scaling the channel length of Si-MOSFET: into the deep submicron regime([2]-
{3]. These characteristics make Si-based integrated circuit technology very attractive for
lightwave communications, particularly, for short-haul, low-bit-rate communication systems
such as local area networks and domestic services. We report an integrated receiver which
consists of a planar Si p-i-n photodiode and a Si-MOSFET preamplifier.

The transimpedance preamplifier was designed, with the aid of the SPICE simulation
program, for depletion mode MOSFETs with a gate length of 1 pm and a threshold voltage of -
0.1V. Figure 1 shows a circuit diagram of the receiver. The first stage is a common-source FET
amplifier, with a gate width of 5 pum for the drive transistor and a gate width of 15 um for the
active load transistor. The gate ratio of the input common-source stage and the series resistor
value of the first source-follower stage were adjusted to bias the feedback loop for zero dc
feedback current while providing adequate open-loop voltage gain. For the second and third
stage source-followers FETs 3 through 6 'sve a gate width of 100 um. The final source-follower
stage was designed for impedance matc < .0 a 50 Q load.

Vg Vo Vp Vp

T T B
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Figure 1. Circuit diagram of the Si MOSFET-based OEIC receiver.
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The feedback resistor and the bias resistor have resistances of approximately 1k2. Three
different photodiode diameters (20, 50, and 100 pm) were employed.

The fabrication of the integrated lightwave receiver was carried out on high-resistivity (60
Qcm), p-type Si substrates. High substrate resistivity helps to suppress the parasitic effect of the
pad capacitance at high frequency. The circuit was fabricated using a seven layer
photolithographic process. In the first step, an n~ well was formed to isolate the photodiode from
the substrate by a P diffusion at 850 °C for 10 mins and a drive-in step at 1050 °C for 400 mins.
This produced an n- well approximately 2 um deep with an impurity concentration of 1016 cm-3.
Isolation of the MOSFETs was accomplish with a standard LOCOS oxide isolation technique.
The gate oxide was thermally grown at 850 °C in dry oxygen for 60 mins followed by annealing
in a nitrogen atmosphere at 950 °C for 60 mins. The resulting thickness of the gate oxide was 90
A. Thereafter, 4000 A of heavily-doped polysilicon was deposited to form the gate. A 1000 A-
thick spacer layer was then deposited by CVD. The source and drain regions of the MOSFETs
and the n* regions of the photodiodes were formed by a P diffusion at 900 °C for 15min. The
p* region of the photodiode was created by B implantation at a dose of 4 x10!5 cm-2and an
energy of 50 keV through a 1500 A SiO; mask layer. This yielded a surface doping of 2x1020
cm-3 and formed a good ohmic contact.

The discrete FETs exhibited a external transconductance of 177 mS/mm. The gate leakage
current was found to be less than 1pA. This low value for the gate-leakage current helps
suppress circuit noise [4]. The dark current of the Si photodiode was 5 nA at 3 V and the
breakdown voltage was 6.7 V. The external quantum efficiency of the photodiode was
approximately 70% without an AR coating at 1 = 700 nm.

Voltage (mV)
§ & & &8 8 8§

%

Current (LA)

Figure 2. Closed-loop transfer characteristic of the transimpedance amplifier at Vp=4V. The
slope indicates the transimpedance of the circuit.
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The open-loop dc voltage gain of the first amplifier stage is measured to be 8.9 with
Vp=4 V. This is sufficient to achieve a closed-loop transimpedance of about 90% of the value of
the feedback resistor. Figure 2 shows the transfer characteristics of the amplifier circuit measured
at Vp=4 V. The transimpedance, Zt, as given by the slope of the curve, is approximately 900 €,
and the curve is found to be nearly linear up to 60 HA.

The frequency response of the discrete MOSFETs was measured in the common-source
configuration using an HP 8510 network analyzer with Cascade Microtech 150 |tm ground-
signal-ground coplanar waveguide probes. Drain to source and gate to source biases of 3V and
2V were used, respectively. On-wafer s-parameter measurements, corrected for bonding pad
parasitics, yielded a short circuit current gain cutoff frequency of fr = 4.5 GHz, as shown in
figure 3. The frequency response of the circuit, also obtained froin s-parameter measurements,
shows that the 3dB bandwidth of the circuit is approximately 320 MHz. Further improvement in
the performance of the preamplifier could be achieved by reducing the gate length as well as the
gate resistance. The use of a self-align silicide process should reduce the gate resistance as well
as the source and drain resistance significantly. Another approach for improving the performance
of the circuit would be to utilize a SiGe MODFET design. It has recently been demonstrated by
Konig et al. that higher transconductance can be achieved with this type of structure(5).

Figure 3. Current gain hj; versus frequency for the discrete Si MOSFET, showing ft of
4.5GHz for Vgs=2, Vps=3. Gate length and width are 1ptm and 40pum,

respectively.
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The noise current of the receiver was calculated using:

<i?>c= <iZ>1 + 2qL41,B |
where, <i2>t is the equivalent amplifier input noice current[6), I, is the dark current of the
photodiode, and I, is normalized noise-bandwidth intergal. The receiver total capacitance is 1.4
pF, the intrinsic transconductance of the MOSFET is 5.83 ms, and Iis 5 nA. Assuming a load
resistor sufficiently large that its noise can be neglected, we have calculated that <i2>.= 8.95x10-
19 A2 at 750Mbit/s. At this bit rate, the receiver sensitivity should be within 3dB of that of a
GaAs MESFET circuit.

In conclusion, we have fabricated the first fully monolithic Si MOSFET lightwave
receiver. The receiver consists of a planar Si p-i-n photodiode and a Si-MOSFET preamplifier.
The Si p-i-n showed an external quantum efficiency of 70% at a wavelength of 700 nm. The
transimpedance was 900 Q and the 3dB bandwidth of the preamplifier was found to be 320
MHz.

This work was supported by the Office of Naval Research (Contract # 26-0679-73XX)
and a grant from the National Scienice Foundation (Grant # 26-1000-56XX).
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INTRODUCTION

A near term application of photonic awitch arrays appears to be in the broadband telecommunications
transport network as optical cross-connects in a transparent optical layer of the network. Fig. 1 schematically
illustrates such a system where photonic switch arrays can be used for protection switching and network
reconfiguration whereas the digital cross-connects are used for, e.g., routing in digital transmission hierarchies
and for regeneration of optical signals [1]. Prerequisites for the employment of switch arrays in such systems
are introduction of high (> 10 Gb/s) bitrate communications, such that the photonics layer in the system
complements electronic systems in a meaningful way, as well as adequate performance of the switch arrays.
LiNbOs switch arrays have been extensively used for systems experiments [1]. Their losses are a major
problem, which, in principle, can be overcome with optical amplifiers. However, switch arrays based on
integrated semiconductor laser amplifiers appeat to offer superior performance in (physical and port) size,
functionality and cost. One approach to such switch arrays is to use gated amplifier switches of the tree
architecture. Advantages of such gate arrays are simple structure (one structure, the amplifier, is used for
§ switching, amplification, and monitoring), equal power in point-to-point and multipoint operation as well
- as being a strictly nonblocking architecture. A disadvantage is the loss incurred in the power splitters in a
point-to-point connection: L(dB)=6.1d(N), where the switch size is NxN and ld is the base 2 logarithm.
This type of loss does not occur in switches which spatially switches the signal at each switch point. When
the switch array is operated in a broadcast mode, these losses are reduced to L(dB)=3-1d(N) as compared to
switch arrays using spatial switch points. The speed of rearrangement is limited to around 1 GHz, unlikely
to be a limitation in most applications.

LASER AMPLIFIER GATE SWITCH ARRAYS

Fabry-Perot and travelling wave semiconductor laser amplifiers are suitable for use as ON/OFF switches
owing to their large extinction ratio and nanosecond switching time {2], {3]; travelling wave devices provide
a large optical bandwidth, high saturation output power, and stable operation and are preferred in high
3 bitrate multicarrier systems. More complex photonic switching functions are feasible using a number of
: these ON/OFF switches interconnected by optical waveguides [2]. Early demonstrations of space switch
matrices based on semiconductor optical gate switches include a switch comprising a hybrid-integrated
indium phosephide laser diode gate in a 4x4 silica waveguide structure [4] and monolithic InGaAsP/InP 2x2
laser diode matrix switches [5], [6]. Recently, several low loes hybrid-integrated as well as monolithic space
switches and switches with gain have been presented, with port size up to 4x4 and 1x 16, see, e.g., {7]-[16].

The photograph in fig. 1 shows a gate switch array developed by Ericsson, which will be discussed in the
following. The switch architecture is a strictly nonblocking tree structure comprising passive waveguides for
signal transport, passive Y-branches for power splitting and combining, and integrated amplifiers for gating,
amplification and monitoring. Each of the N=4 inputs is connectable with each output by a passive binary
tree splitter of 1d(N) levels at the input and a passive binary tree combiner of 1d(N) levels at the output
which form an active connection region with N2 waveguides connecting the splitter with the combiner; this
region is used to control the switch state by gating the signals with integrated amplifiers. A switch array
of this type will thus need at least N2 integrated amplifier gates; in addition, to keep the signal level high
throughout the switch, one or more stages of booster amplifiers can be included (in this case two booster
stages are included). To minimise the coupling loss between plane cut fibres and the chip, the passive
waveguides at the input and at the output have been provided with linear tapers.

Integration of passive and active (amplifier) waveguides is a main problem in the development of com-
pact monolithic switch arrays. The structure should exhibit high coupling efficiency and low reflectivity at
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the passive-active waveguide interface, and low polarisation dependence; the active waveguide should be low
noise (at least the input amplifier), have a large extinction ratio and short switch time (at least the gate), and
provide high saturation output power (at least the output amplifier). Further, the passive interconnecting
waveguides should be low loss and allow small bend radii. A butt-joint integration approach (with regrown
passive waveguides) provides flexibility in the separate optimisation of the passive and different active sec-
tions of the switch structure; however, another, more reproducible, butt coupling approach as described in
the following has been used. The switches are fabricated in the InGaAsP/InP material system, and the
fabrication process [10] is based on metal-organic vapour-phase epitaxy (MOVPE) and reactive ion etching
(RIE) to form the waveguide mesa; selective wet chemical etching is used to define the active sections in
the direction of light propagation. Regrowth is performed in two steps by MOVPE: firstly, iron doped semi-
insulating (SI) and n doped current blocking layers are selectively grown over the wafer, and secondly, the
contact layers are grown. To laterally isolate the active sections from each other, the contact layers outside
the contacts are removed by RIE. Schematic waveguide cross sections are depicted in fig. 2. Antireflective
coatings are applied to the cleaved chips to reduce the optical feedback and for improved coupling efficiency.
Length and width of the 4x4 switch array chips are approximately 7 mm and 3 mm, respectively.

The fabricated switches operate at wavelengths around 1.55 pum; an example of switch characteristics at
a signal wavelength of 1.543 um for a 4x4 gate switch array is shown in fig. 3; as can be seen, net optical
signal gain can be provided between fibres; also, the extinction ratio is high, typically 40 to 50 dB. In this
type of gate switch arrays, contributions to spatial crosstalk include incomplete signal absorption in the
amplifier gates in their OFF-states, crosstalk in waveguide crossings, and scattered light in the chip. A signal
in a point-to-point connection contributes to crosstalk for other signal channels directed to the three other
output ports. The design and fabrication process allow typical crosstalk levels less than —40 dB.

Amplifier saturation output power and requirements on error rate performance limit the size of amplifier
based space switches and systems with such switches. A number of analyses on switch and system properties
and size limitations have been published, see, e.g., [17]}-[21]; large (3»8 x 8) strictly non-blocking switches are
predicted to be feasible. Considering available substrate area and fabrication yield, space switches larger
than 8x8 are probably best realised by employing a hybrid-integration technique using monolithic 8x8 or
smaller switches in a SiO;/Si or polymer passive waveguide pattern.

CONCLUDING DISCUSSION

When contrasting the systems requirements on switch arrays with data for the gate amplifier switch arrays,
these clearly represent an interesting option. It should, however, be noted that other alternatives, such as
digital switch arrays [22], combined with laser amplifiers and/or erbium doped fibre amplifiers, overcome
the inherent power splitting loss problems, at the expense of a more complex switch element structure, the
excess loes of which has to be significantly lower than 3 dB. Interesting alternatives are also monolithic switch
arrays which combine the use of optical switches, such as directional couplers or digital optical switches, as
switch points with integrated laser amplifiers; the integrated amplifiers can be used to improve crosstalk
performance of the switch arrays, and for monitoring, loss compensation and power equalisation.

In summary, it appears that the switch arrays described here can be developed to sizes required for
systems applications (> 8x8), and that, in general, switch arrays with integrated optical amplifiers will
bring the photonic network significantly closer.
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FIGURE CAPTIONS

Fig. 1. Schematic illustration of a transport network with OXC/DXC nodes; the photograph shows a 4x4 semicon-
ductor laser amplifier gate switch array which can be used as a central part of the OXC in an OXC/DXC node [1].

Fig. 2. Schematic passive and active waveguide cross sections for a switch array of the type shown in fig. 1.

Fig. 3. Example of switch characteristics: Switch characteristics of four of the sixteen transmission paths in a 4x4
gate switch azray of the type shown in fig. 1. The input and output booster amplifiers are biased at 50 mA each.
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1. Introduction

An optical matrix switch is one of key components for
photonic switching systems. So far, several kinds of switch
element have been investigated.“*“” Among them, the GaAs/AlGaAs
electro-optic directional coupler (EODC) switch has several
advantages including (1) the low electric power consumption and
fast switching speed inherent to electro-optic effect, and (2)
low absorption loss in the long wavelength region of 1.3 - 1.5
pm. ‘

We previously reported the development of a 4X4 optical
matrix switch using GaAs/AlGaAs EODC switches with uniform device
characteristics.'”? Its total waveguide loss was over 10 dB,
however, which was higher than the expected value. A total
wavegulide loss of about 1 dB was calculated for the matrix
switch, assuming 0.5 dB/cm absorption loss.

In this paper, we present an extremely low 1loss 4X4
GaAs/AlGaAs optical matrix switch. The total waveguide loss has
been drastically reduced to 1.6 dB. This drastic reduction was
achieved by layer structure optimization, crystal quality
improvement, and plasma damage reduction.

2. Loss reduction approaches

A schematic diagram of the 4X4 GaAs/AlGaAs optical matrix
switch is shown in Fig. 1. It is designed with a simplified tree
architecture similar to the one used for the above switch.'®’ This
device is 17 mm long and 1.4 mm wide. The waveguide width is 2
pm. The waveguide spacing and length in the EODC region are 2 Hm
and 3 mm respectively. The waveguide bend radius is 4 mm.

The total waveguide loss includes radiation 1loss,
intersecting loss, absorption loss, and excess loss (damaged etch
surface, scattering, etc.). As radiation loss and intersecting
loss have been already reduced to under 0.5 dB, ¥’ we made efforts
to reduce absorption loss and excess loss using the following
three methods.

(1) Reduction of £free carrier absorption by layer structure
modification: The layer structure used is shown in Fig. 1(a) in
comparison with the conventional layer structure in Fig. 1(b).
In the conventional structure, an i-GaAs guiding layer was
stacked directly on top of an n-AlGaAs cladding layer. The high
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free-carrier absorption loss was mainly due to the n-cladding
layer. In order to reduce this free-carrier absorption, a lower
i-AlGaAs cladding layer (0.2 pm thick) is inserted between the
n-AlGaAs cladding layer and the i-GaAs guiding layer, as shown
in Fig. 2(a). The reduction in free-carrier absorption is
calculated to be 4.3 dB.

(2) Reduction of excess loss by 2-step RIBE technique: Waveguide
fabrication for GaAs/AlGaAs matrix switches has conventionally
been performed using reactive ion beam etching (RIBE) ‘® with Cl,
gas. There has been concern that the plasma damage caused by high
energy ions may increase propagation loss. In order to avoid
plasma damage, the 2-step RIBE technique was newly introduced.
In this technique, high-energy ion etching, which gives a
moderately high etching rate, is carried out as the first step.
Then low—-energy ion etching,”’ which removes only the damaged
etch surface, follows as the second step. Acceleration voltage
values were 400 V and 30 V for the first- and second-step
etching, respectively. The estimation of excess loss using this
method is 1.2 dB, revealed by the difference in propagation loss
between waveguides fabricated by high-energy RIBE alone, and by
2-step RIBE.

(3) Reduction of excess loss by crystal quality improvement:
Excess loss is also influenced by the crystal quality of
epitaxial layers. The oval defect density in particular, peculiar
to molecular beam epitaxy (MBE) grown layers, should be
decreased. In this experiment, gas source molecular beam epitaxy
(GS-MBE) system with low-defect cells'™ was employed for crystal
growth. The density of oval defects was 100 cmq, which is ten
times smaller than that using the conventional MBE system. Based
on this, the rate of occurrence of oval defects in a 4X4 matrix
switch is 0.3 particle/chip.

3. Results and discussion

A 4X4 optical matrix switch was fabricated by 2-step RIBE
on a wafer grown by GS-MBE, using the above loss-reduction
approaches. The matrix switch characteristics were measured by
coupling 1.3-um wavelength TE polarized light.

Total waveguide loss inside a matrix switch, excluding
coupling loss and reflection loss, was 1.6 dB. In comparison to
the 10.6 dB loss of the 4X4 matrix switch reported previously,“’
a drastic loss reduction of 9 dB was accomplished. The reduction
in the free-carrier absorption 1loss by layer structure
modification, was calculated to be 4.3 dB. This value agrees well
with the measured loss difference for waveguides with and without
a second i-AlGaAs cladding layer below the GaAs guiding layer.
The decrease in excess loss due to plasma damage reduction was
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estimated to be 1.2 dB. The remaining 3.5 dB are attributed to
the lessened number of oval defects. This loss reduction analysis
is summarized in Fig. 3.

Typical switching characteristics of an EODC switch element
are shown in Fig. 4. Under alternating AP operation, the @-state
and @-state were obtained at 12 V and 25.5 V, respectively. The
switching voltages only increased 3 V compared with those of
previously reported,"’ mainly due to the fact that the grown
layers are thicker than those of the designed rather than the
insertion of a lower i-AlGaAs cladding layer between an n-
cladding layer and an i-GaAs layer.

4. Conclusion

We have developed an extremely low loss 4X4 GaAs/AlGaAs
optical matrix switch. The total waveguide loss was 1.6 dB,
which makes the devices suitable for optical switching systems.
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Y-Branch Electro-OpticWaveguide Switch at 1.55 um using Chopped Quantum Well Electron
Transfer Structure

Yi Chen, J. E. Zucker, T. Y. Chang, N.J. Sauer, B. Tell, K. Brown-Goebeler
Room 4F 311
AT&T Bell Laboratories, Hoimdel NJ USA 07733
908 949 6137

Y-branch electro-optic waveguide switches based on modal evolution ! (rather than modal interference)
have reccived wide attention for their  wavelength- and polarization-insensitive propertics.
Semiconductor Y-branch switches? 3 usually employ current injection since large refractive index
changes are required . Compared 0 current injection, electrooptic switches possess the advantages of
high speed and low power dissipation. However, most voltage-controlled y-branches suffer high drive
voltage requirements duc to weak electrooptic effects. Recently a waveguide structure has been
demonstrated that produces large electrooptic phase shifts with high-speed ( > 10 Gbps) capability?.
Interferometric waveguide modulators® based on the InGaAs /InAlAs / InGaAlAs Barrier, Reservoir, and
Quantum Well Electron Transfer Structure (BRAQWETS) have employed 70 A InGaAs quantum wells
for electrorefraction at 1.58 um. In order to shift the wavelength of operation 1o the gain bandwidth of Er-
doped fibre amplifiers, we here employ the chopped quantum well (CQW) concept . Three 6 A thick
InGaAlAs "spikes" are inseried in the 70 A InGaAs well to yield the energy band diagram shown in Fig.1.
(Also shown are the InAlAs barrier on the left of the CQW and the InGaAlAs electron reservoir on the
right). This technique allows three or more effective InGaAlAs compositions to be grown in a molecular
beam epitaxial system with only two Al source cells. Using the tunneling resonance method, we calculate
that insertion of the InGaAlAs spikes results in a significant blue-shift of the ground state n=1 heavy
hole exciton transition, from 1.51 um to 1.40 um at
flat-band. However, the spikes are thin enough to allow
casy tunnelling of electrons and holes as shown in Fig.1.
The electron and hole wavefunctions are relatively
smooth, reflecting a potential well layer with an
average bandgap between that of .74 eV InGaAs and
1.06 eV InGaAlAs.

Fig.1 Band diagram for a chopped quantum well
that contains three 6 A InGaAlAs spikes inside a
70 A InGaAs quantum well. At left, the InAlAs
barrier; at right, a reservoir layer composed of 1.06
eV bandgap InGaAlAs. Electron and heavy-hole
wavefunctions (calculated by tunneling resonance)
average over the chopped potential.
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A BRAQWETS n-i-n waveguide was grown with an active core composed of twelve CQWs as detailed
above, each accompanied by a 250 A p-doped InAlAs barrier and a 200 A n-doped InGaAlAs resesvoir.
Fig.2 shows the normal-incidence electroabsorption spectrum of this sample. As predicted, the bandedge
appears near 1.4 um. Moreover, the spectra show the same characteristic features as in unchopped
BRAQWETS. At applied voltage V<0, absorption at long wavelength increases as the ground state
exciton red shifts, while V>0 produces bandfilling and decreasing exciton absorption.

For wavelengths near 1.55 um, the change in absorption is minimal and we can c¢xpect refractive index
change An <0 from bandfilling and An>0 from the red-shift. This ability to produce both positive and
negative An is a significant advantage of the BRAQWETS for y-branch switches which operate by
directing light to the higher index waveguide port. In contrast to current injection switches, where only
An <0 is produced, both sides of a BRAQWETS y-branch can be actively controlled.

Fig.2 Nomal incidence
electroabsorption spectrum
from chopped BRAQWETS
waveguide sample. Positive
applied voltage causes
electrons to transfer from
reservoir

layers into the quantum wells,
causing bandfilling and a
bleaching of exciton
absorption. Negative applied
voltage empties the well and
increases the field across it,
causing red

shift of the exciton
absorption.

Change in Absorption Coefficient (cm)

Wavelength (nm)

We wet-etched rib waveguide y-branches, shown schematically in Fig.3, from the 12-period CQW BRAQWETS
wafer. The active region of the switch where voltage is applied is 500 um long, with a standard 1.5 mm total
cleaved length. (Complete switches can be cleaved much shorter, ~ 600 um). The y-branch angle is 15 mrad.
Electrical isolation between the two sides of the switch is provided by a two step ion implant into a narrow central
region of the waveguide.

lon implont nnAls clacking
Fig.3 Schematic of BRAQWETS y-branch %““"
switch. quanium wels
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Fig.4 shows the measured switching characteristics as a function of voltage applied to a single side. At 0
V, we have 50:50 split, as designed. For positive applied voltage, the output light is directed away from
the active port and for negative applied voltage, light exits from the active port. This behavior is
consistent with the BRAQWETS electrooptic properties mentioned above, with V > 0 producing An < 0
and vice-versa. The switching characteristics are remarkably consistent for the wavelength range
measured , between 1.50 and 1.59 um.

08
0.7+ ~O— Port 1
. 8 Pont2 Fig.4 Measured
08 relative output power
g ; as a function of drive
054 voltage to a single
side of the
044 BRAQWETS y-
branch switch.
0.3+
0.2+
10 H . H 5 - 10
Voitage Applied 0 Port 1

Fig. 5 shows the calculated switch performance as a function of refractive index change for singie-arm
drive operation. This beam-propagation-method result indicates that the maximum refractive index
change we are producing in the waveguide with single-arm drive is ~ 6 X 104. With dual-arm drive (or
with the larger refractive index change we have obtained in other BRAQWET samples 5 ) we calculate
that we will obtain > 10 dB crosstalk.

Fig.5 BPM
simulation of switch

. response as a function
of voltage-induced
refractive index
change.
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In conclusion, we bave demonstrated the first Y-branch switch based on quantum well electron transfer
waveguides. This material system provides both positive and negative refractive index change with
high-speed capebility. We have successfully employed the chopped quantum well concept (o shift the
wavelength of operation t0 the 1.55 um wavelength range. The measured switching characteristics are
in excellent agreement with calculated performance.
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Compact GaAs/AlGaAs Waveguide Optical Switch
with Adjustable Y-Junction

T. C. Huang, G. J. Simonis, M. Stead, R. P. Leavitt, J. Bradshaw, and J. Pham
Army Research Laboratory, AMSRL-EP-EE
2800 Powder Mill Road, Adelphi, MD 20783
Tel: (301) 394-2042
A compact GaAs/AlGaAs optical switch with a y-junction structure in which the two
output arms can be individually turned on or turned off electrically is demonstrated here for
the first time. This initial experimental result shows that switching operation has been
achieved with a crosstalk of less than —12 dB for a device with a transition length of less than
400 pm at 1.06-um wavelength.

P-GaAs (0.1um, 1x10'%cm™)
P-A} Gy (As (1um, 2:10"cni’®)
P-GaAs (0.17um, 4x10" cmi®)
N-GaAs (0.17um, 4x10""cni?)
\N-AIMGa“As (1um, 210"%cni®)

N

* N-GaAs substrate

W RNOR S A B NDNND Y

Fig. 1(a) Schematic diagram of the y-branch  Fig. 1(b) Cross section through points A-A' of
switch. The guide width is 4 um; the gap size  Fig. 1(a). The guide layer is a 0.34-jum-thick
betweea the input and output guides is 1 um. GaAs layer with a pn junction at the center.

A schematic view of the optical switch is shown in Fig. 1(a). The device structure
consists of three voltage-adjustable field-induced waveguides (FIGs). The operational
principle of the switch is based on the spzcial property of the FIGs, i.e., that the waveguides
can be turned on and turned off electrically [1]. As shown in Fig. 1(a), at the center of the y-
junction, the transition section of the switch consists of three arrow-shaped FIGs overlapped

in the propagation direction. The specially shaped y-junction of two output guides has
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adjacent channels close to the input waveguide, with narrow proton implanted gap
eparations. This provides the smooth waveguide transition section as well as electrical
isolation. With this waveguide electrode configuration plus the unique property of the FIGs,
this device structure allows us to switch the input light from one output guide to another.
When a DC reverse bias is applied to the input waveguide, and reverse biases are applied to
cither of the two arms of the y-junction, the propagation path depends on which output arm is
turned on. Thus, the switching operation between the two output waveguides can be realized
by changing the reverse bias applied to the output arms of the y-junction.

Optical switches were designed and fabricated based on the device concept described
above. A cross-sectional view of the y-junction is shown in Fig. 1(b). Devices were
fabricated from GaAs/AlGaAs heterostructures grown on a [100]-oriented n-type GaAs
substrate by molecular beam epitaxy (MBE). The angle between the two output arms is 3°.
The separation of the twe output guides is 20 um, and the length of the output guides is 400
um. Multiple-energy proton implantation is carried out using the thick plating Au layer as the
implantation mask. The electrical isolation gap between the guides is less than 1 um wide.

Switching properties were investigated at 1.06-um wavelength. Incident light was
end-fire coupled into the input end facet of the device as a DC bias was applied to the input
guide. The light beams exiting from the output facets were recorded by a detector and
infrared camera. As a DC reverse bias was applied to the input guide with no bias on either
output arm of the y-junction, there was only a very small amount of light out of the output
guides; this was due to scattering and weak guiding in the side guides from the built-in
junction voltage. However, when reverse biases were applied to the output guides, the near-
field patterns of the output guides indicated well-confined single-mode operation of the
switch. In addition, as reverse biases were applied to the output guides alternately, switching
performance was achieved between the two guides.

Fig. 2 shows the measured output light intensity (normalized to the maximum output

as a reference point) as a function of the reverse bias applied alternately to the left and right
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guides, with a -9 V DC bias applied to the input guide. When the reverse bias to the left
(right) guide changes from +1 to -9 V with no bias to the right (left) guide, the output light
intensity increases from the left (right) guide, and the output light intensity is almost
unchanged from the right (left) guide. Extinction ratios larger than 12 dB have been achieved
for both guides as the reverse bias changes from +1 to -9 V. Thus, the crosstalk between the
two output guides is less than —12 dB. It is also found that the outputs from the left and right

guides are quite symmetric under the same bias condition, due to the symmetric structure of

the switch.
Applied Bias to Left Guide (V)
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Applied Bias to Right Guide (V)

Fig. 2 Normalized output light intensity as a function of the applied reverse biases to
the left (square) and right (dot) guides, when a -9 V DC bias was applied to the input
guide. The extinction ratios for both left and right guides are larger than 12 dB. The
crosstalk of the switch is tierefore less than 12 dB.

The propagation loss of this device at the maximum optical switching is 8.5 dB. A

large part of this loss comes from the mismatch between the FIG regions and the spatial filter
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sections. This loss can be eliminated in the integrated optics or optical fiber coupling since
spatial filtering is not necessary in those cases. The proton implantation damage also caused
about 2 dB loss in this experiment; it could be reduced to less than 0.4 dB by more carefully
optimizing the annealing process as reported previously [1].

Unlike the reflection-type and mode-coupling-type switches, which involve optical
mode coupling between the input and output ends [2, 3], the switching operation for this
device is smoothly transferring the incident light to the output guide. Therefore, this device
structure should reduce the mode transition loss within the device, as well as providing good
preservation of the light mode quality. Another attractive feature of the switch is that devices
with small size can be achieved. In large-scale monolithic integrated opto-electronics, it is
very important to minimize the switch length in order to make many devices on a single
wafer, reduce the insertion loss, and increase the switching speed. The transition section of
this switch involves only a short distance; therefore, a small size device is predictable. Also,
since it uses non-resonant refractive-index-change effects, this optical switch can operate
over a broad wavelength range.

In conclusion, we have demonstrated a novel optical switch structure. The
fabrication processes and the initial experimental results have been reported. A switching
operation has been observed with reverse bias applied to the two arms of the y-branch
alternately. A crosstalk of less than —12 dB has been achieved with an active length of less
than 400 pm at 1.06-um wavelength. This device structure should provide some superior
characteristics such as large extinction ratios, small device size, low insertion losses, large

optical bandwidth, light mode quality preservation, and relaxed fabrication and operation

tolerances.
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DIRECTIONAL COUPLER ELECTROOPTIC MODULATOR IN AlGaAs/GaAs WITH LOW
VOLTAGE-LENGTH PRODUCT

M. Nisa Khan, Wei Yang, and Anand Gopinath
Dept. of Elec. Eng., University of Minnesota, 200 Union St., SE, Minneapolis, MN 55455

Electrooptic III-V directional couplers have been demonstrated both in multiple
gnanmm well (MQW) and bulk systems [1]-[4]. The results indicate that the MQW
evices exploiting the quantum-confined Stark effect and other quadratic electrooptic
effects have much shorter device lengths as well as lower voltage-length (VL) products
than those of the bulk devices. However, MQW devices are w~velength and temperature
ﬁ:ndem, and have high propagation losses (~ 20-40 dB/cm) {2]. The linear electrooptic
waveguide devices, employing the Pockels effect away from the bandgap, are fairly
insensitive to wavelength and temperature changes and are able to exhibit low loss. In
this paper, we present a directional coupler electrooptic modulator in epitaxilly-grown
bulk AlGaAs/GaAs, for which we have experimentally achieved a voltage-length product

of only 7.0 V-mm, and a propagation loss of 3.4 dB/cm at 0.83 um wavelength.

The geometry of our directional coupler modulator is shown in Fig. 1. The
coupler interaction length L was desigr~ ' *~ be one coupling length and the optical power
output was taken only from the adi~ wnled guide with respect to the input guide as
shown in this figure. At OV bie " - guide, most of the power transfers to the
coupled guide. When bias is app..c . “1¢ input guide with respect to the ground plane
on the adjacent etched mesa, output light intensity is reduced. The device dimensions are
shown in the cross-section schematic in Fig. 2(a). The coupler was differentially-etched
so that the gap etch-depth was shallower than that of the outer sides. This design aliowed
us to reduce the coupling length by nearly a factor of 3 and to achieve a higher overlap
efficiency between the optical and electrical fields.

The device was fabricated from AlGaAs waveguide heterostructures grown on a

[100] oriented semiinsulating GaAs substrate by gas-source molecular beam epitaxy
(MBE). Theé waveguide layers were unintensionally doped to the background p-doping
level of ~ 1x1015 cm3. The differentially-etched structure was formed hy a two-step RIE
process where SiO2 and photoresist masked the first etch, and a second photoresist layer
protected the gap for the second deeper etch at the outer sides of the coupler. The
;Wes on the coupler were Schottky contacts formed by evaporation and lift-off of
1200A of Ti/Au. Air-bridges were fabricated to make connections frora the narrow
electrodes on ridge guides to the probe pads. Forward and reverse breakdown voltages

for the ridges were 15 V and 35 V at 1uA leakage respectively. The scanning electron
micrograph of the cross-section of the device is shown in Fig. 2(b).

Modulation characteristics were determined by applying a bias to the two back-to-
back Schottky contacts on the input guide and its adjacent mesa plane, while the contacts
on the coupled guide and its adjacent mesa were both grounded. In order to achieve a
large electric field in the input guide which is nominally p-type, the depletion region was
increased with a positive bias to this guide with respect to the adjacent contacts. Intensity
modulation with voltage variation was monitored via an infrared camera and
simultaneously measured by dividing the output beam with pellicle beamsplitter and
using a Si-photodetector with a narrow vertical slit to prevent detection of light from the
input channel. Intensity modulation of approximately 13 dB was measured at only 2V.
Modulated intensity as a function of voltage for the coupler is shown in Fig. 3.

Optical loss in single ridge waveguides, fabricated alongside the modulator, was
measured using the Fabry-Perot resonance technique. The propagation losses in the
waveguides with and without electrodes were approximately 2.8 and 3.4 dB/cm
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rcsaectively. The propagation loss is not dominated by intrinsic absorption of the
AlGaAs layers, but rather by the sidewall roughness created from the RIE process, as loss
of only 1.0 dB/cm was measured for the shallower wet-etched waveguides on the same
material. This is also confirmed by higher losses for the narrower ridge guides alongside
the modulator. Our low propagation loss and low current ( ~ 100 nA at 2 V) injection
from the Schottkey diode I-Vmeasurements indicate that the index change from Franz-
Keldysh and thermal effects are very small.

Accurate calculation of the VL product for a modulator structure such as ours, has
not yet been found in the literature. Therefore, we compare our experimentally
determined result with the following well-known simplified formula for an electrooptic
modulator with only two planar electrodes [5]

pAG

VL =
n3r41 r

¢y

where p, according to coupled-mode equations, is V3 for directional couplers, n is the
average refractive index, r4 is the electrooptic coefficient, A is the operating wavelength,

G is the gap between the electrodes, and I' is the overlap integral between the applied
electric field and the optical modes. We have calculated an overlap integral of 0.93 from
the 2-D optical and electrical field distributions numerically determined using the
semivectorial finite difference method [6]. Our modulator electrode structure, consisting
narrow electrodes on top of the waveguides, and ground electrodes at a different level, all

separated by spacings on the order of 1-2 pum, increases the electric field in the optical
waveguiding region considerably. Furthermore, due to the height difference between the
electrode on the input guide and the adjacent ground electrode on the etched mesa,
increases the vertical electric field component utilized for the elctrooptic phase change.
Thus, the VL product for our modulator is expected to decrease from that given by Eq.(1)
by several factors. We have experimentally determined that our modulator VL product is
approximately a factor of 3 lower than that obtained from Eq.(1).

In conclusion, we have fabricated a low optical loss directional coupler optical

modulator with a measured voltage-length product of only 7.0 V-mm at 0.83 um
wavelength. We have significantly reduced the VL product for the electrooptic
modulator utilizing the Pockels effect by using an efficient electrode configuration and
the differential-etch design. Such an intensity modulator/switch is attractive because of
its low absorption loss in long wavelength regions, wide bandwidth, and low electric
power consumption. To our knowledge, this VL product is the lowest reported for an
epitaxially-grown bulk electrooptic modulator in AlGaAs/GaAs material system.
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Fig. 2(b) SEM photograph of the coupler cross-section showing the different etch depths
for the gap and outer sides, and the electrode configuration.
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Fig. 3. Experimental data of the modulated light intensity as a function of applied voltage
for the directional coupler.
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Modulated Output Light

Fig.1. Schematic of ridge directional coupler modulator showing input and output guides.
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Fig.2(a) Cross-section of the differentially-etched coupler showing the layer design. Gap
etch depth < Outer etch depth is shown.
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Monolithic Integration of 1.3-um Photodetectors and
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ectronic transceivers are critical components for many high-performance lightwave
communication systems. In the case of a 1.3-um analog fiber-optic link employing external
modulation of a cw optical source, a transceiver module consists of an integrated-optic modulator,
a photodetector, and transmit/receive electronic control circuitry. GaAs is a promising substrate
material for pursuing monolithic optoelectronic transceiver integration because of its mature
electronics technology and its ability to support high-performance 1.3-um electro-optic waveguide
modulators and photodetectors [1,2]. Toward this end, monolithic integration of GaAs waveguide
modulators with MESFET drive electronics has already been demonstrated [3]; however,
photodetector integration with active waveguide devices has not been previously reported. This
paper reports for the first time the integration of an optical waveguide modulator and a 1.3-um
photodetector on a common GaAs substrate, thereby demonstrating the feasibility of monolithic
optoelectronic transceiver integration.

A schematic cross-section of the monolithically integrated GaAs/AlGaAs Mach-Zehnder
modulator and InGaAs metal-semiconductor-metal (MSM) photodetector is shown in Fig. 1. A
single molecular beam epitaxy (MBE) growth sequence is used to produce the epitaxial layer
structure of Fig. 1 on a (100) n*-GaAs substrate. The lower part of the structure consists of GaAs
and Alg,1Gag 9As layers, which are used to form the double heterostructure waveguide. Lattice-
mismatched buffer and detector layers (0.5-um-thick Ing2Gag gAs and 0.75-um-thick
Ing.4Gap gAs, respectively) are grown on top of the waveguide structure. Finally, a 600-A cap
}‘aely;rh graded from Ing 4Gag,6As to Ing4AlgeAs is used to enhance the MSM Schottky barrier

ight.

The optical modulator described in this paper utilizes the linear electro-optic effect in the
intrinsic region of a reverse-biased p-i-n diode. Following photodetector mesa etching, the vertical
p-i-n diodes that serve as the waveguide active regions are produced by localized Be implantation
and an 850 °C activation anneal. Ti/Pt/Au electrodes are patterned by liftoff to form the modulator
and detector contacts, and backside metallization provides contact to the n-type terminal of the
modulator. Wet chemical etching in 8§ HSO4: 1 H202: 1 H20 is used to define the 7-um-wide
single-mode strip-loaded waveguides that form the Mach-Zehnder interferometer.

The optical transfer characteristic of the integrated Mach-Zehnder modulator with 8-mm
active electrodes is shown in Fig. 2. The half-wave voltage for this device is 6.7 V at
A=13pum,in t with calculations based on the linear electro-optic effect. The 2.3-cm-
long device exhibits <5-dB on-chip optical loss and a contrast ratio greater than 25 dB. As shown
in Fig. 3, the 3-dB bandwidth for this lumped-element modulator is 1.5 GHz, limited by electrode
capacitance. By utilizing a traveling-wave electrode geometry, the bandwidth of similar
modulators on an n* substrate has been extended to >5 GHz [4]. The performance characteristics
of modulators with on-chip InGaAs photodetectors were identical to those of discrete
GaAs/AlGaAs Mach-Zehnder devices.

The concept for our photodetector structure builds upon the previous work of Rogers et
al. [5). Thick, deliberately lattice mismatched layers of InGaAs are grown on GaAs to force the
dislocations that are generated to be confined within a relatively thin region at the interface. In
addition, the present structure utilizes a graded cap layer that is lattice matched to the underlying
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detector layer, thereby avoiding the generation of dislocations at the wafer surface. Details of the
MBE growth of the detector structure are reported elsewhere [6].

Interdigitated MSM photodetectors with 1-um fingers and spacing were fabricated on the
integrated tor/detector sample. These devices exhxblt ~1-pA dark current at a bias voltage
of 10V and breakdown voltages between 20 and 30 V. Under frontside illumination from a

ical fiber, the detectors exhibit a responsivity of 0.2 A/W at 10-V bias. When

corrected for er shadowing and surface reflection, this corresponds to an internal quantum
efficiency of 55%, as for a 0.75-um-thick Ing 4Gag¢As absorption layer. As InGaAs-
on-GaAs photodetectors, these devices can also be back-illuminated for enhanced detector
tesponsthy The frequency response of the fiber-illuminated photodetector, shown in Fig. 4,
using a lightwave component analyzer at a dc optical power level of 365 uW. The

dewctor s if optical responsivity (0.2 A/W) is identical to its low-freguency value. The 3.7-GHz
detector bandwidth shown in Fig.4 is limited by the 150 x 150 um< bond pad-to-n* backplane

capacitance.

In summary, we report the first monolithic integration of 1.3-um photodetectors and optical
waveguide modulators on a common GaAs substrate. In conjunction with the previously
demonstrated integration of modulators with MESFET electronics, this result represents the
enabling device technology for realizing a monolithic 1.3-um GaAs optoelectronic transceiver.
Additionally, the present integrated structure is compatible with an efficient GaAs waveguide-to-
photodetector coupling technique (7], which may provide enhanced 1.3-pum transceiver

The authors would like to acknowledge D. W. Eichler for assistance with the MBE growth.
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MACH-ZEHNDER MSM PHOTODETECTOR
MODULATOR
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Fig. 1 Schematic cross-section of monolithically integrated GaAs/AlGaAs Mach-Zehnder
modulator and interdigitated InGaAs MSM photodetector operating at A = 1.3 um.
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Modulator Voltage (2 V/div)

Fig. 2 Optical transfer characteristic of integrated Mach-Zehnder moduiator with 8-mm-long
ilectro;les, exhibiting 6.7-V half-wave voltage and >25-dB contrast ratio at
=1.3 um.
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Fig. 3 Microwave response of integrated Mach-Zehnder modulator with 8-mm lumped-element

electrodes.
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Fig. 4 Microwave response of 1.3-um InGaAs-on-GaAs MSM photodetector with on-chip
GaAs/AlGaAs electro-optic waveguide modulator.
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The required performance characteristics for photonic devices are quite diverse,
depending on their specific tasks. In most of the applications for optical
information processing, however, high speed, low power dissipation, high switching
contrast, and gain are necessary. Detectors and electro-optical modulators represent,
apart from light emitters the key components as interface between optical and
electrical information processing. During the past few years all-optical components
which avoid the (explicite) use of electronics have found increasing attention.
So far S-SEEDs are considered as the most promising components for all-optical
information processing [1l.

In this paper we present the first realization of a new concept based on n-i-p-i
doping superlattices [2] which - as we believe - is highly suitable for many
applications in the field of opto-electronic and all-optical digital and analog
information processing.

Some time ago we demonstrated the prototype of a new 3-terminal photo-
conductive device [3]. This device can be operated either as a sensitive and fast
detector or as a threshold or bistable opto-electronic switch with high gain.
In the detector mode its response is linear up to a saturation value and the
gain can be adjusted via an external (input) series resistance. For the switch
mode it is advantageous to replace the series resistance by a photo diode
fabricated from the same layer structure as the 3-terminal device. Depending
on the design of this structure and on the wavelength of the light, bistable
or threshold switching is possible. The switching energies are determined by
the capacitances of these two components which can be in the low fF range.
In the sub-GHz range the internal carrier drift and diffusion times [4] do not
limit the speed of these devices. The switching times t, depend therefore on
the ratio of capacitance and pulse power P;,.

T |
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Fig:1: Schematic picture showing a smart
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In a combination of this detector/switch with an electro-optical modulator - in
our present case a n-i-p-i Franz-Keldysh modulator - the latter can be operated
with unusually low optical input power due to the large photoconductive gain
and with high speed due to the low resistance of the switch in the “on"-state
which allows for short RC response times (see Fig.1).

In the all-optical switch mode these "smart pixels” combine all the virtues of
S-SEEDs with additional advantages. First there is direct opto-optical gain instead
of sequential gain. Second the optical and electrical power dissipation is much
lower [2]. Further there is much better thermal stability, since we use Franz-
Keldysh type modulators which exhibit a much broader wavelength response
spectrum compared to MQW-SEEDs. Moreover the switches and modulators can
be optimized individually. This way one avoids the inevitable compromises imposed
by the partly opposing requirements on the double purpose multiple quantum
well p-i-n components used in the SEED approach. It should be pointed out
that - like the SEED concept - our approach allows for extensions to build
more complex functional units.

If our 3-terminal device is operated in the detector mode the smart pixel can
be used for many all-optical analog information processing tasks. These may
range from linear amplification to soft or sharp highly nonlinear input/output
relations to be used in neural networks operating at particularly low optical
and electrical power levels.

The function of the detector or switch is based on the light induced increase
of conductance of the n-layers in n-i-p-i structures which in the dark state
are nearly depleted (in the detector mode) or fully depleted (in the switching
mode) by a reverse bias applied in series with an external load resistor (replacing
the left photodiode in the circuit shown in Fig. 1) [3]. In our present investigation
we used a p-i-n structure whose n-layer was thin enough to represent a n-channel
which can be depleted [S51. By spatially separating a relatively large absorption
area and a small detection area both, the capacitance (in this case <30fF) and
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Fig.2: Double logarithmic plot of photo-
conductance vs. optical power for
different values of the load resistor
Ry =10%, 103, 10?2, 10, 1. and 107! MQ
(from left to right). The p-n photo-
current is indicated by =»x, For

Photoconductance {S)

1 VoIt applied between the two
n-contacts the gain corresponds to

the ratio of conductance value /
Optical Power (W) p-n photocurrent value.

the transit time between the two n-contacts can be minimized. Fig. 2 shows
the (nearly linear) photoconductance vs. optical power curves for different values
of the load resistor. The photoconductive gain at R,,=10GQ1 is > 106.

In Fig. 3 we present an example for bistable opto-electronic switching. In this
case the negative photo current characteristic of the left photodiode, resulting
from the Franz-Keldysh absorption above the bandgap, is responsible for the
bistability. Because of the very low dark currents of our switch and photo diode
(<1pA) bistability occurs at optical power <SO0pW. The on/off ratio and the
opto-electronic gain exceed 10°.

In Fig.4 we show results for a smart pixel composed of the switch of Fig.3
and a selectively contacted n-i-p-i modulator grown with the epitaxial shadow
mask technique [6]. The optical gain between input and output signals largely
exceeds 105. The contrast ratio is 4.6

3 Fig. 3: Bistable opto-electronic

10_4 rﬁﬁw SWitchiﬂg Wlth a gaiﬂ

-5 >106 at <500pW

n-Layer Current (A)
3

10'13 1 1 A 1 I 1 i
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Optical Power (pW)
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These first results have been obtained on devices which have not yet been
optimized at all. They are, however already quite encouraging. The observed optical
holding power of less than 1 nW required for maintaining the bistable state
implies the possibility of operating a memory array consisting of 10%x103 elements
at optical power <imW. Using typical modulator leakage currents we estimate
an electrical power dissipation of S0mW for this example. Finally we would
like to point out that the monolithical integration of the two kind of components
to 2-D arrays should pose no fundamental problems.
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Introduction
The increased interest in dense wavelength division multiplexing for optical broadcast
networks has generated a need for sub-Angstrom bandwidth optical filters which can be used to
extract a single wavelength signal from a multiple wavelength optical bus. Recently, a novel
design for narrow-band channel-dropping filters (CDF) has been proposed by H.A. Haus.! These
filters use waveguide couplers combined with quarter-wave shifted DFB resonators, and are
capable of selecting channels significantly narrower than 1 A bandwidth, by appropriate choice

of the coupling parameters in the device. In this paper we demonstrate the fabrication and

operation of such a device for the first time.

Device Fabrication and Principle of Operation
The device was fabricated on a GaAs/AlGaAs slab waveguide heterostructure. The
waveguide coupler and other waveguide components were produced using a technique we have

developed for prototyping integrated optical devices by maskless laser etching of GaAs;? once
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tested, these components can be made by more conventional planar processing. The grating was
patterned in photoresist using e-beam writing and etched using chemically assisted ion beam
etching. A diagram of the device is shown in Fig. 1.

The device can, in principle, produce resonant coupling of 50% of the light to the receiver
arm in an extremely narrow wavelength region, while allowing the remaining wavelength signals
to pass unperturbed through the transmission bus. This narrow bandwidth results from the high
Q of the resonant DFB cavity, and can be controlled by adjusting cavity losses through the inter-
waveguide coupling between the bus and the resonator, the position of the quarter-wave step and

the magnitude of the gratix{g coupling constant.

Experimental Results

The measured response in the receiver arm is shown in Fig. 2. The most important
feature of the response is the pronounced narrow peak at about 1.5518 pm, which exhibits a
FWHM bandwidth of 0.8 A and a power transfer of about 30%. This peak is entirely repeatable
and reproducible from scan to scan for all of several devices fabricated. The peak position is in
good agreement with the expected resonant wavelength of 1.5508 pm, and the power transfer is
also in the predicted range. Further, it was found that this peak was accompanied by a
corresponding decrease in the power observed in the transmission bus. The bandwidth is in the
expected sub-Angstrom range. The high frequency variations present throughout the entire signal
are due to Fabry-Perot resonances from the end facets of the device, and are observable when
looking at the transmission of a simple straight waveguide. This is shown in the inset to Fig. 2.
These high frequency variations would be eliminated in a practical device through the use of

antireflection coatings on the waveguide facets.
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Conclusion
In summary, we have fabricated the first channel-dropping filter of the type proposed in
[1]. and have demonstrated the basic principle of operation. The results show resonant transfer
of power near the expected wavelength and within the expected range of efficiency and
bandwidth for our designs. Further work is underway to improve the performance of the device.
The authors would like to acknowledge the support of the Defense Advanced Research
Projects Agency / Air Force Office of Scientific Research, the National Center for Integrated

Photonic Technology, and the Army Research Office.
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Figure 1. Schematic diagram of the channel-dropping filter
demonstrated here.
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Introduction. One of the major issues in designing Acousto-optic tunable filters (AOTF) for
optical networks remains the reduction of interchannel crosstalk, one significant source of
which is the sidelobes in the typical sinc-squared transmission passband of the device.
Interchannel crosstalk reduction can be achieved by sidelobe suppression, as has been
experimentally demonstrated using two different techniques: (i) employing apodization of the
acousto-optic interaction strength by means of acoustic wave couplers [1]; or (ii) by using
focused surface acoustic waves [2].

AOTF’s employ the interaction between sound and light in a birefringent medium to

provide, on resonance, narrow band optical filters and switches for wavelength division
multiplxed (WDM) systems. These devices, using lithium niobate as acousto-optic medium,
are capable of a broad tuning range (about 300 nm in the region of 1.5 um), narrow passbands
(on the order of 10 A) and require only few milliwatts of radio frequency power to select a
single optical channel in the integrated optic versions [3]. Furthermore, AOTF's are unique
among optical filters in their ability to provide simultaneous and independent filtering of many
optical channels. These features make AOTF as unique “traffic light” to rule the traffic of
optical signals in dense (WDM) communications systems.
: In this paper we present a simple theoretical model describing the fine structure of the
AOTF passband. Our model is a generalization of coupled mode theory [4] to describe local
variations in acousto-optic coupling strength, waveguide effective index and variations in
acoustic velocity. The two main purposes of this model are: (i) to simulate and understand
transmission passbands of real acousto-optic filters; and (ii) to design a contoured acousto-
optic interaction strength along the device which results in sidelobe suppressed AOTF’s.

Theory. The AOTF acts as a polarization converter by means diffraction of light by a grating
created by a traveling surface acoustic wave across a birefringent medium. The model of large-
angle Bragg diffraction can describe the acousto-optic interaction by using the mathematical
formalism of collinear coupled mode theory [4]. Let us consider the filter configuration of Fig.
1, where infrared light propagates through a Ti-indiffused waveguide in a x-cut/y-propagting
lithium niobate crystal. Acoustic waves, generated by interdigital transducers, propagate
collinearly with the optical beam. The polarization evolution of propagating light, at
wavelength A, is described by coupled mode theory, indicating with E, the amplitude of
electric field of input light, with longitudinal propagation constant 8,, and E, the amplitude of
the electric field, with longitudinal propagation constant §8,, diffracted after the interaction
with a surface acoustic wave, with a period A , along the inetraction length:

- Bz - .
dy 62] ¥

)
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where AS=f; —B,-27/A is the mismatch or detuning between sound and light and «,, is the
acousto-opuceouplingcoefﬁec:ent.'l‘hegeneral solutions, by integrating (1) between O and y,
can be expressed as, E(p)= M(x,5,)E(0) in terms of polarization transformation matrix
M(x,5,) of the Jones vector E(y) after a propagating distance y.

E(y)| _ 1|e¥(u cos w - — B sin py) —ixe™ sin py E (0)
E (0)

E(y)| ~ike™ sin py e (u cos py + B sin py)
2

where the detuning is § = AB/2 and u2=x2+8. E, ahd E, usually correspond to light beams
with orthogonal states of polarization, the TE and TM modes.

The key to simulate birefringence nonuniformities of real devices and coupling strength
variation along the device, is to model the overall acousto-optic interaction as a sequence of
interaction regions, each with a local coupling coefficient «; and detuning parameter §; as
shown in Fig. 1. Then the overall polarization transformation through an interaction length L
is described by a product of matrices:

E(D) = ILM (x,8;, %) E(0) 3)

According to the particle picture of the acousto-optic interaction the matching condition
happens when the difference between the momenta of incident and diffracted light beams or
photons, 2xAn/), is compensated by the momentum of the acoustic wave or phonon 2%/A, i.e.
AB=6=0.

Fig.2a shows the plot of the transmission function mdBversusthedetlmmg 6/ related
to the variation of the optical wavelength and fixed acoustic wave for an ideal device. The plot
represents a sinc-squared function with the maximum of transmission on resonance (6=0). In
this case, both birefringence and coupling coefficient are uniform along the device. The
transmission function is symmetric about the maximum with secondary maxima (sidelobes),
whose intensity is about -10 dB.

Simulation of sidelobe asymmetry. The matching condition can also be written as A=L,,
where L, = N An is the polarization beat length. The typical asymmetry of sidelobes, observed
in most devices has been demonstrated experimentally to be related to nonuniformity of
effective birefringence along the acousto-optic interaction region [5]{6].

Fig. 2b shows simulation in sidelobe asymmetry obtained by introducing a parabolic
variation (decreasing) of effective birefringence away from the center of the interaction region.
In this case an additional detuning &' has been taken into account such that 6'L=-16x(y
L/2)2/I2. Our model predicts that only even order variations of birefringence introduce
asymmetry, odd order variations broaden the passband and enhance the sidelobes while
preserving their symmetry.

Index variations in real devices can arise from many sources. For titanium-indiffused
optical waveguides in LiNbO,, An changes with variations in titanium stripe width or metal
thickness or by in diffusion temperature along the sample. This implies that optical wavegiuide
width can contoured to control sidelobe suppression on one side of passband spectrum.
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According to this result, it is certainly possible to build a two stage acousto-optic filter with
suppressed sidelobes by countouring the waveguide of each stage, such that one stage has
sidelobe suppression in the short wavelength side of the passband, while the other stage has
sidelobe suppression on the long wavelength side [6].

Simulation of sidelobe suppressed filters. Sidelobe suppression by cascaded filters, as
described above [6], cannot reduce the most serious source of interchannel crosstalk in the
multiwavelength operation of the AOTF: coherent crosstalk (7). Specifically, in a one stage
filter, a single optical beam can be selected by two different acoustic frequencies one of the
which is in resomance with the input optical wavelength, while the other frequency is
mismatched but in resonance with the first sidelobe of the transmission function for that
wavelength. In this case, the optical signal will reach the output with components at different
optical frequencies, because of the different frequency shifts induced by the two acoustic RF
frequencies [8). The different frequency components will interfere and will constitute an error
source in data transmission. The solution of coherent crosstalk is to reduce sidelobes in a
single stage. The source of sidelobes, simply stated, is the abrupt onset and cutoff of the
acousto-optic interaction, whose Fourier transform is represented in the filter transmission
function as a sinc-squared response. By tapering the interaction strength, the high frequencies
components (sidelobes) can be reduced. This tapering can be achieved in a number of ways,
including the creation of a raised-cosine SAW intensity by embedding the active optical
waveguide in one arm of a SAW waveguide directional coupler, as shown in Fig. 2c. The
result is a coupling coefficient profile x(y) = «kgsin(xy/L), with the predicted sidelobe
suppression plotted in the same figure. Experiments confirm the predicted degree of sidelobe
suppression [1].
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Fig. 1. Scheme of a collinear AOTF and local acousto-optic intercaction regions.
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Fig.2. Three AOTF situations (left) and the corresponding calculated sidelobe structure (right):
(a) ideal filter, (b) filter with an induced variation of birefringence, (c) apodized filter for
sidelobe suppression.
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Integrated acousto-optic tunable filter
(IAOTF) technology, with applications to
narrowband wavelength division multiplexed
(WDM) systems, has reached some maturity
[1]. Recent progresses in IAOTFs include the
realization of low drive power {2] and low
sidelobe level [3-5] devices. However, all the
IAOTFs reported heretofore have the surface
acoustic wave (SAW) generating interdigital
transducer (IDT) located at one end of the
filter interaction length. This results in longer
switching times as the SAW has to traverse
the entire interaction length of the filter. In
this paper, we present a new IAOTF
configuration using bidirectional SAWs which
reduces the filter switching time by a factor of
two while retaining all the desirable
characteristics of the conventional IAOTFs.
Application of this filter configuration to
high-speed self-heterodyne optical communi-
cation systems will also be reported.

Thindiffused

Bidirectional
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ArgsoerrWaveguldeT

Fig. 1 shows the architecture of the
proposed IAOTF using bidirectional SAWSs in
which the IDT is placed in the middle of the
interaction length. The SAW generated
propagates a distance equal to half the total
interaction length in both directions before
being terminated by SAW absorbers. This
arrangement results in a reduction of the
switching (access) time of the IAOTF, i.e., the
propagation time of the SAW along the
interaction length, by a factor of two in
comparison to the conventional IAOTFs [1].
Such an architecture effectively uses the SAW
in either direction and significantly reduces
the effect of SAW attenuation for narrow
optical bandwidth filters having long
interaction lengths. The attenuation of the
SAW results in higher RF drive power
requirements as well as degradation of
sidelobe levels [6]. It is to be noted that the
desirable features of the IAOTFs such as

Titanium

indiffused SAW-

Region Guide
— Lo

Fig. 1: Schematic diagram of the integrated acousto-optic tunable filter using bidirectional surface acoustic

waves.
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broad optical wavelength tunability, low RF
drive power requirements and narrow filter
bandwidths are retained in this configuration.
Furthermore, unlike the conventional IAOTF
configurations in which the mode-converted
light undergoes either a Doppler frequency
upshift or downshift, the mode-converted light
in the proposed filter configuration consists of
both upshifted and downshifted components.
For instance, if the input light in Fig. 1 is TM-
polarized, the mode-converted light will
undergo a Doppler frequency downshift
(equal to acoustic frequency for mode-
conversion fy) in the first half of the

interaction length due to the counter-
propagating direction of the SAW. However,
a Doppler frequency upshift will result in the
second half of the interaction length due to the
reversal of propagation direction of the other
SAW. Simultaneous existence of upshifted
and downshifted components has also
facilitated experiment on optical self-
heterodyne detection.

The IAOTF of Fig. 1 using
bidirectional SAWs was fabricated on a X-cut,
Y-propagating LiNbO3 substrate, 17mm in
length. Titanium-indiffused  single-mode
optical channel waveguide at the wavelength
of 1.31um was formed by using a strip of Ti
film, 650A in thickness and 6.5um in width,
and indiffusion at 1020°C for 15hrs in a flow
of dry oxygen. Titanium indiffused barriers
for the single-mode SAW-guide of 100um
aperture [7] were formed by using strips of Ti
film, 15004 in thickness and 300um in width,
and indiffusion at 1020°C for 37hrs in a flow
of dry oxygen. The edges of the substrate
were subsequently polished to facilitate edge-
coupling of the light beams. The IDT with
the acoustic center frequency of 214 MHz was
designed for the IAOTF to operate at the
optical wavelength of 1.31um [4]. The IDT
had a periodicity of 17.6um, an aperture of
95um and 20 finger electrode pairs, and was

tilted by five degrees from the Y-axis to offset
the acoustic walkoff for X-Y LiNbO;.

Electric black tapes were used to absorb the
SAWs in both ends of the interaction length.
In the experiment, a microscope
objective was used for edge coupling of the
input light beam obtained from a laser diode
at a fixed optical wavelength of 1.31ym. A
second microscope objective followed by an
analyzer was used to image the outgoing
mode-converted light beam onto an InGaAs
photodetector. The filter response of the
IAOTF was obtained by scanning the acoustic
frequency at the fixed optical wavelength.
Peak mode-conversion was observed at the
drive frequency of 212.8MHz. The measured
-3dB acoustic bandwidth of 0.35MHz
corresponds to an optical bandwidth of
2.15nm for the interaction length of 15.5mm.
Fig. 2 shows the measured mode-conversion
efficiency versus RF drive power. A
maximum mode-conversion efficiency over
90% at an RF drive power as low as 265mW
was measured. Fig. 3 shows the oscilloscope
trace of the mode -converted light obtained

0 5 10 15 20
VRF Drive Power in Vmiliwatts

Fig. 2: Measured mode-conversion efficiency versus
RF drive power.




Fig. 3: Oscilloscope traces for rise time measure-
ment. The top trace shows the modulation pulse used
to generate the pulsed RF drive signal. The botiom
trace shows the resulting mode-converted optical
signal waveform (horizontal scale = 2us/div).

from the photodetector when a pulsed RF
signal, 6.0psec in width, was applied to the
IDT for rise time measurements. The rise
time of the IAOTF (10% to 90% of the on-off
signal intensity) was measured to be 1.48ysec,
in good agreement with the theoretical
prediction.

The co-existence of the Doppler
frequency upshifted and downshifted
components of the mode-converted light was
verified by self-heterodyne detection. In this
measurement  scheme,  self-heterodyning
between the frequency upshifted and
downshifted components of the mode-
converted light results in an intermediate
frequency (IF) component equal to twice the
RF drive frequency. Fig. 4 shows the double-
Doppler frequency shifted IF self-heterodyne
spectral component at the frequency of
425.6MHz. The single Doppler frequency-
shifted spectral component was completely
suppressed when the analyzer was set parallel
to the polarization direction of the mode-
converted light (Fig. 4a), but appeared as
expected when the analyzer was rotated by a
small angle (Fig. 4b). It should be noted that
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Fig. 4 : Self-heterodyne output spectra of the IAOTF
module using bidirectional SAWs showing
the double-Doppler frequency shifted
component at 425.6MHz with the (a) analyzer
parallel to the polarization direction of the
mode-converted light, and (b) analyzer
deviating slightly from the condition of (a).

the magnitude of the spectral component at
425.6MHz was suppressed by -19dB with
respect to the 212.8MHz component as the
photodetector used had a base bandwidth of
300MHz only.

In summary, we have proposed the
first IAOTF configuration using bidirectional
SAWs. Experiments have clearly
demonstrated the reduction of switching time
by a factor of two and the improvement in RF
drive power efficiency. This configuration is
better suited than the conventional IAOTFs of
long interaction length due to its faster
switching speed. Reduced SAW propagation
losses potentially results in lower RF drive
power requirements and prevents sidelobe
level degradation. Potential applications of
the resultant IAOTF module to self-
heterodyne optical communication systems,
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utilizing the coexisting frequency upshifted
and downshifted components, will also be
presented.
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Laser-Beam Periodic-Dot Writing
For Fabrication of Ti:LINbO3 Waveguide Wavelength Filters

M. Haruna, T. Kato, K. Yasuda and H. Nishihara
Department of Electronics, Faculty of Engineering, Osaka University
2-1 Yamada-Oka, Suita, Osaka 565, Japan

Laser-beam (LB) writing is a useful technology for patterning of channel
waveguides in photoresist coated on a substrate, as already reported by some
researchers [1-3]. In particular, the authors developed the practical LB writing
system which consisted of a closed-loop-controlled X-Y translation stage, a
focusing optics of the 442-nm He-Cd laser and a LB intensity control circuit [3]. In
this system, 3-to-8pum wide channel waveguides can be formed automatically over
an area of 10X10 cm? with an accuracy of nearly 0.1m. Very precise waveguide
patterning is thus possible because of extremely smooth movement of the X-Y
stage whose translation speed fluctuation Sv/v is less than 104, as will be
discussed below; therefore, when the focused LB is switched on/off regularly under
a constant-speed movement of the stage, dots should be aligned with a uniform
period in photoresist. In this paper, we demonstrate such a new LB periodic-dot
writing used to form interdigital electrodes required for TE-TM mode conversion in
Ti:LiNbO3 waveguide wavelength filters.

The basic system configuration is shown in Fig. 1 where the stage is driven at a
constant speed v. A pulse generator is triggered by a counter/comparator in
synchronization with the stage movement, and the output pulse voltage of the
generator is fed into an AOM to switch the laser beam at a repetition frequency f.
Periodic-dot patterns are then formed in photoresist coated on a substrate, as
shown in Fig. 1, where the period A=v/A. In a commercially available pulse
generator, the frequency fluctuation 3f is £20.01Hz around f=100Hz. It, therefore, is
expected that the period is controlled with an accuracy of the order of nanometer
when v~1mm/s. The dot size and spacing are also adjustable by the focused LB
spot size, a pulse voltage and its duty cycle T2/T1. In the test patterning, 10-mm
long periodic dots were made repeatedly in 1-um thick photoresist, shifting the
starting point, where v=1.23mm/s, f=125.01Hz (£0.01Hz) and A=9.839um. The LB
periodic-dot writing was followed by lift-off of Ti sputtered film, resulting in the dot
pattern of Fig. 2. it was then found that the period fluctuation A was less than 4 nm
by dividing a dot array of Fig. 2 into segments having 100 dots and measuring the
segment length. This result indicates that the translation speed fluctuation dv/v of
the stage is sufficiently less than 10-4 because SA is mainly caused by the
frequency fluctuation of the generator.

The LB periodic-dot writing was used to form interdigital electrodes required for
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TE-TM mode conversion in the Ti:LiNbOs waveguide wavelength filter whose
structure is illustrated in Fig. 3 [4,5). The electrode period A satisfies the phase
matching condition of A=Ac/AN where Ac is the center wavelength of the filter and
AN (=Nm-NTE) is the modal birefringence. It, however, is generally difficult to
evaluate precisely AN at a certain wavelength. In design of an actual filter, AN was
approximated by the index difference An of ordinary and extraordinary waves in
bulk LiNbO3 [6]; and thereby, A was easily calculated to be 10.154um when Acwas
given as 805nm. The pulse frequency 2f (=2v/A) of the generator became 242.27Hz
when v=1.23mmv/s, because a main portion of the interdigital electrodes was formed
by repeating the LB dot writing with the period of A/2, shifting the starting point by a
dot radius, as shown in Fig. 3. The electrode patterning was also performed in
photoresist coated on Ti-LiNbO3 after alignment of the scanning direction of the
focused LB spot along a 3.7um wide channel waveguide. The writing time for the
whole electrode was nearly 6min. Finally, the electrode was made by lift off of Ti
film, as shown in Fig. 4. The fabricated filter was characterized by use of a tunable
Ti-sapphire laser as a light source. The measured filter characteristic is shown in
Fig. 5. A complete mode conversion was attained with a drive voltage of 7.5V at the
center wavelength Ac of 802.9 nm. Ac was apart only by 2.1nm from the given value
of 805nm even though AN was approximated by the birefringence of bulk LiNbO3 in
the filter design. The filter bandwidth (FWHM) was also 1.1nm which coincided with
the theoretically predicted value [5]. The experimental results described here
indicates that the LB periodic-dot writing can define precisely the interdigital
electrodes with a uniform period according to the design parameters.

Subsequently, in order to confirm controliability of the electrode period A by the
LB periodic-dot writing, eight filters with 5-mm long interdigital electrodes were
integrated on a LiNbO3 substrate, as shown in Fig. 6. The center-wavelength
spacing AAc between adjacent filters was 5.4nm which corresponded to the
electrode-period difference AA of 80nm. The interdigital electrodes for each filter
were formed by changing the pulse frequency f in the same manner as mentioned
above, where the frequency change Af=0.88 to 0.96Hz. In the fabricated device,
variation of the measured center wavelength Ac with the electrode period fitted well
a straight line, as shown in Fig. 7. If Af is around 0.1Hz in the LB periodic-dot
writing, it should be fully possible to integrate the filters with a center-wavelength
spacing of nearly 1nm.

In conclusion, we have demonstrated the LB periodic-dot writing in which dot
patterns of a nearly 10um period is formed with a period fluctuation of <4nm. This
new LB writing technique has been successfully applied to define 5-mm long
interdigital electrodes of Ti:LiNbOs waveguide wavelength filters. The filter
bandwidth is 1.1nm at Ac~0.8um which is in good agreement with the theoretical
value. The electrode period is also controllable with an accuracy of the order of
10nm, indicating that the filters with the center-wavelength spacing of >1nm are
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integrated on a LiNbO3. Moreover, it should be possible to fabricate a filter having
the interdigital electrode of >15mm which exhibits the FWHM of a few A.

References

1. R.A. Becker, B.l. Sopori and W.S.C. Chang: Appl. Opt. 17, p.1069 (1978).

2. K.E. Wiilson, C.T. Mueller and E.M. Garmire: IEEE Trans. Hybrid &
Manufacturing Technol. CHMT-5, p.202 (1982).

3. M. Haruna, S. Yoshida, H. Toda and H. Nishihara: Appl. Opt. 26, p.4587
(1987).

4. R.C. Alferness and L.L. Buhl: Opt. Lett. 5, p.473 (1980).

S. F. Heismann and R.C. Alferness: IEEE J. Quantum Electron. QE-24, p.83
(1988).

6. C.J.G. Kirkby: "Properties of Lithium Niobate®", INSPEC, The Institution
of Electrical Engineers, London and New York, p.131 (1989).

He-Cd laser T:

(A=442nm) 4~
o JLLL

—

Aw T1 Puise

....... Bpooo- ' Fig. 1 Brief system configuration |
Vv of the LB periodic-dot |

Dot patterning in photoresist writing.

v=1.230 mm/s
f=125.01+0.01Hz
Scanning direction %’;—0.19
Trig.on A =983, m W=6um Trig. off

Fig. 2 Dot patterning with
a uniform period.

| 10mm




TP

o

214 / ITuBS-4

SiO2 buffer layer

Scanning direction
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A NEW SCHEME FOR WIDEBAND ELECTRONICALLY OPTIC TUNABLE
FREQUENCY SHIFTING USING MAGNETOOPTIC BRAGG DIFFRACTION

Y. Puand C.S. Tsai
Department of Electrical and Computer Engineering
and
Institute for Surface and Interface Sciences
University of California at Irvine
Irvine, CA 92717

Phone #:(714)856-5144
Fax #:(714)856-4152

Integrated optic frequency shifters which provide wideband electronically tunable frequency
shift and output light propagating at a fixed angle, irrespective of the amount of frequency shift,
are highly desirable [1,2]. In this paper, a new optical frequency shifting scheme which utilizes
noncollinear guided-wave magnetooptic (MO) Bragg diffraction by magnetostatic forward
volume waves (MSFVW) in yttrium iron garnet-gadolinium gallium garnet (YIG-GGG) -based
optical waveguide structure [3] (Fig.1) is presented. The constancy of output angle of the
frequency-shifted light is facilitated by maintaining a constant wave number for the MSFVW
using a dual-tuning mechanism which involves synchronous tuning between the carrier
frequency of the RF driving signal (and thus the MSFVW) and the bias magnetic field (Fig.2).
In so doing the spatial scan of the frequency-shifted light beam resulting from the tuning of the
RF driving frequency is exactly compensated by that resulting from the synchronous tuning of
the bias magnetic field. As a result, the Bragg-diffracted light propagates at a constant output
angle, irrespective of the RF driving frequency, and thus enables a very large bandwidth be
achieved. Wideband electronically tuned frequency shifting at various carrier frequency ranges
(2-12 GHz) was accomplished using a MO Bragg cell in a bismuth-doped YIG/GGG waveguide

substrate, 6x10 mm? in size, inserted in a compact magnet housing which consists of a pair of
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permanent magnets and a pair of current-carrying coil. A specially designed electronic
synchronizer was used to convert the reference voltage from an X-band microwave oscillator,
which was linearly proportional to its output frequency, into a current to drive the pair of coils
and facilitated the synchronous tuning between the bias magnetic field and the carrier frequency.
Tunable bandwidths of 1.61 and 2.35 GHz have been accomplished at the center carrier
frequencies of 6.035 and 11.025 GHz, respectively. The maximum deviations of the output
angle of the frequency-shifted light measured at the two center carrier frequencies are 3.5x104
and 2.0x10 radians, which are well within the tolerance limitation for efficient edge-coupling
with a single-mode optical fiber. Linear dynamic ranges of 33.7 and 31.0 dB were obtained at
the two center frequencies, respectively. The corresponding MO diffraction efficiencies were
8.5% and 7.9% at input RF drive power of 30 dBm. The tuning speed of the device, as
determined by the response time of the current-carrying coils, was measured to be 10 us. With
improvement in the designs of the synchronizer circuitry and the coils, the tunable bandwidth
can be readily increased by a factor of 2 to 4, and the tuning speed improved by a factor of 10.
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Vector Finite Element Modeling of Dielectric Guides by
Tranverse Magnetic Field Formulation
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A transverse vector-H finite element formulation for the solution of modes
in optical guides has been implemented, and a quantum well laser structure

has been analyzed.
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Introduction

The vector finite element method usually determines the mode
structure of dielectric guides using all three magnetic field ( H) components
[1,2]. This gives rise to many spurious modes since the basis set does not
satisfy the divergence condition. The penalty function method alleviates this
problem, however not completely. Furthermore, this formulation requires
that the propagation constant be specified, and the frequencies or
wavelengths of the propagating modes be determined, which prevents the
analysis of guides with loss or gain. Alternate finite element formulations
have been proposed [3,4], but none has been shown to be satisfactory.

In this paper, we formulate the vector guide problem in terms of the
transverse H fields only, and utilize the corresponding wave equation pair
that satisfies the divergence condition. The interface boundary conditions
are imposed by a boundary operator, the null set of which is the basis
function set for wave equations. Thus, spurious modes are eliminated
entirely, and the formulaiton evaluates the propagation constants for a fixed
excitation wavelength or frequency.

Formulation

The finite element formulation leads to the integral:

F=[{T-(VH)2 + (k2 - B)H; }dxdy, i=x,y )

Minimizing this integral with respect to the nodal value of H;, reduces it to a
matrix equation of the form

[SI[H] = B2[T][H] (¥))

The continuity of E, and H; accross interface boundary conditions in
this formulation leads to another matrix equation of the form:

[RIH]=0 €)
where [R] is a m x n matrix, m<n.
The null space of equation (3) is given by:
[H] = [NIIC] C))
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where [N] is a n x (n-m) matrix, and [C] defines the new vector space.
Substituting (what ?) in equation (2) and premultiplying by [Z]t gives the
reduced matrix equation:

[NMSHNIIC] = S8NJ{TIIN][C] &)

which is solved to determine the eigenvalues of the propagating modes.
Results

The structure in Fig. 1 was used to compare the results obtained from
this technique with those from the literature [1]. Results are within 0.07%,
even with an extremely coarse mesh of 22 X 22 nodes. The second case
considered is a quantum well seperate confinement heterostructure laser at
transperency, shown in Fig. 2. Two etch depths are compared with the
variable-mesh finite difference semivectorial results [5] shown in Table 1.
As seen in this table, even with a coarse mesh of 22 X 22 nodes, the
eigenvalues are within 0.07% of the finite difference method which has used
over 10,000 nodes. Fig. 3 shows a contour plot of the H; field of the quasi-
TE mode propagating on this guide.

Summary

A transverse vector-H finite element method for analyzing dielectric
guides with no spurrious modes has been proposed. The results, even with a
coarse mesh are in excellent agreement with published results in one case,
and the semivectorial finite difference in the second case.
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Table 1.
Wum A% | FDM IEM(Ez,Hz)
3.0 (45 ]3.35931 3.35708
40 |45 |3.35975 3.35804
5.0 {45 [3.36001] 3.35853
3.0 |50 [3.34584 3.34341
40 |50 ]3.34624 3.34431
50 |50 }3.34648 3.34475
30 |45 |3.35974 3.35790
09 4.0 |45 [3.35999 3.35844
09 |50 |45 ]3.36015 3.35872
09 3.0 |50 {3.34628 3.34201
09 |4.0 |50 [3.34649 3.34468
0.9 150 |50 ]3.34663 3.34492
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Table 1_The computed Peff for the structure shown in Fig 2 for a wavelength of
A=0.86pm, and for F.D.M. and the FEM.
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Fig. 3. . Contour plots of the Hx field of the first propagating mode in the M.Q.W,,
H =0.9 pm, W = 3.0 pm, cladding layer (AlGaAs, with 45% Al), A = 0.86 pm
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For the step index profile of dielectric waveguides(see Figure 1), the mode-
matching techniques[1]}, the finite-element analysis [2-4], and the finite-difference
method[5-7] have been developed for the discretization of the wave equation and the
computation of the eigenvalues. In this paper, we present an integrated finite-difference
method[8] to discretize the wave equation, and Aroldi’s method[9,10] coupled with
multiple deflation[10], followed by the inverse power method[11] combined with an
iterative solver[12], for the calculation of eigenvalues and eigenvectors.

The integrated finite-difference approach(8] is formulated in terms of transverse
components of the vector magnetic(H) field of the form V2 H; + (k2¢r - B2) Hj = 0, where
i =x,y. A nonuniform mesh is used in the cross section of waveguides in this approach.
‘the wave eguation for each component of the H field is integrated over each cell of the
mesh by the box integraton method[8] in thre finite difference scheme to discretize the
wave equation. The boundary condition at the interface with the nearest neighbor cells is
enforced by employing the transverse and longitudinal continuity of the H field and the
continuity of the longitudinal E;. The discretization of these boundary conditions
together with the wave equation credtes a sparse banded unsymmetric matrix, which has
two diagonal sections for Hx and Hy and two off-diagonal sections for the coupling
between the Hx and Hy The exponential decay of the H field at the clad layers is
accounted for by choosing a nonuniform mesh at those regions, but the mesh of the guide
region is uniform. Only the nonzero elements are stored.

The size of the matrix with coupling between the transverse components is about
four times larger than the matrix without this coupling. Solving for all the eigenvalues of
the matrix for a large number of nodes is too computer intensive. Since only a few
positive eigenvalues need to be obtained, depending on the mode structure of the
waveguide, finding a method for accurately computing few eigenvalues of the matrix is
highly desirable. We use the modified Arnoldi’s method[9] with multiple deflation to
calculate few extreme eigenvalues and the corresponding eigenvectors by computing a
suitable small size matrix. With the muitiple deflation[10], the calculation of eigenvalues
only follows the few desired ones. For the strongly guided modes, the convergence of the
calculation is fast and accurate. But for single mode waveguides or weak-guided modes,
improvement of convergence of the calculation is needed for rapid convergence. We use
the inverse power method[11] to continue the calculation after Amoldi’s iteration gives
us the initial eigenvalues. This strategy makes the convergence of the calculation very
fast. The s-step method[12] is combined with the inverse power method to avoid directly
inverting the original matrix.

We consider three examples. The first two dielectric waveguides discussed in the
literature have strong guided modes, Figures 1 and 2 show the structures of these
waveguides. For these structures, Amoldi’s method(without the use of inverse power
method) gives maximnum error less than 10-11, where the error is defined as llAx-Axll, and
A is the original matrix, x is the eigenvector, and A is the corresponding eigenvalue. Our
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error agrees well with the predicted error from Amoldi's method[9]{13]. Figures 1 and 2
show the normalized propagation constant vs. normalized wave vectors. Only the first
three largest positive eigenvalues are shown in this figure. The calculation for each set of
the eigenvalues at a given wave vector needed an average 17 seconds CPU on Cray X-
MP. The last example is for one of a single mode three quantum well waveguide
structure(see Figure 3(a)). The maximum error is less than 10-8, and Figure 3(b) shows
the normalized propagation constant vs. the normalized wave vectors.

The technique we have presented does not use preconditioning. It is presumed that
this method will be more powerful with preconditioning. Currently we use this method to
analyze step index profile dielectric waveguides. It is also suitable for continuously
variable index profile waveguides, by using the first-order approximation of the Taylor
expansion of the index.
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Introduction

Grating assisted codirectional couplers are very useful for widely tunable lasers and filters.
They consist of a directional coupler with periodic discontinuities. These have to be strong to
obtain coupling in relatively short devices. Therefore these devices may show substantial
radiation losses. Generally, there are two methods to analyse codirectional couplers, one
based on a coupled mode formalism [1] and another using mode matching theory at
discontinuities and mode propagation in the straight waveguide sections [2]. Both methods
can calculate the wavelength of maximum coupling and the coupling length as a function of
the structure parameters. BPM calculations may have difficulties with the large refractive
index steps. In this paper we present a method to calculate accurately the radiation losses. An
optimised design with respect to losses is now possible for this kind of couplers.

Our method is basically an eigenmode propagation method, extended with radiation modes
[3]. With this method it is also possible to account for reflections, but in the structures
proposed here, these are negligible. An orthogonal discrete set of radiation modes is used by
introducing a finite calculation window with fictitious walls which provide zero field outside.
This gives rise to a problem however : when radiation modes are propagated, they can reflect
at the fictitious walls. Furtheron two solutions are proposed to avoid these reflections.

First we consider a simple slab waveguide structure consisting of three sections (Fig. :). We
calculate the power transfer in the guided mode of the last section, versus the length of the
intermediate section, when optical power is launched in the first section. Fig. 1 illustrates the
problem of the reflecting radiation modes. The solution using a discrete set of radiation
modes is compared with the exact solution. The strong oscillation is due to the recaptured
radiation modes. The exact solution is calculated simply by enlarging the calculation
window. This latter method however needs a higher number of modes and is very unpractical
and CPU-time consuming. In order to take into account correctly the radiation modes, one
must know at which point they reflect at the fictitious walls. This can be derived from the
well known k-diagram, shown in Fig. 2. Each k-vector represents a mode. A radiation mode
reaches the fictitious boundary if

k W
b 3R
k, L

4
The next two paragraphs show a solution to the problem of the reflecting radiation modes. In
the last section the results are compared by means of a calculation on a grating assisted
codirectional coupler.
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Using an absorber

In the first technique an absorber at the fictitious walls is introduced to avoid reflection and
recapturing of the radiated power at the walls. The absorbing frame is realised with complex
refractive indices. This complicates the evaluation of the eigenmodes and eigenvalues which
have to be searched in the complex plane, but as an advantage the fast matching and
propagation algorithm [3] remains the same. The plane wave Transfer-Matrix-Method (4] is
applied to calculate the set of eigenmodes including the discrete set of radiation modes of the
slab waveguides in two steps. In the first step we exclude the imaginary part of the refractive
indices of the absorber and we search for the roots on the real axis with an adaptive stepsize
control. Counting the nodes of the field distribution insures that the N lowest eigenmodes are
found. In the second step the imaginary part slowly increases. Starting with the roots on the
real axis from the first step and tracking the roots with reduced functions (divided by the
known eigenvalues) and checking the orthogonality give us the roots in the complex plane.
By a suitable positioning of the ideal metal walls and the absorbers the influence of the
boundaries on the eigenvalues and the guided mode shapes is practically eliminated. This is
achieved when the imaginary part of the propagation constants of the guided modes vanishes.
The simple waveguide coupling in Fig. 1 serves to illustrate the technic. The short-dashed
curve in Fig. 3 is calculated with an absorbing frame (4 layers, 10000, 5000, 2500, 1250 cm-1
absorption and each 1 um thick) and a moderate number of 25 modes. The strong oscillations
vanish which indicates that the absorber works well for all radiation modes. Since radiation
modes with a lower radiation angle are absorbed more efficiently, the absorber remains the
same and is applicable to new structures as long as the radiation modes with a significant
contribution to the mode matching at the longitudinal discontinuities have a lower radiation
angle.

Hybrid propagation method

In a second method reflections at the fictitious walls of propagated radiation modes are also
suppressed. With each radiation mode we associate a maximum propagation length L,y =
W' k; / ky. This maximum length can also be written as

’ ﬂ i
=W :
Lm” Qﬂczw - ﬂiz
with W' as defined in Fig. 2 and Bciad = 2mnclad/A nelad being the refractive index of the
cladding. We propose here to omit those radiation modes for which Ly ; is smaller than the
total length L in the device. This restriction corresponds to the idea that each radiation mode
spreads out with a certain angle. If it is no longer confined in the calculation window, this
mode is not taken into account in the calculations. This is justified because the power in these
specific radiation modes is located already away from the structure itself. The output power

for the slab structure can now be analytically expressed as
2

M
Power(L) =|a? exp(jB,L) + Zaf exp(jp.L)
i=], Loy, >L
with ap, resp ag; (i>0), the overlap between the guided mode in the first section and the guided
mode, resp. radiation mode, in the intermediate section. Note that each term must satisfy a
condition, namely Lpyax ; > L, before this term is taken into account in the calculations. This
method applied on the slab structure results in the long-dashed line in Fig. 3.
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With some modifications this method can also be applied for a grating assisted
codirectionally coupled structure. A single radiation mode is now composed of several
contributions, because at each boundary of the grating all radiation modes are generated.
Each contribution has a different critical length Lay.

Grating assisted codirectional coupler

The two methods are illustrated for a grating assisted codirectional coupler. The structure is
an InGaAsP/InP based component, described in [S]. Fig. 4 shows the optical power in the
wwo guided modes of the coupler versus the longitudinal direction. Also the total power is
shown, giving us an estimate of the radiation loss at the end of the structure. The dashed line
is calculated with an absorbing frame and the solid line is the result of the hybrid propagation
method. Both methods agree well, indicating a loss of approximately 0.3 dB after one
coupling length of about 2200 um.

As a conclusion we have presented two methods to calculate the radiation loss in e.g. grating
assisted codirectional couplers. They are both based on an eigenmode propagation mode with
the inclusion of radiation modes. Concerning the estimate of the radiation loss, the two
mcthods agree well.

Acknowledgement
Part of this work was supported by the European RACE project 2069 (UFOS) and by the

Belgian IWONL.

References
11 G. Griffel, M. ltzkovich, A. Hardy, IEEE J. Quant. Elec., vol. 27, pp. 985-994, 1991
2] G. Suziefka, H.P. Nolting, IEEE Photonics Technology Letters, in press

131  G. Suefka, Integrated Photonics Research 1992, New Orleans, paper TuB4

{4] 1. Chilwell c.a., J.Opt.Soc.Am., p. 742, 1984

51  R. Alferness e.a., Appl. Phys. Lett., vol. 59, pp. 2573-2575, 1991

fictiious wall
- e N e G T o T T e ® T v v T Y v T v M T
{.00C | -
3.17 7
3.17 3.17 0.975 ¢ 1
‘ —co*l‘tl:uloted ut:h;o?mtmn nodes“
2 reflecting ot ictitious wolls R
0.8 0.9%0 == guoct soTStion
Hm 34 el
0.925 |
328 | }
' 0.900 |
3.‘7 M 3.‘7
L 0.875
3.17
-— . .- -_— —— -— -— -— - L] -— - 0' aw i N N l N . l R " l

Fig. 1 Schematic of a simple slab structure, for which the amount of output power is
calculated for different lengths L of the intermediate section.
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The semi-vectorial finite difference method has been
extended to non-uniform grids by reformulating the matrix
equations, .aking possible the efficient analysis of quantum layer
structures.
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Finite difference methods for the analysis of dielectric
optical waveguides have been extensively explored in literature.
{1~8] The semi-~vectorial method of [6] is of particular interest to
these authors because it allows the evaluation of polarized modes
(quasi-TE or quasi-TM) in dielectric layer structures by casting
the problem in the form of a simple eigenvalue equation Ax=ix.

As presented, the method takes the standard finite difference
approach of enclosing the gquide cross section in a box over which
is imposed a uniform mesh, the index of refraction in the region
being a point function defined at the nodes. Discontinuities in
refractive index are allowed to occur only at the midpoint of
adjacent nodes, and the field on the outer boundary may either be
set to zero or modified to represent an exponential decay.

The fact that the mesh is uniform in the lateral directions
proves very restrictive in the analysis of quantum well structures
where the quantum layer thicknesses may be on the order of 1,/1000%
the total guide dimension. The large number of node points
necessary for modelling such structures gives rise to finite
difference matrices of extremely high order.

In order to allow greater freedom in the analysis of
wavequides whose geometries contain large dimensional differences,
as vell as make efficient use of computer resources, the method of
[6]) was reformulated so that a grid with variable node spacings may
be used[{1-2]. This approach yields a dramatic reduction in the
number of mesh points necessary for guide representation, and by
strategic arrangement of the node points, may also lead to an
overall improvement in accuracy.([1]

The semi~vectorial finite difference approach is well
documented in the reference, so little will be said here about the
actual method. The key point to this paper is the inclusion of the
full expansion of the finite difference operator for the
approximation of the second derivatives of

the Laplacian in the matrix equations as E,
derived in [6]: 4
a‘E| = 31 _ E. . Eg h‘
dy?'% h,(h,+h,) h,h, h,(h,+h,)
Ey®- b, -85 b, ~® By
3’E| - Ey __ B + Eg ha'
ax2 % h,(h,+h,) hh, h,(h:+h,) ®
E,
When the method is reformulated in this [Fig.1-A typical nod
manner, the spacings between the adjacent arrangement

rows and columns of nodes can be arbitrarily
set, allowing a particular guide geometry to be accurately
represented with a minimum number of nodes. Of course, the accuracy
of any finite difference method will suffer as the node spacings
are increased. Therefore, care must be taken to assure that the
mesh is fine enough to give an accurate representation of the
field.

The semi-vectorial finite difference method, reformulated in
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this manner, has been used to analyze ridge waveguide structures
previously analyzed in references [4],(6], and [9]. In all cases,
excellent agreement with the published results were obtained using
significantly fewer mesh points. This is important, because cpu
time typically is non-linear in N, where N=Nx#*Ny is the order of
the matrix, Nx and Ny being the number of mesh points in the
lateral direotions.

The multiple quantum well structure MQW1 shown in Fig.2 was
examined to determine the field profile and effective index of the
fundamental quasi TE mode at a wavelength of 860 nm. For comparison
purposes, the calculation was
performed using both a unifora

mesh and the non-uniform mesh 20pa

depicted in PFig.3. In order to o T B

observe the convergence behavior , [

as the number of nodes was ./ T 1om

increased, the non-uniform /e

calculation was performed several . 2o rtae

times for different values of Ny. L roes

(Mx was held constant in all P Tk

cases). ~ \;::",:“;lm
only one unifornm mesh —_— ool g

calculation was possible due to |jpiq.2-Structure 1
constraints imposed by the il
geometry of the guide and the
computer used. (CRAY XMP with 64

bit floating point precision). 4o - — :
Indeed, this is precisely the o
reason why the non-uniform

implementation was investigated in

the first place. M,
The results of this work are by 1
presented in Fig.4. As can be -

seen, there is very 1little
improvement in the calculated
effective index as N is increased [Fig.3-Mesh used in analysis of]
by nearly a factor of 5, from 7752 structure MQW1

to 38250. For N=7752, the

effective index has converged essentially to within 1x10™® of its
asymptotic value, which agrees very well with the uniform result
obtained with N=38250. The reduction in cpu time is just as
dramatic.

The upward convergence trend of the non-uniform method was
unexpected, and has yet to be explained. Similar behavior has been
observed in (4], where index discontinuities were placed at the
mesh points instead of between them. Where uniform meshes have been
used, the convergence has always been observed to be in a downward
direction.

Fig. 5 is a plot of the fundamental quasi-TE field profile
calculated using the non-uniform method.

In conclusion, a non-uniform implementation of the semi-
vectorial finite difference method has been used to evaluate
polarized modes in a variety of dielectric waveguides, including
gquantum well structures. The non-uniform approach has three primary
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advantages: 1) It allows the efficient modelling of structures with
large differences in layer thicknesses which would otherwise
require unreasonably large finite difference matrices, 2) the
number of mesh points may be reduced while still maintaining a high
degree of accuracy, which 3) leads to a dramatic reduction in cpu
time.
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The future success of giided-wave optoelectronic circuits relies on the development of efficeint
photodetectors. In conventional photodetector designs the absorbing layer is grown directly adjacent
to the waveguide core and the transfer of energy proceeds by evanescent field coupling.!»22 This
strategy leads, however, to small detector absorption coefficients and hence long detector lengths for
high quantum efficiency, typically 100um or more, with a concomitant increase in the device
capacitance and slow frequency response.2® Reducing the detector length is therefore a key issue
in the development of efficient waveguide photodetectors.

In response to the need for shorter detector lengths Deri and Wada* proposed the Vertically
integrated Impedence-Matched waveguide/ photodetector, or VIM diode, in which a thin matching-
layer is inserted between the waveguide core and the absorbing layer. The VIM detector structure is
shown in Fig. 1 along with the parameter values used in the simulations. VIM diode operation can
be modelled as a two-step process:> The field coupled into the waveguide is transferred to the
matching layer in the double-moded waveguide/ matching-layer structure prior to the absorbing
region. By judicious choice of the extended-matching-layer length M the optical power then can be
concentrated very close to the absorber thereby greatly increasing the evanescent coupling to the
absorber and reducing the device length. Device length reductions of 500% over conventional
structures have been reported by Deri et al.5 in agreement with numerical simulations using the
beam propagation method (BPM).5

In this talk we shall present a simple coupled-mode theory (CMT) which provides a particularly
convenient way of understanding the physics of VIM devices. For example, the CMT exposes the
relation between the spatial absorption transients seen in experiments® and BPM simulations,’ and
the nonhermitian properties of the underlying modes of the problem. Furthermore, CMT allows one
to reduce the parameter space of the problem and to extract the key parameters for device
optimization, a formidable if not impossible task based on time-consuming BPM simulations alone.
Using the CMT we have discovered a new regime of operation of VIM devices in which spatial
transients can be eliminated so that the diode absorption is exponential as in conventional devices.
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Fig. 1. VIM detector structure used in the simulations.

The CMT is built upon the two-step model outlined above. Before the absorber the waveguide-
matching layer system is assumed to support two supermodes described by amplitudes a, ,. We
assume that the combinations a, = (a, + a,)/2 correspond to distributions concentrated in the
waveguide (+) and the matching layer (-). For an extended-matching-layer length M and initial
excitation of the waveguide we then have

a,(M) = cos(xM/2L,) , a.(M) = isin(xM/2L,) , (1

where L, is the coupling length. In the absorbing region the coupied-mode equations are

dla.| _ 0 w2l ||a,| _ . |3+
dz[a_]' [ir/2Lc a2 ][a_]“”[a_] ’ @

where « is the intensity absorption coefficient of the matching layer due to the absorber. Here we
have assumed that the field is absorbed only when it is concentrated in the matching layer, thus only
a_ is subject to absorption. The CMT equations are to be solved subject to the initial conditions (1)
due to the action of the extended-matching-layer.
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The solution of Egs. (1) and (2) is straightforward and can be compared to simulations of the
BPM. The CMT parameters L, and a are obtained from a single BPM simulation without the
absorber. Figure 2a shows an example of the CMT results for the total integrated absorption versus
diode length for the case shown in Fig. 1 (a = 0.1um™!, L, = 26um), and is in excellent agreement
with previous BPM simulations.> For 90% quantum efficiency the minimum diode length is seen to
be L =25um for M = 17um. The CMT results also show the spatial transients previously
reported,’»® as evidenced by the crossing of the curves for different values pf M.
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Fig.2. Total integrated absorption versus diode length: (a) a = 0.1pm"!, L, =
26pm, and (b) a = 0.6um™!, L. = 26um.

The CMT provides a simple physical picture of the spatial transients. First we note that any
solution of the propagation problem (2) can be expanded in terms of the eigenvectors of the 2x2
nonhermitian matrix M, which by their nature are biorthogonal, as opposed to power-orthogonal, and
have different phase-shifts and exponential absorption coefficients. Now, the initial condition (1)
generally corresponds to a linear superposition of the two eigenvectors so that the propagating field
is a sum of two exponentially decaying components with different phase-shifts, thus giving rise to
the observed spatial transients. Analysis of the coupled mode equations shows that spatial transients
are always present if ol., <2, as was the case in all prior BPM simulations.> However, for ol >
2x it is possible to mode-match the input (1) to a solitary biorthorgonal eigenvector, and hence
obtain exponential gain with no spatial transients, by appropriate choice of the extended-matching-
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‘layer length M. This establishes the dimensionless parameter ol as a key parameter in device
design. Figure 2b shows the evolution of the total integrated absorption as a function of diode
length for @ = 0.6um™!, L, = 26um so that o, > 2x. In this case the spatial transients are notably
absent, thus offering a new mode of operation for VIM diodes which may further reduce the device
length.

In summary, we shall present a simple CMT of VIM diode operation which exposes their basic
operating principles and promises to reveal new designs which may further reduce the device length.

This work was performed, in part, under the auspices of the US Department of Energy by Lawrence
Livermore National Laboratory under contract W-7405-ENG-48.
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Optical switches with high switching efficiency and low loss are neccessary for future optical
communication systems. Recently, switches with multiple quantum wells (MQW) of different kind
(QCSE, BRAQWET, WSL|1)]) for higher efficiency are reported, which sometimes suffer of high loss.
Here a novel device structure (similar to [2]) will be proposed and investigated theoretically, which may
overcome the problem of high cross talk in Mach-Zehnder type interferometer switches on the basis of
the above mentioned layers.

Fig. 1 shows a directional coupler constructed of 3 independent waveguides, where both the outer
waveguides are monomode, passive, low loss and serve as input / output ports. The following discussion
is based on two different numerical examples Ex1 and Ex2 at wavelength 1.55 pm, which are descibed
in the table and fig. 1:

twG [m] | tzap (tm] | neap owG | Doontrol | afem’l)
Exl 03 1S 32 33 34 100
Ex 0.5 0.75 32 33 325 10

The center waveguide may be a multimode waveguide containing the MQW layers and is used as the
electrical or optical control structure of the switch. Thus this waveguide may be lossy ( up to 10 or 100
cml. depending on example Ex2 or Ex1) and the refractive index of this layer can be changeable by An.
In the coupling region the total structure is multimode and the behaviour of the different modes as a
function of the thickness of the center waveguide is given in fig. 2. It