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Abstract

This research advances feature and model selection for feedforward neural networks. Feature
selection involves determining a good feature subset given a set of candidate features. Model
selection involves determining an appropriate architecture (number of middle nodes) for the neural
network. Specific advances are made in: neural network feature saliency metrics used for evaluating
or ranking features, statistical identification of irrelevant /noisy features, and statistical investigation
of reduced neural network architectures and reduced feature subsets. Additionally, a comprehensive

statistically-based methodology is presented for feature and model selection.

New feature saliency metrics are presented which provide a more succinct quantitative mea-
sure of a feature’s importance than other similar metrics. A catalogue of feature saliency metric
definitions and interrelationships is developed which consolidates the set of available metrics for

the neural network practitioner.

A statistical screening procedure for identifying noisy features is presented. The procedure
involves statistically comparing the saliency of candidate features with the saliency of a known
noisy feature. Noisy features are successfully identified over a series of test problems using the new

saliency screening procedure.

Two novel neural network selection algorithms are developed by posing the neural network
model as a nonlinear regression statistical model. The first is an architecture selection algorithm
and the second is a feature selection algorithm. The feature selection algorithm is unique because
architerture reduction is investigated as features are removed. Both algorithms use the likelihood
ratio test statistic within a backwards sequential procedure. Application results demonstrate how
these algorithms can be used to search for a more parsimonious neural network model with equiv-

alent prediction accuracy.

A comprehensive neural network selection methodology is developed for identifying both
a good feature set and an appropriate neural network architecture for a specific situation. It
encompasses a combination of the statistical screening and the statistical architecture and feature

selection procedures. Application results demonstrate the utility of the methodology.




Feature and Model Selection
in

Feedforward Neural Networks

I. Introduction

This research advances feature and model selection for feedforward neural networks. Feature
selection involves determining a good feature subset from a set of candidate features, and model se-

lection involves determining an appropriate neural network architecture (number of middle nodes).

Generally speaking, feedforward neural networks are used as either regression functions or
discriminant functions. For both linear and nonlinear regression analysis, as well as discriminant
analysis, there is statistical theory formalizing the process of feature and model selection. Until
this research, statistical theory has not been practically used to formalize the selection process for

feedforward neural networks.

These research results contribute to theory formalizing feature and model selection for feed-
forward neural networks. Specific advances are made in: neural network feature saliency metrics
used for evaluating or ranking features, statistical identification of irrelevant /noisy features, and
statistical investigation of reduced neural network architectures and reduced feature subsets. Ad-
ditionally, a comprehensive statistically-based methodology is presented for feature and model
selection. The remainder of this chapter provides background on feature selection and feedforward

neural networks, and a preview of the dissertation.

1.1 Feature Selection

Feature selection as considered in this research involves determining a subset of candidate
features specifically in the context of estimating a sufficiently accurate neural network prediction
function. Figure 1 shows how feature selection fits into an overall prediction process. In this section,

the term ‘prediction function’ is general and is also used to refer to classification functions.




There are many reasons for using feature selection techniques to reduce the number of features.

Reasons for using feature selection techniques include:

satisfying the general goals of maximizing the accuracy of the prediction function while min-
imizing the associated measurement costs

improving prediction accuracy by reducing irrelevant and possibly redundant features
reducing the complexity and the associated computational costs of a prediction function

reduce the amount of data needed for accurate prediction (i.e. reduce the ‘curse of dimen-
sionality’ [14:487]).

reducing associated data collection and data processing cost
improving the chances that a solution will be both understandable and practical

improving the possibility of graphical representation of the data

Generally, a prediction function is finely tuned to the finite amount of available training data.

When “feature spaces” are plagued with irrelevant or redundant features, a prediction function

may not generalize well for predicting unknown data, particularly if there is insufficient training

data.

A reduction in the number of features may degrade prediction accuracy on the training data,

but it also reduces the amount of data required for good generalization. Foley recommends the

ratio of training vectors in a class to the dimensionality of the feature space should be greater

than three to ensure that the error rate on held out data is close to the true error rate [17:623).

. redicted
objects data candidate selected - fcluuﬁed) I
T T features T’ features Tr data T
measurement possible feature rediction action
transformations  selection classification)

Figure 1. Prediction Process for Regression and Discrimination Problems




His results are based on empirical results for a two-class discrimination problem with multivariate

normal distributions for the input features.

In this research a formalized feature selection process is characterized by three components.
The first component is a metric or criterion function for evaluating and ranking the features (or
feature subsets). The second component is a set of screening procedures for identifying irrelevant
and redundant features. The third component is a search methodology for examining possible
feature subsets. The results of this research provide advances to all three components of the

feature selection process in the context of feedforward neural networks.

1.2 Feedforward Neural Networks

Feedforward networks are generally used in two types of applications: regression analysis
and discriminant analysis. For regression applications, the network is used .0 estimate a linear or
nonlinear function for prediction. For discriminant analysis applications, the network is used to
estimate a linear or nonlinear discriminant function for classification. Covered in the remainder of

this section are:

¢ an overview of feedforward neural networks
o the backpropagation algorithm
¢ the neural network approximation to the Bayesian optimal discriminant function

o confidence interval estimation techniques

1.2.1 Feedforward Neural Networks Overview. Feedforward neural networks, often referred
to as multilayer perceptrons, generally have a feature input layer, one or more hidden layers, and a
function output layer. The neural network shown in Figure 2 illustrates the structure and notation
associated with a single hidden layer feedforward neural network. The notation will be defined in
Section 1.2.2.

The feature input layer consists of normalized feature input data. The feature input data
can be the raw data or an appropriate 'ransformation (or projection) of the raw data. Typical

normalization of the feature inputs consists of either a simple transformation so that all features




Feedforward Neural Network

Output Layer
Nodes

Hidden Layer
Nodes

Input Layer
Nodes

Expansion of Hidden Node

z3 = f(Z.‘io 2w},

Figure 2. Single Hidden Layer Feedforward Neural Network




have the same range, say between —1 and 1, or between 0 and 1, or a statistical normalization

which standardizes each feature to null mean and unit variance {41:50] (60:16] [76:100].

Depending on the application, the nodes on the hidden (middle) layers either have linear or
nonlinear activation functions f(a). For example, linear activation functions, where f(a) = a, could
be used in linear regression. The sigmoidal activation function is commonly used as a nonlinear
activation function since its derivative is continuous and makes the weight update rule simple for

backpropagation training. The sigmoidal activation function and its derivative are defined as:

1
1+e

f(a)i1 - f(a)] e

f(a) =
8(f(a))
Oz

A single hidden layer network with sigmoidal squashing functions on the hidden layer is used
in this research. A single hidden layer configuration is common because Cybenko, and Hornik and
others’, show that this type of network (with linear output nodes) is capable of arbitrarily accurate
approximations for any arbitrary function provided a sufficient number of hidden nodes are used
with either sigmoidal activation functions [12], or appropriately smooth activation functions [27].
Although the number of required hidden nodes is unknown in advance, a reasonable number of
middle nodes is often determined by a trial and error process or by more sophisticated methods
[9, 13, 25, 28, 31, 32, 37, 44, 52, 64, 69, 79, 83]. A by-product of the feature selection research
done in this dissertation is a novel architecture selection algorithm presented in Chapter V for
investigating the appropriate number of middle nodes. The algorithm is unique because it is based

on a nonlinear statistical model selection criterion.

The function output layer consists of one or more nodes with linear or nonlinear activation
functions depending on the application. Linear output activations are generally used for function
approximation. Nonlinear sigmoidal output activation functions are generally used for discriminant
function applications. In this research, the output layer has sigmoid activation functions since

discrimination function applications are used.

1.2.2 Backpropagation Training Algorithm. Backpropagation is the most popular algorithm
for finding a feedforward neural network’s weight parameters. The backpropagation algorithm was




first developed by Werbos [77]. Later, it was rediscovered independently by Parker and then
reformulated by Rumelhart, Hinton and Williams with reference to prior work by Parker[48, 63].
A good overview of the backpropagation training algorithm is in Lippmann [40, 41].

Backpropagation is an iterative gradient descent algorithm requiring sample problem data.
It involves minimizing the error between the actual and desired outputs of the network in order to
estimate a neural network’s optimal weight parameters. In the backpropagation algorithm described
herein, the weights are “instantaneously” updated after the presentation of each input vector. In
another version of backpropagation, batch backpropagation, the weights are only updated after the
error gradient has been aggregated for one full presentation or “epoch” of the training data. The
instantaneous back propagation algorithm followed by additional details is presented next.

The Instantaneous Backpropagation Algorithm
for a
Single Hidden Layer Feedforward Neural Network

Randomly partition data into training, training-test, and validation sets.

Normalize the feature input data.

Initialize weights to small random values.

Present the network with a randomly selected vector from the training set, denoted x?.

Ll o o

Calculate the network output z? associated with the pth training vector.

e kth neural network output: zf = (L}, w?,z}), where

— H is the number of middle nodes

— f(a) =1/(1 + e~*) for sigmoidal activation functions
f(a) = a for linear activation functions

w}, is the weight from middle node j to output node &
z} is the middle layer bias term and is set equal to 1
zj = f( M, wj;zf) is the output of middle node j

M is the number of feature inputs

w}; is the weight from input node i to middle node j
z} is the input layer bias term, and is equal to 1

— z¥ is the ith feature input

6. Update the weights.

o upper layer weights: (w},)* = (w})™ + n8iz;,




o lower layer weights: (w};)* = (w};)~ + 142!, where

— (w},)* is the updated weight from middle node j to output &

~ (w},)" is the old weight from from middle node j to output k

— (wij;)* is the updated weight from input i to middle node j

— (wj;)~ is the old weight from from input & to middle node j

— 1 is the step size

— 88 = (df - 2L)2L(1 — =) if there is a sigmoid on the output

- 8% = (df — z0) if the output is linear

~ 8 = z}(1 - 2}) Xi-, 83(w?,)", if there is a sigmoid on middle node j
- 8t = 1K, 63(wd,)", if middle node j is linear

— d} is the kth desired output of the pth exemplar

7. If training-test set error does not indicate sufficient convergence, go to step 4.

In Step 1, the problem data is randomly divided into two sets: a training data set and a
validation data set [23:116-117]. The training data set is further subdivided into a training set and a
training-test set. The trainingset is used to estimate the weight parameters, and the training-test set
is used to evaluate the backpropagation learning process by measuring the network’s performance
on unknown data. The validation data set is a set of data which has not been used in any way to
determine the prediction function. The validation data set is used to evaluate a neural network’s
capability to adequately generalize to future data. Some guidelines on determining these data sets
are given in [23:116-119] [76:28-39).

Data normalization schemes which can be used for feature input normalization in Step 2 are
discussed in Section 1.2.1. In this research, the validation data set is normalized separately from
the training data. This keeps the normalization information for the training and validation data

sets separate.

In Step 3, weight parameters are usually initialized to small random numbers between —.5
and .5 [55:56]. Step 4 of the backpropagation algorithm is characterized by feeding a randomly

selected feature input vector x? into the neural network, where p indicates that x is the pth vector




in the training set. Step 5 involves calculating the vector of network outputs in a feedforward

manner via the summations and sigmoids defined by the network’s structure.

In Step 6, the instantaneous network output error £? associated with x” is calculated using
the pth vector of neural network outputs s” and the corresponding vector of desired outputs d’.
Instantaneous network output error £? is the squared error associated with the pth exemplar and
is given as:

& =) (& -2) (1)

where K is the number of output nodes, d} is the desired output associated with the pth exemplar
and kth output, and 2z} is the network output with the pth exemplar and the kth output. The
gradient descent step direction is determined by taking the partial derivative of £ with respect to
the weight parameters. A derivation of the gradient descent step direction used in Step 6 is given

by Rogers and others [55)].

The step size, 5, can be constant or variable. White makes the point that a constant learning
rate is inefficient because the random influences in the input will result in random fluctuations in the
weight vector preventing backpropagation from ever settling down to the optimal weight vector [80].
A declining learning rate (eventually declining to zero) is minimally required for backpropagation
to settle down [80]. White suggests declining learning rates which are inversely proportional to the
number of epochs or the log of the number of epochs [80]. Three potential declining learning rates
are defined below in terms of: the total number of epochs Ne, the current epoch L, and the starting
value a for a linearly declining learning rate. The drawback of the linearly declining learning rates
is that the maximum number of training epochs is used, which is not generally known in advance.

1

Log Declining Rate v, m

. .. _ L
Linearly Declining Rate v, = a (1-— Ne+l)




1- _L)
Log-Li P - ( Ne+1
og-Linearly Declining Rate v, WAL D) i+ L)

Two types of error rates are associated with backpropagation training: output error and
classification error. Qutput error is measured as a function of the approximation error between
the vector of network outputs s and the vector of desired or true outputs d. Typically, the output
error is measured as the average squared network error. For a training set of P vectors, the output

error, denoted £,, is defined
P K
E,=P'Y Y (R -A), (2)

p=1k=1
where P is the number of exemplars in the training set, K is the number of output nodes, df is the
desired output associated with the pth exemplar and the kth output, and 2] is the network output

with the pth exemplar and the kth output.

Classification error is used to measure the percentage of vectors which are incorrectly classified
in a data set. This type of error is applicable only when neural networks are used for discriminant

analysis or pattern classification problems. Define I?, a Bernoulli random variable as:

= 1 if z? is incorrectly classified
0 otherwise .

where z? is the pth exemplar. The classification error, denoted £, is then defined as the average

of P Bernoulli random variables I?:

P
=Py r

p=1
The random partitioning of the data in Step 1 is often referred to as the hold-out method when
discussed in the context of error estimation. The hold-out method gives a conservative estimate of

the average network error for two reasons. One, it does not use all available data while training the




classifier [14:355]. Two, it uses an independent validation data set, rather than the training-test

set, to measure the average network error.

Minimum output error (and minimum classification error if appropriate) on the training-test
set is a good indicator of sufficient convergence or good ‘generalization capability.’ In Step 7, the
algorithm terminates if the error rate has converged sufficiently or the algorithm continues back to

Step 4 to get a new training vector.

Over-training is an undesirable phenomena which sometimes occurs with backpropagation
training. This phenomena has occurred if the trasning-test set error begins to increase while the
training set error continues to decrease. Over-training indicates the training set has been memorized
at the expense of the network’s capability to predict (generalize to) the training-test set. In this
research, over-training was observed in cases of small training sets where u neural network with
more than enough middle nodes were used. The combination of a small training data set with a
large number of middle nodes gives the network the capability to memorige or to over-generalize

to the training set.

1.2.3 Approzimation to the Bayesian Optimal Discriminant Function. In this section, the
neural network approximation to the Bayes optimal discriminant is discussed. The Bayes optimal
discriminant function minimizes the probability of error. It can be defined for the kth class of a
multi-class problem using the posterior probability of x belonging to class k [61]. The vector x is

classified as belonging to class k if the largest discriminant function value is from the kth class.

Several researchers have proven that a neural network approximates a Bayes optimal discrim-

inant under certain conditions [30, 54, 61, 68, 75] [41:50]. These conditions are:

¢ The neural network is trained to outputs of 0 and 1.
e The training set data are random variables.

e The network is trained to a minimum mean square error measure.
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¢ The training set class membership percentages reflect the real world.

When these conditions are met the neural network outputs z, can be interpreted as approximations

to the posterior probability for class k. The quality of these approximations is affected by:

o Neural network complexity (i.e. number of middle nodes)
¢ Amount of training data

o Convergence of the neural network to a solution

1.2.4 Confidence Interval Estimation. Confidence intervals can be used to assess neural
network error rates. The performance over several runs of a neural network can be characterized
as an average error rate. A confidence interval for the average error provides information as to
the point statistics variability. Generally, more observations on a random variable will reduce the

corresponding confidence interval length.

The error rate of a neural network can be considered an independent random variable depen-
dent on: the random order of the training data set, the random starting point used to determine
the weight parameters, and the selected termination point of the neural network training. For
reasonably large number of training vectors P, the standard normal distribution or the ¢ distribu-
tion can be used for confidence interval estimation, depending on whether the variance is known
or must be estimated. These distributions are appropriate for large P, since the error is inde-
pendent and approximately normally distributed by the central limit theorem [47:6]. For small
data sets, confidence intervals for proportions may also be appropriate for classification error rates

[24:252-254).

Let £;,i = 1,-.., N be a random sample of N observations of the neural network error rate

£ which are assumed to be normally distributed. The mean and variance of £ are defined as:

E{€} = &
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var{£} = o

where E{.} is the expectation operator and var{-} is the variance operator. The corresponding

unbiased and consistent estimators for E{£} and var{£} are £ and s°, respectively, which are

defined
- N
£ = N'Y &
i=1
N 2
£ = (N-1)) (&-§

i=1

The mean error £ is also approximately normally distributed with an expected value of  and

variance of 4’,} [47:7). That is:

)
Q

The corresponding unbiased and consistent estimators for E{£} and var{£} are £ and &, respec-

tively.

When o? is known, the standard normal distribution can be used to form confidence intervals
for the expected value of £. In practice, however, the true variance is unknown and must be
estimated with s?. Therefore, the ¢ distribution is most appropriate for forming confidence intervals

for E{£} with the statistic
E—p

VN
which is distributed as a ¢ distribution with N — 1 degrees of freedom. Confidence intervals for

E{€} using the ¢ distribution look like:

£ - ﬁt(l-g;u-x) <p< &+ ﬁt(x-gw—x)
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where ‘(1-;;»1-1) is determined by the t distribution for a given confidence coefficient 1 — a and
degrees of freedom N — 1. One can be 100(1 — a) percent confident that the absolute error in

estimating the E{£} is less than the confidence interval half width of 7‘?‘(1- giN-1)"

When computing confidence intervals for neural networks, one factor to consider is that
backpropagation learning may or may not converge to a local minima [80:143]. Usually, one does
not want to corrupt neural network point statistics and confidence intervals by including a network
which has not converged. According to White, it makes sense to train a number of neural networks
and select the network which minimizes network error [80:143]. Although this type of methodology
does not guarantee being close to a global minima, it usually yields estimated network parameters

which are consistent for a local minima {80:143].

In this research, the inconsistency of backpropagation training is taken into consideration.
An attempt is made to only use neural network results which correspond to networks which are
trained to good local minima. For a network to be considered ‘trained,’ the network is required
to attain a predetermined (for the problem at hand) maximum error rate on the training set.
When a reasonable error rate is not attained, it is assumed that the network has not converged
to a good local minimum, and the results from this network are not used. In some cases, it is
impractical to enforce a reasonable error rate. In these cases, only a subset of the neural networks
are used to compute the statistics for network error. Each network in the subset represents the
best network from a sub-experiment wheze only the best network is kept from a number of trained

neural networks.

1.3 Preview

The remainder of this dissertation is organized as follows: Chapter II provides background
on the feature selection techniques associated with regression, discriminant analysis, and neural

networks. In Chapter III, novel feature metrics for evaluating and ranking candidate features are
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defined and evaluated, and theoretical relationships among the set of available feature metrics are
documented. A technique for statistically identifying noisy features is presented in Chapter IV.
In Chapter V, selection algorithms are developed using a nonlinear regression statistical model
building perspective for both architecture determination and feature input selection in neural net-
works. Then, in Chapter VI, a comprehensive neural network selection methodology is developed
for identifying both a good feature set and an appropriate neural network architecture for a spe-

cific situation. The research is summarized and future research recommendations are made in

Chapter VII.
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II. Background on Feature Selection Techniques

2.1 Introduction

This chapter provides a complete review of feature selection techniques developed for regres-
sion, discriminant analysis, and neural networks. The feature selection techniques developed for
regression and discriminant analysis, as well as those developed for neural networks, are relevant
background material since neural network applications include problems which have often been
solved using more classical regression and discriminant analysis techniques. Feature selection tech-
niques formally developed for classical regression and discriminant analysis may also be potentially

useful in a neural network context.

In Section 2, some common feature (variable) selection criteria and methodologies for linear
regression are covered. Statistical variable selection criteria for univariate nonlinear regression
are covered in Section 3. In Section 4, feature evaluation criteria and selection methodologies are
reviewed for discriminant analysis. The feature evaluation metrics and selection methods developed

specifically for neural networks are discussed in Section 5. In Section 6, the chapter is summarized.

2.2 Linear Regression

There are several good references which survey aspects of the variable (feature) selection
problem for linear regression [26, 43, 47, 49]. In the linear regression literature features are gener-
ally referred to as predictor variables or just variables. In this section, univariate response linear
regression is reviewed including standard variable evaluation criteria and selection procedures. An
extension to the multivariate response case can be found in Chapter 8 of Anderson [3] and Chapter

15 of Krzanowski [35].

2.2.1 Univariate Linear Regression QOverview. Univariate response linear regression is a

technique which describes the statistical relationship between a response variable and a set of

15
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fixed predictor variables. A statistical relationship, in contrast to a functional relationship, is not
exact. Statistical relationships are characterized by the tendency for the response variable to change
systematically with the set of fixed predictor (regressor) variables, and the tendency for points to
scatter around the curve of statistical relationship. Neter, Wasserman, and Kutner [47:27] describe
how these characteristics are embodied in a regression model by postulating:

e There is a probability distribution of the response variable for each level of
the predictor variables.

o The means of these probability distributions of the response variable vary in
some systematic fashion with the predictor variables.

A discussion of linear regression assuming randomly distributed predictor variables with a multi-

variate normal distribution can be found in both Thompson [73} and Anderson [3].

Consider the linear regression model

y=XB+e e ~ N,.(0,0°L,) 3)

where, y is an n-dimensional vector of responses, and X is an n by k mairix with k£ — 1 columns
of fixed independent predictor variables and a column of 1’s for the constant or bias term. Also,
B is a k-dimensional vector of unknown variable coefficients. The predicted or fitted vector of y,

denoted y, is defined

¥y = Xb, (4)
where b is a k-dimensional vector of estimated parameters for 3.

The method of least squares is used more extensively than any other estimation procedure for
determining regression model coefficients [46:12]. This method requires minimization of the sum of

squared errors, SSE, given as

SSE=(y-¥)(y-¥)
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now substituting for ¥ using Equation 4 gives
SSE = (y — Xb)'(y — Xb)

To find the least squares estimator, partial derivatives of SSE are taken with respect to b and set

equal to 0, defining a set of normal equations. In matrix terms, these normal equations are:
(X'X)b = (X'y), ()

where X'X is a k-dimensional matrix and X'y is a k-dimensional vector. Now, assuming (X'X)"!

exists, Equation 5 is solved for b using matrix algebra giving the least squares estimate:
b = (X'X)"}(X'y) (6)

Regardless of the distribution of the errors e, the method of least squares provides unbiased point
estimators with minimum variance among all unbiased linear estimators [47:52]. However, for
confidence intervals and most statistical hypothesis tests, it is necessary to assume that the errors

are independently distributed as given in Equation 3.

In neural network terms, the vector y is the n X 1 vector of observations of desired outputs
whereas the vector y is the n X 1 vector of actual outputs or trained neural network outputs. The
matrix X is the data matrix of measured feature vectors, including the bias term which is equal
to one for each feature vector. The vector B is somewhat analogous to the vector of unknown
optimal neural network weight parameters, and the vector of estimated coefficients b is somewhat
analogous to the vector of trained or estimated neural network weight parameters. Also, SSE is

the squared error function which is minimized in the standard backpropagation algorithm.

2.2.2 Selection Criteria. In this section, six of the common variable selection criteria used

with linear regression are reviewed. The first two, R: and R2, are measures of the proportionate
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reduction in the total variation of y associated with a subset of p predictor variables. These metrics
can be used to evaluate the quality of a regression model’s fit to the present data. The third and
fourth criterion, C, and Press,, are measures of a regression model’s predictive error for a subset of
p predictor variables. These criteria are computed using a validation data set which is independent
of the data set used to estimate the regression parameters. C, and Press, are used to assess the
quality of future prediction for a subset of candidate variables. The last two selection criteria are
the Akaike and Swartz information criteria. These criteria are based on maximizing the theoretic

information content of a variable subset.

The coefficient of multiple determination, R?, measures the proportionate reduction of total
variation in y associated with a particular set of p predictor variables. The total sums of squares
SSTO which is constant regardless of which predictors are used, the regression sums of squares for
p predictor variables SSR,, and the sum of squared errors for p predictor variables SSE, are all
needed to define R,.

SSTO = (y-¥)(y-¥)
SSR, = (¥-7)(3-¥) (M
SSE, = (y-¥)(y-¥) (8)

Now, the coefficieni of multiple determination can be defined as

g SSBy _ SSE,
»~§STO ~ ~  §STO

where the subscript p indicates that only p predictor variables have been used from a ‘superset’ of

¢ candidate predictors, where p < gq.

For classical least squares linear regression, presented in Section 2.2.1, SSTO = SSR, + SSE,.

The criterion R: does not correct for the number of variables in the model; therefore, it is maximized
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when all ¢ predictor variables are used. The criterion is useful for comparing several subsets of
equal sigse. The subset with the largest value of R3 is the subset which is associated with reducing
the largest proportion of the total variation in y. When subsets are not of equal sise, R} can be

subjectively inspected to identify variables which do not substantially increase in R3.

The R? criterion is similar to the R: criterion, except that it is adjusted for the number of

variables in the regression model. It is defined as

SSE,
— 1~ 2P
- SSTO
n-1

R2

Using the fact that mean squared error for p predictor variables MSE, is defined as

MsE, = 222, ©)
Now, R2 can be written as
MSE
R: =1- "'(s's'ro,
n—-1

Maximizing R} is equivalent to minimizing the mean squared error for p variables M S E,, therefore,
a good feature subset will be associated with a large value of R2. The relationship between R3 and
R} is

2_pa_p—158E
R, =K, n—pSSTO

Mallows suggests a criterion based on minimizing the mean squared error of prediction MSEP
[42]. The definition of MSEP for p predictor variables is the same as MSE, in Equation 9, except
that now the variables y, ¥, and n correspond to an independent validation data set (different from

the data set used to estimate the regression parameters).

A standardized MSEP criterion, I';, is defined as the ratio of the reduced model’s MSEP over

the full model’s true error variance, o2. This criterion is meant to find a reduced model with p
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predictor variables that provides a similar MSEP to the full model. Here, the full model is assumed
to be unbiased, so the full model’s MSEP is an unbiased estimator of 0.

Mallow’s C, criterion is an estimator of I', and is defined as

_ SSEP, ,
CP - MSEP (ﬂ 2’)

where SSEP, is the sum of squared errors for p predictor variables on the validation data set, and
MSEP is the mean square prediction error for the full model on the validation data set. If there is
no bias in the reduced model of p predictor variables, then SSEP, ~ SSEP for the full model, and
the expected value of C, is approximately p. For a good feature subset, the C, criterion should be
small and as close to p as possible, indicating a small prediction bias associated with the reduced

regression model of p predictors.

The PRESS, selection criterion proposed by Allen is based on minimizing the sum of squared
deleted residuals [2]. Let d be the n-dimensional vector of deleted residuals, where the deleted
residual d; is the prediction error for observation ¢ when a regression model is fit without the ith
observation. The PRESS, statistic for a model with p predictor variables is formed by the sum of

the squared deleted residuals for that model.

PRESS, = dd’

An equivalent expression for d; can be used which makes it unnecessary to re-estimate the

regression model for each d; [47:451]. The equivalent expression is

T 1-hy

where e; is the ordinary residual with no observations deleted, and h;; is the ith element along
the diagonal of the matrix H = X(X'X)~!X’. Models with the lowest PRESS, for a subset of
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size p fit well in a predictive sense. This criterion is subjective when used to discriminate between

variable subsets of different sizes p.

Akaike proposed a criterion developed for statistical model identification based on information

theoretic considerations [1]. The criterion can be defined as
AIC, = log[f(y; X,b)] - p

where p is the number of unknown parameters, and f(y; X,b) is the probability density function
of y evaluated at b (maximum likelihood estimates of the p unknown parameters of the subset

model). A good feature subset is identified by a maximum AIC.

Schwartz proposes a Bayesian version of AIC which is also maximized when used for feature
selection [71]. It is defined as

log[f(y; X, b)] - %p logn

where f(y; X,b) is the probability density function of y evaluated at b (maximum likelihood esti-
mates of the p unknown parameters of the subset model), and n is the number of samples. This
criterion is better suited than Akaike’s to selecting lower-dimensional models. When n is large, the

two procedures may produce results which differ greatly [71:463].

The selection criteria described in this section are methods for measuring the relative worth
of one variable subset compared to another. By themselves, however, they do not indicate which
variables should be retained in a linear regression model. These selection criteria in concert with

the selection methodologies described next can be used to determine what variables to retain.

2.2.83 Selection Methodologies. Generally, a variable selection procedure involves both a
criterion (metric) to evaluate or rank variable subsets, and a methodology to select the best subsets.
Variable selection involves selecting the p best variables from among ¢ candidate variables, where

P < ¢. Some of the well known methodologies for selecting the best variable subset are discussed in

21




this section. The well known methodologies include: explicit enumeration of all subset regressions,
best k subset regressions, and sequential search of subsets. Two other methodologies are reviewed:

ridge regression and principal components regression.

The regression of all subsets requires an explicit enumeration of all 2 — 1 possible subsets.
When this approach is used, one of the selection criterion from Section 2.2.2 is used to subjectively
discriminate between variable subsets. Sometimes, a small subset of the best regression models is
gselected for further detailed examination. This method is the most computationally intensive of the
selection methods described. Time-saving algorithms, which evaluate substantially fewer subsets,

are described next.

Best k subsets algorithms have been developed which give the best k subsets according to a
given criterion. Furnival and Wilson propose a branch and bound algorithm which uses product
inverse matrices and a sophisticated sequence of pivots or Gaussian eliminations [18]. The algorithm
evaluates the SSR, at each step against some bound to determine the next pivot. Furnival and

Wilson’s algorithm provides the k best regressions for each subset size p.

Sequential algorithms are substantially less computational; however, there is no guarantee
that these methods provide the best variable subset. Three algorithms for sequential selection
are: forward selection, backward selection, and stepwise selection. These algorithms discriminate
between feature subsets using a measure of the predictive or explanatory capability of the regression
function. A measure of a regression function’s predictive capabilities for a specific subset is given by
the metrics described in the previous section. A conditional measure of the additional explanatory
contribution of a variable or a set of variables is embodied in the F-statistic given in a partial

F-test.

22




The partial F-test is used to test the significance of one or more variables. The linear regres-

sion model in Equation 3 is used with the partial F-test. It is given again for refezence as

y=XB+e¢ e~ N,(0,0°L),

where y is an n-dimensional vector of responses; X is an n X k matrix of regressor variables
consisting of k — 1 independent variables and a column of 1’s for the constant term; and 3 is a
(k + 1)-dimensional vector of unknown variable coefficients. The partial F-test is associated with

the null hypothesis:

H,p: ﬁp+l="'=ﬂk=0’

where p is the number of parameters hypothesized to be in the model, and k — p are the number
of parameters hypothesized to be 0. When testing the significance of just a single variable, then

kE—p=1orp==k-—1in Hy. The associated test statistic, denoted F*, is defined:

SSE,—SSE,
» n—p)—-(n-k
S (10)
n—k

Under Hy:

F ~ Fk—p,n—k

When F* < Fi_pn-&, the null hypothesis can not be rejected which means the reduced model
with some parame.ers hypothesized to be zero is accepted. The variables which are not in the
reduced model correspond to the parameters which are hypothesized to be zero. Otherwise, if
F* > Fu_pa-», then the null hypothesis can be rejected. This means that the full model is

accepted and no variables are removed.

The sequential selection algorithms presented in this section are based on the F-statistics
computed for the partial F-test. The strategy is to apply successive partial F-tests to test the

explanatory contribution of a variable to the total sum of squares.
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The forward selection procedure starts with no variables in the model and increases the
number of variables one at a time. At each step, partial F-statistics are computed. If the null
hypothesis can not be rejected, then the algorithm terminates at that number of variables in the

model.

Forward Selection

1.p=90

2. Compute all regression models for size k = p + 1 which include all previously selected p vari-
ables in the model

3. Select as a candidate for entry, the new variable associated with the model having the highest
F* statistic computed using Equation 10

4. Perform partial F-test described beginning on page 23

5. X Fg_,n_x > Fi pa_s, allow candidate variable to enter model, set p = p+ 1 and go to
Step 2
Otherwise, go to Step 6

6. Stop

The backward selection procedure starts with all the variables in the model and decreases
the number of variables one at a time. At each step, partial F-statistics are computed. If the null
hypothesis is rejected at any step, the algorithm terminates. Advantages of a backward selection
procedure over a forward selection procedure are discussed in Mantel [43]. These advantages include
economy of effort and, potentially, better variable selection when correlated variables are present.
Because of these advantages, the backwards sequential selection algorithm is used in the selection

procedures presented in Chapters V and VI

Backward Selection
1. k = ¢, where ¢ is the total number of candidate variables

2.p=k-1

24




3. Compute all regression models for size p which do not include any previously eliminated vari-
ables

4. Select as a candidate variable for elimination, the variable which when removed produces the
model with the lowest F* statistic computed using Equation 10

5. Perform partial F-test described beginning on page 23

6. HF o x > Fipu-x, goto Step 7 and do not eliminate candidate variable
Otherwise, eliminate candidate variable, set k = k — 1, and go to Step 2

7. Stop

Stepwise selection procedures include forward and backward stepwise procedures. They are,
essentially, modifications of the forward and backward selection procedures. The forward stepwise
procedure tests to see if any other variables should be eliminated after each iteration of the al-
gorithm. The backward stepwise procedure tests to see if any other variables should be included
after each iteration of the algorithm. The forward stepwise algorithm is illustrated here. Like the
forward selection algorithm, the forward stepwise selection algorithm starts with no variables in

the model.

Forward Stepwise Selection

1.p=0

2. Compute all regression models for size k = p + 1 which include all previously selected p vari-
ables in the model

3. Select as a candidate for entry, the new variable associated with the model having the highest
F* statistic computed using Equation 10

4. Perform partial F-test described beginning on page 23

5. M Fy . & > Fi_pn-k, allow candidate variable to enter model, and go to Step 6
Otherwise, go to Step 9
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6. Compute all regression models of size p which include only variables that are currently in the
model

7. Select as a candidate for elimination, the variable which when removed produces the model
with the lowest F* statistic

8. UF; . > Fi_pu-i set p=p+1, and do not eliminate candidate variable
Otherwise, eliminate the candidate variable and go to Step 2

9. Stop

Pope and Webster, and Krishnaiah point out problems with the use of the F-statistic for the
forward, backward, and stepwise sequential procedures [36, 49]. Krishnaiah recommends not using
these procedures for the selection of variables, since, in general, the necessary conditions are not
met for F* to be distributed as an F distribution [36:814] [49:331-332]. Instead, Krishnaiah recom-
mends using the overall F test and methods based on all possible regressions or finite intersection
tests (FIT). The FIT, developed by Krishnaiah, involves using a multivariate F-distribution for
simultaneously testing whether a set of variable coefficients are zero [65). Details for applying the

FIT for either univariate or multivariate regression can be found in Schmidhammer [65)].

Another technique which can be utilized for feature selection is ridge regression. Ridge re-
gression is a biased regression technique primarily designed as a remedy for multicollinearity. The
technique introduces a biasing constant, ¢, where ¢ > 0, into the least squares normal equation,
Equation 5, to give

(X'X + cI)b® = X'y
A simple way of choosing c is to increase ¢ gradually and plot a ridge trace. A ridge trace is a plot of
the regression coefficients against c. Variables which are candidates for elimination are associated

with unstable ridge traces (details can be found in Neter Wasserman and Kutner [47:414-417]) and

coefficients close to zero.

Principal components regression is yet another technique which can be utilized for feature

selection. In principal components regression, the original variables are transformed using linear
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combinations suggested by the eigenvectors of the covariance matrix. Transformed variables asso-
ciated with very small eigenvalues can be identified as candidates for elimination, since they are
not associated with a very big portion of the original variables’ variance. There are two prob-
lems associated with this method: difficulty in interpreting the transformed variable. and lack of a

quantitative stopping rule to indicate the number of transformed variables to drop.

2.3 Nonlinear Regression

There is a limit to what can be adequately approximated by a linear model, even after exploit-
ing transformations of the dependent or independent variables. When this is the case, a nonlinear
regression model is usually considered. This section reviews univariate nonlinear regression and
standard statistical selection criteria. Multivariate response extensions to the univariate case are

presented in Chapter 5 of Gallant [20].

2.3.1 Univariate Nonlinear Regression Overview. Univariate response nonlinear regression
is analogous to linear regression: it is a technique which describes the statistical relationship between
a response variable and a g-dimensional set of fixed predictor variables. The predictor variables
are treated as fixed known constants and not as random variables (20:2]. However, it is possible
to consider the “random predictor variables case” of nonlinear regression as a special case of the
“fixed predictor variables theory {20:247].” The discussion of the nonlinear regression model in this

section is taken from both Gallant’s [20] and Seber and Wild’s [66] presentations.

Consider the univariate nonlinear regression model

y=f(X,0)+e €~ Ny(0,0'L)

where, y is an n-dimensional vector of responses, X is an n X s matrix with g columns of predictor

variables and a column of 1’s for the bias term, 8 is an s-dimensional vector of unknown parameters,
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and f(X,8) is the response function. The functional form hypothesized for f(X,8) is normally

chosen based on the problem at hand or experience.

The predicted value of y, denoted ¥, is defined

¥ = £(X,9)

where 0 is the least squares estimate for 8. The least squares estimator 6 is found by minimizing

the sum of squared errors SSE

SSE = [y - f(X,8)'ly - £(X,6)]

with respect to 8.

In neural network terms, the vector y is the n x 1 vector of observations of desired outputs
whereas the vector ¥ is the n X 1 vector of actual outputs or trained neural network outputs.
The matrix X is the daia matrix of measured feature vectors, including the bias term which
is equal to one for each vector. The vector 8" is analogous to the vector of unknown optimal
neural network weight parameters, and the vector @ is the vector of trained or estimated neural
network weight parameters. Also, SSE is the squared error function which is minimized in standard
backpropagation. In Chapter V, the neural network model will be posed in the framework of a

nonlinear regression statistical model.

To find the parameters which minimize SSE, the nonlinear function f{X,8) is expanded in a

Taylor series about @ = 8*, retaining only the linear terms as [46:427]:
f(X,0) =~ f(X,0°) + F(X,6°)(6 - 6*),

where

F(X,0) = 5o /(X,0) (11)
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and F(X,6") represents F evaluated at & = 8°*. The truncated Taylor series representation is
essentially a linearization of f(X,8) in the neighborhood of the unknown parameter 8°. With this
form of f(X, 8), several methods, such as the Gauss-Newton method, exist for computing the least

squares parameters, 6 [20:26-46].

In general, estimators for @ are not unbiased [46:426]. The properties of unbinsedness and
minimum variance are only approached asymptotically or in the limit when n the number of obser-
vations is large [46:426]. The distributional properties of normal-error least squares paramet=rs have
practical importance, since the assumed distributional properties are used in hypothesis testing to
make inferences about the parameters. With the assumption of normal errors and certain regularity

conditions, 0 has approximately an s-dimensional multivariate normal distribution defined as
6 ~ N,[0,8*(F'F)

where F is defined in Equation 11, and

;2o SSE
n—s8

is an estimate of the error variance o corresponding to 6.

In practice, the matrix C is used to approximate (F'F)~1, assuming (F'F)~! exists, where
C = (F(6)F(9)) (12)

The assumption of normal errors and certain regularity conditions also gives

(—"—;:—)s—z ~ Xa-s (13)

Gallant rigorously presents the regularity conditions used to make these distributional assumptions

(20]. The conditions are summarized below [20:19-21]:
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1. The sequence of observations on predictor variables x must behave properly as n tends to
infinity. Proper behavior is obtained when:

¢ The predictor variable observations are chosen by random sampling.

o The predictor variable observations are chosen by disproportionate replication of a fixed
set of points.

2. The response function f(X,#8), as well as it’s first and second partial derivatives, must be
continuous in (X, 8).

3. The identification condition holds which requires that the
lim, o n 30 [f(xi,8) — f(xi,6°)]? has a unique minimum at 8 = 6*, where x; is the ith
predictor variable.

4. The rank qualification condition holds which requires that the

lim, .o 2~ Y1, F'(x;, 8°)F(x;,0") be nonsingular.

2.3.2 Statistical Model Selection Criteria. In this section, three statistical selection criteria
for nonlinear regression are reviewed: the Wald test statistic, the likelihood ratio test statistic,
and the Lagrange multiplier test statistic. Seber and Wild discuss the asymptotic equivalence of
these statistics [66:571-581]. All three criteria are test statistics which are formed during hypothesis
testing. Several detailed examples of applying these test statistics for hypothesis testing are given in
Gallant [20:48-100]. In this section, these criteria are presented and reviewed in nonlinear regression
terminology for ease of access into the nonlinear regression literature. In Chapter V, these criteria

will be redefined for use in the context of a neural network model.

The first model selection criterion is the Wald test statistic W [20:48). Define h(@) as a once

differentiable function mapping from R* to R* with a s X k Jacobian H defined as
H(8) = -2 (6) (14)
=<7 ,

where s is the number of parameters in the full model, and k are the number of parameters

hypothesized to be zero in the reduced model. Consider testing the hypothesis H, which is given
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H, : h(6*) =0,

The Wald test statistic is defined as

_ MOEEE) )

w ks?

where C and H = H(é) were defined previously in Equations 12 and 14, s? is for the full model with
s parameters, and k is the number of parameters in the hypothesized model. The Wald test statistic
is formed using the ratio of two independent chi-squared statistics each divided by its respective
degrees of freedom. Under H,, the numerator, to within approximation error, is a chi-squared
statistic with k degrees of freedom which is associated with the null hypothesis (see Gallant for
details [20:47-48]). The denominator, to within approximation error, is a chi-square statistic with
n — 8 degreee of freedom, and is associated with the full model [20:47-48]. The chi-squared statistic

in the denominator was previously shown in Equation 13.

Under H,, the Wald statistic is distributed as an F-distribution with k& numerator and n — s
denominator degrees of freedom. When W exceeds the a x 100% critical point of the F-distribution
with k numerator and n — s denominator degrees of freedom, the hypothesis H is rejected. This
means that the reduced model with fewer parameters is statistically not equivalent to the full model

with all s parameters. Therefore, no parameters would be removed.

The second model selection criterion is the likelihood test statistic, which is analogous to
the partial F-test discussed in the previous section. The likelihood test statistic L is also used to
test Ho : h(0") = 0, where h(8") is defined to be a subset of k parameters from the full set of s
parameters. It is defined as

_ (SSEus ~ SSE,) /((n— (s~ k)) - (n—2))
L= (SSE,)/(n —9) ’ (15)
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where SSE,_, corresponds to the sum of squared errors associated with fitting the model under
the null hypothesis, and SSE, corresponds to the sum of squared errors associated with the full
model. Under Hy, L is distributed as an F distribution with k and n — s degrees of freedom for the
numerator and denominator, respectively. When the L exceeds the a x 100% critical point of the
F-distribution with k numerator and n — s denominator degrees of freedom, the hypothesis H, is
rejected. This means that the reduced model with fewer parameters is statistically not equivalent

to the full model with all s parameters. Therefore, no parameters would be removed.

The third model selection criterion is the Lagrange multiplier or efficient score test statistic.
There are two versions of this test statistic discussed in Gallant [20:85-97]. The Lagrange multiplier
test statistic is also used to test Hy : h(6*) = 0, where h(8") is defined to be a subset of k
parameters from the full set of s parameters. Let SSE be minimized for the full model subject to
the null hypothesis A(6*) = 0. This is a constrained minimization. The resulting estimator of the

constrained minimization is denoted 8.

Now 0 is used as a starting value and one ‘unconstrained’ Gauss-Newton step is taken away
from 5, presumably towards 0 which is the least squares estimator for the unconstrained minimiza-

tion of SSE. The Gauss Newton step, denoted D is defined in Gallant [20:85] as
. PR .
b= (FF) Fly-£09),

where F = F(6) as previously defined in Equation 11. If H, is true, then D will be small.
Conversely, if H, is false, then D will be large. The two forms of Lagrange test statistics, R; and

R;, are based on a measure of D. They are defined in Gallant [20:86) as:

D ('F) D/
R, =
SSE(8)/(n — s)
R = nD’ (I""f:)f),
SSE(6)
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where SSE() represents the minimum sum of squared errors when fitting the full model with no
constraints, and SSE() represents the constrained minimum sum of squared errors when fitting
the full model subject to Hy,. With R,, the Lagrange multiplier test rejects H, when R, exceeds
F, = F{_‘m,",,_,. With R;, the Lagrange multiplier test rejects Hy, when R; exceeds d, which is

defined
nkF,

b= Tk § F.

2.3.3 Summary of Statistical Model Selection Criteria. In Summary, there are three model
selection hypothesis tests used in feature selection for nonlinear regression: the Wald hypothesis
test, the likelihood ratio test and the Lagrange multiplier tests. The Wald test statistic has both
advantages and disadvantages. The advantage is that only the unconstrained/full model must be
estimated for this criterion. However, the disadvantage is that Wald test statistic can be seriously
affected by parameter effects curvatures of the error surface which are not accounted for in the
linearized approximation used for f(X, @) [66:200-220]. The likelihood ratio test statistic and the
Lagrange multiplier test statistics are not affected by the parameter effects curvatures [66:200).
Between the two versions of the Lagrange multiplier test, the first test R, is always more powerful
than R;, although this increase in power is sometimes negligible [20:88-89]. In practice, R, is more
commonly used than R,, since R, requires just one minimization of SSE rather than two, making
R; easier to compute [20:86-87]. When comparing the likelihood ratio test statistic and the two
versions of the Lagrange multiplier test statistic, the likelihood test statistic is always the more

powerful [20:89).

The last two sections reviewed feature selection topics related to linear and nonlinear regres-

sion. The next section reviews feature selection topics related to discriminant analysis.
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2., Discriminant Analysis

In discriminant analysis problems, the practitioner is concerned with classifying a pattern
or an object into one of K classes. A pattern or an object is represented by a vector of features
which ideally contain discriminatory information between the classes. There are many algorithms
available for doing discriminant analysis. The vast number of algorithms makes it impossible to
provide a concise overview of these algorithms in this document. Devijer and Kittler, Dillon and

Goldstein, and James are all good references on discriminant analysis and pattern recognition

algorithms [14, 15, 29].

Feature selection in these applications is similar to linear regression, since, ideally, feature
subsets would be evaluated based on a measure of the classification function’s accuracy. In linear
regression, calculating this measure is very simple, but for discriminant analysis it can be pro-
hibitively time consuming. Therefore, feature selection is often carried out by trying to maximize
an alternative measure. This alternative measure is hopefully related closely to the error rate of
the resulting classifier [29:127). There are several good references which review feature evaluation
criteria and feature selection methodologies in the context of pattern recognition and discriminant
analysis [8, 14, 15, 29, 74]. In the remainder of this section, standard distance metrics used for

evaluating or ranking features and feature selection methodologies are reviewed.

2.4.1 Selection Metrics. A common need for all feature selection procedures is to have an
evaluation function for measuring the saliency or potency of features. This section reviews non-
probabilistic and probabilistic feature evaluation metrics. The non-probabilistic feature evaluation
metrics are reviewed first, since they are relatively simple to calculate. After a discussion of the
non-probabilistic metrics, the more sophisticated, often computationally burdensome, probabilistic

metrics are reviewed.

Non-probabilistic feature evaluation metrics are used as an alternative to measuring the error

rate or a sophisticated probabilistic measure of the classifier’s performance. Generally, these metrics
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are a measure of distance between classes. The non-probabilistic feature evaluation metrics are
based on the rationale that classes should be maximally separated in the feature space. The larger
the average separation between classes, the better the feature subset. While non-probabilistic
distance metrics are somewhat unsophisticated compared to the probabilistic metrics, they are

relatively easy to calculate.

Generally, these types of metrics attempt to maximize the between class (interclass) distances
while minimizsing the within class (intraclass) distances. An estimated matrix of the between class

distances, S,, is defined as

S = 3 P(Ch)(ms — m)(my — m),

where m, is a M-dimensional mean vector of the kth class of M-dimensional training vectors, m is
a M-dimensional mean vector of all the training vectors, M is the number of features in a training
vector, and P(C,) is the estimated prior probability of class &, denoted as C;. An estimated matrix

of the within class distances, S, , is defined as
. K . N;
Su =Y P(CoIN:™ ) (zai — my)(zas — mu)',
k=1 i=1

where z;; is the ith training vector from the kth class and N, is the number of training vectors in

class k. Two possible metrics D(x) which are maximized to find a good subset of features are

_ trS,,
D(x) = trS,
R
D(x) =
&= s
where Z is equal to S, + S;. Also, | - | denotes calculation of a determinant. The main criticism

of these types of metrics is that they are not closely related to error probability. Two additional
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drawbacks of these metrics are: discriminatory potential of these metrics depends on the classes

having equal covariance matrices; and, pattern classes with equal means may give misleading results.

A general nonlinear metric D(x) which reflects the local probability structure of the data can

be maximiszed to find a good subset of features [14:242]

D(x) = ZP(C.)}:P(C.) ):'E'd(zi..z,,),

k—!. liz1j=1
where d(z\i, ;) is the nonlinear distance metric between the ith vector in class & and the jth
vector is class [. This nonlinear distance is equal to a constant H, if its Euclidean distance is
above a threshold T, otherwise it is equal to zero. The threshold T represents a safe or effective
distance for correctly classifying the two points into separate classes. Methods for determining
T are discussed in Devijver and Kittler [8:197-198,242-245]. This nonlinear metric represents a

compromise between probabilistic and non-probabilistic feature evaluation metrics.

The following survey of probabilistic distance metrics is primarily based on the discussion in
Ben-Basset and Devijver and Kittler [8, 14]. Ben-Basset categorizes probabilistic feature evaluation
metrics into three categories by [8:778):

1. Distance metrics derived from Information measures.
2. Distance metrics derived from distance measures.

3. Distance metrics derived from dependence measures.

The probabilistic feature evaluation metrics are reviewed using this taxonomy.

The first category of probabilistic feature evaluation metrics are the information metrics.
Probabilistic information measures are sometimes referred to as uncertainty measures. Given an
uncertainty function u and a prior probability vector #, the information gain, I(x) can be defined

in general terms as

I(x) = u(x) — B [u(#(x))]
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Table 1. Distance Metrics Based on Probabilistic Uncertainty

Uncertainty Function Definition

Bayes P, u(#(x)) = [1 — max{P(C\|x),---, P(Ca|x)}]
Shannon H u(#(x)) = — ¢, P(Ci|x)log P(Cy|x)
Quadratic @ u(#(x)) = 34y P(Calx)(1 -~ P(Cy|x))
Darocsy Qa w(#(x)) = st (Taes P(Ghx)* — 1)

f-entropy u(*(x)) = ¥y, F(P(Cilx))

Renyi H, u(#(x)) = ;- log Y.y P(Cilx)”

This table adapted from [8:780].

where u(x) is the prior uncertainty and E.[u(#(x))] is the posterior uncertainty using the vector
of posterior probabilities #(x). The prior uncertainty, u(=), is independent of x, so an information

metric based on x can be reduced to

U(x) = E.[u(#(x))]

where we want to find the set of features x which minimizes the uncertainty U(x).

Uncertainty metrics differ by their definition of u(#(x)). Define the posterior probability
of Class k as P(Cj|x) which is used in Table 1 to define several different uncertainty metrics
(8:779-780]. All of the uncertainty metrics are bounded above and below by some function of P,,
also defined in Table 1 (see Ben-Basset {8:780]). Also, Bayes, Shannon, Quadratic, and Daroczy

uncertainty functions all belong to the f-entropy family of uncertainty metrics defined in Table 1.

The Bayesian probability of error, P,, is probably the most commonly used feature selection
metric. It falls into the category of probabilistic uncertainty metrics. The P, feature evaluation

metric is commonly used whenever the goal is minimizing classifier error rate with features of equal
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measurement cost. Let the posterior probability of class k for x, P(Cy|x) be defined as

P(Cy)P(x|Cy)
i, P(Ci)P(x|Ch)

P(Cilx) =

where P(C,) is the prior probability of class k and P(x|C,) is the conditional probability function

of x for class k. Now, the P, metric can be given as [8:774]

P.(x) = Ex[1 - max{P(Cy|x), -, P(Ci|x)}] (16)

where x is the vector of features for which P, is measured.

Ben-Basset discusses several reasons why alternative feature evaluation metrics may be pre-
ferred to P, [8:776-777). First, the P, may not be sensitive enough to discriminate between good
and better features, because it is based on the most probable class which can be strongly influenced
by the prior probabilities P(Ci). Second, sequential selection of features using P, does not en-
sure good performance on resulting subsets, even for conditionally independent features (8, 11, 16].
Third, other feature evaluation criterion may perform better when the objective of a myopic se-
quential selection procedure is to reach a predetermined level of P, by a minimum number of
features. Lastly, computation of P, may be costly, since it involves integration of the function
max { P(Cy|x), - - -, P(Ci|x)}. Of the four reasons just discussed, Ben-Basset concludes that the
most significant reason for avoiding P, is that it may not be sensitive enough to discriminate be-
tween good and better features [8:788]. Even if alternate metrics offer no computational advantage
over P,, they should be considered when P, becomes highly insensitive due to a relatively high

prior probability for one class [8].

The second category of probabilistic feature evaluation metrics are the distance metrics.
Probabilistic distance metrics are based on distances between probability measures. Measures of

probability are prior probability density functions, posterior probability density functions, and
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conditional density functions. These metrics are also known as discriminatory, separability, or
divergence measures. Probabilistic distance metrics can be divided into two classes:

1. Those based on the distance between prior probability density functions and posterior prob-
ability density functions of each class.

2. Those based on distances between conditional density functions.

Probabilistic distance functions of the first type are based on the rationale that a feature
subset which changes the assessment of the true class probability is a good feature subset. The
more drastic the assessed change, the better the feature subset. This type of metric is similar to
the probabilistic information metrics except that distance functions are used instead of uncertainty
functions. Table 2 presents several different distance measures based on distance between prior
and posterior probability density functions for each class [8:783). For these distance measures, the
probability of x, denoted P(x) is defined

P(x) = ) _ P(Cy)P(x|Cy),

k=1

where P(C}) is the prior probability of class k, and P(x|C;) is the class-conditional probability

density function of x for class k.

Probabilistic distance functions of the second type are based on the rationale that the larger
the distance between class-conditional density functions P(x|C;), the easier it will be to discrim-
inate between classes. For a two class problem, this type of distance function is minimized when
P(x|C,) = P(x|C;), and is maximized when P(x|C;) and P(x|C;) are orthogonal [8:781]. For a
multi-class problem, the distance function can be generalized to be the weighted sum of distances
between class-conditioned density functions for all pairs of classes [8:781] [14:261]. The distance
function for a multi-class function measures the discriminatory power of the evaluated feature vector

over all K classes as

K K
D(x) =YY" P(Ci)P(Ci)du(x)

k=11=1
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where dj(x) is the distance between class k and class I's class-conditioned density functions. A
disadvantage of this metric is that one large d; may dominate D(x) by imposing a ranking which
is biased by the two most separable classes [8:782]. Table 3 presents several versions of d;; adapted
from Ben-Basset [8:784] and Devijver and Kittler {14:257-258]. Functions of the distance functions
in this table serve as lower and upper bounds for P, [8:784]. Another multi-class distance measure
between class-conditional density functions is Matusita’s extension of the infinity distance measure,

where D(x) is defined as [8:782)

D(x) = [(]] P(xICe)¥ dx

k=1

The third category of probabilistic feature evaluation metrics are the dependence metrics.
Probabilistic dependence metrics can also be referred to as correlation metrics. They are natural
multi-class feature selection metrics related to both probabilistic information measures and prob-
abilistic distance measures. The probabilistic dependence metrics are based on the rationale that

correlation is important between an evaluated feature vector and its true class. The larger the

Table 2. Distance Metrics Based on Prior and Posterior pdfs

Distance Function Definition
Affinity JIi_y P(Celx)]* P(x)dx
Bayesian J[3 k=1 P(Ci|x)’| P(x)dx
Directed Divergence X5, P(Ciix) log%?]P(x)dx
Divergence of Order a > 0 || =15 fllog Y-, P(Ci|x)*P(Cy)*~*)] P(x)dx
Variance J1Xk=1 P(C)(P(Cilx) ~ P(Cy))*| P(x)dx
This table adapted from [8:783).
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Table 3. Distance Metrics Based on Class-Conditioned Density Functions

Distance Function

Definition dy;

Chernoff —log [(P(x|Cy)* P(x|C}))'-*)dx
Bhattacharyya (Chernoff where a = .5) ~log [f(P(x|Ci)P(x|C;))tdx
Matusita {JVP=ICE) - vPEIC)Pdx)’
Kullback-Liebler J[P(x|C:) - P(x]|C;)] log Fact dx
Patrick-Fisher {J[P(C:)P(x|C}) ~ P(C))P(x|C))]*dx}
v.issack-Fu I | P(Cy)P(x|Cy) — P(C)P(x|C)) |* P1-*)(x)dx
Kolomogorov J | P(Cy)P(x|Cy) — P(Ci)P(x|C)) | dx

This table adapted from [8:784] and [14:257-258]

Table 4. Distance Metrics Based on Probabilistic Dependence

Distance Function
(I

Definition R(x)

Chernoff

Yi=1 P(Ci) { —log J(P(x[Cs)*P(x))!'~dx}

Bhattacharyya (Chernoff where a = .5)

Yty P(Cy) { ~log f(P(x|Cy)P(x))}dx }

Matusita T, P(Cy) {/IVPEICY) - VP(x)Pdx
Joshi (Kullback-Liebler) Sie1 P(Ch) J[P(x|C:) — P(x)]log P dx
Patrick-Fisher vX , P(Cy) {JIP(x|C)) - P(x)]dx}?
Lissack-Fu Se=1 P(Cy) [ | P(x|C}) — P(x) |* PU-9)(x)dx
Kolomogoruv 131 P(Cy) [ | P(x|Cs) — P(x) | dx

This table adapted from [8:785] and [14:261)

dependence, denoted R(x), the better the feature vector x. Table 4 presents several versions of

R(x) adapted from Ben-Basset [8:785] and Devijver and Kittler [14:261)].
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2.4.2 Selection Methodologies. Selection methodologies used for classification analysis are
essentially the same as those used in linear regression. Exhaustive search of all 29 -1 feature subsets
for ¢ candidate features is usually impractical for moderately large values of . Even choosing the
best subset of size k by exhaustive enumeration is usually impractical, since it involves evaluation of
(T,:’EW subsets. The are a number of optimal and suboptimal search algorithms which are designed
to circumvent an exhaustive search procedure. Most search algorithms look for the best features
by adding and/or removing features from the current feature set. A forward procedure starts with
no features and searches for the features in a “bottom up” manner, whereas a backward procedure
begins with all the candidate features and searches in a “top down” manner. A feature evaluation
metric is evaluated at each step of these algorithms to determine which features to add or remove
at each step. For some of the probabilistic distance metrics displayed in Table 3, computational
savings can be realized by exploiting recursive evaluation of the metrics during “bottom up” and
“top down” searches [14:265-269). Genetic or evolutionary algorithms, which will not be discussed,

are alternative methods.

Branch and bound is an optimal search algorithm for finding the best subset of size k. It is
basically a “top down” search which avoids exhaustive search by using the monotonicity property
that applies to most feature evaluation metrics [14:207]. The monotonicity property dictates that
the error from a set of features is never greater than the error from a subset of those features.
This principal can be translated to mean more features implies more information which in turn
implies lower error. Monotonicity may allow many feature subsets to be inspected implicitly with
no additional computation. Devijver and Kittler provide a detailed presentation of the branch-and-
bound algorithm [14:207-214]. When the superset size k is approximately 1, the branch-and-bound
algorithm may yield substantial potential savings in computation costs compared to exhaustive
enumeration; however, the savings are not as impressive for very small k or k close to q [14:214]. In

many cases, the monotonicity assumption used by the branch-and-bound algorithm may be invalid
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if the statistical structure of the prior class probabilities is not known [74:799]. Van Campenhout

discusses the Hughes paradox which documents the phenomena of error being minimized at some

finite sige feature set [74:796-780].

For many problems, the optimal branch-and-bound algorithm is still computationally imprac-
tical. Suboptimal search algorithms which trade off optimality for computational feasibility can
be used for these problems. With these algorithms, there is no guarantee that the best feature
set will be found. Some suboptimal searches are more sophisticated than others in two respects:
the number of computations required, and the number of feature subsets evaluated. There is also
no guarantee that more sophisticated algorithms will yield better subsets than less sophisticated

algorithms. The next paragraphs summarize several suboptimal search algorithms.

The least sophisticated suboptimal search algorithm is to choose a feature set of size k based
on the k best features when measured independently with one of the feature evaluation metrics
discussed previously in this chapter. Even if all the features are statistically independent, this

method does not guarantee optimality [8, 11, 14, 16).

Sequential forward and backward selection algorithms are similar to those discussed for linear
regression in Section 2.2.3. These algorithms allow just one feature to be added or taken away
at a time. The main drawback of forward and backward sequential selection algorithms is that
they do not allow a feature to be removed or added at a later point in the algorithm. Another
drawback is that the total number of features to be selected, k, must be known up front, since &
serves as a “stopping” mechanism. The algorithms stop when the current number of features in
the model, p, equals the number to be selected, k. The sequential selection algorithms which follow

are summarized from Devijer’s and Kittler’s presentation [14:216-217].
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Forward Sequential Selection

1.p=0
Set the total number of features to select equal to &
Select any of the feature evaluation metrics described in Section 2.4.1, say D(x)

2. Compute D(x) for all feature subsets of size p + 1 which include all previously selected p
features

3. Select the feature set of size p + 1 which maximizes (minimizes) D(x)
4. Setp=p+1

5. If p < k go to step 2
Otherwise, go to step 6

6. Stop, since k features have now been selected

Backward Sequential Selection
l.p=gq
Set the total number of features to select equal to &
Select any of the feature evaluation metrics described in Section 2.4.1, say D(x)

2. Compute D(x) for all feature subsets of size p — 1 which do not include any previously elim-
inated features

3. Select the feature set of size p — 1 which maximizes (minimizes) D(x)
4, Setp=p+1

5. f p > k go to step 2
Otherwise, go to step 6

6. Stop, since k features have now been selected

Generalized sequential forward or backward selection allow more than one feature to be added
or taken away during each iteration [14:217-219]. By taking more than one measurement into con-
sideration, the statistical relationship among potential features is partially taken into consideration.

These algorithms are computationally more sophisticated than sequential algorithms, since more
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feature subsets must be evaluated at each step. These algorithms differ from the non-generalized
version of the algorithms primarily in Step 2. Now all feature subsets of sisep + rorp — r are
evaluated, where r is the number of additional features added or taken away from the feature set.
The generalized forward or backward algorithm still does not allow features to be taken away or
added later in the algorithm.

Stepwise selection algorithms are sophisticated algorithms which allow one feature to be
added and taken away during each iteration of the algorithm. These algorithms partially take into
consideration the statistical relationship between feature subsets. Stepwise selection algorithms
require more computation than strictly sequential algorithms. The forward sequential algorithm

can be adapted to perform forward stepwise selection as follows.

Forward Stepwise Selection

1.p=0
Set the total number of features to select equal to k
Select any of the feature evaluation metrics described in Section 2.4.1, say D(x)

2. Compute D(x) for all feature subsets of size p + 1 which include all previously selected p
features

3. Select the feature set of size p + 1 which maximizes (minimizes) D(x)
4. Compute D(x) for all feature subsets of size p which include previously selected p+ 1 features

5. If feature subset of size p which maximizes D(x) is not the same subset of size p from step 2,
then retain only those p features and go to step 2
Otherwise, go to step 6

6. Setp=p+1

7. If p < k go to step 2
Otherwise, go to step 8

8. Stop, since k features have now been selected

Stepwise selection algorithms can also be generalized to allow for more than one feature to be

added or taken away (or possibly both added and taken away) at each iteration of the algorithm
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[15:220-223]. Further generalization allows the number of features added or taken away to vary at

each iteration within the algorithm.

The last three sections have reviewed feature selection topics related to classical linear and
nonlinear regression and discriminant analysis. The next section reviews the work which has been

done for feature selection specifically in the context of neural networks.

2.5 Feedforward Neural Networks

In this section, techniques designed to evaluate and select features within a neural network
framework are reviewed. Notational conventions, network structure, and the back propagation

learning algorithm are reviewed in Chapter I for neural networks.

2.5.1 Feature Saliency Metrics. In this section, the established feedforward neural network
feature metrics are described. The single hidden layer neural network is displayed again for reference
in Figure 3.

The probability of error measure, P.(x), introduced in Section 2.4, Equation 16, is often
used as a bench mark for independently evaluating the usefulness of neural network features for

discriminant analysis problems [51, 59, 60]. P.(x) is defined again here for reference

P.(x) = Ex[1 — max{P(C,|x),- - -, P(Ci|x)}],

where E {-} is the expectation function with respect to x, max{-} is the maximization function,
and P(C;|x) is the posterior probability of class k. The probability of error P,(x) is approximated
with a feedforward neural network when appropriate conditions are met (discussed in Chapter I
Section 3). Therefore, the net’s approximation to P,(x) can also be used to independently evaluate

the usefulness of neural network features.
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Feedforward Neural Network
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Figure 3. Single Hidden Layer Feedforward Neural Network

47




The network’s approximation can be defined as

P
f’,(x,v‘v) = p! 2[1 — max{z(x,w),: -, 2x(x,W)},]

r=1

where P is the number of data exemplars x in the data set and z,(x, W) is the network output for
the kth class. The network approximation to probability of error is computed for the feature vector
x and the estimated network weight parameters w. Alternatively, P,(x, W) can be used to evaluate
a subset of features with the network. In this case, the correlations between specific feature inputs

considered are taken into account.

Le Cun and others propose a saliency metric for evaluating features or middle nodes which
is based on second derivative information [39]. They construct a local model of the network error
function using a Taylor series approximation of the network’s error (see Appendix A for details)
Then, the network’s change in error due to weight changes is approximated. In order to make it
computationally practical to evaluate the Taylor series expression for the change in error, three
simplifying assumptions are used:

1. Assume the Taylor series is evaluated at a local minimum of the error which makes the first
order terms equal to zero.

2. A diagonalizing assumption is used to eliminate all cross terms of the Hessian matrix.
3. A quadratic approximation assumption about the error surface is used which implies that 3rd

order and higher order terms are negligible.

All that remains are the second order diagonal terms, which are assumed positive at a lo-
cal minimum. Therefore, a perturbation of the vector of estimated weight parameters w} =
{1, -, sy} associated with feature ¢ should cause the error to either increase or to stay the
same. For a trained network, the saliency metric for feature node ¢ developed by Le Cun and
others uses the second derivative of network output error with respect to the vector of associated

feature input weights. The network output error is defined as the squared output error £, defined
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The second order saliency metric for feature i, denoted s;, is defined as

2
8 = hii'z'g—

where z? denotes the pth input exemplar, and

"
h'.‘.=zw

=1 0wy’

As defined above, s; corresponds to the saliency of feature i for a single input exemplar. When the

metric s; is averaged over the entire training set, the result, denoted 3;, is given as

where P is the number of training vectors, and s;(x”) indicates that s; is a function of the pth

input vector xP. A more detailed derivation of s; and 3; is shown in Appendix A, Section A.1.

Another technique for measuring the saliency or relevance of a neural network unit, such
as a feature, is proposed by Mozer and Smolensky [45]. Mozer and Smolensky propose that the
relevance of a feature be measured as a function, p;, of how well the network performs with the

unit versus how well the network performs without the unit, i.e.

Pi = Evtinons aatt i — Ewith wait §

They propose approximating p; by examining the derivative of the error with respect to a relevance
factor coefficient, a;. The relevance factor coefficient, a;, represents the attentional strength of a

unit.
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This coefficient can be thought of as gating the flow of activity from the unit:
o; = f(3; wjia;0;), where o; is the activity of unit j, w;; the connection strength
to j from i, and f the sigmoid squashing function. If a; = 0, unit ¢ has no influence

on the rest of the network; if a; = 1, unit 1 is a conventional unit. [45:109)
In terms of a;, p; can be defined as

Pi = Ca;=0 — 8a;:l
and Mozer and Smolensky approximate p; with:

R aE

aa,' a;=1

pi =

The derivation and notational details of p; are shown in Appendix A, Section A.2.

Ruck describes a feature saliency metric which measures feature i's effect on a neural network’s

output [59]. The metric attempts to capture the total of the partial derivatives of the network’s
outputs with respect to the entire M-dimensional feature space R¥. Ruck’s saliency metric for
feature £ is built from the exact partial derivatives of network outputs, z;, with respect to feature

inputs z; using a trained network.

Ideally, the input space would be systematically sampled over its entire range of values [59:34].
If R points were used for each input, the total number of derivatives would be on the order of R¥,
where M is the number of feature inputs. For other than very small problems, RM is computa-
tionally impractical. Ruck proposes a sampling method which is computationally practical. For
every training vector, each feature input is sampled over its range while the other feature inputs
are fixed as determined by the actual training vector being evaluated. For P training vectors, the
number of derivative evaluations is K PRM, where K is the number of output classes represented
by the net, M is the number of features, and R is the number of samples for each feature input of
each training vector. For the saliency computation of each feature, the set of “pseudo” data points

remains the same. Following Reinhart’s notation {53:21-22], define d,, as the vector of R uniformly
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spaced pseudo points covering the range of the mth input feature. The rth component, 4,, of d
can be defined as:
max 2, — minz,,

d, =minz, +(r-1) -1 r=12,---,R (17)

The Ruck saliency metric for feature i, A;, is defined as

A=y T e[l

p=lm=1r=1k=1

Ty, )| (18)

where P is the number of training vectors x; M is the number of features; R is the number of
uniformly spaced points covering the range of each input feature found in the training set; K is the
number of output classes; the vector x‘,'»(,) is the pth exemplar x? with its mth component replaced
by, d, the rth component of d; and (x;,.,), W) indicates that the derivative is evaluated with the
feature vector x’, m(r) 30d the final estimates of the trained network weight parameters w. Also, the
absolute value of the derivatives are used; therefore, positive and negative derivative changes do

not cancel each other. Empirical results indicate that A; provides similar rankings to P, [59:46].

Equation 18 has been modified from Ruck’s original presentation to reflect that for each

vector there are PRM function evaluations of the network’s sensitivity Zf__.l

Ju(x, w)| as Ruck

intended, rather than PR evaluations as suggested by Ruck’s notation [59, 62].

Priddy illustrates a relationship between the class specific Bayesian probability of error and
the derivative-based feature saliency metric, A, [61). The relationship relies on the assumptions
necessary for feedforward neural networks to approximate a Bayes optimal discriminant function
(30, 54, 61, 68, 75 [41:50]. When these assumptions are met, the trained feedforward neural network
output z; can be interpreted in the limit as P(C,|x), which is the posterior probability of class &

for x. Since 3°K_, P(Cy|x) = 1, the neural network approximation to the class specific probability
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of error for class k is defined as

P(k,x, W) = 1-2z(x,W)

X
Z zj(x, W)

ik

Using Ruck’s method of feature space sampling, Priddy suggests a Bayesian-based saliency metric,
Q,. It is defined using the modified notation shown in Equation 18 as [51]:

aﬁ,(k,x:,,(,),fv)

82.‘ (19)

where P is the number of training vectors x; M is the number of features; R is the number of
uniformly spaced points covering the range of each input feature found in the training set; K is the
number of output classes; the vector x‘,’n(,) is the pth exemplar x? with its mth component replaced
by, d, the rth component of d,, defined in Equation 17; and (xf, m(r)? w) indicates that the derivative
is evaluated with the feature vector x}, ) and the final estimates of the trained network weight

parameters w.
In neural network terms, {); is defined as
P M R K
YEDIDION

=1m=1r=1%k=1

f: azl(x;(r), w)

Bz, (20)

£k

b}

Using the triangle inequality, Priddy shows that §2; is bounded above by a simplified saliency metric

ﬁ.’, where ﬂ; S ﬁ.‘ [51]

SN NN RN ()

p=lm=1r=1k=11

Priddy shows 2, is a scalar multiple of the A;, i.e

ﬁ,’ = (K - I)A‘,
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where K is the number of output classes [51].

Since Priddy’s metric is developed from Ruck’s metric, Equations 19, 20, and 21 have been
modified from Priddy’s original presentation. This reflects PRM or (K — 1)PRM sensitivity

function evaluations (i.e. vy,

2'_103.(’_‘:!2 |) for each vector similar to Equation 18, rather than PR or
(X —1) PR function evaluations as denoted in Priddy’s original notation (see discussion on page 51)
[51].

Tarr suggests using a weight-based metric, T;, for measuring feature i’s saliency [72]. This
metric depends only on the training exemplars used in training the neural network. The weight
saliency is defined as

T; = z:(".’ilj)2 ’ (22)

where 1}, denotes the estimated weight parameter connecting input feature i to hidden node j
[72:45]. The idea is that the weights emanating from important features would grow the most; the
weights emanating from less important features would grow less; and the weights emanating from
unimportant features would fluctuate up and down about zero. The effectiveness of T; depends on

two things [72:45).

1. The weight parameters must be from a trained neural network of the appropriate complexity.

2. The vectors of input features must be normalized to about the same range.

Computationally, this metric is much simpler than the other available feature saliency metrics.
Steppe reports the Minkowski, (taxi-cab) and Minkowski, (infinity) norms of the weights provide
similar feature rankings to Tarr’s weight saliency which is defined using the squared Minkowski,
norm [70]. Tarr reports that T; provides rankings similar to A; [72:49).

2.5.2 Sensitivity Analysis Procedures. Sensitivity analysis procedures for feedforward neural

network feature inputs are related to feature selection. This section reviews sensitivity analysis
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procedures for neural network feature inputs using exact first and second order partial derivatives

(21, 22, 78], and estimated first order partial derivatives [33].

Werbos summarizes a collection of algorithms involving differentiation and cost minimisation
(78]. These algorithms are all variations of neural networks using a form of error backpropagation for
cost minimization. The first partial derivatives are commonly used in sensitivity analysis. Further
information is also provided by the second partial derivatives, %%:; The second partials can
be used for understanding the effect of feature interactions on model dynamics [78:766]. Werbos
recommends calculating exact first and second order derivatives of the neural network at each data

point. According to Werbos, exact partial derivatives are more accurate and easier to compute

than attempting to estimate the partial derivatives using input variable perturbation [78:764,766].

Hashem presents mathematical expressions of first and second order neural network feature
sensitivities [22]. The expressions are generalized for a neural network with more than one hidden
layer which has sigmoidal activation functions on the hidden and output layers. Hashem computes
feature sensitivities using exact first and second partial derivatives of z; with respect to z,, i.e.
% and %’__:,:7. For approximating a two dimensional function g(z) = sin(4z) with z € [-1,1],
Hashem demonstrates how the exact partial derivatives of the neural network correspond closely
to the exact partial derivatives of the true function. Hashem does not present methodologies for

analyzing or summarizing these sensitivities for studying features.

Guo and Urig studied a neural network model of nuclear power plant thermal performance
data to identify the variables which strongly affect the heat rate [21]. In their study, they calculated
a feature’s sensitivity in a global or average sense. For each feature, the absolute values of the neural
network partial derivatives of output k with respect to feature s, | %i: |, are averaged over all known
exemplars. This metric differs from Ruck’s metric in three ways. First, only the training data are
used. Second, it represents an average versus a summation over the feature space. Third, it only

examines sensitivities with respect to one output at a time rather than summing over all outputs.
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Guo and Urig use their metric to rank order features with respect to their sensitivities for a specific
output. They do not suggest improving network performance by selecting a reduced set of the most
sensitive variables according to their sensitivity metric. However, they do suggest doing another
level of sensitivity analysis to determine the input variables which strongly affect the most sensitive
inputs (21:457]. To determine a second level of sensitivity, a neural network is trained to predict the
most sensitive feature variable using the remaining feature variables as network inputs. Then the
sensitivities are determined as before using Guo and Urig’s sensitivity metric for the neural network.
Guo and Urig propose that the information about sensitive input variables used by plant personal

to determine which efforts will be most effective in improving nuclear power plant efficiency {21].

Klimasauskas investigates the impact of small changes in feature inputs on the neural net-
work output activations using estimated first order partial derivatives [33]. When measuring the
sensitivity of feature i on neural network outputs, Klimasauskas “samples” two additional unknown
exemplars for an input exemplar which are used for estimating partial derivatives of the neural net-
work model. The original exemplar remains the same except that it is perturbed a small amount
above and below the value of feature 1. For each known exemplar, the partial derivative of z; with
respect to z; is estimated by taking the difference of the trained neural network’s output at the
two additional exemplar samples divided by the total change in feature ¢ for the two additional
exemplars. Klimasauskas estimates the partial derivatives of the neural network output rather than
using exact partial derivatives of the trained neural network output as Werbos does [78]. Using
two-dimensional plots, Klimasauskas studies the estimated derivatives over the entire feature space
for sensitivity analysis. Two-dimensional plots display the numerical value of feature i’s partial
derivatives for each input exemplar with the z and y axes being feature i’s and j’s values [33:22].
For a simple problem, the derivatives are significantly different ttan zero only at the classification

borders where the neural network output transitions from one classification state to another {33:22].
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2.5.8 Selection Methodologies. Exhaustive enumeration of the feature subsets can be ac-
complished using either a prediction-type error or a P,-type criterion depending on the neural
network application. However, this method becomes impractical in a situation with more than a
few variables. It is impractical for two reasons: the large number of enumerated subsets, and the

computational requirements of training a neural network.

Practical feature selection methodologies available for neural networks can be divided into
three broad categories. The first category selects the k best features using one of the feature saliency
metrics described earlier. The second category involves screening a feature set for “noise” features.

The third category involves hypothesis testing for the presence of irrelevant features.

The first category of selection methodologies, selecting the k best features, includes several
of the feature metrics described in Section 2.5.1. For these metrics, the k best features are selected
according to the metric rankings, although no guidance or procedure accompanies the metrics for

determining k [39, 59, 51, 72].

In the second category of selection methodologies, Belue and Bauer offer a feature screzning
technique for identifying a “noise” feature [5]. Their procedure requires adding a noise feature into
the original set of features. The neural network is trained with the augmented set of features, and
the saliency of all features is computed using either the A; or T; metric. The training and saliency
computation is repeated many times with randomized initial weights in order to characterize the
saliency distribution of the noise feature. Belue and Bauer recommend selecting only the k features

whose mean saliency falls outside a one-sided confidence interval for the mean saliency of the noise
(8-

White’s irrelevant input hypothesis test (for neural networks trained with backpropagation)
falls into the third category of feature selection methodologies (82]. The hypothesis testing method-

ology requires the computation of a chi-squared test statistic to identify when a vector of weights

connected to an feature input are irrelevant (i.e. can not be rejected as statistically different than
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gero). White’s hypothesis test is expressed as
Ho :Sw* = 0,

where S is a ¢ X s selection matrix picking out the g elements of the s x 1 vector of neural network
optimal weights w* which are hypothesized to be zero under Hy,. When Hj is true, the ¢ elements
of the estimated weight vector w, selected by Sw, are typically weights which are small in absolute

magnitude.

White’s irrelevant input hypothesis test requires that the limiting distribution of W as it
converges to w* is a multivariate normal distribution [79]. The limiting distribution of w will
be multivariate normally distributed in the limit if the redundant inputs and/or irrelevant hidden

units are removed [79:441). When w has a multivariate normal limiting distribution, then
vP(w - w') ~ N,(0,C"),

where P is the number of data exemplars [79]. White shows that the multivariate normal distribu-

tion of v/P(W — w*) implies the following is true [79]:

VPS(w — w*) ~ N,(0,SC'S’)

When Hj is true, then Sw* = 0 [79]. This implies

vVPSw ~ N,(0,SC'S),

and therefore

PW'S'(SC"S')"1SW ~ 3 (23)
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An analytical expression for C* is not available, but an estimator C exists which is weakly consis-

tent, where

& = ABA- (24)
The m&trices A and B are defined

Lid
A = P1'Y Vi(x*,W)

p=1

P
B = P') V&R, W)VE(x?, W)

p=1

where £ is the neural network error used for training, and the operators V and V? denote the s x 1
gradient and the s X s Hessian operators of £ defined with respect to w, where xP is the pth input
exemplar, zP. Replacing C* with € does not affect the limiting X; distribution. However, White
warns that sometimes a much larger sample size P is required to obtain a good approximation
of C* [79:442-443]. The x; test statistic defined in Equation 23 is used to test H, at a desired
accuracy of 1 — a. Whenever, the test statistic exceeds the 1 — a percentile of x:, the irrelevant

input hypothesis is rejected. The probability of failing to reject H, when H, is false is equal to a.

2.6 Summary

Feature evaluation metrics and feature selection techniques developed for linear regression,
nonlinear regression, discriminant analysis, and feedforward neural networks are surveyed in the
body of this chapter. In the remainder of the dissertation, research results are presented which in

some cases were derived from the body of knowledge surveyed in this chapter.

In Chapter I, improved neural network feature saliency metrics are introduced along with a
catalogue of all the available saliency metric definitions and relationships. A good number of these
metrics are survey.. in Section 2.5. The saliency screening technique and the irrelevant input hy-

pothesis test reviewed in Section 2.5 are used for the results presented in Chapter IV. To determine
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a practical model selection criteria for neural network selection, the linear and nonlinear regression
model se'ection criteria from Sections 2.2 and 2.3 are studied. The sequential selection algorithms
from linear regression and discriminant analysis are the basis for the backwards sequential algorithm

used in the procedures developed in Chapters V and VI.
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III. Feedforward Neural Network Feature Saliency Metrics

3.1 Introduction

Feature saliency metrics are used for evaluating and ranking individual features within a
neural network. In this research, the terminology metric is used to refer to a measure of feature
importance. The results shown in this chapter are important for three reasons. First, new and
improved feature saliency metrics are presented. Second, saliency metric sensitivities to sampling,
training, and redundant middles nodes are documented. Third, a catalogue of feature saliency
metric definitions and interrelationships is presented which consolidates the set of available neural

network feature saliency metrics. An overview of this chapter follows.

In Section 2 of this chapter, a framework for understanding derivative-based saliency is dis-
cussed. Several variations of derivative-based saliency are investigated, including a known data
metric which requires fewer derivative evaluations than an established metric. The saliency metrics
are evaluated for their sensitivities to sampling, training, and redundant middle nodes. In Section
3, a mathematical relationship is derived between derivative-based saliency and the weight-based
saliency. P,-based feature saliency metrics and related research results are discussed in Section
4. These results include the illustration of a precise relationship between an established P.-based
metric and an established derivative-based metric, the introduction of a new P,-based feature
saliency metric, and derivation of relationships between the new P,-based metric and the improved
derivative-based metric. In Section 5, a catalogue of definitions and theoretical relationships amorg
the set of available feature saliency metrics is presented. Also in Section 5, feature saliency results
are documented on a ‘real world’ problem for the set of available feature metrics. The results

presented in this chapter are summarized in Section 6.

The research and theoretical results presented in this chapter reflect the exclusive use of the
sigmoidal activation functions on the middle and output nodes of a feedforward neural network

(presented in Chapter I). The fundamental network output and network derivative definitions will
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change for other types of activation functions. However, similar the underlying concepts and rela-
tionships shown throughout this chapter will still hold. The neural network notational conventions,
network structure, and backpropagation algorithm introduced in Section 3 of Chapter I, as well
as the feature saliency notation reviewed in Section 4 of Chapter II, are used as necessary in this

chapter.

3.2 Derivative-based Feature Saliency Metrics

In this section, neural network partial derivatives and related notations are reviewed. Then,
an integrated saliency metric is introduced as a ‘truth model’ for derivative-based saliency. Sev-
eral approximations for integrated saliency are discussed since the integrated saliency metric is
intractable for most problems. The first approximation is ar. ¢stablished saliency metric proposed
by Ruck which involves evaluating the saliency with what could be called ‘pseudo-samples’ from
the feature space [60]. The second approximation is similar to Ruck’s, but the saliency is eval-
uated with random samples from the feature space. The third approximation is also similar to
Ruck’s, but the saliency is evaluated with only the known data from the feature space. All of these
derivative-based saliency metrics are analyzed for their sensitivity to sampling, training length, and

redundant middle nodes. Finally, a summary of the derivative-based saliency results is presented.

3.2.1 Background. The importance of an input feature is a function of the network’s sen-
sitivity to changes in the input feature (21, 22, 33, 59, 78]. Evaluating the network’s sensitivity
to the ith feature input is analogous to evaluating partial derivatives of the network output with

respect to the ith feature input.

A slight digression is necessary to review some of the neural network notation related to
evaluating partial derivatives. Let the input features z; be indexed from i = 0,.--, M, the middle

node activations z,l- be indexed from j = 0, - -, H, and the t node activations be indexed from
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k=1,.-., K. Let f(a) represent the sigmoidal nonlinear activation function defined as:

1

f(a) = 1 + e-(.)

When sigmoidal activation units are used on the middle and output nodes, the feedforward
neural network output and hidden node activations and associated specialized terms are defined as

follows:

H

2 = fh(Zﬁ:;,z,‘)
=1

6 = a(l-z)

M
"’; = fh(Z'i’-'ljzi)

i=1
8 = z;(l—z;),

where 2, and z} are bias terms which are equal to one, %, is an estimate of the weight parameter
connccting the jth middle node with the kth output, 1}, estimates the weight parameter connecting
the ith feature input with the jth middle node. Now, applying partial differentiation to z, with

respect to z; gives:

H
o 6 shid,w} (25)

The definitions for 2z, z}, and g—:‘; are significantly different when sigmoidal activation functions

are not used.

In Figure 4, there are three examples of classification problems displayed. These three ex-
amples encompass the range from output classes not overlapping (Example 1) to output classes
significantly overlapping (Example 3). For each example shown in Figure 4, a neural network was
trained on 200 training vectors using two output nodes and one middle node with a step size of 0.3
and a momentum of 0.7. Training was discontinued when the training-test set error was minimized.

This occurred at two, five, and ten epochs for the three examples.
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Figure 4. Three Examples of a Two-Class Univariate Normal Problem
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In the first row of Figure 4, the true likelihood function of the data in each class is shown. For
all three examples, the true underlying distribution function is the normal distribution function,
denoted h(x), which is

1 1(z-p\°
- el 45
(=) rri [ 2\ ¢ ]
where ;s and o are the expected value and standard deviation of z.

In the second row of Figure 4, the a posterior distribution function of x is shown. The a

posterior distribution function for the kth class, denoted P(Cy|x), is defined from Bayes rule as

P(C,‘)hk(x)
=1 P(Cj)hy(x)’

P(Cglx) =

where P(C;) denotes the prior probability of class k and h;(x) denotes the likelihood function for
class k.

In the third row of Figure 4, the neural network’s output function for class one is shown. In
this network, the outputs from each class can be interpreted as an approximation to the a posterior
distribution for x (see discussion Section 3 of Chapter 1). Notice in Example 1, the neural network
output for class one is a poor approximation to the a posterior distribution when the classes are
not overlapping. However, when the tails of the two classes do overlap in Examples 2 and 3, the

neural network outputs are better approximations to the a posterior probabilities.

In the fourth row of Figure 4, the absolute value of the neural network’s feature ‘sensitivity

function’ is shown. For these univariate two-class examples, the ‘saliency function’ is

2

>

k=1

0z (x, W)
6271

where z;(x, W) indicates that 2, is evaluated with the univariate feature vector x and the vector
of estimated weight parameters w. Notice, the neural network’s maximum feature sensitivity

corresponds to the classification borders where the neural network’s output is equal to % For the
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second and third examples, the region where the network is most sensitive to the features is also the
region where the true a posterior distribution is most sensitive. However, in Example one where
the likelihood distributions are not overlapping, the most sensitive regions of the feature saliency

and the a posterior distribution do not correspond.

3.2.2 ‘Truth Model:’ Integrated Feature Saliency. A comprehensive measure of derivative-
based feature saliency is defined as the expected feature sensitivity integrated over the entire feature
space. For the univariate discrimination problems shown in Figure 4, this metric entails integrating
under the ‘saliency function’ curves shown in the fourth row. Although the results shown in this
section use notation and definitions specific to feedforward neural networks with sigmoid activa-
tion functions, this framework can also be applied to neural networks defined with other types of

activation functions.

For the second and third examples shown in Figure 4, the region of integration is representative
of where the true data exists. However, for the first example, the region of integration includes a
portion of the curve where the likelihood of being in either class is zero. This portion of the curve
corresponds to large values of the ‘saliency function,’ yet poor approximations to the a posterior

distribution.

Define integrated feature saliency as the average value of the saliency function f;(x,Ww) =

K, f—,;l'} over the feature space region [67:179]. Let the integrated feature saliency, denoted A;,
be given as
filxaw)=3 " | 52k (x,%)|
p=vit [ [ : fi df dv™, (26)
RM Jf:(x,%)=0

where RM represents the M-dimensional feature space region (i.e. [gu = [, [, " J;,, and dVM =

d;, dz,_, -+ dz,), and V; represents the total saliency ‘volume’ which is given as [67:187]

!"(x'*)=2:‘=x g%%(x.ir)
Vi= / / ! ' . ar, (27)
RM

(%, W)=0
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The limits of integration on each feature correspond to the observed range of the data inputs. The
absolute value of the derivatives are measured to ensure that the positive and negative derivatives

do not cancel each other.

A number of numerical methods can be used to evaluate Equation 26. These methods are
good approximations for smooth regions with no pockets of highly peaked regions [50:]. With most
numerical integration methods, a discrete number of function evaluations are required which is
dependent on the number of features M and the number of evaluation points R for each feature
dimension. The number of function evaluations increases exponentially with M. This means that
on the order of R function evaluations will be needed. For example, a 10 point Gauss-Legendre
integration requires 10™ function evaluations for M features. The number of function evaluations
is reasonable when M is small, but consider a case where 10 point Gauss-Legendre integration is
used for M = 10 features. In this case, 10'° or 10 billion function evaluations of f; are needed to

compute the saliency of each feature.

Clearly, a computationally tractable method is needed for evaluating feature saliency. In
the next three sections, tractable methods for approximating A; are defined. These approxima-
tions are similar, but each one uses a different set of data for evaluating the function f;(x,w) =

K
Ek:l

221 (x, W)

3.2.3 ‘Pseudo-Data’ Approzimation. The first method for approximating A; was proposed
(implicitly) by Ruck [59]. This metric is reviewed in Section 2.5 of Chapter II. Ruck’s metric

involves what could be called ‘pseudo-sampling’ from the M-dimensional feature space R™.

A description of ‘pseudo-sampling’ follows [59]. For every training vector, each feature input is
sampled uniformly over its observed range while the other feature inputs correspond to the training
vector being sampled. This corresponds to PRM ‘pseudo-samples,” where P is the number of
vectors in the training set, R is the number of uniformly spaced sample points per feature dimension,

and M is the number of features as before. For the saliency computation of each feature, the set of
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“pseudo” data points remains the same. This approximation is computationally tractable, because

the number of function evaluations now increase linearly with M rather than exponentially.

For the ith feature, Ruck’s metric (defined earlier in Equation 18) is described again for
reference. Following Reinhart’s notation [53:21-22], let d,, be the vector of R uniformly spaced

pseudo points covering the range of the mth input feature. The rth component, d,, of d can be
defined as:

d,=min=m+(f—1)maxz'}’%:l:mzm r=1L2-R (28)

The Ruck saliency metric for feature i, A;, is defined again for convenience as

T e, W)| (29)

where P is the number of training vectors x; M is the number of features; R is the number of
uniformly spaced points covering the range of each input feature found in the training set; K is

the number of output classes; the vector x”

m(r) i8 the vector x? with its mth component replaced

by, d, the rth component of d,,; and (xfn(,),fv) indicates that the derivative is evaluated with the

feature vector x}, ., and the final estimates of the trained network weight parameters w.

The approximation A; represents the total network saliency for PM R ‘pseudo-sampled’ data

points. Let the average ‘pseudo-saliency’ be defined
APrevde — (PRM)'A; (30)

For making empirical comparisons between A; and the various approximations to A;, the average

‘pseudo saliency’ AP**"° js most appropriate .

3.2.4 Random Data Approzimation. A second method for approximating A; can be defined

using random samples from the M-dimensional feature space R™. This approximation is similar

67




to A™"*, but random samples are used instead of ‘pseudo-samples.’ For data normalised to a unit
hypercube, the nth random sample is created by drawing a UNF(0,1) random number for each

feature.

The random data approximation, denoted [\:““’“‘, is given as

aZg

A:uldom_ (Nr 122

n=1k=1

2 (x,w)

where x® denotes the nth random samples drawn from R™, and N* is the total number of random
samples. The random data approximation to A; represents the average network saliency over N*

randomly sampled data points.

3.2.5 Known Data Approzimation. A third method for approximating A; is defined by
sampling only the known data. Guo and Urig suggested a similar metric for sensitivity analysis of
nuclear power plant thermal data [21]. Guo and Urig’s metric is different because they consider
the sensitivity for each of the K outputs separately. For the known data saliency, the network’s
feature sensitivity is evaluated in a manner proportional to the total likelihood function of the data.
Note that regions of maximum total likelihood may not correspond to regions of maximum feature

saliency, as in Example one in Figure 4 on page 63.

The known data saliency, denoted f\‘,-""‘, is given as

A:iata = P-—l Z Z

p=1k=1

e, )| (1)

This metric requires a factor of RM fewer computations than AP®"%, The known data approxi-

mation to A, represents the average network saliency over the P known data points.

The various approximations to A; are analyzed in the next section. The known data approx-

imation provides results similar to the other metrics. It is probably the best choice for practical




use since it evaluates regions of the feature space where the data is known, and it requires fewer

calculations than the integrated or pseudo metrics.

3.2.6 Analysis. The derivative-based metrics introduced in the previous sections are ana-
lyzed in this section. To do this, the three examples shown in Figure 4 are revisited. However,
for this analysis, a N(0,1) random variable, denoted 2., is added as a second feature to each
class. Both features are normalized between 0 and 1. The relative importance of the ‘truly salient’

feature to noise is analyzed. The saliencies for these examples are evaluated for sensitivities to

over-training and redundant middie nodes. The metrics AP**"** and A= are also analyzed for

their sensitivity to sampling.

Since these examples are linearly separable, a minimal network (i.e. no redundant middle
nodes) consists of one middle node. For each level of training, the minimal network’s results are
used as the baseline for comparison. Figure 5 is a collection of three dimensional plots summarizing
the three examples. Figure 6 and Table 5 are used to summarize the sensitivities of the derivative-

based saliency metrics. In Table 6, a general summary of these sensitivities is presented.

For all the examples, the networks used 400 training vectors, two output nodes, and a log-
linear declining learning rate (see Chapter I for definition). The neural network plots for each
example in Figure 5 are from a single realization of a trained neural network using one middle
node. For all of the plots, the z-axis corresponds to the variable z,, and the y-axis corresponds to

the variable 2.

In the first and second rows of Figure 5, the z-axis represents the value of the individual
likelihood functions and the trained neural network output functions for each class. In the third
and fourth rows, the z-axis represents the value of the ith ‘saliency function’ ¥ 5, [%’5:3”. The
terminology ‘saliency function’ is appropriate, because each of the derivative-based saliency metrics
are defined as a series of ‘saliency function’ measurements. In the last row of Figure 5, the z-axis

represents a ratio of the ‘saliency function’ for z, divided by the ‘saliency function’ for z ...
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The ‘saliency functions’ shown in the third and the fourth row vary greatly across the feature
space. They are most peaked where the neural network’s output function has the greatest slope. All
three derivative-based metrics obtain markedly different values due to different ‘saliency function’
measurements. For instance, in the first example, the known data saliency metric would be the

smallest, because the known data is from a region where the ‘saliency function’ is not peaked.

The ‘saliency function’ ratio shown in the fifth row is a relatively flat or a constant function.
Where the ratio is not flat, it fluctuates due to the division of two very small numbers. Also, in

the regions where the ratio is not constant, there is very little, if any, true data.

The ‘saliency function’ ratio at any point can be interpreted as the relative importance of the
feature z, to the featuze z,,;,.. The ‘saliency function’ ratios in Figure 5 indicate that the relative
importance of one feature to another is nearly constant regardless of how or where the ‘saliency
function’ is measured. Therefore, when measuring the relative importance of a feature, all of the
metrics perform about the same. This can be seen in Figure 6 when comparing integrated and
known-data saliencies, and in the last row of Table 5 when comparing the sample saliency function

ratios.

The results shown in Figure 6 document the saliency metric sensitivities to training and
redundant middle nodes. For completeness, the results documented in Figure 6 are summarized in
Table 5. In Figure 6, the z-axis correspc - to the number of middle nodes used, and the y-axis
corresponds to the value of the ‘saliency function’ ratio. Each line of the pl.is corresponds to a
different amount of training. The smallest amount of training corresponds to the point where the
network classification error is initially minimized. A point on the plots represents an experiment
involving 30 neural network runs with the corresponding amount of training and number of middle

nodes.

For each experiment, the ‘saliency function’ ratios for the integrated and the known feature

saliency metrics are about the same. The ‘saliency function’ ratios corresponding to the metrics
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Figure 5. Three Examples of a Two-Class Multivariate Problem
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Table 5. Derivative-Based Saliency Metrics for Three Examples

Bxample 1 Bxample 2 Bxampled
(tails not overlapping) (talls slightly overlapping) (talls overlapping)
Relative ‘saliency fanciion® small large lazge
satio for 1 middle node
Senmsitivity to R nome mome nome
Senmsitivity to increased Saliency Ratio mome Salieacy Ratio
training for 1 middle aode Incresses Iacreases
Seasitivity to i d ‘salieacy functioa’ ratio ‘saliemncy function’ ratio ‘saliency function’ ratio
training for > 1 middle node decreases decreases decreases
Sensitivity to ‘salieacy fumction’ ratic | ‘saliency famction’ ratio ¢ [1) ‘saliency fanction' ratio
Reduadasnt middle nodes increases high amounts of training decreases
Average ‘saliency function’ ratios over 30 rans of trained neural networks nsing 1 middle node
Bpochs 100 a0 100
A; 8.991 17.906 18.48
Aprendo s.988 18.148 18.03
Asndom 8.985 18.147 17.96
X;.’“' 8.988 18.158 1811

AP*"%° and Afrdom are not shown, since their results do not differ significantly from those shown

for the integrated and known saliency metrics in Figure 6.

The first example with non-overlapping classes has the smallest ‘saliency function’ ratios,
in general, and the third example with significantly overlapping classes has the largest ‘saliency
function’ ratios. This was specifically illustrated for one middle node and 100 epochs in Figure 5.
For a minimal network of one middle node, the ‘saliency function’ ratio varies for different amounts
of training. In the third example where the two classes are significantly overlapping, there is
a definite relationship between training and the ‘saliency function’ ratio for a minimal network.
In this example, the ‘saliency function’ ratio increases when the network is trained longer. This

relationship does not hold for a network trained with redundant middle nodes.
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In the presence of redundant middle nodes, a negative relationship exists between the ‘saliency
function’ ratio and additional training. With additional training, the redundant middle nodes begin
to incorporate unnecessary information from z,.i,e Without affecting the network error rate. As a
result, the saliency of z,.;.. increases, which in turn deflates the ‘saliency function’ ratio. This type

of behavior is evidence of over-training.

In the first example where the two classes are greatly separated, there is a great deal of
flexibility in the function which can effectively discriminate between the two classes. The minimal
network trains to a function which is not very steep in slope; however, a network output function
with a different slope would also be effective. On the average, a ‘saliency function’ ratio of about 10
is produced by the minimal network containing one middle node. Interestingly, redundant middle
nodes afford the flexibility for a different network output function, so there is an increase in the

‘saliency function’ ratio when additional middle nodes are added.

For the first example, a network with eight middle nodes produces a distorted output function
compared to a network with one middle node. The saliency functions shown in Figure 7 are for
one and eight middle nodes after five epochs of training. At eight middle nodes, there is graphical
evidence that the noise feature is affecting the neural network saliency functions. After about five
epochs, the middle nodes begin ‘training’ to the information in 2,.;, Which deflates the ‘saliency
function’ ratio. Inspection of the weights associated with z,.,. confirms that the proportional

influence of 2, grows with increased training.

For the second and third examples where the two classes are overlapping, the minimal network
trains to a function which is very steep. There is not as much flexibility in the ‘choice’ of a
network output function which can effectively separate the classes. For these examples, the ‘saliency
function’ ratio does not increase in the presence of redundant middle nodes. After sufficient training,
the redundant middle nodes begin to incorporate unnecessary information from ,oise, which makes

the saliency function between z; and z,.;,. decrease. This behavior is best seen when looking at
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Figure 7. Example 1: ‘Saliency Functions’ for One and Eight Middle Nodes
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Table 6. Summary of Derivative-Based Saliency Metrics

Critesis A Aprande Ajaedom Agare
1]
Computation intractable tractable tractable tractable
Sampling includes zagions may inclade regions may include regions o may iaclude segions
regions of max} itivisy of maxi itivity | of § sensitivity | of maximsm sensitivity
¢ inclades only regloas
of likelihood
Number of Bvaluations RM PRM NT P

RPN

Sensitivity to R not tested not sigaificaat not significant N/A

Seasitivity to yes yes yes yes
Redaadant Middle Nodes

Sensitivity to if there are redundant if there aze redundant if there are redundant if there axe redaadaat
Training middle nodes middle nodes middle nodes middle nodes
Tactical Decisions R, middle nodes R, middle nodes R, middle nodes middle nodes
Performance good (when traciable) good good good

the third example for 1000 and 2000 epochs. In the second example, the ‘saliency function’ ratio
corresponding to two middle nodes begins to decrease after 5000 epochs of training. However, 5000
epochs is not sufficient to affect the ‘saliency function’ ratio for more than two middle nodes. In

the third example, a similar phenomena also occurs at 500 epochs of training.

The integrated saliency metric A; and the three approximations, AP*"%°, Amndom gnq jdata

are summarized in Table 6.

3.2.7 Summary. In this section, a framework for derivative-based saliency is presented. In-
tegrated saliency is introduced as a ‘truth model’ for derivative-based saliency. Three tractable
approximations for integrated saliency are defined. The approximations were analyzed for sensitiv-

ities with respect ‘o sampling, training, and redundant middle nodes.

All of the metrics are sensitive to the number of middle nodes and to the amount of training.

It is important to minimize the number of redundant middle nodes, since the saliency metrics are
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most sensitive to the effects of training in the presence of redundant middle nodes. This is because
the redundant middle nodes begin to incorporate unnecessary information from irrelevant features.
After sufficient training, the extraneous parameter weights associated with redundant middle nodes
will increase, which is indicative of data memorization. If the parameter weights do not increase

proportionally with all the features, the saliency results become contaminated.

Although similar results are produced by all of these metrics, the known data metric f\,‘-““
in Equation 31 on page 68 is probably the best choice. This metric is measured in regions where
the data is known, and it requires fewer calculations than the integrated and ‘pseudo-sampling’

metrics.

3.3 Relating Derivative and Weight-Based Saliency

In this section, a mathematical connection is shown between the known derivative-based
saliency, f\?‘“, and weight-based saliency. First, a form of the weight-based saliency is defined.
Then, the theoretical relationship between A and the vector of weights emanating from feature
i, W}, is derived. This relationship is evaluated using ‘saliency function’ ratios for the three examples

shown in Figure 5.

3.3.1 Backgrund. A weight-based saliency metric is suggested by Tarr [72:45]. Tarr con-
ceived weight saliency based on the idea that weights connected to important features attain the
largest values (absolute values); weights connected to less important features attain smaller values
(absolute values); and weights connected to unimportant features would probably attain values

somewhere near zero [72:45]. Tarr defined weight saliency as

T = Z(tbllj)zs

[




where %); denotes the jth element of W} or the estimated weight between the ith input feature and
the jth hidden node. Tarr’s definition of weight saliency is based on the Euclidean norm of the
estimated weights associated with a feature input. A general definition of weight saliency based on

the definition of the rth norm of a feature’s estimated weights is given as
T = |, (32)
The effectiveness of weight-based saliency depends on two things [72:45].

1. w} must be from a trained neural network of appropriate complexity.

2. The input features must be normalized to have approximately the same ranges.

Computationally, this metric is much simpler than other available saliency metrics. Tarr presents

results which show T; provides feature saliency rankings similar to A; [72:49).

3.3.2 Theoretical Relationship. The derivative-based saliency, f\;’“‘, is defined as a function
of the estimated weight parameters and the known training data. The estimated weight parameters
are defined as a function of the known training data used to train the network. The derivative-based
saliency, f\;’““, and the estimated weight parameters used to define weight saliency are interrelated.
In this section, an upper bound is derived for i&?“‘ which relates these quantities. The upper bound
of A;’“‘ for any feature i is the vector product of a constant vector times a vector containing the

absolute value of the estimated weight parameters associated with feature i [70].

The term %—;“}(x,fv) of Ad**s defined in Equation 31 on page 68 can be expanded as

j=0

52 a = 1.~2
i, |25
i=

z_::(x»*) = 62.- [fh(z:z}'i’jk)]
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where definitions of 6}, 8}, 2}, z:, b}, and w}; are reviewed in Section 2 of this chapter. Using this

expression, A% js defined as

H

§2 §'id il
Z W W;;

J=1

. P K
A:_htn — P—IZZ

p=1k=1

(33)

The theoretical relationship between 11"-“‘“ and the estimated weight parameters associated
with feature i is developed by expanding 11;-’“" about the K output nodes and then about the H

middle nodes.

P K
Agata = P—lzz 622 ;kw
p=1k=1
= P"IEW LK ’214 +eeot 632 JK'i"J
=1 J=1

P
= P-1 2”636:';131!2)'1 +--- + 5261 1;):" - Hl +.
r=1
|8k S1tiip iy + - - + S Sy iy |]

P
Py (|63 03| + - - + (6705 iy 0l | + -
p=1
|62 Jiwur"’ul +- |63f l wzﬂK’”tH” (34)

IA

= P! Z[I&f&:i)fll [oh ]+ -+ 8285 0%, | [Bk| + - +

p=1
lml.ml L] + - + |64 6402 x| [ %] (35)
= P Z[{Imifiﬁll oot [ 810 [} [+ +
p=1

{18055 + - + |8k iax |} |bin]] (36)
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An inequality sign replaced the equality sign for Equation 34 when the triangle inequality [38:92]
was used to decouple the outputs. For a given input exemplar p and middle node j, the result ir

the brackets { - }, prior to each Iti)}j

in Equation 36 is the same regardless of which feature is being
examined. Therefore, a constant ¢} is substituted into Equation 36 for the quantity in the brackets

{-} prior to each lu‘:},-

giving

P
Admn < P2 (@ || + -+ + o [t (37)

p=1

Now, since |t} | is independent of p, then replacing E:ﬂ ¢% with a new constant $; and rearranging

terms gives

A:iata < Pt |'j‘).11| ®, +---+ P! |‘b:1H| L 3% (38)

Now, let |w}!| be an H-dimensional vector containing the absolute values of the weights
associated with the ith feature, (i.e. |[W}| = [|®}],--,|w}4]]'), and let & be an H-dimensional
vector of constants associated with the middle nodes (i.e. ® = P~[&,,---,®y]'). The vector of
constants ¥ is independent of i. Therefore, the known derivative-based saliency for the ith feature

is bounded above by a constant linear combination of the vector |W}|. That is

A?ata S §I Iﬁ‘1| (39)

3.3.3 Analysis. To study this mathematical connection, the weight saliency metric T7, for
r equal to one, two, and infinity, is compared to the saliency metric A?‘“ for sensitivity to training
and redundant middle nodes. Figure 8 shows average ‘saliency function’ ratio results over 30 neural
networks for the three two-class multivariate examples summarized in Figure 5. The networks were
trained for 100, 80, and 100 epochs, respectively. The z-axis represents the number of middle nodes
and the y-axis corresponds to the ‘saliency function’ ratio of z; to z,.ise. For each experiment, the

average ‘saliency function’ ratio for known data is plotted against the average ‘saliency function’
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Figure 8. Summary of Derivative versus Weight Saliency

ratios for weight saliency. In Figure 8, it can be seen that the weight-based metric produces
approximately the same ratio as the known data saliencies when one middle node is used. This

occurs for two reasons:

1. The metric Ad** is bounded above by &'|Ww.|, where |W}| is a H-dimension.. vector of the
absolute value of the weights from feature ¢ to the H middle nodes, and ® is a H-dimensional

vector of constants associated with the H middle nodes.

2. Only one middle node is used to train the neural network. Therefore, the constant term @ in
&' |w}!| cancels when a ratio is taken. When there is just one middle node, the ratio of Adats
to Ada2 is equal to the ratio of |W!| to |W!,,,.|, since the triangle inequality in Equation 34

is not needed.

For more than one middle node, the ratio of the weight saliencies is always smaller than
the ratio of the derivative-based saliency. With additional middle nodes the network is over-

parameterized. As middle nodes are added, the weights associated with z,;,. increase faster than
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the weights associated with z,. Due to the over-parameterization, the parameters between z,;,.
and the redundant middle nodes incorporate unnecessary information about the feature z,.;,.. This
behavior can be associated with over-training. The sensitivity of the ‘saliency function’ ratios to
increased middle nodes is revisited in Section 3.5 for a ‘real world’ problem. A final observation
is that the similarity in the saliency rankings and ‘saliency function’ ratios of the collection of

weight-based saliencies indicates that the choice of » for T makes no appreciable difference.

3.3.4 Summary. The theoretical relationship between Ad*t* and |w}| provides a mathemat-

ical connection between the metrics A% and T7:

o Adaa is a vector product of a constant vector and the vector |w}|
(i.e. it is a linear combination of |W}|)

e T corresponds to the rth norm of W} (or |W}|)

An analysis of this relationship shows that the relative weight-based saliencies are equal to
the relative derivative-based saliencies for neural networks with one middle node. In the presence of
additional redundant middle nodes, empirical results encompass a range of two-class multivariate
examples (from class distributions not overlapping to class distributions significantly overlapping)
indicates that the relative weight-based saliencies are smaller than the relative derivative-based

saliencies.

3.4 P.-based Feature Saliency Metrics

In this section, neural network P,-based feature saliency metrics are discussed. These metrics
are appropriate for classification problems, but not for regression problems. Probability of error
metrics are developed for feedforward neural networks which approximate a Bayesian optimal dis-
criminant. The assumptions necessary for this approximation are discussed in Chapter I. There

are several contributions in the area of P, metrics preseated in this section.
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In this section, the background on P,-based feature saliency metrics is reviewed. Then, an
exact relationship is shown between a P.-based metric and A;. Next, a new P.-based neural network
feature metric I'; is defined using a restricted subset of the terms associated with il?“'. Two results
related to T; are derived. One, the relationship between I'; and Ad* js derived, and two, an upper
bound for T; is derived. Analysis is presented which compares the metrics I'; and Ad2t*, and AP*"d°
for both a two class and a four class preblem. Finally, the results presented in this section are

surnmarized.

3.4.1 Background. The P, feature evaluation metric is commonly used whenever the goal is
minimizing classifier error rate with features of equal measurement cost. As a result, probability of
error is often used as a bench mark for independently measuring the classification error associated

with using either a single feature or a set of features for classification neural networks {51, 59, 60].

The P, metric defined in Section 2.4.1 page 38 Equation 16 is defined again here for conve-

nience,

P.(x) = E4[1 ~ max {P(C,|x),---, P(Ck{x)}] , (40)

where x is the vector of features for which P, is measured, E,[ -] is the expectation operator, and

P(Ci|x), is the posterior probability of class k for x, defined as

P(CyjPy(x)
Yore1 P(Ce)Pi(x)

P(Cylx) = (41)

where P(Cy) is the prior probability of class k and P(x|C}) is the class conditional probability

function of x for class k.

By definition, Y5, P(Cy|x) = 1. Also, the class specific probability of error associated with

the kth class is given as P,(C\y,x), is given as:

83




Pe(Cg, X) = 1- P(Cg'!) (42)
= Y P(Cix) (43)
I#k

Under certain necessary conditions, the feedforward neural network approximates a Bayes
optimal discriminant function in the limit (see Section 1.2 of Chapter I). The implications for
interpreting a trained feedforward neural network in the limit as an approximation for a Bayes
optimal discriminant function are that classical definitions associated with probability of error
given in Equations 40, 41, and 42 can be redefined as an approximation in neural network terms.
Specifically, using the fact that z(x,w) = P(Ci|x), the neural network approximations to the
class specific probability of error P,(Cy,x) and classifier probability of error P.(x) are defined in

Equations 45 and 49, respectively.

Priddy illustrates a relationship between class specific probability of error P.(k,x) and the
derivative-based feature saliency metric, A; defined in Equation 29 [51]. This relationship relies
on the assumptions necessary for feedforward neural networks to approximate a Bayes optimal

discriminant function in the limit. Priddy’s defines a Bayesian-based saliency metric, §1;, as

n=y 355

p=1m=1r=1k=1

(44)

8P.(C:, xfu(r)’w)‘

where P is the number of training vectors x; M is the number of features; R is the number of
uniformly spaced points covering the range of each input feature found in the training set; K is the

number of output classes; the vector x?

m(r) i8 the pth exemplar x? with its mth component replaced

by, dy the rth component of d,, defined in Equation 28; (x7,,), W) indicates that the derivative

is evaluated with the feature vector x7,,) and the final estimates of the trained network weight
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parameters w; and i’,(k, x, W) is a neural etwork approximation to the class specific probability

of error.

Priddy defines the neural network approximation for class specific probability of error P,(Cg, X, W)

K
Ps(Ck) X, *) = Z zl(xa w) (45)
I#£k

which is similar to Equation 43. Now, substituting Equation 45 into Equation 44 results in

P M R KI|Kg, X, W
n=‘§"§§§§ gzi) (46)

Using the triangle inequality, Priddy proves that ; is bounded above by a simplified saliency metric
Q2 [51], i.e.

Q, < 9, (47)

where

6=y 533

a‘z.‘l( m(r)’ W) .

The Bayesian-based metric €); is related to the metric A;, since it involves the partials of z
with respect to z; and the pseudo-sampling of unknown vectors from the feature space [59]. Priddy

shows ﬁ.- is a scalar multiple of the [\. in Equation 29:
0 = (K - 1)A;, (48)

where K is the total number of output classes [51]. Therefore, the two saliency metrics, §); and A,

produce identical feature rankings.

3.4.2 Equality of Two P,-based Metrics. In this section, it is shown that the metric (l; is

exactly equal to the metric A;. Using the relationship shown in Equation 42, a neural network
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approximation to class specific probability of error can also be defined as
P(Chyx,W) = 1 — z(x,W). (49)

Now substituting Equation 49 into Equation 44 and simplifying illustrates the equality of {; and
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The relationship between €; and A; is derived exactly without recourse to §}; of Equation 47 [51].

3.4.8 Derivation of a New P.-based Metric. The definition of P, reviewed in Equation 40
is used to derive a new Bayesian-based saliency metric. This metric is related closely to the neural
network approximation to the Bayesian classification error P,(x) which is defined in neural network

terms as

P
P(x,w) = P! z-: [1 — max {z,(x?, W), -, zx(x?, W)}] (51)
P
= 19-1}€;[il(xr,ib)] (52)

where P,(x?, W) is the probability of error associated with the pth exemplar from a set of P total

exemplars. The new Bayesian-based saliency metric for the ith feature is defined using f’.(x’ , W)

8P, (x*, W)

I = P‘ —on, |’

(83)
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Like Ad*** this metric depends only on the known data. Let z_,(x?, W) be a function which is
given as

2z (xP, W) = max {z;(x?, W), - - -, 2x(x", W)}
where k,,,, represents the subscript k associated with the max {2,(x?, W), - -, 2x(x?, w)}. Using
Z..., P.(x?, W) in Equation 53 becomes

P(x*, W) =1-2z_, (x", W) (54)

giving:
(x*, w)]
0z

I‘_P°

3.4.4 Theoretical relationships. The relationship between I'; and the derivative-based saliency
Agata jg derived from the definition of Adats:

< _ 0z (x?, W)
data __ 1 k
b = P35 R
p=1k=1
E 18z, (xP,W) L& |0 a(xr,w)
= P! _4'3__’_|+p-1 _L__’__
1 e~ |0[1 — max {z(x?, W), - -, 2x(xP, W)}] - X Bz.(x w)
= P IZ ! 83’ P IZ Z
P=1 i P=1 k#knes
F 8P(x w)‘ “ 8 2(x, W)
= P! + P! * |
r2=; :; M
X, |0 za(x?, W)
_ i -1 k ’
- r'+P 2 Z 02,‘

P=1 k#kma
In summary, the exact relationship between I'; and Ag™= js
X

I\ _A‘dnn P—IZ E

P=1k#kmax

/] z,,(x y W) (55)
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It can also be shown that 1Ag*** is an upper bound for I;. This relationship is derived using
the triangle inequality on the second term of Equation 55 in concert with the Bayesian relationship

that K, 2:(x, W) = 1 as follows:

I, = Ads_ P"XP: i az.(x’ w)|
p=1 kkmus
P K .
o< hee_poy |y 229
=1 |k#kmes dz;
L < Aweopiy [2Tkska, 205 W)
p=1 azi
o< Ao poy [2aenR)
I, < j\;m. _p-! XP: o1 - mu{zl(xréi:?’ ooy zie(x?, W)}
P h o
I; < A;latn _ P—IZ 0P,(x’,w)
p=1 azl'
I, < I\:_ia&a ~T
I < -;— Adata (56)

For a two class problem, the new metric is at its upper bound exactly. That is: T; = } 11‘,-’"‘,

since
4 z,,(x y W) 1
—aa |=F Z

p=1

NPy

P=1 k#koyex

f: Bzg(x”,v'v)l

riho.. 0%

when K = 2. This means that for a two class problem

8P.(x?,W)| _ 1|0P(k,xP,W)
83.‘ - 2 i

For more than a two class problem, the metric I'; will be at its upper bound only if the

partial derivatives ﬂ"%:—'—ﬁ for k # knax are all the same sign. To analyze the partial derivatives,
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Equation 25 is shown again below for convenience as

Oz (x?, W) .3 .
.83. =& Z ?“w""'

For all k, the following is true:

e 8§2>0
5 >0

e 1}; are constants

Therefore, it is the middle node to output weights w}, which influence whether the partial deriva-
tives will be the same sign for all outputs. For a net with just one middle node, all the derivatives

will be the same sign if the weights w3, are the same sign for all k # kp,..

3.4.5 Analysis. The upper bound for I'; is investigated empirically with a two class and a
four class problem. For the two class problem, the XOR problem is used. The exclusive-or (XOR)
problem illustrated in Figure 9 is a standard benchmark problem used with neural networks. In
this nonlinear classification problem, no single line can be drawn to separate class 1 and class 2
regions. Five hundred data points are randomly generated for the XOR problem. A training set of

400 and a training-test set of 100 are used.

Saliency metric results for A%*** and T; are summarised for 30 ‘trained’ neural networks which
were trained with the same data set, but with different random initial weights and a different
random order of training vector presentation. The neural networks used four middle nodes. Log-
linear declining learning rates were used to improve the neural network’s convergence to a solution.
For all runs, 700 epochs were used. Also, a seven percent minimum training set classification error
was required for the network’s solution to be considered from a ‘trained’ network. In total, 51

networks were trained; 21 networks did not meet the seven percent requirement. The average
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Class 1

Feature 2

Class 2

A

Class 2

Feature 1

Class 1

Figure 9. The XOR Problem

reprinted from [5]

Table 7. XOR Problem: Saliency Metric Means for 30 Trained Networks

Feature %A,‘-"" I;
z 1.001 | 1.001
y 1.078 | 1.078
bias 084 | 0.84
training data used

training and test set classification errors for the remaining 30 neural networks were 1.59 and 2.96

percent, respectively. The saliency was computed for the 30 networks at 700 epochs. As expected,

the metric I'; (to within roundoff error) is exactly equal to its upper bound of %f\,‘-‘“‘. This is

demonstrated with the XOR problem in Table 7.
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Table 8. Four Class Problem: Saliency Metric Means for 30 Trained Networks

Feature %f\“-“" T,

z 0.879 | 0.843
v 0.567 | 0.606
bias || 0.360 | 0.387

training data used

The metric I'; is, generally, less than its upper bound when used with more than a two
class problem. A four class problem with two variables is studied. The classes are multivariate
normally distributed with an identity matrix for the covariance matrix. The mean vectors for
the four classes are: (4.5, 2.17), (2.0, 6.5), (7.0, 6.5), and (12.0, 6.5). Five hundred data vectors
are randomly generated for this problem: 400 for the training set and 100 for the training-test set.
Again, saliency metric results are summarized for 30 ‘trained’ neural networks trained with the same
data set. For all runs, a minimal network of two middle nodes (determined from a number of pilot
simulations), a log-linear declining learning rate, and 500 epochs were used. Also, a five percent
minimum training set classification error was required for the network’s solution to be considered
from a ‘trained’ network. For this problem, 30 networks were trained, and all the networks met the
five percent requirement. The average training and test set classification errors for the remaining
30 neural networks were 2.06 and 5.77 percent, respectively. The saliency was computed for the 30

networks at 500 epochs. The metric f\?"‘ and I'; are shown in Table 8.

3.4.6 Summary. Neural network Bayesian-based feature saliency metrics are covered in this
section. These metrics are developed for use with neural networks which approximate a Bayesian

optimal discriminant in the limit, and they are only appropriate for use with classification problems.
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The research contributions in this section are:

e An exact relationship is shown between Ruck’s metric A; and the Bayesian-based metric

suggested by Priddy.

¢ A new Bayesian-based neural network feature metric I'; is defined using only a subset of the

terms in Adats,
e The relationship between I'; and A is derived.

e An upper bound for I'; is derived.

For classification applications, the metric I'; is more appealing than f\.‘-"“. The metric T'; is
developed from classifier error P,(x, W) (see Equation 51 on page 86), rather than class specific
error P,(k,x,w) (see Equation 45 on page 85). Also, the saliency metric I; is computed using only
a subset of the terms used for AJ** making the definition of I'; more succinct than the definition

of Adata,

3.5 Unifying Theoretical Relationships

3.5.1 Introduction. This section documents the relationships between the set of available
neural network feature saliency metrics. Neural network feature saliency metrics include the es-
tablished metrics introduced in Chapter II and three new metrics defined in this chapter: A;, 11?“‘

and I‘.'.

The derivative and weight-based feature saliency metrics are defined in Table 9. Formal
definitions and applicable references are presented for each metric. With the exception of the
weight-based saliencies, each of the feature saliency metrics is defined in Table 9 as a function of

gi- The metrics differ in the derivative that is taken and in the definition of g; which is used.

The function g;, also given in Table 9 can be interpreted as the absolute value of some form

of a derivative of a network error function. For the metrics A;, A;, A?"‘, and €, the network
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error function is defined d, — z;(x, W), and the derivative is taken with respect to the feature of
interest z;. For the metric p;, the network error function is the same, but the derivative is taken
with respect to a relevance function a; for the feature of interest. For the metric §2;, the network
error function is the approximate probability of error for the kth network output for the pth input
exemplar, i.e. P,(k,x?, W), and the derivative is taken with respect to the feature of interest z;. For
the metric I';, the network error function is the approximate probability of error for the network
given the pth input exemplar , i.e. P, (x?, W), and the derivative is taken with respect to the feature
of interest z;. For the metric 3;, the error function is the squared error defined [dy — zx(x, W)]?,
and here a form of the Taylor Series approximation to the total derivative is used. In Table 10,
detailed notational saliency definitions, as well as established theoretical relationships among the

saliency metrics are presented.

Since previous examples have been contrived problems, a ‘real world’ problem is analyzed in
this section. A description of this problem followed by a comparison and evaluation of the various

feature saliency metrics follows.

3.5.2 Background. The ‘real world’ problem is a two class problem using forward looking
radar (FLIR) data to discriminate targets from non-targets. The targets consisted of tanks, trucks,
and armored personnel carriers. Nine features were used based on previous application experience
by Roggemann [56, 57, 58] and by Ruck [60]. A description for the nine FLIR features is given in
Table 11.

3.5.3 Analysis. Analysis of the FLIR problem is discussed in this section. Saliency metric
ranks, means, and standard deviations are documented for all of the metrics presented in Table 9,
except the integrated metric A;. Results are not computed for A;, because it is not computation-

ally tractable for this problem. The average network accuracy is documented as the features are
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Table 9. Saliency Metric Definitions

Salleacy Reference Metric Paaction ¢;
Matric Definition Defiaition
X
Jx =Y onms ¥ Jidrgam oxp (k.
A; Section 3.2 2;=0 v; , %= I—%&"'—ll
where V; is defined in Bquation 27
R represents the feature space region
8ap (x? i)
. P M R K I il A0
A‘ [5’] Ey:x Zu:x zrsl 2h=l #i "= .4
Osp(x? . .W)
paendo -1 P M R x . = » (e
A? Section 3.3 (PRI Y s 2ores Doy & 0= |—ail—
dets -1 y 4 X . L | Oag(x,w)
A‘ Section 3.2 P 2,:1 2.=1 'y 5 = —é.‘— l
ol (k,x”? w)
P M R X 1% !
[+ [81] and Section 3.4 2;:1 2n=x Z'=‘ Z.=‘ [ 5= —"5;?:‘5)'_ '
where P.(k.x:'(').*) is defined in Bquation 45
Bag(x? W)
. P M R x x T ()
n' [511 r=1 m=1 27:1 2&:1 El*h % %= ol !
Ty Section 3.4 p-? E:’m pn .= | &g':'ﬂl ,
where Pg(x”, W) is defined with Bquation 54
4
Pi Skeletonization {48] p-3 Z:‘_‘ :=1 h %= Iﬂié:'—'*zl '
Appendix A where a; is a relevance factor
fated with feat i
5 Optimal brain damage [39] p? Z:—-: 2;‘_‘ o #¢ = 4E, where £ = [y — ay(x?, W)}?
C d with chaage is £ due to deletion
of the weight parameters, *%.
ciated with feat 4
Appeadix A Taylor's Series approximations
for both £ and df are nsed, where
dE requires simplifying assumptions
T Weight-based saliency [72]
r# oo "w} , N/A
= w} N/A
= 1., /
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Table 10. Detailed Notational Definitions and Relationships

Saliency
Metric Deotailed Definition Relationships
2= l ste? a‘
f f ! En 1 Z,_x 3 %5n 1;404m
A 25=9
¥ v; '
where V; is defined in Bquation 27
R represents the feature space region
R P M R K 2 H 1.3 1
A‘ 2,:1 2m=l Zr:l =1 I‘. )—1 'J *J."j
pseudo RM)~? 2 L 4 1.2 1 psesdo _ RM) A,
A" (P ) Z"—l Zm_x 2--12 =1 I‘. j=1 ‘Ji}hd | A" = (P )7HA;
L?'““ is sn approximation to A;
data -1 P x 1.2 data
A.- P Z'__‘ h—l ll. lJi .d"l A‘ is an estimator of A;
. L M R K : B 1.3 41 = A
s Z,:l Zm:l 20:1 2&:1 I‘. i=1 ‘J *).* | ;= A'
Bquation 50
. ﬂ .1 — — .
ol 2;_1 2-.:1 21-..1 Zh_ Zl;eb I ,-z J T 0= (K- 1)
Bquation 46
8;>0;
Bquation 47
. -1 Ld 2 " .3 1 _ Adata _ p-1 P x 2 H 1.3 .1
r' P E,:x I‘.mux Zj:]. ‘J"J'.mn:*'l r' - A‘ P E,_—.l Eh*hu., ‘~ Zj:x ‘J“J'.“"'
;= *A?“' for K =2
r; < %A?“' for K > 2
Hquatioas 55 and 56
Pi p-1 E:—-l 2:‘_‘ |5: Ef_‘ l;ir’ ' This metric amounts to weightiag the salieacy, A‘..’“‘,
for each vector by the feature =;
see Appendix A for derivation Note: if the relevance factor were associated with the vector of
wei‘lu. t‘ ’ co-lceud to feature i, then the result would be:
p-? E'_l Z.=‘ ,_1 |l’lli:. w! s;l, which is very close to 3;
—-1 P x " 251.2 .1 _ 12
& P 2,:1 Zh:l Ej:ll‘h“v‘:l*‘i"]
see Appendix A for derivation
TP
dat 1 - 1
r# oo (E l* |)' A"(QI*I-.&T' "*_.IL
r= o0 max {li}‘ foeees l‘.‘n'} Bquation 39

95




Table 11. Description of FLIR Featurcs Evaluated

Feature Number Feature Description

1 Length/Width Ratio of object length to width

2 Standard Deviation | Standard deviation of pixel values
on object

3 Maximum Brightness | Maximum brightness on object |

4 Compactness Ratio of number of pixels on ob-
ject to number of pixels in rect-
angle which bounds object

5 Complexity Ratio of border pixel to total ob-
ject pixels

6 Mean Contrast Contrast ratio of object’s mean to
local background mean

7 Contrast Ratio Contrast ratio of object’s highest
pixel to its lowest

8 Bright Pixel Ratio | Ratio of number of pixels on
object within 10% of maximum
brightness to total object pixels

9 Difference of Means | Difference of object and local

background means

Adapted from Ruck [60:42]
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eliminated one-by-one based on the saliency metric rankings. Finally, the set of saliency metrics

are factor analyzed to look for any underlying statistical relationships among the different metrics.

Saliency results are summarized for 30 ‘trained’ neural networks which were trained with the
same data set, but with different random initial weights and a different random order of training
vector presentation. A data set of 550 vectors was randomly partitioned for each neural network
into training, training-test, and validation sets of size 300, 125, and 125, respectively. The neural
networks were trained with four middle nodes for 500 epochs before the saliency was computed.
From some pilot runs, four middle nodes seemed to be a minimal network structure for this data,
since results were degraded for fewer middle nodes and no significant improvements were realized
with additional middle nodes. Log-linear declining learning rates and a momentum rate of 0.30
were used to improve the neural network’s convergence to a local minimum. Also, a seven percent
minimum training set classification error was required for the network’s solution to be considered
from a ‘trained’ network. Thirty networks were trained, and all 30 networks met the seven percent
requirement. The average training and training-test set classification errors for the 30 neural

networks was 3.30 and 9.39 percent, respectively.

In Table 12, rankings are shown for the saliency metrics, where a ranking of ‘1’ indicates the
best feature and a ranking of ‘9’ indicates the worst feature. With the exception of the metrics p;
and 3;, similar features receive high rankings, and similar variables receive low rankings across the

metrics.

The mean saliency and the corresponding standard error for the 30 runs are presented in
Tables 13 and 14. Some further analysis is done using ‘saliency function’ ratios to evaluate the

relative saliency of one feature to another.

Differences in the mean value of the derivative-based metrics presented in Section 3.2 are
due to the method used to sample the saliency function ¥5_, I%':ﬂ when measuring the saliency

for the ith feature. The relative saliencies of the feature ranked first to the feature ranked last
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Table 12. FLIR Problem: Saliency Metric Rank for 30 Runs

Peature Aru-do Azudam L?'“ r; P 5 -‘-} -r? T?
R=10 R =10
1 T T 7 T T 7 7 T []
2 2 1 1 1 ] 4 3 3 3
3 2 [] 9 9 ] [ 9 [] 9
4 [ [] [] 3 [] [] [] [] []
[] 1 2 2 2 4 3 1 1 1
[] [] 4 [] 5 3 2 3 3 2
¥ 4 [] 4 4 1 1 [] [] 7
[] 3 3 3 3 9 [] 5 4 4
[] [] [] [] [] 5 [] 4 5 [3
ranked from best to worst

Table 13. FLIR Problem: Saliency Metric Mean for 30 Runs

Peature A:."““ Ajsndom | jdats r; b 2 T} T? T
R=10 R=10
1 0.8601 0.4939 0.67IY | 0.3388 0.1003 0.70558-01 | 15.48 | 10.08 | 8.895 |
2 1.664 0.9763 1.404 | 0.7018 0.4916 0.3877 32.Y6 | 14.62 | 11.98
3 0.3663 0.2142 0.3096 | 0.1549 0.1430 0.5637B-01 | T.174 | 4.234 | 3.401
[ 0.5866 0.3909 | 0.4379 | 0.2189 0.2137 0.97438-01 | 11.86 | T7.453 | 6.357
B 1.664 0.9318 1.356 | 0.6789 |  0.4488 0.4804 28,37 | 18.87 | 14.
[ 1.136 0.7141 0.8661 | 0.4330 0.4484 0.5341 30.71 | 14.3¢ | 13.00
7 1.157 0.6786 0.9663 | 0.48320 0.6739 0.6827 16.40 | 10.43 | 8.343
3 1.542 0.7608 1.174 | 0.5866 | 0.6616M-01 | 0.0747H-03 | 17.84 | 12.08 | 10.19
9 1.012 0.6840 0.8272 | 0.4138 0.2890 0.1889 17.85 | 11.38 | 9.030 |
blas 0.75032 0.4783 0.6013 | 0.3006 0.6013 0.5586 13.27 | 8.106 | 6.993

Table 14. FLIR Problem: Saliency Metric Standard Deviation for 30 Runs

Feature A"’"“" A;"“"‘ A“'“‘ ) o F 5 T:‘ 'l'.? ko3
R=10 R=10

1 0.8208-01 | 0.6258-01 | 0.5208-01 | 0.2668.01 | 0.1198-01 | 0.1118-01 1.65 1.04 | 0.932

3 0.702B-01 | 0.5818-01 | 0.8508-01 | 0.4358-01 | 0.3318-01 | 0.534B-01 | 0.886 | 0.604 | 0.588
3 0.3938-01 | 0.2438-01 | 0.4298-01 | 0.2148-01 | 0.197B-01 | 0.147H-01 | 0.620 | 0.368 | 0.328 |
[ 0.3248-01 | 0.347H-01 | 0.2960-01 | 0.1488-01 | 0.144B-01 | 0.167W-01 | 0.8666 | 0.430 | 0.401

5 0.6638-01 | 0.4508-01 | 0.8848-01 | 0.4428.01 | 0.2098-01 | 0.6348-01 | 1.06 | 0.605 | 0.401

6 0.6268-01 | 0.437H-01 | 0.6478-01 | 0.324B-01 | 0.3168-01 | 0.6418-01 | 0.817 | 0.422 | 0.3%2

¥ 0.4308-01 | 0.360M-01 | 0.540B-01 | 0.370M-01 | 0.370B-01 | 0.4708-01 | 0.564 | 0.341 | 0.387 |
[ 0.0508-01_| 0.3348-01 0.131 0.603W-01 | 0.6128-02 | 0.1628-02 | 0.687 | 0.e4% | 0.630 |
0 0.4068-01 | 0.3108-01 | 0.64iW-01 | 0.2708-01 | 0.189B-01 | 0.2018-01 | 0.495 | 0.373 | 0.378

Blas 0.4438-01 | 0.2758-01 | 0.5018-01 | 0.2518-01 | 0.6018-01 | 0.6378-01 | 0.611 | 0.542 | 0.308 |
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using rankings from A{** are 4.54, 4.56, and 4.53, respectively for AP*"¢°, Aradom and pdsts Ay
expected, the metric I'; (to within roundoff error) is exactly equal to its upper bound of %f\;’“‘,
since this is a two class problem. Despite differences in sampling and the higher dimensional feature

space (M = 10), the derivative-based saliencies all perform quite similarly.

Among themselves, the weight saliencies have rankings and ‘saliency function’ ratios which
are similar to each other. The relative saliency of the feature ranked first to the feature ranked
last using Ag**>’s rankings are: 3.17, 3.45, and 3.52 for the three weight saliencies T!, T?, and T.

The similarity in the weight-based saliency rankings and ‘saliency function’ ratios indicates that

the choice of r for weight saliency T! makes no appreciable difference.

As seen with the examples presented in Section 3.3.3, the ‘saliency function’ ratios associ-
ated with the weight-based saliencies are smaller than those experienced with the derivative-based
saliencies. However, a minimal number of nodes were used to analyze the FLIR problem, these
results indicate that the relative saliencies of important to irrelevant features are degraded when
using the weight-based saliency metrics for greater than one middle node. This phenomena is also

associated documented for redundant middle nodes in Section 3.3.3.

The metrics p; and 3; have similar rankings to each other (six of the nine features are ranked
the same), but not to the other saliency metrics documented. It is interesting to look at the relative
saliency of the features ranked first and last by both p; and 3;. In this case, the respective relative
saliencies are 10.34 and 59.78, which are markedly different. The corresponding relative saliencies
for the derivative-based metrics are 0.86, 0.89, and 0.82, and the corresponding relative saliencies
for the weight-based metrics are 0.92, 0.86, and 0.82. These results indicate that the metrics p;

and 3; are fundamentally different from the other saliency metrics.

The saliency feature rankings from Table 12 are used to perform systematic feature elimination
and evaluation of the network’s corresponding classification accuracy. The features are eliminated

one-by-one based on the saliency metric rankings, i.e. the worst features are removed first. The

99




results from this analysis are shown in Figure 10, where the z-axis corresponds to the number
of features which have been removed, and the y-axis corresponds to the network accuracy. Four
middle nodes are used for the entire evaluation, although fewer middle nodes might have been more
appropriate as more features were eliminated. A log-linear declining learning rate was also employed
as before. For each neural network, the data set is partitioned as before into training, training-
test and validation sets of 300, 125 and 125 vectors, respectively. The data-base partitioning and
confidence interval procedures described in Chapter I are used to compute the network accuracy
Since the error rate of the training-test set no longer exhibits wide variations after approximat:

100 training epochs, 150 epochs were used for each neural network.

In Figure 10, the mean accuracy and a 95 percent confidence interval error band (plotted
as horizontal bars about the means) are plotted using the best 10 of 30 neural networks for A,
Only a subset of the ‘best’ neural networks are used to compute the means and standard deviations,
since backpropagation learning may not converge to a local minima (see discussion at the end of
Section 3 of Chapter I) [80:143]. Although only one of the nine metrics is represented in Figure 10,
it is representative of the other metrics. Identical features are retained for many of the saliency

metrics at each point in the analysis, so the results from the other metrics are similar.

The results from all of the evaluated metrics indicate it is possible to remove one to three
features based on saliency metric rankings with little or no degradation in the average network
error. However, further reduction of the feature set requires a trade-off in classification error. This
is demonstrated in Figure 10 for A%, When more than three features are eliminated, there is
great variation in the average network performance depending on which saliency metric was used.
This is not surprising, since the saliency of the features was measured when all the features were
in the network. If the feature saliencies were re-evaluated for the smaller subset of features, the
remaining features would be ranked differently in many cases. Nevertheless, the significant point

is that all of the metrics are able to rank expendable features last.
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Figure 10. Average Validation Set Accuracy on FLIR Problem as Features are Eliminated

An exploratory factor analysis using a varimax rotation (see Dillon and Goldstein for details
[15]) is done on the correlation matrix of the various saliency metrics. The exploratory factor
analysis was done in hopes of identifying whether some of the saliency metrics are statistically
related to each other by some underlying factor. Using the saliency results from thirty neural
network simulations, a factor analysis was performed for each feature in the FLIR problem. The

results are displayed in Table 15. In all cases, a two factor model was most appropriate.

For each feature, all of the saliency metrics, generally, load together on the first factor to
explain between 70 and 94 percent of the variance in the saliency prior to the varimax rotation.
From Table 15, it can be seen that A%®, T';, p;, and 3; have a strong statistical relationship for this
problem, since they consistently load on the same factor for each feature. There is also a statistical
relationship between A7**4™ and the weight-based saliencies, T}, T?, and T¢°. The metric AP*%
did not consistently load with one factor or the other; however, seven out of nine times it loaded

with Adsts,
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Table 15. FLIR Problem: Saliency Metric Loadings after Varimax Rotation

Features
Saliency Metrics | 1 |23 |{4{5|6|7|8 9
APeende t{1f1f2f1faf2f1] 1
Asndom 1(2]212]2[2]2]2 2
Adss 2{1]1j1|1]1|1]1 1
T; 2j1f1[1[1]1]1]1 1
i 211111 ]1]1 1
5 21111111 1
T} 1[2]2f272[2]2]2 2
T? 1[2]2]2]2]2]2]2 2
T 1[2]2]2]2121272 2

Each column corresponds to a factor analysis performed
on the saliency metrics for the feature in that column

The numbers indicate which factor a saliency
metric loaded on after a varimax rotation
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It is interesting to note that factor analysis results for all the features indicate a statistical
relationship between p;, 5;, and the metrics I'; and A% for this problem, since they correspond
to markedly different saliency rankings and ‘saliency function’ ratios. This statistical relationship
is, most likely, due to the fact that all of these metrics are evaluated only at the known data
points. This may indicate an underlying ‘sampling factor.’ It is also true that the terms in p; are
weighted averages of the terms in A2, where the weighting term for the pth exemplar is z?. Other

similarities between p; and 3; are discussed in Appendix A.

3.5.4 Summary The relationships between the available neural network feature saliency
metrics are documented in this section. The definitions and relationships presented in Tables 9

and 10 consolidate what is known about the available feature saliency metrics.

A ‘real world’ problem is analyzed in this section to evaluate the set of available feature
saliency metrics including those introduced in Section 3.2 and 3.4 of this chapter. The derivative-
based metrics discussed in Section 3.2 all have similar rankings and ‘saliency function’ ratios. The
weight-based metrics all have similar rankings and ‘saliency function’ ratios. The weight-based
metrics had rankings similar to the derivative-based metrics, but the ‘saliency function’ ratios

between important and unimportant features are smaller for the weight-based saliency metrics.

The metrics p; and 3; are statistically related to each other and the derivative-based metrics
by an underlying ‘sampling factor,’ since all of these metrics are evaluated using the known data.
However, their saliency metric rankings are markedly different from the other metrics. Also, their
‘saliency function’ ratios for important to unimportant features are not similar to each other or to
the other metrics. This indicates that the results from p; and 3; are fundamentally different from

the other saliency metrics despite the underlying ‘sampling factor.’

One final observation is made from the feature-by-feature elimination using the saliency metric

rankings. All of the metrics, despite fundamental differences, had a set of ‘worst’ ranked features
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which did not drastically affect the classification accuracy when removed from the feature set (see

Figure 10).

3.6 Summary

There are four important research results presented in this chapter. These results are sum-

marized in the next four paragraphs followed by a discussion of which metrics are recommended.

In Section 2, a framework is developed and used for analyzing a variety of derivative-based
metrics. Sampling modifications for an established metric are evaluated in this framework. Using
‘saliency function’ ratios, the saliency metric sensitivities to sampling, training, and redundant
middle nodes are evaluated. The metrics do not appear to be particularly sensitive to sampling;
however, they are sensitive to redundant middle nodes and the amount of training. It is most im-
portant to eliminate redundant middle nodes, since the metrics are most sensitive to training effects
in the presence of redundant middle nodes. Increased training may cause the weights associated
with the redundant nodes to grow disproportionately. This can contaminate saliency results, since

the weights from irrelevant features can get large.

In Section 3, a theoretical relationship is shown between derivative-based and weight-based
saliency. In surnmary, the derivative-based feature saliency metrics are bounded above by a con-
stant linear combination of the feature weights. At one middle node, the ‘saliency function’ ratios
produced with the weight-based metrics and derivative-based metrics are equal, to within roundoff
error. This occurs because the constant term directly cancels for the ‘saliency function’ ratio be-
tween any two features. When additional middle nodes are used, empirical results indicate that the
relative saliency of important to unimportant features is smaller with weight-based saliency than
it is for derivative-based saliency. For problems with redundant middle nodes, this is partly due to

the growth of the irrelevant weights associated with redundant middle nodes.
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In Section 4, contributions are made in the area of Bayesian-based feature saliency. First,
a succinct and exact relationship is demonstrated between a previously suggested Bayesian-based
metric and derivative-based saliency. Then a novel Bayesian-based saliency metric using the partial
derivative of classifier error is introduced. The computation of this metric requires only a subset of
the terms associated with the previously suggested Bayesian-based metric. Finally, the relationship
between the new Bayesian-based saliency and derivative-based saliency is derived, and an upper
bound for the Bayesian-based saliency is defined. For a two class problem, the new metric produces

results exactly equivalent to derivative-based saliency.

In Section 5, a catalogue of feature saliency metric definitions and relationships is presented in
Tables 9 and 10. In this section, the catalogue of metrics are evaluated for a ‘real world’ problem. On
this problem, saliency rankings, ‘saliency function’ ratios, and factor analysis are used to empirically
evaluate similarities and differences between the saliency metrics. One similarity is that, despite

differences, all of the metrics consistently ranked a set of ‘nonessential’ features last.

Since metrics perform differently, the remainder of this section summarizes recommendations

for selecting a feature saliency metric.

For discriminant analysis problems using networks with more than one middle node, the
saliency metric I'; in Equation 53 on page 86 is preferable to f\;"" in Equation 31 on page 68 for
two reasons. First, it is intuitively appealing, since it represents a saliency metric which is related to
the average classifier P,. Second, it provides feature rankings using a subset of the terms required

for computation of Adsta,

For function approximation or discriminant analysis problems using networks with more than
one middle node, the saliency metric Ad*** in Equation 31 on page 68 should be preferred over
Ai. The saliency metric A provides good feature rankings, requires less computation than A;,
and is based on information known about the data from feature space. Furthermore, the metric A;

requires a tactical decision concerning the amount of ‘pseudo-sampling.’

106




For any classification or function approximation problem using a network with only one middle
node, the weight-based metrics T{ (see Equation 32 on page 78) are best. In this case, the relative
saliencies produced using weight-based saliency will be identical to T; or Ad**, For networks using
more than one middle node, weight-based saliency can still be used for a cursory analysis of a
feature’s relative importance. However, the empirical results suggest that the relative importance
of one feature to another is degraded when additional middle nodes are used. Despite a potential
degradation in results, weight-based saliency is still appealing. It is related to the metric Ad***, and

it is directly computable from a trained network without reevaluating the data.

The metrics f\f““‘“, &; and p; are not recommended, because they require unnecessary work or
additional assumptions with no gains in performance over the other available saliency metrics. The
experimental pseudo-sampling metric 11;’"““"' is not preferred, since it invokes unnecessary random
sampling and potentially greater computation. The second order metric, 3;, is not recommended,
since it is associated with additional assumptions which are used to simplify the evaluation of the
Taylor’s series expansion of the network error. The relevance metric, g;, is not recommended, since
it requires the assumption that p; can be approximated using a partial derivative of the error with

respect to a relevance factor.

The results shown in Section 3.5 of this chapter indicate that the least important features, as
ranked by any of the feature saliency metrics, may not be essential to good classification accuracy.
In the next chapter, feature screening techniques are presented which can be used to formally

identify unimportant or noise-like features.
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IV. Feature Screening Techniques for Feedforward Neural Networks

4.1 Introduction

Feature screening can be used to take a preliminary look at a set of features. Specifically, it
can be used to identify and eliminate noisy features prior to a formalized feature selection procedure.
Two feature screening procedures are discussed and evaluated in this section. The first procedure,
presented in Section 2, is based on statistically comparing the saliency of candidate features to
the saliency of a noisy feature. The second procedure, presented in Section 3, is based on the
weight screening hypothesis test proposed by White [82]. These procedures are summarized and

recommendations are made in Section 4.

As in Chapter III, the research and theoretical results presented in this chapter reflect the
exclusive use of the sigmoidal activation functions on the middle and output nodes of a feedforward
neural network (presented in Chapter I). The fundamental definitions of network output activations,
saliency, and network derivatives will change for other types of activation functions. However, the
underlying procedures presented in this chapter remain the same. The neural network notational
conventions, network structure, and the backpropagation algorithm introduced in Section 3 of

Chapter I are used as necessary in this chapter.

4.2 Feature Saliency Screening

4-2.1 Introduction. A saliency screening procedure which statistically formalizes the screen-
ing methodology proposed by Belue and Bauer is presented in this section [5]. In their procedure,
Belue and Bauer augment a set of features with a known irrelevant feature (i.e. noise). They
recommend eliminating any feature whose mean saliency falls inside a one-sided confidence interval
about the mean saliency of noise. Mean saliency is calculated from the feature saliency results of

several trained neural networks.
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In the formalized procedure presented here, the entire feature set is simultaneously screened
for nonsalient features using a specified degree of statistical confidence. The formalized procedure
requires an injected noise feature, a Bonferroni test statistic, and an appropriate hypothesis for
testing the equality of means. These are reviewed before the formalized screening procedure is pre-
sented. The saliency screening procedure is evaluated on the XOR problem and on two application

problems to determine if artificially included noise features can be identified.
The saliency metric A%* is used in this discussion, although a different saliency metric could

easily have been used. For reference, Ad*** defined in Equation 31 of Chapter III is given again as:

82.1
32.-

A= p1y 3 [0 v‘v)l
p=1k=1
4.2.2 Noise Injection. There are two reasons for augmenting the feature set with noise.
First, the saliency of noise features is significantly greater than zero; therefore, a test cannot be
developed based on Adat* = 0. Second, the actual magnitude of this saliency can be different from
problem to problem; therefore, the magnitude of noise-like features should be characterized for the

problem at hand. This entails:

e Augmenting the original feature set with a true noise feature, z, . One way to generate a

noise feature is by drawing random numbers trom a Uniform (0,1) distribution.

¢ Training a neural network using the augmented feature set to minimize the training-test set

erTor.

o Calculating the feature saliency for all the features (including the noise).

4.2.3 Bonferroni Joint Hypothesis Testing. The Bonferroni procedure accounts for the fact
that the significance level for a ‘family’ of tests is not the same as that for an individual test.
To conduct M one-sided hypothesis tests with a ‘family’ significance level of a, each individual

test must be conducted with an individual significance level of & [47:594]. The M hypothesis tests
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correspond to the M candidate features in the feature set. The individual significance level is found

using the Bonferroni inequality which is derived from simple probability theorems.

Let A; be the event that the ith hypothesis test is rejected when it is true. The probability
of A, is denoted as P(A;) and the confidence coefficient for A; be defined 1 — P(A;). The following

set of probability theorems are used to derive the Bonferroni inequality.
Probability Theorem 1

P(A‘ U AJ) = P(A.) + P(AJ)— P(A‘ n A,)
Probability Theorem 2

P(A) = 1 - P(4)
Probability Theorem 3

P(A;U 4;) = P(A:n 4;)
Using these basic probability theorems, the following statement can be derived.
PUANA;) = 1-P(4) - P(4;) + P(4 N 4))
Since P(A; N A,) is greater than or equal to zero, the Bonferroni inequality is defined as [47:160]:
P(AinA;) 2 1- P(4) - P(4)

The right hand side of the Bonferroni inequality represents a conservative estimate of the joint

confidence coefficient for the individual hypothesis tests A; and A4;. .

The Bonferroni inequality can be generalized for simultaneous hypothesis testing of M indi-

vidual hypothesis tests denoted A;, Az, --Ap as

P(A;NA;N---NAx) = 1-(P(4) + P(A;) + --- + P(Au))
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Table 16. Bonferroni Critical Values

Individual Significance Levels
Degrees of Freedom v | & =0.01 | & = 0.005 | - = 0.00056

10 2.764 3.169 4.587
20 2.528 2.845 3.850
30 2.457 2.750 3.646
40 2.423 2.704 3.551
60 2.390 2.660 3.460
120 2.358 2.617 3.373
00 2.326 2.576 3.291

a: ‘family’ level of significance, where a = M - (57)

M is the number of individual hypothesis tests

Now let P(A;) = B for each of the M individual hypothesis tests. The resuit is that the joint
hypothesis test has a confidence coefficient of 1 — M 8. For the joint test to have a confidence

coefficient of 1 — a (or a ‘family’ significance level of a), the individual hypothesis tests must have

significance levels of 8 equal to 5.

To produce a ‘family’ significance level of a, the Bonferroni critical value, denoted B, is used

for each individ--al hypothesis test. For M one-sided tests, the Bonferroni critical value is:

where v = N — 1 and N is the number of observations on which the tests are based. Table 16

B = tl—-ﬁ;v

contains Bonferroni critical values B for combinations of » and -
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4.2.4 Hypothesis Tests for the Equality of Means. The saliency screening methodology con-
sists of simultaneously applying individual hypothesis tests on the equality of two means: (1) the
mean saliency of feature ¢, denoted Bigees and (2) the mean saliency of noise, denoted Bisss. In

general, this type of hypothesis test requires two conditions:

1. The saliency for each feature ¢ should be a normally distributed random variable, or if the

saliency is nonnormal, the conditions of the central limit theorem (CLT) should hold {24:280].

2. The saliency for the ith feature is independently distributed with mean Bjswe and variance
A,,_._ Similarly, the saliency for the augmented noise feature is independently distributed

with mean piza. and variance 0340 [24:281].

For the saliency screening methodology, the first condition must be met by using the CLT,

since the theoretical distribution of A¢*** has not been shown to be normal. The CLT states [47:6]:

Theorem 1 IfY,,- .-, Yy are independent random observations from a population with probability

Junction f(Y) for which o® {Y'} is finite, the sample mean Y :

g Lintn
N

is approzimately normally distributed when the sample size N is reasonably large, with mean E {Y'}

and variance '—’—’—I%a
To invoke the CLT, the saliency metric f\?“‘ is defined as

At:lata = 2:;1 Yip
' P

where

82;

¥= Z

k=1

)
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The superscript p corresponds to the pth exemplar from a set of P exemplars. The variable Y7 is
a random observation from a population with probability function f(Y;) for which o? {Y;} is finite.
The variable Y is a random observation since it is a function of x? which is a random observation
from the population of input exemplars. The conditions of the CLT can be applied in a similar

fashion for many of the metrics shown in Table 9 in Chapter III.

The second condition for ‘equality of means’ hypothesis testing is also met. The samples of
saliency for each feature are associated with independent realizations of neural networks. Each
realization is independent for three reasons: (1) the random partitioning of the data set, (2) the
random initialization of the weight parameters, and (3) the random order for presentation of the

training data.

The test statistic and the hypothesis test used to test for the equality of two means is defined

by one of four cases [24:280-292]. They are:

1. The variances (03,,. and "%g-u) corresponding to the distributions of Bige and pjq.. are

known. The observations of A2 and A** are independent.

2. The variances (03,... = 03....) corresponding to the distributions of Ada and Adsts are un-

known but equal. The observations of Ad2t* and Ad* are independent.

3. The variances (03,... # "ig“-) for the distributions of Ad*** and A% are unknown and un-

equal. The observations of AJ** and A¢** are independent.

4. The observations of A*® and Ads** are paired and dependent.

Cases 1, 2, and 3, which each correspond to a null hypothesis of Hy : Biges = Higes,

are inappropriate, because in this application the observations of Ad** and A** are paired and
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dependent. The appropriate hypothesis testing procedure is the Paired t-test defined using Case 4.
The Paired ¢-test is defined here as:

Null Hypothesis Hy: pp, =0

Alternative Hypothesis H,: jpup, >0,

where up,, the difference between the ith feature’s mean saliency and the noise feature’s mean

saliency, is defined

BD; = Pigase — BRga

Define the test statistic ¢* as

¢ = -S’-i- , (58)
where
N
_ y D; s
D.' = —EJ—IIV d (59)
Di,j = A;l’;ta _ Ac-!a‘;u
Eil(Di.j - D'_)z
] 2
SD.- ( N - 1) N ) (60)

and j indicates the jth of the N samples of D; ;. For feature i, D; and S",‘ are the sample mean
and sample variance, respectively, for N samples. The critical value for an individual significance
level of a i8 tcriy = ¢1-q,,, Where v = N — 1. The null hypothesis is rejected if the test statistic, ¢*,

exceeds the critical value ¢.;,.

4.2.5 Methodology. The formalized statistical screening procedure for identifying nonsalient

features is based on applying the Bonferroni inequality to M individual hypothesis tests to achieve
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a predetermined ‘family’ significance level a. The individual hypothesis test used is

Null Hypothesis Hy,: jpp, =0

Alternative Hypothesis H,: pup, >0,

The procedure is summariged as:

Saliency Screening Procedure

1. Augment feature set with a noise feature, z, .

2. Train neural net to minimize training-test set error.
All nets should ideally use a minimal network structure with no redundant middle nodes or
features.

All nets should ideally converge to a local minimum and not a saddle point.
3. Compute the feature saliency, A%** for each of the features, including z, .

4. Repeat steps 2 and 3 a minimum of ten times (N =10), using random initialization of weight

parameters and random data set partitioning.
5. Select ‘family’ significance level, a.

6. For each feature do an individual hypothesis test as follows:

(a) Compute D; and S} using Equations 59 and 60 on page 113.
(b) Compute the iest statistic t* using Equation 58 on page 113.
(c) Determine the Bonferroni critical value B =tg ,.

(d) Evaluate the test statistic as follows:

e Ift* < B, the null hypothesis can not be rejected for feature i.

Conclusion: feature i is nonsalient, since the difference between the ith feature’s
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saliency and the noise feature’s saliency is not statistically different from sero at the
a ‘family’ significance level.

e Ift* > B, reject the null hypothesis for feature 3.
Conclusion: feature i is salient, since there is a statistical difference at the a ‘family’
significance level between the saliency of the ith feature and the saliency of the noise

feature.

7. Eliminate the nonsalient features and retrain the network with only the salient features.

If there are any questions concerning the salient features, the procedure can be performed

again on the reduced feature set to confirm the remaining features are all still salient.

The identification of nonsalient features using saliency screening is related to the sample size.
A larger sample size usually corresponds to a smaller standard error for S},‘ and a smaller standard
error corresponds to a larger test statistic for ¢* in Equation 58. Additionally, a larger sample
means a smaller £-statistic or Bonferroni critical value B. For a feature which is borderline or very

nearly noise-like, H, may be more easily rejected with larger sample sizes.

The saliency metrics used in this procedure are sensitive to training and middle nodes as
discussed in Chapter III; therefore, this procedure may also be sensitive to training and middle
nodes redundancies. These factors are partially minimized for evaluation of the saliency screening
procedure, since a minimal number of middle nodes and sufficient training epochs are determined

through a series of pilot runs.

4.2.6 Analysis. The robustness of the saliency screening methodology is evaluated with
three problems. These problems include: the XOR problem, the Armor Piercing Incendiary (API)
Projectile Functioning problem, and the FLIR problem. The second and third problems are used
to evaluate whether the saliency screening procedure is practical for application problems. For

each test problem, the feature set is augmented with one or more additional noise features. Then
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the saliency screening procedure is used to determine if additional noise features are identified as

nonsalient.

4.2.6.1 XOR Problem. In this section, the saliency screening procedure is applied to
an XOR problem (shown in Figure 9 of Chapter IIT) which has been augmented with five additional
noise features. One of the artificial noise features serves as the augmented noise z, , and the others
serve as candidate features. The procedure is evaluated to see if the candidate noise features are

identified during the screening process.

The saliency screening procedure was repeated with N equal to 10, 30, and 100 realizations of
‘trained’ neural networks which were all trained with the same data set, but with different random
initial weights and different training order presentations. A data set of 600 vectors was partitioned
into training, training-test, and validation sets of size 400, 100, and 100, respectively. The networks
were trained with four middle nodes, which was the minimal network which would reliably train
to a local minima. A log-linear declining learning rate and a momentum rate of 0.30 were used.
For all runs, 700 epochs were used with a requirement for a seven percent or lower training set

classification error for the network’s solution to be considered from a ‘trained’ network.

Saliency screening results for N = 30 realizations are reported in Table 17. In total, 38
networks were trained, and 30 networks met the minimum error requirement. The average training
and training-test set error rates averaged over the 30 networks were 2.69% and 6.83%, respectively.
Using the screening procedure, the artificial noise features are identified as nonsalient, and the
features z and y are identified as salient. Equivalent results are produced for the saliency screening
procedure with N =10 and N =100 neural network realizations. The other saliency metrics (see
Table 9 of Chapter IIT) also provide similar results when they are used with the saliency screening

procedure.

The feature saliency rankings from Table 17 are used for successive removal of candidate

features. In Figure 11 the mean error and a 95% confidence interval band (plotted as horisontal
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Table 17. Saliency Screening Results on XOR Problem for 30 Runs

s data 3 data = i N N
Feature | A, ; Tgaree D; Sp. = 3o v | Reject
] Ranking Ho
z 2 2.055 | 0.610E-01 1.914 0.611E-01 31.3 29 | yes
v 1 2.149 | 0.476E-01 2.008 0.456E-01 4.1 29 yes
noise 1 | 6 0.133 | 0.148E-01 | -0.796E-02 | 0.148E-01 | -0.536 29 no
noise 2 7 0.128 | 0.111E-01 | -0.132E-01 | 0.840E-02 | -1.570 29 no
noise 3 4 0.142 | 0.145E-01 | -0.893E-03 | 0.142E-01 | 0.630E-01 | 29 no
noise 4 3 0.151 | 0.148E-02 | -0.104E-01 | 0.179E-01 0.582 29 no
z. 5 0.141 | 0.122E-01 N/A N/A N/A N/A| N/A

Features ranked from best to worst

Individual Significance Level 3 =.006

Bonferroni Critical Value B =2.756
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Figure 11. Average Validation Set Error on XOR Problem as Features are Eliminated

bars about the means) are plotted on a validation set of 100 vectors. The mean error at each point
is labeled with the features retained in the neural network model. The database partitioning and
confidence interval procedures discussed in Chapter I are used to estimate the average network
classification errors using the best 30 of 100 realizations of neural network training. The network’s
accuracy generally improves as the nonsalient candidate features are removed from the training
set one-by-one. The 95% confidence interval for the average error is significantly smaller when all
the noise has been eliminated from the feature set. Another way of saying this is that prediction
variance is reduced after noise-like features are eliminated. The network accuracy is only seriously

degraded when the first salient feature z is removed.
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Figure 12. API Projectile Firing
reprinted from Belue [4]

4.2.6.2 Armor Piercing Incendiary (API) Problem. In this section, the saliency screen-
ing procedure is applied to the API problem which uses data on the performance of API projectiles
to classify an API projectile’s performance as “complete” or “other [34].” For each shot, four in-
dependent parameters are known; impact striking velocity (Vs), impact striking mass (My), panel
ply thickness in inches (PLY’), and the secant of the impact obliquity angle (SECT). The firing
process is illustrated in Figure 6. A feature vector for this application consists of the parameters
of each API projectile firing. The API problem has been augmented with two additional noise

features. One of the artificial noise features serves as the augmented noise z, , and the other serves
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as a candidate feature. The saliency screening procedure is evaluated to see if the candidate noise

feature is identified during the screening process.

The saliency screening procedure was repeated for this application with N equal to 10, 30,
and 100 realisations of ‘trained’ neural networks which were all trained with the same data set,
but with different random initial weights and different training order presentations. A data set of
281 vectors was partitioned into training, training-test, and validation sets of size 181, 50, and 50,
respectively. The networks were trained with five middle nodes, which was the minimal network
which would reliably train to a local minima. A log-linear declining learning rate and a momentum
rate of 0.30 were used. For all runs, 700 epochs were used with a requirement for a seven percent
or lower training set classification error for the network’s solution to be considered from a ‘trained’

network.

Saliency screening results for N = 30 realizations are reported in Table 18. In total, 30
networks were trained, and all 30 networks met the minimum error requirement. The average
training and training-test set error rates averaged over the 30 networks were 2.32% and 8.4%,

respectively.

Using the screening procedure, the artificial noise feature and the feature Ms are identified
as nonsalient. All other features are identified as salient. These results are consistent with Belue
and Bauer [7]. Using the saliency screening procedure with N =10 and N = 100 neural network
realizations produced equivalent results to the results shown in Table 18. Using the saliency screen-
ing procedure with the other metrics presented in Table 9 of Chapter III also produced equivalent

results.

The feature saliency rankings from Table 18 are used for successive removal of candidate
features. In Figure 13 the mean validation error (50 vectors) and a 95% confidence interval band
(plotted as horizontal bars about the means) are plotted. The mean error at each point is labeled

with the features retained in the neural network model. The database partitioning and confidence
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Table 18. Saliency Screening Results on API Problem for 30 Runs

zdata zdata =

Feature ; A Ogane D; Sp, = s—‘:‘; v | Reject
PLY 2 0.583 | 0.290E-01 0.432 0.310E-01 13.9 29 yes
Vs 3 0.472 | 0.147E-01 0.320 0.217E-01 14.8 29 yes
M 5 0.150 | 0.119E-01 | -0.939E-03 | 0.179E-01 | -0.525E-01 | 29 no
SECT 1 0.960 | 0.369E-01 0.809 0.408E-01 19.8 29 yes
noise 6 0.148 | 0.926E-02 | -0.335E-02 | 0.164E-01 -0.205 29 no

| Zpoise 4 0.151 | 0.144E-01 N/A N/A N/A N/A| N/A

Features ranked from best to worst

Individual Significance Level & = .005

Bonferroni Critical Value B = 2.756

interval procedures discussed in Chapter I are used to estimate the average network classification
errors using the best 30 of 100 realizations of neural network training. The 95% confidence interval
for the average error is significantly smaller when the noise feature and M are eliminated from
the features set. Once again, as with the XOR problem, the prediction variance is reduced after

noise-like features are eliminated. It is only after the next feature Vs is removed that the average

network accuracy becomes seriously degraded.

the saliency screening procedure. The FLIR feature set described in Table 11 is augmented with
two artificial noise features. One of the artificial noise features serves as the augmented noise z, ,

and the other serves as a candidate feature. The saliency screening procedure is evaluated to see if

the additional noise feature is identified during the screening process.
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Figure 13. Average Validation Set Error on API Problem as Features are Eliminated
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The saliency screening procedure was repeated with N equal to 10, 30, and 100 realizations of
‘trained’ neural networks which were all trained with the same data set, but with different random
initial weights and different training order presentations. A data set of 550 vectors was partitioned
into training, training-test, and validation sets of size 350, 100, and 100, respectively. The networks
were trained with four middle nodes, which was the minimal network which would reliably train
to a local minima. A log-linear declining learning rate and a momentum rate of 0.30 were used.
For all runs, 500 epochs were used with a requirement for a seven percent or lower training set

classification error for the network’s solution to be considered from a ‘trained’ network.

Saliency screening results for N = 30 realizations are reported in Table 19. In total, 30
networks were trained, and all 30 networks met the minimum error requirement. The average
training and training-test set error rates averaged over the 30 networks were 3.86% and 8.77%,

respectively.

Using the screening procedure for N = 30, the artificial noise feature is the only feature
identified as nonsalient, and all other features are identified as salient. The third feature ‘maximum
brightness’ has a fairly small test statistic of 5.37 which is only half the size of the next largest
test statistic, but it would not be identified as nonsalient with the saliency screening procedure.

However, it might warrant further screening after the noise feature is removed.

Using the saliency screening procedure with N = 100 neural network realizations produced
equivalent results. However, when the saliency screening procedure is used with N = 10 neural
network realizations the test statistic for ‘maximum brightness’ drops to 3.02. With an individual
significance level 5+ =.005 it still would not be identified as nonsalient, but at a higher significance
level, say & = .0005, it would be identified. This result demonstrates the relationship between

sample size and the identification of nonsalient features using the saliency screening procedure.

When the saliency screening procedure was performed using the other metrics presented in

Table 9 of Chapter III, the results are similar. The differences are that feature 3 is identified as
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Table 19. Saliency Screening Results on FLIR Problem for 30 Runs

= data = data -
Feature || A; A, O g aue D; Sp, = E%" v | Reject
[}
] Rankm,g H,
1 7 0.629 0.374E-01 0.537 0.367E-01 14.6 29 yes
2 1 1.537 0.564E-01 1.444 0.572E-01 25.2 29 yes
3 9 0.256 0.303E-01 0.163 0.304E-01 5.37 29 yes
4 8 0.481 0.169E-01 0.389 0.163E-01 23.9 29 yes
5 2 1.447 0.506E-01 1.355 0.499E-01 271 | 29 yes
6 6 0.853 0.475E-01 0.761 0.487E-01 15.6 29 yes
7 4 0.946 0.392E-01 0.853 0.408E-01 20.9 29 yes
8 3 1.208 0.941E-01 1.115 0.939E-01 11.9 29 yes
9 5 0.857 0.427E-01 0.764 0.441E-01 17.3 29 yes
noiss 10 0.115 0.106E-01 | 0.229E-01 | 0.141E-01 1.62 29 no
z. 11 0.925E-01 | 0.763E-02 N/A N/A N/A N/A| N/A
Features ranked from best to worst
Individual Significance Level 5 = .005
Bonferroni Critical Value B = 2.756

nonsalient for N = 10 using the metrics p; and 3;, and feature 8 is identified as nonsalient with the
metzic 3;. The conclusion reached is that the results may differ slightly depending on the saliency

metric used.

The feature saliency rankings from Table 19 are used for successive removal of candidate
features. In Figure 14 the mean error and a 95% confidence interval band (plotted as horizontal
bars about the means) are plotted on a validation set of 100 vectors. The mean error at each point
is labeled with the features retained in the neural network model. The database partitioning and
confidence interval procedures discussed in Chapter I are used to estimate the average network

classification errors using the best 30 of 100 realizations of neural network training. The average
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Figure 14. Average Validation Set Error on FLIR Problem as Features are Eliminated

network accuracy does not significantly change by removal of the three least salient features, includ-
ing noise. In fact, the accuracy is not significantly degraded until the sixth feature is removed from
the model. The explanation for this is two-fold. First, only the least salient features are removed
and second, the features are intercorrelated, so a certain degree of natural redundancy may exist

in this feature set.

In Figure 15, an ordered plot of the features versus the test statistics from the saliency
screening procedure is shown. The relationship between ‘essential’ and ‘nonessential’ features can
be seen visually. Belue and Bauer use a similar plot with features versus feature saliencies as a
visual ‘scree test,’ to determine which features to retain [5]. For the FLIR problem, there seems

to be three visual categories of features based on the test statistics. Based on using Figure 15,
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Figure 15. Scree Plot of Saliency Screening Test Statistics for FLIR Features

features 3 and noise might be categorized as ‘nonessential’ and removed, and the features 5, 2, 4,
and 7 might be categorized as ‘essential’ and retained. The third category of features might be
categorized as ‘important’ but warrant further analysis in the context of an overall feature selection

process.

4.2.7 Summary. The saliency screening procedure is a statistical procedure for identifying
nonsalient features in a feature set using a specified level of statistical confidence. A series of
paired-t tests are used to test for a statistical difference between the saliency of a true feature and
the saliency of noise. A feature’s paired-t test statistic is a comprehensive measure of a feature’s
saliency for two reascns. First, it incorporates the relative saliency of each feature compared to a

known nonsalient feature, and second, it also incorporates the variance of feature saliency.

An empirical evaluation of the saliency screening procedure indicates that conservative results
are common with this procedure. That is, a nonessential feature, having little or no bearing on the
classification accuracy, may be identified as salient if it is statistically different from noise. This

occurs in the FLIR problem, since the third and eighth features are statistically different than noise
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in Table 19, but have little impact on classification accuracy as shown in Figure 14. For this reason,
features with relatively low test statistics may warrant further consideration in the context of a

feature selection process.

4.3 Weight Screening

4.3.1 Introduction White describes a weight screening procedure for identifying irrelevant
features [82]. The procedure uses a statistical hypothesis test which is developed using the limiting
distribution of the weights w [82:442]. The premise is that the vector of feature weights is not

statistically different from zero for an irrelevant feature. An overview of this section follows.

First, the irrelevant input hypothesis test and the associated distributional assumptions are
reviewed. Then, a relationship is shown between weight screening and weight-based saliency. Next,
a weight screening methodology using the irrelevant input hypothesis test is described. The weight
screening problem is then evaluated on the same problems as were previously used with the saliency
screening procedure. Finally, the results are summarized along with a comparison of the two

screening procedures.

4.3.2 Background In this section, the weight screening hypothesis test for identifying irrel-
evant inputs is presented. Related distributional assumptions are stated as required. The weight
screening hypothesis test involves weight parameters from one realization of a trained neural net-

work. The hypothesis test as given in White [82] follows:

Null Hypothesis H,: Sw'=0

Alternative Hypothesis H,: Sw'#0,

where w* is an s-dimensional vector of neural network optimal weight parameters and S is a q by

s selection matrix picking out the ¢ elements of w* which are hypothesized to be zero under Hj,.
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To statistically test H, for a neural network, the limiting distribution of the vector of esti-
mated network weights w must be multivariate normal as w converges to w* [82]. The vector of
estimated weights w will be multivariate normally distributed ‘in the limit’ if redundant feature
inputs and redundant hidden units are removed [79:441]. ‘In the limit’ refers to weights from a

network trained using an infinitely large data set. When w has a multivariate normal limiting

distribution, then

VP(w - w") ~ N,(0,C),

where C* is the s-dimensional covariance matrix of v P(W — w*) (and vVPw) and P is the number

of data exemplars [82:441]. Also,
VPS(W - w*) ~ N,(0,SC"S')

and

P(w — w*)'S'(SC*S')'S(W —w") ~ x:
Under the null hypothesis where Sw* = 0, the limiting distributions are simplified to
VPSw ~ N,(0,SC'S')

and

Pw'S'(SC*S') 'Sw ~ x: (61)
where the X3 test statistic is defined by the left hand side of Equation 61.

The analytical expression for C* cannot be computed; however, a weakly consistent estimator

€ is available [79]. The estimator denoted C is defined as

&= A-1BA-! (62)

128




The s-dimensional matrices A and B are

A = P“iV’é’Z(x’,v‘r) (63)
B = PYVE,WVER, W) (64

where £? is the neural network error associated with the pth exemplar (see Chapter I Equation 1),
and the operators V and V? denote the s X 1 gradient and the s x s Hessian operators of £?.
Replacing C* with C does not affect the limiting X; distribution; however, White warns that a

much larger sample size P may be required to obtain a good approximation of C* [79:442-443].

The x3 test statistic must be estimated using C. It is defined as
X3 = Pw'S'(SCS')'Sw (65)

If x:' exceeds the 1 — a percentile of x3, the irrelevant input hypothesis is rejected where the

probability of failing to reject Ho when H, is false is equal to a.

4.3.3 Relationship between Weight Saliency and Weight Screening In this section, a relation-
ship is shown between the Euclidean weight-based saliency T; proposed by Tarr (see Equation 22
in Chapter II) and the xJ test statistic (on the left hand side of Equation 61) [82, 72]. Let S; be the
g by s selection matrix which selects the g weights associated with feature {. The weight saliency
T; and the x: test statistic associated with the ith feature are redefined in terms of the selection
matrix S; as

PN P V] ~
Ti = wS.-S,-w,

PW'S(S;C*S}) 'Siw ~
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A relationship between T; and the x] test statistic is developed as follows

T, = WS!S;w
= WS/ILSw
= Ww'S|(SLS!)S:w

= WS|(S:L,S)'S:w

Now, by considering the special case where C* = I, and substituting C* for I, above gives
T, = w'S}(S;C*S!)'S;w

which is equivalent to
PT; = PWw'S|(S:C'S!)'S;w

Therefore, the special case where C* = I,, gives the relationship

PY; ~ x;

This relationship can only be shown for C* = I,. This fact highlights that weight saliency
does not incorporate the variance covariance structure of the weights emanating from the feature

of interest.

4.3.4 Methodology. A formalized statistical weight screening procedure for identifying ir-
relevant features is based on applying the Bonferroni inequality to M individual hypothesis tests
to achieve a predetermined ‘family’ significance level a. For the weight screening procedure, the
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individual hypothesis test associated with the sth feature is given as

Null Hypothesis H,: S,w*'=0

Alternative Hypothesis H,: S,w*’ #0

The null hypothesis is referred to by White as the ‘irrelevant input hypothesis’ for testing whether
the ith feature is irrelevant [82].

The weight screening procedure can be summarized in a similar manner to the saliency

screening procedure as follows:
Weight Screening Procedure

1. Train a neural net to minimize trasning-test set error.

The net should use a minimal network structure with no redundant feature inputs and no

redundant .niddle nodes.

The net should be trained to a local minimum.
2. Select ‘family’ significance level, a.

3. For each of the M features, do an individual hypothesis test as follows:

(a) Compute the matrices A and B in Equations 63 and 64.
(b) Compute € in Equation 62.

(c) Form the appropriate selection matrix § which picks out the ¢ elements of w* which are

hypothesized to be sero under H,.
(d) Compute x;" test statistic in Equation 65.
() Determine the Bonferroni critical value B = x% ,.

(f) Evaluate the test statistic as follows:
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e If x3° < B, the null hypothesis can not be rejected for feature i.
Conclusion: feature s is irrelevant, since the weights associated with the ith feature
are not statistically different from 0 at the a ‘family’ significance level.

e If x2* > B, reject the null hypothesis for feature i.
Conclusion: feature 1 is relevant, since the weights are statistically different than 0

at the a ‘family’ significance level.

4. Eliminate the irrelevant features and retrain the network using only the relevant features.

If there are any questions concerning the salient features, the procedure can be performed

again on the reduced feature set to confirm the remaining features are all still salient.

There are two potential problems with practical implementation of the weight screening pro-

cedure:

1. Ill-conditioned matrices due to redundant inputs and/or middle nodes.

2. Intractable matrix inversion due to a very large network structure.

When there are redundant inputs or redundant middle nodes, the weights w are no longer
multivariate normally distributed; therefore, the x:' test statistic is no longer distributed as a
x: under the null hypothesis. If ill-conditioning is present or suspected, one should proceed with
caution. Ideally, all redundancies should be eliminated in order to perform the irrelevant input
hypothesis test with the x:' test statistic. The second potential problem can not always be avoided
or eliminated. The computation of x:' may become intractable even when the network is trained
and redus::tancies in the features and middle nodes have been eliminated. The intractability is
primarily due to the inversion of the s-dimensional matrix A which is required for estimating the

covariance matrix C*.

The practical limitations on the problem size can be mitigated by making simplifying assump-

tions about the covariance structure of the weights. These assumptions will in turn simplify the
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process of inverting the Hessian matrix A. However, improving the practical implementation when
there are size limitations only makes sense if the procedure is useful for consistently identifying
irrelevant features. The performance of the weight screening procedure is evaluated in the next

section.

4.3.5 Analysis In this section, an empirical evaluation oi the weight screening procedure is
presented using the XOR, API, and FLIR problems. For all three problems, results are presented
for the same 30 runs which were used with the saliency screening in Section 2. All of the same

training sets, training parameters, and final weight estimates are used.

Recall the XOR. problem which was augmented with five additional noise features (all treated
as candidate features). The weight screening hypothesis test results for the XOR problem are
summarized in Table 20. The number of times the null hypothesis was rejected in 30 neural
network runs is reported in the first column of Table 20. For example, the null hypothesis was
rejected for feature z in 25 out of 30 runs. This means that in five of the runs, the vector of weights
connected to feature z were not statistically different than 0. Depending on which run is used, the
‘true’ features z and y, may or may not be statistically different than noise. In fact, for one of the
network runs the test statistic from one of the noise features was larger than the test statistic from
one of the ‘true’ features. The average x*" test statistics over 30 runs are reported in the second
column of Table 20. While the results shown in column one indicate what might occur on any
given run, the results shown in column two indicate what can be gleaned if the information from
all 30 runs is combined. On this problem, the average test statistics indicate the features z and y

are relevant, and the noise features are irrelevant.

The second problem used is the API problem which is augmented with two additional noise
features (both treated as candidate features). The weight screening hypothesis test results are
summarized in Table 21. The number of times the null hypothesis was rejected in 30 neural network

runs is reported in the first column of Table 21. On any individual run, the weight screening results
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Table 20. Weight Screening Results on XOR Problem for 30 Runs

Feature || H, Rejections | Average x*
out of 30

z 25 139.57

y 22 145.78
noise 1 3 4.74
noise 2 0 3.70
noise 3 1 431
noise 4 0 3.89
noise 5 3 5.32

Individual Significance Level .005

Critical Value x7 = 14.86, where ¢ = 4

may or may not be consistent with the saliency screening results. That is, the noise features and
M;s may or may not be irrelevant and the other ‘salient’ features may or may not be identified
as irrelevant. The average x*" test statistics over 30 runs are reported in the second column of
Table 21. On this problem, the average test statistics indicate that only the noise features are
irrelevant. The feature M probably warrants further investigation, since its test statistic is fairly

close to the critical value.

The third problem used is the FLIR problem which was augmented with two additional noise
features (both treated as candidate features). The weight screening hypothesis test results are
summarized in Table 22. The number of times the null hypothesis was rejected over 30 neural
network runs is reported in the first column of Table 22. These results indicate that none of the
features are consistently relevant. In fact, on several of the 30 simulations none of the features have
weights which are statistically relevant (i.e. weights that are statistically different than 0). The

average x*" test statistics over 30 runs are reported in the second column of Table 22. For this
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Table 21. Weight Screening Results on API Problem for 30 Runs

Feature | Ho Rejections | Average x?°
out of 30
PLY 29 126.3
Vs 25 51.8
M 14 20.5
SECT 29 106.67
noise 1 6 11.21
noise 2 11 15.61

Individual Significance Level .005

Critical Value x3 = 16.75, where ¢ = 5

problem, the average test statistics indicate that only three features are relevant. The fifth feature
which has the largest average x? test statistic also has the largest saliency screening test statistic in
Table 19. However, feature two which has the second largest saliency test statistic in Table 19 was

identified as relevant only seven times out of the thirty runs using the weight screening procedure.

On all of these problems, the weight screening methodology did not provide consistent reliable
results for the 30 runs evaluated. For the first two problems, noise was not consistently identified

as irrelevant. Using the weight screening procedure resulted in identifying some or even all of the

true variables as irrelevant on some individual runs.

Although the weight screening procedure is meant to be used with just a single neural network
run, the average test statistics over 30 runs has more potential as a screening tool. For the XOR
and API problems, the average test statistics indicate that all of the features are relevant except for
noise. However, when using the average test statistics for the FLIR problem, none of the features

are relevant except feature five.
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Table 22. Weight Screening Results on FLIR Problem for 30 Runs

Feature || H, Rejections { Average x*"
out of 30

1 4 10.6

2 7 10.3

3 1 2.0

4 12 14.8

5 23 39.8

6 5 7.2

T 11 15.3

8 5 84

9 0 2.5
noise 1 1 3.2
noise 2 1 3.1

Individual Significance Level .005
Critical Value x* = 14.86, where ¢ = 4
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4.3.6 Summary The weight screening procedure, while a single run procedure, is not robust.
It does not provide consistent reliable results for a single run This indicates the procedure is
extremely sensitive to less than ideal conditions where the weights may not be multivariate normally
distributed in the limit or may not be from a perfectly trained network. Further, the weight
screening procedure is computationally impractical for reasonable sized networks due to the required

Hessian matrix inversion.

In the identification of noise, the average test statistics over several runs are more useful than
the test statistics from a single run. However, in the case of the FLIR problem, only one feature is
identified as relevant. As with the saliency screening procedure, a visual comparison of the average

test statistics might be useful to categorize features as ‘relevant’ and ‘irrelevant’ for some problems.

4{-4 Summary

Two statistically based feature screening procedures are discussed in this chapter. The two
statistically based methods for the identifying nonsalient /irrelevant features are the saliency screen-
ing procedure and the weight screening procedure. In the saliency screening procedure, a feature’s
mean saliency is statistically compared to the mean saliency of a known noise feature. In the weight
. screening procedure, the weights emanating from a feature are tested to see if they are statistically
different than 0. With either of these statistical screening procedures, features can be ranked and

categorized as ‘essential’ and ‘nonessential’ based on their test statistics.

It is desirable for a feature screening procedure to be able to consistently identify noise or
irrelevant features as different from other features. An evaluation of both procedures demonstrates
that the saliency screening procedure is more robust than the weight screening procedure, since
it consistently identifies noise-like features as being nonsalient/irrelevant whereas the the weight

screening procedure does not. Additionally, disadvantages are associated with the weight screening
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procedure which are not associated with the saliency screening procedure. A summary of the

disadvantages follows.

e The procedure requires the weight parameters to have a multivariate normal limiting distri-

bution, which is often violated in the practical implementation of neural networks.

e The procedure relies on a weakly consistent estimate of the limiting covariance matrix of the

weights.

o The procedure for estimating the limiting covariance matrix of the weights requires the second

derivative information from the Hessian matrix.

e The procedure has practical limitations on the problem size, since the Hessian matrix must

be inverted.

o The irrelevant noise features are not consistently identified with this procedure.

The statistical saliency screening procedure presented in this chapter is useful for identifying
and eliminating noisy features from a set of candidate features up front prior to using a feature
selection procedure for investigating reduced feature subsets. In the next chapter, two novel neural
network selection algorithms are presented for investigating reduced feature subsets and appropriate

neural network architecture.
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V. Selection Algorithms for Neural Networks

5.1 Introduction

In this chapter, a statistical model selection perspective is adopted for neural networks. Algo-
rithms are developed for automating the process of model selection for feedforward neural networks.
Both algorithms are developed based on nonlinear regression model selection criteria within a back-
wards sequential procedure. The first is an initial architecture selection algorithm for determining
an appropriate number of middle nodes. The second is a feature selection algorithm for reducing
feature sets which may be either larger than necessary, or larger than desired. An overview of the

chapter follows.

Univariate response nonlinear regression, model selection criteria, and practical considera-
tions for neural network model selection are reviewed in Section 2. In Section 3, a backwards
sequential selection algorithm, and neural network algorithms for architecture and feature selection

are presented. The results in this chapter are summarized in Section 4.

5.2 Univariate Nonlinear Regression and Model Selection

5.2.1 Introduction. “Backpropagation and nonlinear regression can be viewed as alternative
statistical approaches to solving the least squares problem” [80:85]. The major difference between
instantaneous backpropagation least squares nonlinear regression is that in least squares nonlinear
regression, the weight parameters are determined with techniques which use “batched” updates
rather than “instantaneous” updates which use one data point at a time. In this section, a single
output neural network trained with backpropagation is formzlized by adopting the framework of
a univariate nonlinear least squares regression model [80:85-89]. Using this framework, nonlinear
regression statistical model selection criteria are defined. Practical considerations for neural network

model selection are discussed.
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5.2.2 The Neural Network Nonlinear Regression Model. Consider a single output neural

network as a univariate response nonlinear regression model.
d=s(X,w')+¢ (66)

where d is the Px1 vector of true ‘desired’ network outputs; 5(X, w) can be interpreted as E(d|X)
the P x 1 vector of neural network responses conditioned on the P x M matrix of feature input
variables X; w* is the sXx1 vector of unknown optimal weight parameters; and ¢ is the Px1 vector
of neural network errors. The least squares estimator of w* is the s X1 vector w that minimizes

the neural network sums of squared errors (SSE) with respect to w.
w = argmin {SSE(w)},

where

SSE(w) = [d — 2(X, w)][d — 2(X, w)] (67)
An estimate of the variance of the errors e corresponding to the least squares estimator w is

., SSE(w)
2 _
T ="Pp_s

When there are no isolated flats in the parameter space caused by redundant inputs or
middle nodes, the unknown optimal weight vector w* is said to be locally unique [80:106]. The
neural network model is said to be locally identifiable, that is w* is a unique local solution, and

the estimated weight vector w has a multivariate normal distribution [80:106-7].

A discussion of conditional probability laws as they pertain to the interpretation of neural
networks can be found in White [80:95]. In the discussion, White recognizes the special case of the
binary dependent variable d associated with any two-way classification problem [80:95]. Minimizing

the squared errors with backpropagation produces a minimum mean-squared crror estimator w
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and a minimum mean-squared error approximation to E(d|X) (80:98]. By the definition of ¢ =
d - 8(X, w") and the properties of conditional expectation, the expectation of e conditioned on X
is zero [82:430]. With the added assumption of normally distributed errors, least squares nonlinear

regression is equivalent to the method of maximum likelihood nonlinear regression [80:259).

5.2.83 Three Selection Criteria. There are three model selection criteria for correctly spec-
ified nonlinear regression models which are associated with normally distributed errors. They are
the Wald, Lagrange multiplier, and likelihood ratio tests. Taken in the context of neural network

model selection, all of these tests can be defined with the same general hypothesis test:

Null Hypothesis H;: Sw’'=0

Alternative Hypothesis H,: Sw'#0,

where w* is an s X 1 vector of neural network optimal weight parameters and S is a ¢x s selection

matrix picking out the g elements of w* which are hypothesized to be zero under Hj.

All three tests have an associated model selection criterion, sometimes referred to as a test
statistic. These are denoted as: W for the Wald test statistic, R, or R; for the Lagrange multiplier
test statistics, and L for the likelihood ratio test statistic. In this section, these test statistics are

defined in neural network terminology.

The Wald test statistic is adapted from Gallant [20:48], and White [80:109).

_ W'S'(S(F'F)!S')'Sw/q
W= SSE/P_s (68)

where F = F(W) and where F is defined

F(w) = %z(x,*) (69)
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and SSE is the sum of squared-errors defined in Equation 67 which is evaluated for the full model.
Under the null hypothesis, W in Equation 68 is approximately F distributed with ¢ numerator and

P — s denominator degrees of freedom [20:48].

For the Lagrange multiplier test statistics, the SSE is minimized for the full model subject to
the null hypothesis. This is a constrained minimization where the resulting estimator is denoted
w. The unconstrained minimization of SSE results in the estimator w. Using the constrained
estimator w as a starting value, one ‘unconstrained’ Gauss-Newton step is taken towards w. In
neural network terms, a Gauss-Newton step is equivalent to one epoch of instantaneous updates or

one batch update. The Gauss Newton step, denoted D is defined in Gallant [20:85] as
- - ey —1 o
D= (MF) Fd-s(X,#),

where F = F(W), similar to Equation 69. If Hy is true, then D will be small. Conversely, if H, is
false, then D will be large.

There are two versions of the Lagrange multiplier test statistics, R; and R;. Each is based

on a measure of D. The definitions of R, and R, are adapted from Gallant [20:86].

p - D (FF)Dr
SSE(w)/(P - s)
n (F'F) D

B = —SsEm)

where SSE(W) represents the constrained minimum sum of squared errors associated with fitting the
full model subject to Hy, and SSE(W) represents the minimum sum of squared errors after taking
one unconstrained Gauss Newton step. When using the first version of the Lagrange multiplier
test statistic, the null hypothesis is rejected when R; exceeds the a x 100 critical point of the

F-distribution, denoted Fy_q.q p-,. When using the second version of the Lagrange multiplier test
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statistic, the null hypothesis is rejected when R; exceeds d,, where

nF,

e O

The likelihood ratio test involves fitting two nonlinear regression models. The full model is
fit under the alternative hypothesis, and the reduced model is fit under the null hypothesis. The
full model has P — s degrees of freedom, and the reduced model has P — (s — ¢) degrees of freedom,
where ¢ is the number of weight parameters constrained to be gero in the reduced model. The
associated likelihood ratio test adapted from Gallant [20:56] is:

(SSEg — SSEF) /q

L= SsEn)(P-4)

(70)

where SSEr and SSEj are the full and reduced models’ sums of squared-errors. Under H,, L is
F-distributed with ¢ numerator and P — s denominator degrees of freedom. Therefore, whenever

L exceeds the a x 100 critical point of the F-distribution, the null hypothesis is rejected.

5.2.4 Two Specification Robust Selection Criteria. The neural network model is generally
an incorrectly specified probability model and normally distributed errors can not be assumed.
White “explores the ramifications of maximizing a general likelihood function that is not derived
from a correctly specified probability model - precisely the situation under which network learning
generally occurs” [80:259-288).

For situations where the errors are non-normal or the model is not correctly specified, White
describes specification robust versions of the Wald and Lagrange multiplier tests which are asymp-
totically distributed as x7 [80:263-267]. The robust version of the Wald test statistic for neural
network model selection is identical to the weight screening x; test statistic presented in Chapter IV
(80:109,266]. The robust versions of both of these test statistics are given in White [80:266-267].

Under misspecification, the likelihood ratio statistic is, generally, not equivalent to the Wald or
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Lagrange multiplier test statistic, nor is it asymptotically distributed as xj (in the x? version of
the test statistic considered by Gallant) [80:267], [20:591].

The primary difference between the specification robust and non-specification robust versions
of the Wald and Lagrange multiplier test statistics is that the weight parameter covariance matrix
is no longer approximated by &’(f"'i‘)“. Instead, the matrix is approximated by P-4C*. An
analytical expression for C* is not available, but an estimator C exists which is weakly consistent.
The estimator is defined as

C=A"'BA! (71)
The matrices A and B are defined

A = P“ZP:V’8(xg,"v)

t=1

P
ﬁ = P"zvg(x.,iv)vg(x.,v‘r)'

t=1

where P is the sample size; £ is the neural network error used for training; the operator V is the
s x 1 gradient of £ with respect to w, and the operator V? is the s x s Hessian operator of £ with
respect to W, where x, is the ¢-th input exemplar. Replacing C* with € does not affect the limiting
x: distribution; however, White warns that a much larger sample size may be required to obtain a

good approximation of C* [79:442-443).

Some disadvantages associated with the specification robust Wald statistic are documented
for its application to neural network feature screening in Chapter IV. They are reviewed here for

completeness:

e The procedure requires the weight parameters to have a multivariate normal limiting distri-
bution. Due to redundant inputs and middle nodes, this is often violated in the practical

implementation of neural networks.
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o The procedure relies on a weakly consistent estimate of the limiting covariance matrix of the

weights.

e The procedure for estimating the limiting covariance matrix of the weights requires second

derivative information from the Hessian matrix.

e The procedure has practical limitations on the problem sise since the Hessian matrix must

be inverted.

e Irrelevant noise features are not consistently identified with this procedure (see results shown

in Chapter IV, Section 3.5).

For the specification robust version of the Lagrange multiplier test, these disadvantages remain.
However, no decisive statement can be made regarding the last disadvantage, since use of the

Lagrange multiplier test for neural network model selection has not been documented.

5.2.5 Practical Considerations for Neural Network Selection. For practical implementation
by a neural network practitioner, the specification robust versions of model selection criteria are
associated with computationally burdensome test statistics and restrictive assumptions which are

often compromised in a model selection scenario.

The required estimation of the covariance matrix of the weights involves the formation and
subsequent inversion of the (possibly ill-conditioned) Hessian matrix. This is computationally

burdensome, and puts a practical limitation on the sige of the network to be analyzed

When there are no redundancies in either the network structure or feature inputs the required
normality assumption is satisfied {80:105]. White assumes control can be exercised over the limiting
multivariate distribution of the weight parameters and that the neural network practitioner has ex-
pended the effort necessary to remove feature and middle node redundancies [80:106-108]. However,

redundancies are not always easy to detect or remedy. This fact has been well documented for the




phenomena of multicollinearity in linear regression [46]. Furtrar, the specification robust tests are

not appropriate for identifying unnecessary redundant parameters [80:109,145).

Consider a neural network feature selection scenario where irrelevant noise features have
been identified and removed through the feature screening procedures defined in Chapter IV. In
this feature selection scenario, any candidate features which should be eliminated are probably
redundant. This is precisely the scenario where the specification robust test statistics have problems,

since the asymptotic normality assumptions do not hold in the presence of redundancies.

Since the advantage of specification robust test statistics is generally compromised in a feature
selection scenario, the “non-specification robust” test statistics are considered further. Of the three
“non-specification robust” test statistics discussed in Section 2, the likelihood ratio test is the most

appealing for practical use. It is appealing for the following reasons:

o The likelihood ratio test is not affected by parameter effects curvatures which are associated

with the linearized approximation of z(X, w) used for the Wald statistic [66:200-220].

o The likelihood ratio test is more powerful than either version of the Lagrange ratio test

statistics [20:89).

e The likelihood ratio test statistic is the only test statistic which does not require estimating

and subsequently inverting the covariance matrix of the weight parameters.

o The likelihood test statistic is based on comparing minimum sums of squared-errors which is

the basis for parameter estimation in standard backpropagation training.

o The likelihood ratio test statistic is prominently used in linear regression model selection

algorithms.
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5.3 Newral Network Selection Algorithms

5.3.1 Introduction. Two neural network model selection algorithms are proposed in this
section: the initial architecture selection algorithm and the feature selection algorithm. Both al-
gorithms are developed by adopting a statistical model building perspective using a backwards
sequential procedure. For completeness, the backwards sequential selection algorithm will be re-
viewed before it is used with the model selection algorithms. The backwards sequential selection
algorithm is proposed in this research because potentially better features may be selected when

correlated features are present [43].

Due to the practical considerations discussed in Section 2, the likelihood ratio test statistic
is used in this research. Since neural network models do not generally have normally distributed
errors, the likelihood ratio test statistic L in Equation 70 will not be exactly F-distributed. The
assumption is that L will be approximately F-distributed, and that the relative magnitudes of the
likelihood test statistics are more palatable if one applies the F distribution at some appropriately
conservative significance level. The assumptions about the approximate distribution of L give the

proposed selection algorithms a heuristic flavor.

Neural networks trained with backpropagation can get stuck at local minima or saddle points,
or they can diverge [80:143]. White recommends several neural networks be trained, and the
network which has converged to the smallest error be used [80:143]. To be more specific, several
nets should be trained using a different random initialization of the weight parameters and the order
of presentation. When multiple neural networks are used, the minimum error network will usually
yield consistent parameter estimates for some local minima, but there is still no guarantee of being
close to a global minima [80:143]. Using multiple neural networks helps to minimize the probability
of accepting a network which has not converged to a good local minima. For this reason, both
of the neural network selection algorithms proposed in this section use multiple neural networks.

From among the neural networks, a best network is selected based on the minimum total SSE of
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the training and test sets. The number of neural networks one can afford i any given situation
is usually limited by the time and computing resources available. A reasonable number of neural

networks, five or ten, is usually sufficient for finding a good local minimum.

5.3.2 Backwards Sequential Selection The likelihood ratio test statistic can be used within
a sequential search algorithm for model selection. The backwards sequential selection algorithm
is proposed in this research because potentially better features may be selected when correlated

features are present [43]. For completeness, a backwards sequential feature selection algorithm is

outlined.

Backward Sequential Selection
1. Set k = M, where M is the total number of candidate features.
2. Choose a significance level a for feature elimination.

3. Estimate the full model with k candidate features. Associated with this full model is SSEz
for univariate models and T for multivariate response models.

4. Set p = k — 1, where p is the number of features in the reduced model.

5. Estimate all models with p features which do not include any previously eliminated features.
Associated with each of the k reduced models is SSEg for univariate models and T for mul-
tivariate response models.

6. Compute the likelihood ratio test statistic using Equation 70 for each of the £ models of p
features.

7. Select as a candidate feature for elimination, the feature which when removed produces the
model with the lowest likelihood ratio test statistic L.

8. If L < F, (for appropriate numerator and denominator degrees of freedom), eliminate the
candidate feature, set k = k — 1 and go to Step 3.
Otherwise, go to Step 9 and do not eliminate the candidate feature.

9. Stop.
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5.8.3 Architecture Selection Algorithm. In practice, the neural network practitioner does
architecture selection through a trial and error process using an informal set of “pilot runs.” The
pilot runs consist of a series of neural networks trained with a varying number of middle nodes.
Quite often, the practitioner selects the architecture associated with the smallest network structure
which can be used for accurate prediction. However, no specific criteria are universally accepted

for automatically identifying a good initial network structure.

In this section, a formal architecture selection algorithm is proposed for a univariate response
neural network. The algorithm uses the concepts of statistical model selection described in Section
2 to evaluate an organized series of pilot runs. Reduced neural network architectures are system-

atically investigated. At each step of the algorithm, a likelihood ratio test statistic is evaluated.

Figure 16 depicts the neural network architecture algorithm for a univariate response neural

network. A description of the algorithm follows.

Neural Network Architecture Selection Algorithm

1. Initialize and define parameters.

o Number of middle nodes: H.

Significance level for statistical testing of reduced structure models: a.
e Number of neural network runs: I.

Number of network features: M.

Number of training set exemplars: P,,.

¢ Number of training-test set exemplars: P,
o Total number of exemplars: P = P,, + P,
e Number of network weight parameters: s.

s=(M+1)H +(H+1)
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Figure 16. Neural Network Architecture Selection Algorithm
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2. Train [ realizations of the full neural network model with H middle nodes.

e Compute the SSE ifor P exemplars using Equation 67.
Define SSEp, = SSE for the ith neural network realization.
Define SSEr = min{SSEg,,- - -,SSEg, }

3. Train I realizations of the reduced neural network model with H — 1 middle nodes.

e Compute the SSE for P exemplars using Equation 67.
¢ Define SSEg, = SSE for the ith neural network realization.

o Define SSEx = min{SSEg,,---,SSEg, }.
4. Compute degrees of freedom.

¢ Full model: dfp = P — s.

¢ Reduced model: dfg = P — [s — (M + 1)).

5. Compute the Likelihood Ratio Test Statistic: L.

o I — [SSEa-SSEr]/(dfn—dtr)
- SSEp/dfr *

6. Test the null hypothesis that the reduced model is equivalent to the full model using L defined
in Equation 70.
o If I. < Fy atp-dts,dty, the reduced model can not be rejected.

— Accept the reduced structure model.
-H=H-1

-8=8-[M+2]

— Go to Step 2.

o If L > F, qtp—dty,at,, then reject the reduced model.
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— Go to Step 7.

7. Stop, an appropriate network structure has been determined with H middle nodes.

In Step 1, parameters are initialized and defined. A reasonable number of neural networks
is usually five or ten. When trying to find good or improved local minima, there is a point of

diminishing returns for the computational cost of running additional networks.

In Steps 2 and 3, each training realization involves a different training and training-test set
which is randomly selected from among the total pool of exempiars. Randomly selected training
and training-test sets means that each neural network run is trained using a unique partitioning of
the data. Normal proportions of splitting the training and training-test sets is a §, é split {76:30].
With smaller data sets, it is common to use a larger portion of the data in the training set [76:30].

To fairly compare results, the SSE is computed in Steps 2 and 3 using all P exemplars, so

the full and reduced models are compared using the same data set. If there is sufficient data, a

validation set SSE can be used to provide the most unbiased comparison between models.

A finite number of full and reduced model networks are trained. From this, the networks
corresponding to the best full and reduced model local minima are used to form the likelihood
ratio in Step 5. In this scenario, where only a finite number of networks are trained, it is possible
that the reduced model may produce a lower total SSE than the full model. If the likelihood test
statistic is negative in Step 6, the reduced model should be accepted, since the best reduced model

from I runs is better than the best full model from I runs.

The architecture selection algorithm is generally initialized with more than enough middle
nodes (i.e. some middle nodes are redundant). Redundant middle nodes in a neural network’s
structure cause flat- in the parameter space, which may cause premature convergence to undesirable
local minima. Multiple runs are used to avoid using neural networks which have not converged to

good local minimum.
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Some prior knowledge about the complexity of the problem at hand is useful for setting a
reasonable number of initial middle nodes for the architecture selection algorithm. The number
of middle nodes needs to be large enough to ensure there is sufficient complexity for accurate
prediction on a test data set. However, an excessive number of middle nodes will unnecessarily
increase the computational cost, and the possibility of accepting a model with more middle nodes

than necessary.

One way to determine the maximum number of middle nodes for a given situation is to
examine the degrees of freedom for the full model dfr in Step 4. Since dfr must be greater than
zero, an upper bound for H can easily be derived as

P-1

B<<yr1

(72)

where P is the number of training exemplars, and M is the number of feature inputs not including
the bias term. This upper-bound is much greater than the more analytically-based upperbound
developed by Cover [10].

Cover’s rule is based on the separating capacities of families of nonlinear decision surfaces [10].
Cover shows that a family of surfaces having s degrees of freedom has a natural separating capacity
for 2s training exemplars [10]. Therefore, unless the number of training exemplars is greater than
the separating capacity of 2s, there is a large probability of ambiguous generalization [10]. Cover’s
theorem translates into a more restrictive number of middle nodes:

5P -1

P
<M+

(73)

It is possible that when the number of candidate features is large and the number of exemplars
is small, Cover’s rule may indicate fewer middle nodes than are required for the complexity of

the problem at hand (a situation where feature reduction is necessary). In this case, one should
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proceed with caution since the neural network’s ability to generalize to unknown data can be easily

compromised in this situation.

There are situations where the required complexity is unclear, and the practitioner is not
constrained by a small data set. One option to the practitioner is to use an excessively large
number of middle nodes within the limits defined by Equation 73. However, this increases the
possibility of accepting a model with more middle nodes than necessary. Initial experimentation is

one method to use for determining an appropriate initialization for the middle nodes.

When computing resources are available, the architecture selection algorithm is best utilized
by performing more than one initialization of H. Performing multiple architecture selection runs
provides the practitioner with additional insight and may reduce the risk of potentially accepting
a larger than necessary network structure. The downside is that this approach can also complicate
the goal of automatic architecture selection, since multiple architecture selection runs may produce
multiple network structures. In general, when choosing from a variety of network structures which

all have acceptable prediction accuracies, the smallest network structure is preferred.

5.3.4 Application of the Architecture Selection Algorithm The architecture selection algo-
rithm was applied to the API problem used in Chapter IV to determine whether a reduction in the
network architecture could be justified. Belue and Bauer found eight middle nodes were sufficient
for good neural network performance [6]. Using this prior knowledge, the number of middle nodes
was initialized at eight. The networks are trained for a minimum of 500 epochs and improvement
in the test set SSE is monitored every 50 epochs to justify continuation of training. Once the test

set SSE no longer improves, training is discontinued. The parameter initializations for Step 1 are:

¢ Number of middle nodes: H = 8.
o Significance level for statistical testing of reduced structure models: a = .05.

o Number of neural network runs: I = 10.
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¢ Number of network features: M = 4.

e Number of training set exemplars: P,, = 181.

¢ Number of training-test set exemplars: P, = 100.
¢ Total number of exemplars: P = 281.

¢ Number of network weight parameters: s = 49.

Ten architecture selection experiments are performed with different initial random number
seeds. Backpropagation follows a unique gradient descent path for every run. The path is unique for
three reasons: (1) the random partitioning of the training and test sets, (2) the random initialization
of the weight vector, and (3) the random presentation of the training vectors. Therefore, the result

of each experiment will be different. The results are summarized for the ten experiments in Table 23.

Table 23. Summary of Ten API Problem Architecture Selection Experiments

Experiment Final minimum | Corresponding
Number Number SSE % Classification
Middle Nodes Error

1 8 4.398 1.719 %

2 8 5.630 1.779 %

3 7 6.373 2.850 %

4 7 6.245 2.847 %

5 7 6.445 2.135 %

6 7 5.018 1.423 %

7 6 4.656 2.491 %

8 6 4.365 2.491 %

9 6 5.003 2.847 %

10 6 4.758 1.779 %
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These results demonstrate that backpropagation converges to a variety of local minimums.
Each SSE represents the smallest of the local minimums from 10 different runs. The ‘local min-
imum’ phenomena means the algorithm will not always converge to the most parsimonious archi-
tecture. However, these results seem to indicate the algorithm is conservative. Therefore, if the
initial number of middle nodes is sufficient, the final number of middle nodes will also be sufficient,

whether or not a reduction has taken place.

All of the selected architectures, whether or not they are reduced, are associated with good
SSE’s and classification errors. On average, there is not a great difference between the minimum

SS E’s or classification error rates of the various architectures as reported in Table 24. For the API

Table 24. API Problem: Average Performance of Selected Architectures

Final Average Corresponding
Number Minimum SSE | % Classification
Middle Nodes Error
8 5.014 1.779 %
7 6.020 2.313 %
6 4.696 2.402 %

problem, eight middle nodes are sufficient [6], and corresponds to the results of experiments one
and two. In eight out of ten experiments, the selected architecture contains fewer middle nodes.
To summarize, the algorithm selected a sufficient initial architecture for each experiment, and the

selected architecture was more parsimonious 80% of the time.

The tenth experiment which selected an architecture of six middle nodes is summarized in
Table 25. Figure 17 shows the relationship between the number of model parameters and SSE
for each number of middle nodes tested. Similarly, Figure 18 shows the relationship between the

number of model parameters and the total classification error for each number of middle nodes
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Table 25. Summary of API Problem Architecture Selection (Experiment 10)

Iteration Namb Numb rall Reduced | N s D inat Likelikood Pos Reject
of of SSB SSB degrees of degreas of Ratio Critical or Accept
Parameters | Middle Nodes freedom freedom Statistic: L Valse Reduced Model?
i
1 49/43 87 6.768 6.952 ] 232 1.082 2.1 Accept
3 43/37 7/6 6.952 4.788 ] 3 -12.820 3.1 Accept
3 ar/s1 6/8 4.758 8.181 [ ) 244 3.619 3.1 Reject

tested. The variation in local minimum for all 10 runs is displayed above the minimum SSE run
for each of the tested architectures. Although the selected architecture contained six middle nodes,
the results for five middle nodes are shown for comparison. More detailed results of this experiment

are shown in an audit log contained in Appendix B, Section B.1.

5.3.5 Feature Selection Algorithm. In this section, a sequential fezture selection algorithm is
proposed for examining candidate feature subsets for systematic elimination from a feature set. The
algorithm can be implemented for feature sets which are larger than necessary which may contain
irrelevant or redundant features. Alternatively, the algorithm can also be used to sequentially

reduce a feature set which is larger than desired.

The algorithm uses the concepts of statistical model selection described in Section 2. Specifi-
cally, a backwards sequential selection procedure is used to systematically investigate reduced neural
network models using likelihood ratio test statistics for statistically testing the reduced models. The
feature selection algorithm is unique because initial architecture selection and architecture adjust-
ment are embedded within the algorithm. Architecture adjustment allows the neural network to
dynamically adapt its architecture as necessary throughout the feature selection process. Figure 19

depicts the neural network feature selection algorithm. A description of the algorithm follows.
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Figure 17. API Problem Architecture Selection: SSE for 10 Runs (Experiment 10)
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Figure 19. Neural Network Feature Selection Algcvithm
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Neural Network Feature Selection Algorithm

1. Initialise and define parameters.

e Number of features being evaluated: M
¢ Current number of features being evaluated: k.
Initialise k = M.

e Current number of middle nodes: H.

Number of neural networks: I.

Number of training exemplars: P,,.

o Number of training-test exemplars: P,,.

Total number of exemplars: P = P,, + P,,.

Number of neural network weight parameters: s.

s=(k+1)H +(H +1)

Significance level for feature elimination: a;.

o Significance level for middle node elimination: aj;.

Set f =0.

If desired, f can also be set equal to the final number of features to be selected.

¢ Count=0.
2. Train I realizations of the full neural network model with k features and H middle nodes.

e Compute SSE using Equation 67.
e Define SSEp, = SSE for the sth neural network realization.

e Define SSEp = min{SSEp,,- - -,SSEp, }
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. Train I realizations of the reduced neural network model with k features and H — 1 middle

nodes.

e Compute SSE using Equation 67.
¢ Define SSEg; = SSE for the ith neural network realization.

e Define SSEg = min{SSEg,,---,SSEg,}
. Compute degrees of freedom for the full and reduced models.

e dfp = P — s (full model).

o dfgp = P — [s — (k + 2)] (reduced model).

. Compute the Likelihood Ratio Test Statistic: L.

o L= [SSEa—SSEp}/(dfx—dis)
- SSEp/dfy :

. Test the null hypothesis that the reduced model is equivalent to the full model using the

likelihood ratio test statistic.

o If L < Fy, dtn-atp,ats, the reduced structure model can not be rejected.
— Accept the reduced structure model (i.e. remove 1 middle node).
- H=H-1
-s=8s-[k+1]
— SSEp = SSEg
— dfp = dfg
—~ If Count=1, then go to Step 2 and investigate a reduced architecture model before

investigating feature reduction.

If Count>1, then go to Step 7

o f L > Fy, atn-atp,aty, then reject the reduced structure model.
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— SSEr = SSEp
- dfp = dfp

— Goto Step T.

7. fk=1or k < f, then go to Step 13 since no further feature reduction is required.

8. Train I realizations for each of the k reduced feature candidate models. Each candidate model

has H middle nodes and a different feature set containing k — 1 of the k remaining features

which have not been previously eliminated.

e Compute SSE using Equation 67.

e Define SSEg,; = SSE for the ith neural network realization of the jth reduced feature

model, where j =1,---, k.

o Define SSEx = min{SSEx,,,"-,SSEr,.,"»SSEr.," - -, SSErp. }

o Select as a candidate feature for elimination, the feature which when removed produces

the model with the smallest SSEg.
9. Compute degrees of freedom for the reduced model.
e dfg =P —[s— H].
10. Compute the Likelihood Ratio Test Statistic: L.

° L — ]SSEn—SSE,l“dfg—dfp!.

SSBr/dfr
11. L < 0 or 0 < f < k accept reduced feature model.
¢ Eliminate the candidate feature.
e k=k-1

es=s—-H
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o Count=Count+1

e Go to Step 2.

12. Test the null hypothesis that the reduced model is equivalent to the full model using the

likelihood ratio test statistic.

o If L < F,, at-dty aty, the reduced model can not be rejected.

— Accept the reduced feature model.
— Eliminate the candidate feature.
—k=k-1

-s=8—-H

~ Count=Count+1

~ Go to Step 2.

e If L > F,, dtn-dt, dat, and p = 0, then reject the reduced feature model.

— Go to Step 13.

13. Stop, the final neural network model has been determined with H nodes and k features.

In Step 1, parameters are initialized and defined. A reasonable number of neural networks
is usually five or ten. When trying to find good or improved local minima, there is a point of

diminishing returns for the computational cost of running additional networks.

In Steps 2 and 3, each training realization involves a different training and training-test set
which is randomly selected from among the total pool of exemplars. Randomly selected training
and training-test sets means that each neural network run is trained using a unique partitioning of

the data.
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To fairly compare results, the SSE is computed in Steps 2 and 3 using all P exemplars, so
the full and reduced models are compared using the same data set. If there is sufficient data, a

validation set SSE can be used to provide the most unbiased comparison between models.

A finite number of full and reduced model networks are trained. From this, the networks
corresponding to the best full and reduced model local minima are used to form the likelihood
ratio in Step 5. In this scenario, where only a finite number of networks are trained, it is possible
that the reduced model may jiroduce a lower total SSE than the full model. If the likelihood test
statistic is negative in Step 6, the reduced model should be accepted, since the best reduced model

from I runs is better than the best full mode! from 7 runs.

With any type of network redundancies (middle nodes or features), there are flats in the
parameter space {80:106]. These flats can make convergence to a good local minimum more dif-
ficult; consequently, identification of an unnecessary or redundant feature may be more difficult.
Therefore, initial architecture selection, as well as, architecture adjustment are incorporated into

the algorithm.

Because the architecture selection is incorporated into the algorithm, middle node initializa-
tion is important (see Section 5.3.3). Architecture adjustment is investigated because, fewer input
features may be associated with reduced network complexity. The algorithm attempts to maintain
a minimal network structure at each step, thereby, allowing the focus to remain on the elimination

of unnecessary features.

The feature selection algorithm is set up with two potential stopping criteria. The first
stopping criteria is the most classical and is depicted in Figure 19. Here, the algorithm stops when
the likelihood ratio test statistic L is greater than the selected critical point of the F-distribution.

If this stopping criteria is used, the parameter f is set equal to zero.

The second stopping criteria involves stopping the algorithm after a predetermined number

of features have been eliminated. In this case, the algorithm is implemented with the parameter
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J set equal to the final number of features to be selected. When this stopping criteria is used,
the candidate feature for elimination is removed at each step as long as the current number of
features is greater than the final number of feature desired, even when the likelihood ratio test
statistic L exceeds the critical point of the F-distribution. When the second stopping criteria is
used, the following information should be reported at each step: SSE, L, P-values, classification
error (for a classification problem), current features, and current number of middle nodes. With
this information, a neural network practitioner can determine the most appropriate feature set by

analyzing the tradeoffs between an accurate model and a parsimonious model.

It is ideal to do some screening and analysis prior to using the feature selection algorithm. Ide-

ally, the noise-like features have been identified and removed using the feature screening techniques

of Chapter IV.

5.3.6 Application of the Feature Selection Algorithm. In this section, the feature selection
algorithm is applied to the FLIR problem introduced in Chapter III. For the FLIR results reported
in Chapters III and IV, four middle nodes are used. Here, the FLIR problem is initialized with

eight middle nodes to demonstrate the feature selection algorithm’s effectiveness.

The results shown in Figure 10 of Chapter III, page 101 indicate that one to three features can
be eliminated without a significant degradation in validation set results. Using the second stopping
criteria, the feature selection algorithm is applied to select six good features with an appropriate
network architecture. Five neural networks are used in this experiment. Each network is trained
for a minimum of 500 epochs and improvement in the test set SSE is monitored every 50 epochs to
justify continuation of training. Once the test set SSE no longer improves, training is discontinued.

The parameter initializations for Step 1 are:

o Number of middle nodes: H = 8.

¢ Significance level for statistical testing of reduced structure models: a = .05.
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o Significance level for statistical testing of reduced feature models: a = .05.
e Number of neural network runs: I = 5.

e Number of network features: M = 9.

o Number of training set exemplars: P,, = 350.

e Number of training-test set exemplars: P;, = 200.

e Total number of exemplars: P = 550.

e Number of network weight parameters: s = 89.

e Final number of features to be selected: f = 6.

The results from applying the feature selection algorithm to the FLIR problem are summa-
rized in Table 26. For the reduced models accepted within each iteration of the algorithm, Figure 20
shows the relationship between the number of model parameters and minimum total SSE. Sim-
ilarly, Figure 21 shows the relationship between the number of model parameters and the total

classification error for each of the accepted models.

Boeth the first and second stopping rules are indicated in Figures 20 and 21. Using the first
stopping rule, only statistically equivalent reduced models are selected. The indicated stopping
point corresponds to a 43% reduction in parameters with no degradation in accuracy. The second
stopping rule allows the practitioner the flexibility to trade off accuracy for a more parsimonious
model. In this case, the indicated stopping point corresponds to a 63% reduction in parameters
with only a small degradation in accuracy. Notice that using the second stopping rule uncovers
three additional models for consideration. The bes. of these additional models occurs with four
middle nodes and seven features. More detailed results of this experiment are shown in an audit

log contained in Appendix B, Section B.2.

Since saliency metric results in Figure 10 indicate that one to three features can be eliminated,

the six most salient features would be a logical alternative for selecting six good features. However,
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Figure 21.

Figure 20. FLIR Problem Feature Selection: Minimum SSE’s
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Table 26. Summary of a Feature Selection Experiment for the FLIR Problem

Numerator and
Iteration Number Number Number Fall Reduced Denominator Likellhood Pos Reject
of of of s§sB 558 degrees of Ratle Critical or Accept

Parameters | Middle Nodes | features freed Statistic: L Value Reduced Model?
1 0/ 8/ 9 15.906 16.327 11 and 461 1.109 1.79 Accept: L < F,
1 18/87 1/6 9 16.327 16.139 11 and 472 -0.494 1.79 Accepts L < Fao
1 a7/58 6/5 9 16.139 19.724 11 and 483 9.754 1.79 Reject: L > Po
1 e7/61 [} /8 16.139 16.554 6 aad 483 2.087 2.10 Accept: I < Fo
2 61/51 6/6 s 16.554 14.553 10 and 489 -5.911 1.83 Accept: L < Fo
2 51/46 5 8/7 14.553 17.0M1 5 and 499 17.27 .n Accept: (f < 8)
3 46/57 8/4 7 1ir.on 12.099 9 and 504 -16.310 1.88 Accept: L < Fo
3 57/53 4 7/6 12.099 17.845 4 and 513 60.91 2.60 Accepi: (1 <T)
4 53/45 4/3 [} 17.845 19.495 8 and 517 5.974 1.94 Reject: L > Fo

eliminating the three least salient features does not take into account that a seemingly unimportant
feature may be interacting in an important way with the remaining features. Whereas, the sequen-
tial feature selection algorithm described in this section partially takes the feature interactions into

account when selecting a feature subset.

Indeed, the feature selection algorithm does not select the three least important features for
elimination. Out of the nine FLIR features. the 3rd, 6th and 8th ranked salient features using Adat
in Table 12 on page 98 are eliminated using the feature selection procedure. Figures 22 and 23 can
be studied to compare the error rates over 800 epochs of training for the ‘selected feature subset’
versus the ‘salient feature subset.’ The ‘salient feature subset’ contains the six most salient features

using the saliency metric Adat2,

In Figures 22 and 23, the minimum SSE and the corresponding percent classification error

from 10 runs are plotted for the P vectors used in the feature selection experiment. The results
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Figure 22. FLIR Problem Feature Subsets: Minimum SSE
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shown for the minirium SS E network tell the same story as the average results over the 10 runs.
The average SSE for the selected features versus the most salient features was 24.58 and 30.36,
respectively at 800 epochs. Similarly, the average percent classification error for the selected features
versus the most salient features was 5.23 and 6.96, respectively at 800 epochs. The average percent
classification error is significantly better (at the 0.05 statistical significance level) for the subset of
selected features. This illustrates a quantifiable advantage to using the selection procedure on the

FLIR problem.

5.4 Summary

Since a neural network can be viewed as a nonlinear regression model, nonlinear regression
model selection concepts are applicable for neural networks. This chapter reviews nonlinear re-
gression model selection and the practical considerations encountered in a neural network model
selection scenario. Nonlinear regression model selection is the basis for proposing architecture and
feature selection algorithms for neural networks. Both algorithms use the likelihood ratio test

statistic (shown in Equation 70 on page 143) within a backwards sequential selection procedure.

The first algorithm is an architecture selection algorithm for determining a good number
of middle nodes. The algorithm is used to automate what is often a process of trial and error
experimentation for many practitioners. Application results from ten initial architecture selection
experiments using the API problem data are presented. A reduced architecture was determined for

this problem for eight of the ten experiments.

The second algorithm is a feature selection algorithm for statistically investigating reduced
feature subsets. Embedded in the algorithm is initial architecture selection and architecture ad-
justment. The network architectu-e is dynamically adapted as necessary throughout the feature
selection process. Application results from a feature selection experiment on the FLIR problem

demonstrate that 43% and a 63% reduction of parameters for using two different stopping rules.
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The 43% parameter reduction produced approximately the same prediction accuracy. This re-
duction corresponded to accepting only statistically equivalent reduced models using the likelihood
ratio test statistic. The 63% parameter reduction produced a slightly degraded prediction accuracy,
and it corresponded to stopping the algorithm after three features had been eliminated, whether
or not the reduced model was statistically equivalent. When the six most salient features are com-
pared to the ‘selected feature subset,’ the prediction accuracy from the ‘salient feature subset’ is
significantly lower than the ‘selected feature subset’ at the .05 statistical significance level. This
result is possible because the feature selection algorithm partly takes the correlation structure of

the features into account.

In the next chapter, a comprehensive neural network selection methodology is developed for
identifying both a good feature set and an appropriate neural network architecture for a specific
situation. The methodology combines both the statistical screening procedure from Chapter IV and
the statistical architecture and feature selection algorithms into a comprehensive statistically-based

approach for neural network model selection.
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VI. A Comprehensive Neural Network Selection Methodology

6.1 Introduction

In Chapter IV, a statistical screening procedure is developed for the identification of noise-
like irrelevant features using the saliency metrics developed in Chapter III. In Chapter V, neural
network selection algorithms for architecture selection and feature selection are proposed. In this
chapter, a comprehensive neural network selection methodology is presented which logically inte-
grates the screening and selection algorithms into an overall statistically-based approach for neural
network model selection. As in the previous chapters, application of the proposed methodology
is investigated using a single hidden layer architecture with sigmoidal activation function on the
middle and output layers. However, this methodology is general and is, therefore, appropriate for
any feedforward neural network architecture using a variety of activation functions. Changes in
architecture or activation functions would merely change the definitions of the neural network error
function which is minimized. This in-turn changes the definitions of the saliency function described
in Chapter III.

6.2 Comprehensive Neural Network Selection Methodology

6.2.1 Introduction. The methodology proposed in this section is the culmination of this
dissertation effort. The proposed methodology represents the logical combination of research results
from Chapters III, IV, and V into an overall procedure for dynamically identifying both a good

feature set and an appropriate neural network structure for a specific situation.

6.2.2 Comprehensive Selection Methodology. The comprehensive selection methodology de-
picted in Figure 24 is composed of three separate modules within the algorithm: (1) initial archi-

tecture selection, (2) saliency screening, and (3) feature selection.
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The initial architecture module is described in Section 3 of Chapter V. The saliency screening
module is described in Section 2 of Chapter IV. The feature selection module is described in
Section 3 of Chapter V. A description of the comprehensive neural network selection methodology

is depicted in Figure 24 follows.
Comprehensive Neural Network Selection Methodology

1. Initialize and define parameters for:

¢ Initial architecture selection algorithm.
e Saliency screening procedure.

o Feature selection algorithm.

2. Perform initial architecture selection algorithm.

3. Perform saliency screening and remove any noise-like features which are identified.

4. Perform feature selection algorithm.

When no additional features can be removed based on the stopping rules, continue to Step 5.

5. Stop, a final neural network has been selected for the problem at hand.

Compute the associated feature saliencies.

The comprehensive selection methodology calls for finding an appropriate initial neural net-
work architecture, and then scseening and eliminating any noise-like features. Next, the methodol-
ogy calls for iteratively investigating the elimination of unnecessary or redundant middle nodes and
features. When no further features can be removed, the saliencies are calculated for the remaining

features using the final network architecture.

With any type of network redundancies (middle nodes or features), there are flats in the
parameter space [80:106]. These flats can make convergence to a good local minimum more dif-

ficult; consequently, identification of an unnecessary or redundant feature may be more difficult.
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Figure 24. Comprehensive Neural Network Selection Methodology

Define and Initialise Parameters

Chapter 5 ______ > | Initial Architecture Selection ‘Module

Saliency Screening ‘Module’
Chapter 4

Remove noise if identified

Feature Selection ‘Module’

Architecture ‘Sub-module’

Remove middle node if possible

Chapter 5

- >

Feature ‘Sub-module’

Remove feature if possible

Continue until no features can be removed

Chapter 3 L.
-------- > Compute Feature Saliencies
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Therefore, as unnecessary features are removed, the network structure is dynamically reduced as
necessary. The algorithm attempts to maintain a minimal network structure at each step, thereby,

allowing the algorithm to focus on the elimination of unnecessary features.

6.2.3 Scope of Application Two issues are discussed in this section. First the scope of the

algorithm’s application is discussed. Second, the prospects for parallel processing are discussed.

Due to the multi-module/multi-iteration characteristics of the proposed network selection
algorithm, it is most efficient and prudent for problems where the total number of candidate features
is a manageable number of at most 20 or 30 features. This means the practitioner may need to
apply screening, intuition, or feature rotations to reach a reasonable number of features before

using the selection methodology.

The multi-iteration characteristic of the proposed network selection algorithm, makes the
algorithm amenable to parallel computation. For the architecture and feature modules, multiple
iterations are used to ensure that a good local minimum is found. All of these iterations could be
parsed out and trained on separate networks; subsequently, the results from the trained networks
could be centrally analyzed. In the saliency screening module, multiple iterations are used so
saliency statistics can be collected for statistical hypothesis testing. Similar to the architecture
and fe:;ture modules, the iterations could be parsed out and trained on separate networks, and the

statistics could be centrally collected and analyzed.

6.2.4 Application of the Comprehensive Selection Algorithm. To test the comprehensive
selection algorithm, the XOR problem was modified to include the following features: z, y, n,, n2,
and m,. The true features shown in Figure 7, page 90 are z and y; n, and n; are augmented noise
features; and m, is an augmented feature which is highly correlated with z. The feature m, is
defined

m; = z + 0.01 UNF(0,1)
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The modified XOR problem was designed to demonstrate that the saliency screening could be
used to identify and eliminate one or both of the noise features, and that the feature module could
be used to identify and eliminate either z or m,, since the presence of both features constitutes

redundant feature information.

The selection experiment is performed with five network runs for the architecture and feature
modules, and ten network runs for the saliency modules. In the feature selection module, the
first stopping criteria is used. This means the algorithm stops when no additional features can be
removed using the likelihood ratio test statistics. The networks are trained for a minimum of 500
epochs and improvement in the test set SSE is monitored every 50 epochs to justify continuation
of training. Once the test set SSE no longer improves, training is discontinued. The parameter

initializations for Step 1 are:

e Number of middle nodes: H = 6.
o Significance level for statistical testing of reduced structure models: a; = .05.
o Significance level for statistical testing of reduced feature models: a, = .05.

¢ Individual significance level for saliency screening for noise-like features: a; = .01 (family
significance level of 0.05)

¢ Number of architecture and feature module neural network runs: 5.
e Number of saliency module neural network runs: 10.

e Number of network features: M = 5.

e Number of training set exemplars: P,, = 300.

e Number of training-test set exemplars: P,, = 200.

o Total number of exemplars: P = 500.

e Number of network weight parameters: s = 43.
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Table 27. Selection Experiment with the Modified XOR Problem

Numerstor sad
Modale Number Number Number Full Reduced Denominator Likelikood Pos Reject
of of of SSB SSB degrees of Ratio Critical or Accept

Parameters Middle Nodes | features freedom Statistic: L Value Reduced Model?
Init Arch 43/36 e/ 5 7.913 8.091 7 and ¢57 1.47% 3.01 Accept: L < F
Init Arch 36/29 5/4 3 8.091 8.338 T and 464 2.02¢ 2.01 Reject: L > P,

Sal Screes 36/2¢ 5 3 a/a nja aja a/a nfa Accept
Peature 26/21 8/4 3 7.643 7.385 5 and 464 -3.126 .21 Accepts L < Py
Feature 21/16 4/3 3 7.388% 16.222 5 and 469 112.232 . Reject: L > F,
Feature 21/17 4 3/2 T.388 6.496 4 and 469 -14.122 2.37 Accept: L < Fo,
Peature 17/13 4/3 2 6.496 16.428 4 and 473 180.808 2.37 Reject: L > F,
Feature 17/13 4 2/1 6.496 124.431 4 and 473 2146.919 2.37 Reject: L > P,

Stop

Table 27 summarizes the experiment. The saliency screening procedure is separately summa-
rized in Table 28, since the format of Table 27 is not adequate. The initial architecture selection
module reduces the network architecture from six middle nodes to five middle aodes. The saliency
screening module identifies both n, and n, as noise-like, which reduces the network mode! to five
middle nodes and three features. In the feature module, the architecture is reduced to f.  .aid-
dle nodes, and the reduced feature model with y and m, is identified as equivalent to the full
feature model with z, y, and m,;. In summary, the comprehensive feature selection procedure is
used to sequentially reduce the neural network model from 43 parameters to 17 parameters using
likelihood ratio test statistics to sequentially identify reduced models which are approximately sta-
tistically equivalent. This represents a 60% reduction in weight parameters, with no degradation

in prediction or classification accuracy.

More detailed results of this experiment are shown in an audit log contained in Appendix B,

Section B.3.
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Table 28. Saliency Screening Results on XOR Problem for 10 Runs

= data = data -
Feature . A, Ojaae D; Sp, t = 3%'7 Reject
] Ranking H,
z 2 0.558 | 0.703E-01 0.455 0.746E-01 6.09 9 yes
y 1 1.036 | 0.856E-01 0.933 0.910E-01 10.3 9 yes
n, 4 0.107 | 0.317E-01 | 0.348E-02 | 0.371E-01 | 0.939E-01 9 no
ny 6 0.073 | 0.229E-01 | -0.301E-01 | 0.223E-01 -1.35 9 no
m, 3 0.532 | 0.443E-01 0.429 0.301E-01 14.2 9 yes
z, 5 0.103 | 0.365E-01 N/A N/A N/A / N/A
Features ranked from best to worst
Individual Significance Level 5 =.01
Bonferroni Critical Value B =2.821
6.3 Summary.

The comprehensive selection methodology proposed in this Chapter represents the logical in-
tegration of the statistical screening and selection procedures of Chapters IV and V, along with the
saliency metrics of Chapter III. The methodology is designed for identifying both a good feature set
and a potentially reduced neural network architecture for a specific situation. The scope of appli-
cation and the potential for parallel implementation are discussed. An application experiment ox a
modified XOR problem demonstrate the utility of the methodology for identifying and eliminating
both noise-like and redundant features, while adjusting the neural network architecture as neces-
sary. In Chapter VII, the dissertation research is summarized and future research recommendations

are made.
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VII. Summary and Recommendations

7.1 Introduction

Feature and model selection for feedforward neural networks are advanced in this research.
Feature selection involves determining a good feature subset from a set of candidate features, and
the process of feature selection is characterized by three components in this research: (1) a metric or
criterion function for evaluating and ranking the features, (2) a procedure for identifying irrelevant
and redundant features, and (3) a search methodology for examining candidate featurc subsets.
Model selection involves determining an appropriate architecture (number of middle nodes) for the
neural network. In this chapter, contributions advancing the process of neural network featnre and

model selection are summarized and recommendations for future research are made.

7.2 Summary

This research begins with a review of feature selection techniques developed for regression,
discriminant analysis, and neural networks. Because neural network applications include problems
which have often been solved using classical regression and discriminant analysis techniques, non-
neural feature selection techniques are reviewed for their potential use in a neural network context.
What follows is a summary of the research advances and contributions made in the areas of feature

saliency, identification of noisy features, and neural network model selection.

7.2.1 Feature Saliency Metrics. Feature saliency metrics are used to measure the relative
importance of a feature with respect to a trained neural network. This research consolidates the set
of available neural network feature saliency metrics by developing a catalogue of feature saliency

metric definitions and interrelationships.

In this research, a framework is developed and used for analyzing a variety of derivative-

based metrics. Several of the derivative-based saliency metrics are evaluated for their sensitivities
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to sampling, training, and redundant middle nodes. The metrics do not appear to be particularly
sensitive to sampling; however, they are sensitive to redundant middle nodes and the amount of
training. It is most important to eliminate redundant middle nodes, since the metrics are most
sensitive to training effects in the presence of redundant middle nodes. Increased training may cause
the weights associated with the redundant nodes to grow disproportionately. This can contaminate

saliency results, since the weights from irrelevant features can get large.

A theoretical relationship is shown between derivative-based and weight-based saliency. In
summary, the derivative-based feature saliency metrics are bounded above by a constant linear
combination of the feature weights. At one middle node, the ‘saliency function’ ratios produced
with the weight-based metrics and derivative-based metrics are equal, to within roundoff error.
When additional middle nodes are used, empirical results indicate that the relative saliency of
important to unimportant features is smaller with weight-based saliency than it is for derivative-
based saliency. For problems with redundant middle nodes, this is partly due to the growth of the

irrelevant weights associated with redundant middle nodes.

Contributions are also made in the area of Bayesian-based feature saliency metrics. First,
a succinct and exact relationship is demonstrated between a previously suggested Bayesian-based
metric and derivative-based saliency. Then a new Bayesian-based saliency metric using the partial
derivative of classifier error is introduced. The computation of this metric requires only a subset of
the terms associated with the previously suggested Bayesian-based metric. Finally, the relationship
between the new Bayesian-based saliency and derivative-based saliency is derived, and an upper
bound for the Bayesian-based saliency is defined. For a two class problem, the new metric produces

results exactly equivalent to derivative-based saliency.

The catalogue of metrics are evaluated for a ‘real world’ problem. On this problem, saliency
rankings, ‘saliency function’ ratios, and factor analysis are used to empirically evaluate similarities

and differences between the saliency metrics. One similarity is that, despite differences, all of
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the metrics consistently ranked a set of ‘nonessential’ features last. Since the metrics perform

differently, recommendations are mz : for selecting a feature saliency metric.

For discriminant analysis problems using networks with more than one middle node, the new
saliency metric I'; in Equation 53 on page 86 is preferable to f\;"" in Equation 31 on page 68 for
two reasons. First, it is intuitively appealing, since it represents a saliency metric which is related
to the average classifier P,. Second, it is more succinctly defined using only a subset of the terms

required for computation of Adata,

For function approximation or discriminant analysis problems using networks with more than
one middle node, the proposed saliency metric f\?'“ in Equation 31 on page 68 should be preferred
over A;. The saliency metric f\f“‘ provides good feature rankings, is more succinctly defined than

]\,-, and is based on information known about the data from feature space.

For any classification or function approximation problem using a network with only one middle
node, the weight-based metrics T] (see Equation 32 on page 78) are best. In this case, the relative
saliencies produced using weight-based saliency will be identical to I'; or i&?"‘“. For networks using
more than one middle node, weight-based saliency can still be used for a cursory analysis of a
feature’s relative importance. However, the empirical results suggest that the relative importance

of one feature to another is degraded when additional middle nodes are used.

7.2.2 Identification of Noisy Features. A saliency screening procedure fc;r identifying noisy
features is developed based on statistically comparing the mean saliency of candidate features to
the mean saliency of a noisy feature. This research extends the work of Belue and Bauer to jointly
screen an entire feature set for irrelevant features using a paired-t hypothesis test. Irrelevant features
are successfully identified over a series of test problems using the proposed saliency screening
procedure. The procedure is robust for identifying irrelevant features, even in the presence of input

redundancies.
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The saliency screening technique is compared to the irrelevant input hypothesis test proposed
by White [79]. The same test problems are used to evaluate the weight screening procedure. On
any single run, the weight screening results were not reliable. When average test statistics from
several runs are used, the weight screening procedure does provide comparable results for two of

the three problems.

7.2.3 Neural Network Model Selection. Two novel neural network selection algorithms are
developed by posing the neural network model as a nonlinear regression statistical model. Both
algorithms are developed using the likelihood ratio test statistic (shown in Equation 70 on page 143)
within a backwards sequential selection procedure. The first algorithm is an architecture selection
algorithm which automates the process of determining an appropriate number of middle nodes.
The second is a feature selection algorithm for statistically investigating reduced feature subsets.
The feature selection algorithm is unique because architecture reduction is investigated as features
are removed. The feature selection algorithm indirectly takes the correlation structure of the
features into account. For this reason, a better reduced feature set may be identified using the
feature selection algorithm versus using a subset of the most salient features. Application results
demonstrate how these algorithms can be used to search for a more parsimonious neural network

model with equivalent prediction accuracy.

A comprehensive neural network selection methodology is developed for identifying both a
good feature set and an appropriate neural network structure for a specific situation. It encompasses
a combination of statistical screening and statistical architecture and feature selection. Application
results demonstrate how the comprehensive methodology can be used for identifying and eliminating
both noise-like and redundant features, as well as reducing the number of middle nodes in the neural

network architecture.
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7.8 Recommendations

There are related research topics which could not be adequately handled within this research

effort. Four of the research topics could be pursued with worthwhile benefits.

The first research topic is an extension of the model selection procedures in Chapters V and VI.
These single output procedures need to be extended for a multi-output neural network. A covariance
adjusted sum of squared-errors must be computed for the multivariate response likelihood ratio test

statistic. This involves separately estimating the covariance matrix of the neural network responses.

The second research topic is the development of an automatic stopping point selection for
neural network training runs. The procedures proposed in Chapters IV, V, and VI require multiple
runs of trained neural networks. Normally, trained networks correspond to a minimum training-test
set error. However, a trained network is difficult to automatically identify within a multiple run
procedure for several reasons. First, a network may take fewer or greater epochs, from run to run,
depending on the gradient descent path taken with the backpropagation algorithm. Second, there
is a great deal of variability in a network’s error during training. Third, there may be several epochs
where the test set error does not improve prior to eventual convergence. Fourth, neural networks
may converge to a variety of local minima, to saddle points, or even diverge, making it unrealistic

to expect all networks to reach a predetermined target value.

The model selection algorithms described in Chapter V, depend on the network’s SS E which
can be biased low or high depending on where the stopping point is selected. In this research, prior
knowledge was used to select a minimum number of training epochs, and then the network was
trained as long as periodic monitoring indicated a reduction in the test set error. This procedure
should be improved. A relatively simple yet accurate method for automatic stopping point selec-
tion is needed for practical implementation within the multiple runs procedures proposed in this

dissertation.
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The third research topic is the development of a diagnostic tool for identifying neural network
redundancies. Throughout this research, feature space and middle node redundancies were an issue.
There is a great need for a statistical or non-statistical technique for reliably diagnosing the existence
of these redundancies in neural networks. The specification robust irrelevant input hypothesis can
only be reliably used in the absence of these redundancies [80]. If these redundancies are difficult to
diagnose and remedy a priori, then procedures are needed which are robust to the possible presence

of these redundancies.

The fourth research topic is the development of residual analysis techniques for a neural
network practitioner. There is a dearth of information available on residual analysis of neural
network models. Residual analysis is well documented in a regression setting for examining the
model aptness, but has not been documented in a neural network setting. Although neural network
residuals are not generally normally distributed, residual analysis techniques should be developed

which would be of practical benefit to a practitioner.
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Appendix A. Dersvation and Details of Two Saliency Metrics

A.1 Second Order Feature Evaluation Metric

Le Cun and others introduced a technique called Optimal Brain Damage for reducing the size
of a neural network by selectively deleting weights or units from a neural network based on their
saliencies [39]. The technique can be applied to feature evaluation when all the weight parameters

from a feature are evaluated together.

Le Cun and others approximate the error of a neural network using a Taylor’s series expansion,
where neural network error, £,, refers to a function of the squared error [39]. A perturbation of the

weight parameters connected to feature ¢ will change the neural network error by

H H H J
1 1
d€, = Z; gjdwj; + 5 El hyi(dw};) + 5 212#: hjxdw};dw}; + O(||dw}|®), (74)
ij= Jj= =
where
o€, 8%E,
%= pwy 24 Pt = gutown

This saliency metric measures the impact to £, when deleting the feature to middle node
weights for each feature. When a non-salient feature’s associated weights are deleted, the change
in &, is small. When a highly salient feature’s associated weights are deleted, the change in £, is
large. In order to make it computationally practical to evaluate the Taylor series expression for the

change in error, Le Cun and others make three simplifying assumptions [39]:

1. They assume they are at a local minimum of the error which makes the first order terms

equal to zero.
2. They make a diagonalizing assumption to eliminate cross terms.
3. They make a quadratic approximation assumption which implies that 3rd order and higher

order terms are negligible.
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What remains is the second order terms, which should be positive at a local minimum. This means
any change in error due to perturbation of a parameter will be an increase in error. The sirnplifying

assumptions reduce Equation 74 to

Z hJJ(d wu)z (75)
1..1
The neural network expression for £, is
1 & 2
80 = a Z[dk - Z;]
2 k=1

To show the detailed neural network notation for Equation 75, the diagonal of the Hessian A;; must

be derived in detail:

_ o (e
© 8w} \ 8w}

;) (a (3Tilds - Zk]’))

dw}; du},
K
- 83"11 (% kz=:1 a([d;';‘l:k]z))
- e (4%
- (Z zﬂé”s,)

Using the Levenberg and Marquardt approximation, the second term is assumed to be neg-
ligible [39], [50:523]. Essentially, this assumption is good when the second term is zero (as in the

linear case), or when the second term is small or negligible compared to the term involving the
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first derivative [50:523]. Also the term multiplying the second derivative in the second term is
[dx — 2], which should just be the random measurement error of each point for a trained network.
This error should fluctuate randomly around zero and should in general be uncorrelated with the
network model, so the second derivative terms would tend to cancel out when summed over entire
data set [50:523]. When the second term is negligible, h;; is guaranteed to be positive, and can be

approximated as

1 H X 0:,‘ : 112
dgo = 5 ZE (W) (dw,.j) N (76)

j=1k=1 ]
where
82,‘
_ £261..2
3wl 6x6; wjz;,

and §} and §} are defined in Chapter 1, Section 3. Also, dw}; when the weight parameter is elim-
inated is —w,-‘j. Making these substitutions, the detailed neural network notation for Equation 76

becomes

H K 2
g, = -3 (—6:6}10;,,2,-111,-‘,-)
I=lk=1

which is the definition of error corresponding to the saliency s;(x?) of feature ¢ for the pth input

[N

vector, i.e.

a,-(x’) =

H K 2
2 Z (5:5; wj, ! "’ilj)
i=1k=1

The second order saliency metric, 3; is formed by averaging s;(x) over all P data vectors:

N| =

5 =P i 5;(x?) (77)
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A.2 Relevance Feature Evaluation Metric

Mozer and Smolensky propose a saliency technique for measuring the relevance of a neural
network feature. The relevance of a neural network feature ¢, p;, is measured as a function of
how well the network performs with the feature versus how well the network performs without the

feature.

Pi = Cwithout feature i — Cwith feature §

where neural network error £ is defined as the mean absolute error over all P vectors: £ =
P Y i lds — 2 (xP, W)|.

A relevance factor q; is introduced which corresponds to the attentional strength of feature
i, ;. Mozer and Smolensky’s relevance factor a; is associated with the feature unit z;. Essentially,
Mozer and Smolensky consider two discrete levels of relevance: a; = 0 and a; = 1, corresponding

to Ewithout feature i ANA Ewith feature ; Te8pectively. The neural network output 2z, can be defined as:

H
n=f (Z z;w;‘-'k) .
j=0

where a; is associated with feature z; as follows

i=1

M1
z;=f (z z,-a‘-w,-lj)

Mozer and Smolensky propose approximating p; using the derivative of the error with respect

to a;:
. 8a,-=-y - £(n:], _ 08
'}1_1’1} -1 " 8o

a;=1

and they assume this relationship holds approximately for v = 0, giving

= -2
pl_ aa‘.r
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Using this definition of neural network error, the relevance of feature i, j;, can be derived in

detailed neural network notation as follows

s = O
pi - 80.
_(PTLL T M - a)
= =
P 8|zg
- -1
= P Z %,

Mo 1
M= FM~
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The relevance or saliency p; is essentially a weighted average of the terms which comprise

A which is defined here for completeness.

P K

A?ata = p-1 Z Z

p=1k=1

H
2 1.2 .1
j=1

If a relevance factor a is defined which is associated with the weight parameters connected

to a feature, rather than the feature itself, the resulting relevance of feature i would be:
P H K
pi= P! ZZ |6:6;w,’-,‘w,-ljz.-

p=1j=1k=1

which is very similar 3; defined in Equation 77 in Sectionsec:dalone.
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Appendix B. Model Selection Audit Runs

B.1 Application of the Architecture Selection on the API Probiem

OVBRALL NEURAL NETWORK SBLBCTION: AUDIT TRAIL

Number of ANN iterations 10 find good local min
ia architecture and feature modales 10
Number of ANN iterati for saliency screening module statistics 10
Initial model stzucture is:
NUMBBR OP INITIAL MIDDLB NODBS 8
NUMBBR OPF INITIAL PBATURRBS 4
NUMBBR OF OUTPUTS 1
1 OUTPUTS USEBD FOR 2 CLASSBS
NUMBER OF VRCTORS; TRAIN - TEST: 181 100
NUMBBR OF INITIAL TRAINING BPOCHS 600
NUMBBR OF ADDITIONAL TRAINING BPOCHS BETWBBN TAST SBT 3SB BVALUATIONS (m) 50
IMPROVEMBNT REQUIRSD BETWEBN THST SRT BVALUATIONS FOR TRAINING TO CONTINUB (1-C3)% = 5.000008-03%
TRAINING CONTINUBS IP:ts-sse[t] ; TS-SSB[+-m]|*C3
LOG declining learning rates ased
MOMBNTUM STBP SIZB C2 = 0.300000
ONLY THB STATISTICALLY INDICATED PBATURBS ARB RBEMOVED
STATISTICAL SIGNIF LBVBLS: ARCH,PBAT,SAL= & 0D-02 & 0D-02
5.0000000000000D-03
RANDOM NUMBBR SEBD 10.00000

O g i
I i

weussasaaet*INITIAL ARCHITBCTURB SBLECTION MODULB:

MODBL SBLBCTION ITRRATION 1
CURRENT NUMBBR MIDDLB NODES/FBATURBS - FULL MODBL 8 4
CURRENT PBATURBE SBLBCTION VEBCTOR

1111

SUMMARY OF 10 RUNS

1 #eps= 580 FULL %BRR= 2.84698 % TOTAL SSB=  7.34563
2 #eps= 700 FULL %BRR= 3.91450 X TOTAL S3SB=  T.40277
3 #eps= 650 PULL %BRR= 4.98221 % TOTAL SSB=  9.910868
4 #eps= 600 PULL XBRR= 4.62633 % TOTAL SSB= 10.49259
8 jeps= 550 FULL %BRR= 2.84698 % TOTAL SSB=  71.90157
6 #eps= 550 PULL %BRR= 3.91489 % TOTAL SSB=  9.52083
7 #eps= 0880 FULL XBRR= 4.27046 % TOTAL SSB=  7.88130
8 #epa= 550 FULL RBRR= 6.04982 % TOTAL SSB= 11.T386
9 #epa= 600 PULL XBRR= 5.69398 % TOTAL SSB= 12.5137
10 #eps= 650 PULL XBRR= 3.55872 X TOTAL SSB=  0.43272

SUMMARY OF 10 RUNS
1 #eps= 650 RBDU %BRR=  4.62633 % TOTAL SSB= 11,0250
2 #eps= 550 RBDU %BRR=  5.60395 % TOTAL SSB=  11.9587

3 #eps= 650 REDU XBRR= 4.62033 % TOTAL SSB= 9.91830
4 #epa= 850 REDU %XBRR= 4.62633 % TOTAL SSB=  9.36481
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5 #eps= 530 REDU XBRR=  2.84698 % TOTAL SSB= 1.17378
¢ #eps= 830 REDU %BRR=  4.27046 % TOTAL $SB=  10.3573
7 #epa= 850 REBDU %BRR=  4.2704¢ % TOTAL SSB=  0.06196
8 #eps= 630 REDU NBRR=  4.27046 % TOTAL SSB=  7.92945
9 #epa= 650 RBDU %BRAR=  3.91459 % TOTAL $SSB= 10.03436
10 #eps= 650 REDU RBRR=  4.27048 % TOTAL $35B= 8.94219

Curreat feature select vector 1 1 1 1

Degreas of freedom 6 232

Pall model miaimem TOTAL SSB=  7.3456332677325

Reduced model minimum TOTAL SSB=  T.173T830674871
LIKBLIHOOD RATIO THST STATISTIC L= -0.00460198151606
Accept Reduced Model: SSB'R ; SSB'P L ; F'ALPHA
RBDUCBD MODBL BACOMBS FULL MODBL
APPROPRIATE NUMBER OPF MIDDLB NODBS 7

INVBSTIGATING REDUCED ARCHITRBCTURRB NBXT

I
I i i

MODBL SBLBCTION ITRBRATION 1
CURRBNT NUMBBR MIDDLE NODBS/FBATURBS - PULL MODBL T 4
CURRBNT PBATURB SBLECTION VBCTOR
1111
BEST FULL MODBL: TOTAL SSB=  7.1737830674871

SUMMARY OF 10 RUNS

1 #epes= 530 RBDU RBRR= 4.98221 %X TOTAL SSB= 11.6277
2 #eps= 600 RERDU %BRR= 3.58872 % TOTAL SSB=  8.30053
3 #eps= 550 RBDU XBRR= 4.62633 % TOTAL SSB=  11.7895
4 #eps= 700 RBDU XBRR= 4.27046 % TOTAL SSB= 9.07790
5 #eps= 750 RBLU XBRR= 3.20285 % TOTAL SSB= 7.99483
6 #eps= 550 READU %BRR= 3.91459 % TOTAL SSB= 8.477T13
T #eps= 850 RBDU XBRR= 3.20285 % TOTAL SSB=  8.63114

$ #eps= 1000 RBDU %BRR= 2.49110 % TOTAL SSB=  4.36473
9 #epa= 850 REDU %BRR= 4.27046 % TOTAL SSB=  9.12368
10 #eps= 550 RBDU XBRR= 2.84698 % TOTAL SSB=  7.01263

Curzent featuze nelect vector 1 1 1 1

Degrees of freedom 6 238

Full model minimum TOTAL SSB=  7.1737830674871

Reduced model minimsm TOTAL SSB=  4.3647347487185
LIKBLIHOOD RATIO TBST STATISTIC L= -15.532332419718
Accept Reduced Model: SSB'R ; SSB'P L ; FPALPHA
RBDUCBD MODBL BECOMBES FPULL MODBL
APPROPRIATE NUMBBR OF MIDDLB NODBS &

INVBSTIGATING RBDUCBD ARCHITBCTURB NBEXT

N
HOI i i |

MODBL SBLECTION ITBRATION 1
CURRBNT NUMBER MIDDLBE NODBS/FBATURBS - FULL MODBL 6 4
CURRBNT PBATURB SALBCTION VECTOR

1111

191




BREST PULL MODRL: TOTAL SSBz=  4.304T734T487188
SUMMARY OF 10 RUNS

1 feps= 550 RBDU XBRR= 2.49110 % TOTAL SSB=  7.41936
2 #eps= 830 RBDU %BRR= 1.77936 % TOTAL SSB= 5.70470
3 #eps= B850 RBDU XBRRA= 2.49110 % TOTAL S3B= 6.68141
4 #eps= 600 RBDU %BRR= 3.91489 X TOTAL SSB=  8.55718
8 j#eps= 700 RBDU %XBRR= 4.27046 % TOTAL SSB=  8.8049¢
6 #epr= 580 RADU XBRR= 2.84698 X TOTAL SSB= 8.82892
7 #eps:= 660 RBDU RBRR:= 3.91489 X TOTAL SSB= 8.20973
8 #eps= 850 RADU %BRR= 4.37046 %X TOTAL SSB= 10.02347
9 #eps= 1400 RBDU XBRR= 2.13523 % TOTAL SSB=  6.49657
10 #eps= 680 RBOU XBRR= 4.27048 % TOTAL SSB=  11.5329

Curreat feature select vector 1 1 1 1

Degrees of freedom ¢ 244

Pull model misimum TOTAL SSB= 4.304T734743718%

Reduced model minimum TOTAL SSB=  5.7047028045141
LIKBLIHOOD RATIO TEST STATISTIC L=  12.484615310248
Alphal=  5.0000000000000D-02

RBJECT RBDUCBD MODBL

APPROPRIATE NUMBRR OPF MIDDLB NODABS ¢

HUnnn i i i
Ui i
PINAL NUMBBR MIDDLB NODES/PBATURBS 6 4
STOP= 1

PROGRAM COMPLBTB

B.2 Application of the Feature Selection Algorithm on the FLIR Problem

OVERALL NBURAL NETWORK SBLBCTION: AUDIT TRAIL

Number of ANN iterations to fiad good local mis
im architcciuze and feature modules 5
Namber of ANN iterati for saliency ing module statistics 10

Initial model structure is:
NUMBEBR OF INITIAL MIDDLB NODES 3
NUMBBER OPF INITIAL FRATURRBRS 9
NUMBBR OF OUTPUTS 1
1 OUTPUTS USBD FOR 2 CLASSAES
NUMBER OF VEBCTORS; TRAIN - TRST: 2350 200
NUMBBR OF INITIAL TRAINING BPOCHS 800
NUMBBR OF ADDITIONAL TRAINING EPOCHS BATWEBN TEAST SBT SSB BVALUATIONS (m) &0
IMPROVEMBNT RAQUIRBD BETWEBBN TBST SBT BVALUATIONS FOR TRAINING TO CONTINUB
{(1-C3)% = 5.00000B-03%
TRAINING CONTINURBS IP:its-sse[t] ; TS-33B[t.m]*C3
LOG declining learaing rates used
MOMBNTUM STBP SIZB C2 = 0.300000
MAXIMUM NUMBBR OF PINAL FBATUREBS TO BS SALBCTED: 6
STATISTICAL SIGNIP LBVBLS: ARCH,FBAT,SAL= & 0D-02 5 0D-03
5.0000000000000D-02
RANDOM NUMBBR SBED 19.0000
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O i i
I e

*essssssaat*INITIAL ARCHITRCTURB SBLBCTION MODULRB:

MODBL SBLBCTION ITBRATION 1
CURRBNT NUMBBR MIDDLS NODES/FBATURAS - FULL MODBL § ¢
CURRBNT FBATURB SBLACTION VECTOR

111111111

SUMMARY OF 5 RUNS

1 #epa= 650 PULL XBRR= 3.00091 %X TOTAL SSB=  15.9061
2 #eps= 850 FULL XBRR= 4.54845 % TOTAL SSB=  10.5941
3 #epa= 600 PULL %BRR= 5.27273 %X TOTAL SSB=  37.1451
4 #eps= 850 PULL %BRR= 3.81818 % TOTAL SSB= 16.2628
& #eps= 600 FULL RBRR= 4.00000 % TOTAL SSB=  19.5451

SUMMARY OF 8 RUNS

1 #epe= 600 RBDU XBRR= 4.18182 X TOTAL 3SB= 20.1310
2 #eps= 050 RBDU RBRR= 3.81818 % TOTAL SSB=  17.0388
3 #epa= 550 RBDU %BRR= 4.00000 % TOTAL 3SB=  21.1546
4 #eps= 600 RADU %BRR= 3.27273 % TOTAL SSB=  16.3270
6 #eps= 550 REDU %BRR= 3.09091 % TOTAL SSB=  17.3828

Current featureselect vector 1 1 1 1 111 11

Degrees of freedom 11 461

Fall model mizsimum TOTAL SSB=  15.90606987365T

Reduced del miai TOTAL SSB= 16.336994202223
LIKBLIHOOD RATIO TRST STATISTIC L= 1.1090455462304
Alphal=  5.0000000000000D-02

Accept Reduced Model: L ; Falpha

RBDUCBRD MODRBL BRCOMBS FULL MODRBL
APPROPRIATE NUMBBR OPF MIDDLB NODRBRS 7

INVBSTIGATING REDUCED ARCHITBCTURE NBXT

U g
I g

MODBL SBLBCTION ITBRATION 1
CURRBNT NUMBER MIDDLB NODBS/FEBATURSS - FULL MODBL 7 9
CURRBNT FBATURB SBLECTION VACTOR
111111111
BEST PULL MODBL: TOTAL SSB=  16.326994202223

SUMMARY OF 5 RUNS

1 #eps= 600 RBDU XBRR= 3.45455 % TOTAL SSB=  16.1392
2 #epa= B30 RBDU RBRR= 4.00000 % TOTAL SSB=  17.52¢2
3 #eps= 550 RBDU RNBRR= 4.90909 % TOTAL SSB=  322.6289
4 #teps= 600 RADU XBRR= 3.81818 % TOTAL SSB=  18.6528
5 #ecps= 600 RBDU %BRR= 3.81818 % TOTAL SSB=  18.443¢

Current festszeselect vector 1 1 1 111111
Degrees of freedom 11 472
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Pull model minimum TOTAL 3SB=  14.326994202233

Reduced model mind TOTAL 3SB=  16.139161526388
LIXBLIHOOD RATIO TBST STATISTIC L= .0.480384440658808
Accept Reduced Model: SSB'R ; SSB'F L ; FALPHA
REDUCBD MODBL BRCOMBS FULL MODBL

APPROPRIATE NUMBBR OF MIDDLR NODES ¢

INVRSTIGATING REDUCEBD ARCHITACTURE NEBXT

HINNNT i i
O i

MODBL SBLACTION ITBRATION 1
CURRBNT NUMBMR MIDDLE NODBS/FPBATURSS - FULL MODBL 6
CURRBNT FBATURB SBLACTION VECTOR
111111111
BAST PULL MODBL: TOTAL SSB= 18.139161526359

SUMMARY OF 8 RUNS

1 #eps= 600 REDU XBRR=  4.54545 % TOTAL SSB=  20.2141
2 #eps= 600 RBDU KBRR=  4.90909 % TOTAL SSB=  322.6786
3 #eps= 850 RBDU %BRR=  4.36364 % TOTAL SSB=  19.7243
4 #eps= 600 REDU %BRR=  4.36364 % TOTAL SSB=  19.9564
5 #eps= 550 RBDU %BRR=  4.90909 % TOTAL SSB=  21.9964

[+ t feature select 111111111

Degsees of freedom 11 483

Full model miaimum TOTAL SSB=  16.139161526389

Reduced model mial TOTAL SSB=  10.734237955158
LIKBLIHOOD RATIO TBST STATISTIC L=  9.7838106148138
Alphal=  8.0000000000000D-02

RBJECT RBDUCBD MODBL

APPROPRIATE NUMBBR OF MIDDLB NODAS ¢

I i
10 i

RBDUCBD MODBL MIDDLB NODES/FRATURBS 6 §
CANDIDATE PRATURB SBLRCTION VBCTOR:
011111111

SUMMARY OF & RUNS

1 #eps= 550 RBDU %BRR=  5.27273 % TOTAL SSB=  324.67T85
2 #eps= 600 REDU %BRR=  5.37273 % TOTAL $SB=  26.1357
3 #eps= 650 REDU XBRR=  5.81818 % TOTAL SSB=  25.3757
4 #epa= 600 RBDU XBRR=  6.00000 % TOTAL $SB=  34.1638
5 #epa= 550 REDU %BAR=  4.90909 % TOTAL SSB=  25.0628

RBDUCEBD MODBL MIDDLE NODBS/FBATURAS ¢ 8§
CANDIDATE FBATURB SBLECTION VBCTOR:

101111111

SUMMARY OF 5 RUNS
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1 fepam
2 $epam
3 #epa=
4 Pepan
8 #epax

430 RBDU XBRR=
850 REBDU XBRR=
650 RBDU XBRR =
850 RBDU XBRR=
600 REBDU XBRR=

8.09001 % TOTAL $8B=
8.37373 X TOTAL 35R=
5.63636 % TOTAL 83B=
5.27273 % TOTAL 38B=
6.18182 %X TOTAL $SB=

RADUCED MODBL MIDDLE NODBS/FRATURNES ¢ 8
CANDIDATS FRATURE SEBLECTION VBCTOR:

1101

11111

SUMMARY OF B RUNS

1 #epe=
2 #epe=
3 #eps=
4 #eps=
8 #epaz=

550 REBDU %BRR=
580 REBDU XBRR=
880 RBDU XBRR=
880 RBDU %BRR=
850 RBDU %XBRR=

4.90809 %X TOTAL 38B=
5.27273 % TOTAL $SB=
6.34545 % TOTAL $SB=
5.48485 % TOTAL SSB=
3.81818 X TOTAL SSB=

RBDUCBD MODBL MIDDLE NODBS/FBRATURES 6 8
CANDIDATE FRATURB SBLRCTION VBCTOR:
11101131111

SUMMARY OF & RUNS

1 #eps=
2 #epac=
3 feps=
4 #eps=
5 #eps=

550 RBDU XBRR=
900 RBDU XBRR=
850 RBDU %XBRR=
600 REDU XBRR=
600 RBDU XBRR=

7.090931 %X TOTAL SSB=
4.72727 % TOTAL SSB=
3.6363¢ %X TOTAL SSA=
6.72727 % TOTAL SSB=
4.73727 % TOTAL SSHB=

REDUCEBD MODBL MIDDLE NODBS/PBATURES 6 8
CANDIDATS FRATURR SBLBCTION VBCTOR:
111101111

SUMMARY OF 5 RUNS

1 #epa=
2 #epa=
3 #eps=
4 #epa=
% feps=

580 RBDU XBRR=
580 RBDU %XBRR=
550 RBDU %XBRR=
600 RBDU %BRR=
700 RADU XBRR=

7.45485 % TOTAL SSB=
5.6363¢ % TOTAL SSA=
7.63636 % TOTAL SSB=
6.36364 %X TOTAL SSB=
6.18183 X TOTAL $3B=

REDUCBD MODBL MIDDLB NODBS/FRATURRS 6 §
CANDIDATS FBATURB SBLBCTION VBCTOR:
111110111

SUMMARY OF 8 RUNS

1 #eps=
2 $eps=
3 #epo=
4 feps=
8 #eps=

600 REDU XBRR=
850 RBDU XBRR=
650 RBDU %BRR=
650 RBDU %BRR=
780 REDU %XBRR=

6.00000 % TOTAL SSB=x
4.00000 % TOTAL $3B=
4.72727 % TOTAL 83B=
4.90909 % TOTAL $SB=
4.18182 % TOTAL S8hx=

REDUCED MODBL MIDDLE NODBS/PBATURES 6 §
CANDIDATE PRATURB SBLACTION VBCTOR:
111111011

23.120¢
22,3473
24.202¢
28.1004
23.5854

23.2098
23.2684
28.4469
28,8317
18.4098

26.9839
22.1923
16.8448
25.3198
31.2001

32.9287
26.8087
30.2583
29.3370
37.5202

29.1942
21.4321
20.4873
210179
20.2190
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SUMMARY OF 8 RUNS

1 #eps= 3550 READU KBRA= 6.00000 X TOTAL 8SB=  26.8948
2 #$eps= 630 RBDU XBRR= 4.90909 X TOTAL $8B=  23.1940
3 #epa= 0830 REDU XBRR= 5.09091 % TOTAL SSB=  24.0323
4 #eps= 550 RADU XBRR= 4.18182 %X TOTAL SSB=  20.7260
8 #epan 550 RBDU RBRR= 6.5484% % TOTAL $3B=  30.1856

REDUCBD MODBL MIDDLE NODBS/FRATURES ¢ §

CANDIDATER FPRATURB SBLBRCTION VBCTOR:
111111101

SUMMARY OF & RUNS
1 #eps= 850 RBDU XBRR= 3.09091 % TOTAL SSB=  16.5837
2 #eps= B850 REDU XBRR= 4.90909 % TOTAL SSB=  19.6389
3 #eps= 600 REDU XBRR= 6.36364 X TOTAL SSB= 31.2188
4 #eps= 650 RBDU XBRR= 5.27273 %X TOTAL SSB=  21.7788
& #epa= 850 RBDU XBRR= 3.454565 % TOTAL SSB=  16.5168

REBDUCABD MODBL MIDDLB NODBS/FBATURBS ¢ 8

CANDIDATE FRATURR SBLECTION VACTOR:
1131111110

SUMMARY OF b5 RUNS
1 #eps= 550 RBDU XBRR= 4.18182 % TOTAL SSB=  21.6608
2 jJeps= 850 RBDU NBRR= 4.73737 X TOTAL SSB=  22.3330
3 #epa= 550 RBDU XBRR= 6.54545 % TOTAL SSB=  31.4054
4 #eps= 750 RBDU XBRR= 3.45456 % TOTAL SSB= 17.5292
8 #eps= T00 READU XBRR= 6.36364 % TOTAL SSB= 37.38T1

FBATURB selection iteration #
Degrees of freedom 6 483

Pall model minimam SSB=

Reduced

dal mini SSB=

LIKBLIHOOD RATIO TBST STATISTIC L=

Alphal desizred=  5.0000000000000D-02

16.139161826359

16.853680887828

2.0675676T03377

ACCBPT REDUCEBD MODBEL: PNVAR ; CNVAR sad L ; Falpha

HHOIRRRnn i
Hunnnnnnnnn i i

STOP= 0

yerEsruseassSTRUCTURS SUBMODULSE NBXT:

MODBL SBLEBCTION ITBRATION 2

ITBRATION= 2

CURRENT NUMBBR MIDDLB NODES/FEBATURRES - PULL MODBL ¢ §
CURRBNT FPBATURN SBLBCTION VECTOR

111111101
BRST PULL MODBL: TOTAL SSB=  14.55368088782¢

SUMMARY OF B RUNS

1 #epsx= 680 REBDU XBRR=
2 #eps= 600 REBDU XBRR =
3 #epe= 600 RBDU XERR=

4.00000 % TOTAL S8SAx=
2.54848 % TOTAL 38B=
3.45455 X TOTAL SSB=

17.4293
14.8828
16,3739
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4 fepan
8 Pepa=

550 READU XBAR=
600 RADU RBRR =

7.27373 X TOTAL 338=
9.81818 % TOTAL 38R=

Current featuresaleci vecior 1 1 1 111101
Degrees of freedom 10 489

Full model minimum TOTAL 3S8=

Reduced

del mini

TOTAL $8B=a
LIKBLIHOOD RATIO TBST STATISTIC L=

16.35368088 7028
14.5025209588097

Accept Reduced Mode): SSB'R ; SSR'FP L ; FALPHA
REDUCBD MODBL BRCOMES FULL MODBL
APPROPRIATE NUMBAR OF MIDDLE NODSS 8

auninnninnnnnnnn N
O i e

SsssasesssesFBATURE SUBMODULR NBXT:

31.9498
38.7903

-8.9114528200028

RBEDUCBD MODBAL MIDDLE NODBS/PBATURES 8 7
CANDIDATS PRBATURS SALBCTION VBEBCTOR:
611111101

SUMMARY OF 8 RUNS

1 #epa=
2 #epa=
3 #eps=
4 #fepaz=
8 #eps=

850 REDU XBRR=
600 RBDU XBRR=
550 RBDU XBRR=
600 RBDU %BRR=
550 RBDU XBRR=

7.37273 X TOTAL SSB=
6.18182 % TOTAL SSB=
8.00000 % TOTAL 3SB=
8.36364 X TOTAL SSB=
6.90909 %X TOTAL SSB=

REDUCED MODRL MIDDLB NODBS/FBATURBS 5 7
CANDIDATS FPRATURB SBLBCTION VECTOR:
101111101

SUMMARY OF 8 RUNS

1 fepe=
2 #epe=
3 f#epa=
4 feps=
B fepa=

600 RBDU XBRR=
650 RBDU XBRR=
700 READU XBRR=
650 REDU XBRR=
630 RBDU %BRR=

6.00000 % TOTAL SSB=
4.712727 % TOTAL 3SB=
4.00000 % TOTAL SSB=
5.81818 % TOTAL SSR=
7.09091 % TOTAL SSB=

RBDUCBD MODBL MIDDLE NODBS/FERATURES & 7
CANDIDATE PEBATURB SBLBCTION VBCTOR:
110111101

SUMMARY OF B RUNS

1 #epsx
2 $epa=
3 #eps=
4 #eps=
5 #eps=

880 RBDU %XBRR=
600 RBDU %BRR=
880 RADU %BRR=
600 REDU %BRR=
8550 RBDU XBRR=

6.18182 X TOTAL 38B=
4.84845 % TOTAL 3SB=
6.72727 % TOTAL SSB=
4.54548 % TOTAL SSB=
5.45455 % TOTAL $SB=

REDUCED MODBL MIDDLS NODBS/FEATURBS &5 T
CANDIDATE PRATURE SBLECTION VECTOR:
111011101

ITBRATION= 2

30.0956
3o0.50M
31.2804
33.1243
34.8414

27.2922
20.6982
17.36877
23.4969
34.0011

30.2873
20.3390
38.0008
22.29%¢
23.8299
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SUMMARY OF 3 RUNS

1 #epex= 600 REDU RERR= 0.834848 % TOTAL 38B=
2 #ape= 630 REDU XBRR= 4.54548 % TOTAL 8S8=
3 #epan 750 REDU NBRR= 6.90909 % TOTAL 38Bx
4 $eps= €50 REDU NBRR=  5.3636¢ X TOTAL 3SB=
8 #eps= 880 REBDU NBRR=  3.48483 % TOTAL 88B=

RADUCED MODBL MIDDLE NODSS/PRATURAES & 7
CANDIDATS FRATURS SBLRCTION VECTOR:
111101101

SUMMARY OF B8 RUNS

1 #eps= 450 RADU NBRR= 7.2712Y3 X TOTAL 35B=
2 #epa= 580 RRDU XBRR= 8.72727 % TOTAL SSBx=
3 #epe= 600 REDU XBRR= 8.00000 % TOTAL SSB=
4 #eps= 600 RBDU %BRR= 6.90909 % TOTAL SSB=
8 #eps= 550 RBDU %BRR= 8.36364 % TOTAL SSB=

RADUCEBD MODBL MIDDLB NODBS/PBATURBS & 7
CANDIDATS FBATURBS SRLRCTION VRCTOR:
111110101

SUMMARY OF B RUNS

1 #eps= 650 REDU XBRR=  3.63636 % TOTAL SSB=
2 #eps= 850 RBDU XBRR=  5.27273 % TOTAL SSB=
3 #eps= 700 RBDU %BRR=  35.09091 % TOTAL SSA=
¢ #epsx 550 REBDU XBRR=  7.63638 % TOTAL SSB=
5 #epa= 550 RBDU XBRR=  5.63638 % TOTAL SSB=

RADUCED MODBL MIDDLB NODBRS/FBATURRS 6 7
CANDIDATE PEBATURRM SBLRCTION VBCTOR:
111111001

SUMMARY OF & RUNS

t #eps= 850 REDU XBRR=  4.54545 % TOTAL SSB=
2 #eps= 650 RBDU %XBRR=  4.90909 % TOTAL SSB=
3 #eps= 850 REBDU XBRR=  6.18182 % TOTAL $SB=
4 #eps= 550 REDU XBRR=  7.63636 % TOTAL SSB=
8 #eps= 650 REDU XBRR=  5.09091 % TOTAL SSB=

RBDUCED MODBL MIDDLE NODBS/FPRATURES & 7
CANDIDATSE PBATURS SBLECTION VBEBCTOR:
111111100

SUMMARY OF 8 RUNS

1 #epsz= 950 REDU XBRR=  4.54548 % TOTAL SSB=
2 #epo= 300 REDU %BRR=  4.73737 % TOTAL SSB=
3 #eps= 3580 REDU XBRR=  6.18182 % TOTAL 3SB=
4 $epe= 750 REBDU XBRR=  3.6363¢ % TOTAL SSB=
5 #epsn 330 REBDU XBRR=  5.63636 % TOTAL SSB=

PBATURS sclection lteration 3 2

37.3890
23.5984
208788
36.1223
17.0709

32.224¢
37.4807
30.8737
30.9639
32.0839

21.2184
20.8828
20.2398
25.4701
22.7578

32.7780
21.9502
20.5088
35.5400
24.2772

18.1854
19,3889
23.741¢
17.8803
38.2310
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Degrees of freedom § 499

Pull model minimum S3B=  14.552029500807

Red d del miaf SSEB= 17.070016920162
LIKBLIREOOD RATIO TEST STATISTIC L=  17.270884429918
Alphad desired=  3.0000000000000D-02

ACCERPT REDUCBD MODEL: PNVAR ;| CNVAR

I i
M i i

STOP= 0

ssusssessersg TRUCTURR SUBMODULR NBXT: ITBRATION= 3

MODBL SALRCTION ITBRATION 3
CURRBNT NUMBBR MIDDLB NODBS/FRATURBSS - PULL MODBL & 7
CURRENT PFRATURS SBLECTION VECTOR
1311011101
BRST PULL MODBL: TOTAL SSB=  17.070916928162

SUMMARY OF 5 RUNS

1 #eps= 3530 RADU XBRR= 7.00091 X TOTAL 38B=  31.475)
2 #eps= 600 RBDU XBRR=x 5.27273 % TOTAL 838SB=  25.4150
3 #eps= 750 REDU XBRR= 4.54848 X TOTAL 38B= 19.3078
4 #eps= 1300 RBDU XBRR= 2.18182 % TOTAL SSB= 12.09%0
8 #eps= 600 RBDU XBRR= 3.81818 % TOTAL 3SB=  17.4042

C feature select 111011101
Degrees of freedom 9 504

Full model mizimum TOTAL $SSB= 17.070916928162

Reduced model mini TOTAL 3SB=  12.099028470063
LIKBLIHOOD RATIO TRST STATISTIC L= -16.309947194121
Accept Reduced Model: SSB'R ; SSB'P L ; FALPHA
RBDUCBD MODBL BRCOMES FULL MODBL
APPROPRIATE NUMBBR OF MIDDLB NODBS ¢

IR i g
o it i

sesssssxsssspR ATURS SUBMODULS NEXT: ITBRATION= 3

REDUCBD MODAL MIDDLB NODBS/FRATURES ¢ ¢
CANDIDATS FBATURB SBLECTION VBCTOR:
01101113101

SUMMARY OF B RUNS

1 #epex 350 RBDU NBRR=  6.90809 X TOTAL 83B=x  32.8491
3 #eps= 600 READU XBRRa 7.09091 % TOTAL SSB=  32.3301
3 #epsx= 850 REDU %BRR= 8.72727 % TOTAL 88B=  35.337T1
4 #eps= 600 REBDU %BRR= 9.45485 % TOTAL SSB=  42.9883
8 #eps= 600 REDU %BRR= 6.00000 %X TOTAL S3B=  31.572¢

REDUCED MODBL MIDDLB NODRS/FRATURRBS 4 ¢
CANDIDATS PRATURD SBLECTION VECTOR:
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1010

11101

SUMMARY OF b5 RUNS

1 #epa=
2 $epaz=
3 #epo=
4 #epaz=
5 #epax

880 REDU XBRA=
600 REDU %NBRR=
850 REDU XBRR=
600 RADU %XBRR=
450 REDU XBRAR=

5.9080% % TOTAL 33B=
5.09092 K TOTAL $38=
5.27273 %X TOTAL $3B=
10.7273 X TOTAL 3$SB=a
8.9090% % TOTAL 33B=

REDUCBD MODBL MIDDLE NODRS/PBATURBES 4 ¢
CANDIDATS FBATURE SRLECTION VACTOR:

1100

11101

SUMMARY OF & RUNS

1 #eps=
2 feps=
3 #epa=x
4 #epaz=
5 #eps=

550 REDU XBRR=
550 RBDU %BRR=
880 REDU %NBRR=
850 REBDU XBRR=
600 REDU XBRR=

8.804545 % TOTAL 3SB=
8.72737 % TOTAL 33B=
8.18182 % TOTAL $SB=
4.90809 X TOTAL 3SB=
4.72727 % TOTAL $3B=

REDUCAD MODBL MIDDLE NODBS/FBATURES ¢ ¢
CANDIDATE FBATURB SBLBCTION VBCTOR:

91101

SUMMARY OPF 35 RUNS

1 feps=
2 #epe=
3 #epa=
4 feps=
8 #eps=

750 RADU XBRR=
550 RBDU %BRR=
550 REBDU XBRR=
550 REBDU %XBRR=
600 REDU %BRR=

7.09091 % TOTAL 8SB=
8.54845 % TOTAL 3SB=
10.00000 % TOTAL SSB=
7.09091 X TOTAL 8SB=
8.54848 % TOTAL SSB=

REBDUCED MODBL MIDDLE NODBS/FEATURRS 4 ¢
CANDIDATE PRBATURE SBLECTION VECTOR:
11101310101

SUMMARY OF & RUNS

1 #epe=
2 #eaps=
3 #epe=
4 feps=
B #eps=

600 REDU %BRR=
850 REDU %BRR=
550 REDU %XBRR=
670 REDU %BRR=
650 REDU XBRR=

6.09091 %X TOTAL SSB=
9.81818 X TOTAL $3B=
8.72737 % TOTAL 33B=
5.09091 % TOTAL 83B=
6.18182 % TOTAL 3SB=

RBDUCED MODBL MIDDLE NODBS/FERATURES ¢ ¢
CANDIDATSE FPRATURS SBLBCTION VECTOR:
it11011001

SUMMARY OF & RUNS

1 fepe=
2 #eps=
3 #eape=
4 fepa=
8 #eps=

850 RBDU %BRR =
880 REDU %BRR=
550 RADU RNBRR=
850 REDU KBRR=
650 REDU XBRR=

6.6363¢ % TOTAL 33B=
6.18182 % TOTAL 385B=
$.363¢¢ %X TOTAL 33B=
8.72727 % TOTAL 33B=
$.27273 % TOTAL 33B=

39.6348
23.4250
31.8088
41.0231
42.6789

38.0840
34.562%
35.0380
20.9889
20.9028

30.0034
34,3097
3r.am
33.6800
36,9981

23,4959
35.1912
38.0612
23.8077
23.9230

23.2047
29.83208
34.9081
40.7081
22.¢001
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REDUCED MODBL MIDDLE NODBS/PBATURES 4 6
CANDIDATS PRATURB SBLECTION VRCTOR:
111011100

SUMMARY OF 8 RUNS

1 #eps= €00 RBDU %BRR=  4.18183 X TOTAL SSB=  17.8449
2 #eps= 600 REDU XNBRR=  5.27273 % TOTAL SSB=  2¢.8046
3 #eps= 850 REDU XBRR=  7.51818 % TOTAL $SSB=  34.3018
4 #eps= 300 REBDU XBRR=  4.54545 % TOTAL $SSB=  19.6977
8 #eps= 380 REDU XBRR=  5.48455 % TOTAL $SSB=  35.7884¢

PBATURB selection iteration ¢ 3

Dagrees of freedom 4 513

Full model misimem SSB=  12,099028470003

Reduced model minimum SSB=  17.844950420117

LIKBLIHOOD RATIO THRST STATISTIC L=  60.906914296286

Alpha2 desired= B 0D-02

ACCBPT REDUCED MODBL: PNVAR ; CNVAR

PINAL NUMBBR OF MIDDLB NODBS/PBATURRS: ¢/ ¢

PINAL PRBATURB SBLBCTION VECTOR
111011100

annnnnnnnnin i
annnnnnnniinnnn i

STOP= o

*sxsassssrsxgTRUCTURB SUBMODULB NBXT: ITARATION= +

MODBL SBLBCTION ITBRATION 4
CURRBNT NUMBBR MIDDLE NODBS/FBATURBES - PULL MODBL 4 ¢
CURRBNT FBATURBE SALBCTION VECTOR
111011100
BEST PULL MODBL: TOTAL SSB= 17.844950420117

SUMMARY OF 8 RUNS

1 #hepe= 600 RBDU %XBRR= 4.90909 % TOTAL SSB=  22.1010
2 #eps= 580 RBDU XBRR= 5.2T273 % TOTAL SSB=  22.2857
3 #eps= 600 RADU NBRR= 4.00000 % TOTAL SSB=  19.4946
4 #eps= 650 REBDU XBRR=  7.63636 % TOTAL $SB=  31.1421
5 #epa= 550 REBDU XBRR= 6.36364 % TOTAL 3SB=  27.3371

C £ select ! 111011100

Degrees of freedom 8§ 817

Pull model minimsm TOTAL SSB=  17.844950420117

Reduced model mini TOTAL SSB=  19.494857812129
LIKBLIHOOD RATIO TRST STATISTIC L=  B.9740069774096
Alphal=  8.0000000000000D-02

RBJBCT REDUCBD MODBL

APPROPRIATS NUMBBR OF MIDDLB NODAS 4

mannnnn i
i i

201




PINAL NUMBBR MIDDLS NODBS/FBATURES: +¢ ¢
FINAL PBATURS SBLECTION VECTOR
11101113200

I i
I i
PROGRAM COMPLATA

B.3 Application of the Comprehensive Neural Network Selection Methodology on a Modified XOR
Problem

OVBRALL NBURAL NBTWORK SBLBCTION: AUDIT TRAIL

Number of ANN iteratst to fiad good local mia
iz architectuze and feature modules 6

Number of ANN iteratioas for saliency screening module statistics 10

Iaitial model structure is:

NUMBBR OPF INITIAL MIDDLB NODBS ¢

NUMBBR OF INITIAL PBATURBS &

NUMBBR OPF OUTPUTS 1

1 OUTPUTS USED FOR 3 CLASSES

NUMBBR OF VECTORS; TRAIN - TBST: 300 200

NUMBBR OPF INITIAL TRAINING BPOCHS 800

NUMBEBR OF ADDITIONAL TRAINING BPOCHS BETWEBEN TAST SAT SSB BVALUATIONS (m) 50

IMPROVEMBNT RBQUIRRD BETWBEN BVALUATIONS FOR TRAINING TO CONTINUB (1-C3)%
5.00000B8-03%

TRAINING CONTINUBS IF:its-sse(t] ; TS-SSB[t-m]*C3

LOG declining learning rates nsed

MOMBNTUM STBP SIZB C2 = 0.300000

ONLY THB STATISTICALLY INDICATBD PSATURES ARB RBMOVED

STATISTICAL SIGNIF LAVBLS: ARCH,PBAT,SAL= . 0D-02 & 0D-02
5.0000000000000D-02

RANDOM NUMBBR SBED 14.0000

NN i i
i i

wesssssesattINITIAL ARCHITBCTURBS SBLACTION MODULR:

MODEL SBLBCTION ITBRATION 1
CURRBNT NUMBBR MIDDLS NODAS/FBATURBES - PULL MODBL 6 &
CURRBNT FPBATURB SBLERCTION VBCTOR

11111

SUMMARY OF & RUNS
1 #epa= 6560 PULL %BRR= 1.60000 % TOTAL $SB=  7.91194
2 #eps= B850 FULL %BRR= 3.20000 %X TOTAL 88B= 10.7792
3 #eps= 700 PULL %BRR= 3.80000 % TOTAL SSE=  18.2286
4 #eps= 600 FULL %BRR= 2.60000 % TOTAL $SB= 10.32880
5 #eps= 6550 PULL RBRR= 2.20000 % TOTAL SSB= 10.07596

SUMMARY OPF B RUNS
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1 #eps= 600 REDU %BRR=  3.80000 % TOTAL SSB=  16.6088
2 Pepam 630 REDU XBRR=  1.40000 % TOTAL SSB=  8.09073
3 #eps= 580 REDU XBRR=x 1.80000 % TOTAL SSB= 10.46386
4 #epe= 850 RBDU XBRR=  3.00000 %X TOTAL SSB=  9.20750
3 #epex= 880 REDU XBRR=  ¢.40000 % TOTAL SSBx=  10.5097

Current feature snlect vecter 1 1 1 1 1

Daegrees of fresdom 7 487

Pall model misimem TOTAL SSB=  7.0119365043829

Reduced del mial TOTAL 38B=  85.0907288347737
LIKBLIHOOD RATIO TBST STATISTIC L= 1.475313445658588
Alphal=  5.0000000000000D-02

Accept Reduced Model: L ; P'ALPHA

RBDUCED MODBL BECOMAS PULL MODBSL
APPROPRIATE NUML'BR OF MIDDLE NODEBS &

INVBSTIGATING RADUCBD ARCHITRCTURS NBXT

TN i
I e g

MODBL SBLBCTION ITBRATION 1
CURRBNT NUMBBR MIDDLB NODBS/FBATURBS - PULL MODBL 8 &
CURRBSNT PBATURB SBLBRCTION VECTOR
11111
BBST FULL MODBL: TOTAL SSB=  8.090728854T737

SUMMARY OF 8 RUNS

1 #eps= 600 RBDU %XBRR= 2.40000 % TOTAL SSB=  10.6701

2 #eps= 530 RBDU XBRR=  1.80000 % TOTAL SSB=  0.59483
3 #eps= 650 RBDU %BRR=  1.40000 % TOTAL $SB=  §.33807
4 #eps= 550 RBDU XBRR=  3.20000 % TOTAL SSB=  14.3301
5 #eps= 750 REDU %BRR=  1.60000 % TOTAL SSB=  8.37509

Current feature select vector 1 1 1 1 1

Degrees of freedom 7 464

Pull model miaimam TOTAL SSB= $.0907288547737

Reduced model minimam TOTAL SSB= $.3380696448074
LIKBLIHOOD RATIO THST STATISTIC L= 2.0264133471364
Alphal=  5.0000000000000D-02

RBJECT REDUCED MODBL

APPROPRIATE NUMBEBR OF MIDDLB NODAS 5

THIN i
I i e

sssxsxssasex GALIBNCY SCRBANING MODULB:

SUMMARY OF 10 TRAINING RUNS
1 #eps= 550 RRDU XBRR= 2.40000 % TOTAL SSB= 10.26702

2 #eps= 700 RBDU XBRR= 1.60000 % TOTAL SSB=  7.46934
3 #epsx= 850 RBDU XBRR= 1.60000 % TOTAL $3B=  9.15896
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4 $epa=
5 flepa=
6 Sepaz
T #eps=
8 #epsz=
? #eps=

10 #eps= 650 RBDU %BRR=

NUMBBR OF NOISS-LIKB PBATURBS REMOVED WITRH SALISNCY SCRBBNING 2

550 RADU RARR=
600 RBDU XBRR=
700 RBDU %BRR=>
600 REDU XBRR=
780 RBDU XBRR=
460 REDU NBRR=

2.20000 % TOTAL 888=
2.80000 X TOTAL 35B=
1.80000 % TOTAL SSB=
6.60000 % TOTAL S5B=
3.80000 % TOTAL SSB=
3.40000 % TOTAL 85B=

2.40000 X TOTAL $SB=

$.1236%
9.81324
9.98184
234.8388
14.7960
11.2888
9.08073

FBATURD SBLBCTION VACTOR AFTER SALIBNCY SCREBNING
11001

I i i e
|

seesvasnsax*STRUCTURB SUBMODULB NBXT:

MODBL SBLECTION ITBRATION 1
CURRBNT NUMBBR MIDDLA NODBS/FBATURRBS - PULL MODBL & 3
CURRBNT PBATURB SBLBCTION VERCTOR

11001

SUMMARY OF 5 RUNS

1 #epa=
2 fepa=
3 feps=
4 feps=
3 jeps=

700 PULL XBRR=
700 FULL %BRR=
550 PULL XBRR=
750 FULL XBRR=
830 FULL %BRR=

SUMMARY OF & RUNS

1 #eps=
2 #eps=
3 #eps=
4 #epa=
5 feps=

Cuazreat featnre select vector

600 REDU XBRR=
550 REDU %XBRR=
600 REDU %BRR=
700 RBDU %BRR=
600 RBDU %BRR=

Degrees of freedom B 484

Pull model minimum TOTAL SSH=
Reduced model minimam TOTAL $8B=
LIKBLIHOOD RATIO TBST STATISTIC L=

1.80000 % TOTAL SSB=
1.80000 % TOTAL SSB=
1.60000 % TOTAL SSB=
2.00000 % TOTAL SSB=
0.400000 % TOTAL $SB=

17.8000 % TOTAL SSB=
2.60000 % TOTAL SSB=
1.40000 % TOTAL SSB=
1.60000 % TOTAL SSB=
1.80000 % TOTAL §SB=

11001

7.6426826397289
7.3852344082718

Accept Reduced Model: SSA'R ; SSH'P
RADUCED MODBL BECOMBS PULL MODBL
APPROPRIATS NUMBBR OF MIDDLB NODBS 4

INVBSTIGATING RADUCED ARCHITECTURS

aonnnnn i
ORI

MODBL SBLECTION ITBRATION 1
CURRBNT NUMBBR MIDDLB NODBS/FBATURBS - PULL MODBL 4 3
CURREBNT FRATURB SALBCTION VECTOR

1100

DEST PULL MODBL: TOTAL S3B=

1

7.3852344082716

ITBRATION=

7.64268
8.00043
8.06628
8.76789
7.82388

40,9830
12.53482
7.65013
T.38523
7.58410

-3.1260322730495
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SUMMARY OF 5 RUNS

1 #eps= 550 RBDU XBRR=  5.00000 % TOTAL SSB= 16.2218
2 #eps= 530 RADU XBRR=  18.4000 X TOTAL SSB= 62.6749
3 #eps= 650 RBDU RBRR=  4.00000 % TOTAL SSB=  17.572¢
4 #eps= 600 RBDU XBRR= 18.2000 % TOTAL S38B=  60.4270
5 #eps= 600 RBDU XBRR=  4.00000 % TOTAL SSB=  16.233¢

Current feature select vector

Degrecs of freedom & 469

Full model minimam TOTAL SSB=
Reduced model minimam TOTAL SSH=
LIKBLIHOOD RATIO TRST STATISTIC L=
5.0000000000000D-02

Alphat=

RBJECT REDUCBD MODBL

11001

7.3052344052716
16.221787120865

112.23203998884

APPROPRIATS NUMBBR OF MIDDLB NODBS 4

i e
i i i

sxsxxsxsxsxxPRATURBS SUBMODULS NBXT: ITBRATION= 1

RBDUCED MODBL MIDDLB NODBS/FBATURRS 4 2
CANDIDATE FEATURB SELBCTION VBCTOR:
01001

SUMMARY OF 5 RUNS

1 #eps= 1350 RBDU %BRR=  1.20000 % TOTAL 3SB=  6.49572
2 #epr= 600 RBDU %BRR=  1.60000 % TOTAL SSB= 8.81672
3 #eps= 0650 RBDU XBRR=  4.20000 % TOTAL SSB=  19.1158
4 #eps= 760 RADU %BRR=  3.30000 % TOTAL SSE=  16.3031
5 #eps= 850 REDU %BRR=  1.20000 % TOTAL SSB=  8.34364
RBDUCED MODBL MIDDLB NODBS/FBATURBS 4 2
CANDIDATB FBATURB SBLBCTION VBCTOR:
10001
SUMMARY OF 5 RUNS
1 #eps= 550 REDU XBRR=  51.8000 % TOTAL SSR=  124.733
3 #ecps= 550 RBDU %BRR=  51.8000 % TOTAL SSB=  125.079
3 #eps= 550 RBDU %BRR=  49.6000 % TOTAL SSB=  124.842
4 #epa= 550 REDU XBRR=  46.2000 % TOTAL SSB=  135.595
5 #eps= 550 ABDU %XBRR=  485.2000 % TOTAL SSB=  124.645
RBDUCED MODBL MIDDLE NODBS/PBATURBS 4 32
CANDIDATB FBATURB SBLECTION VBCTOR:
11000
SUMMARY OF 5 RUNS
1 #eps= 750 RBDU XBRR=  3.20000 % TOTAL 3SB=  14.6345
2 #eps= 550 RBDU %BRR=  17.8000 % TOTAL SSB=  60.4645
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3 #eps= 1250 REDU XBRR= 1.40000 X TOTAL 3SB=
4 #epe= 600 REBDU XBRR= 3.60000 % TOTAL SSBx
8 #eps= 1200 RBDU %BRR= 3.30000 % TOTAL $SB=

PRATURB selection iteratioa ¢ 1

Dagrees of freedom 4 469

Full model minimum 33B=  7.3852344052716
Reduced model minimum SSB=  6.4987242408871

ACCHBPT REDUCED MODBL: SSB'R ; SSB'P

LI N
TR

STOP= 0

T.86107
17.6820
10.9748

LIKBLIHOOD RATIO TRST STATISTIC L= -14.122106374419

seesvessass*STRUCTURS SUBMODULB NBXT:
MODBL SBLEBCTION ITBRATION 3

CURRBNT PBATURB SBLECTION VECTOR
01001
BAST FULL MODBL: TOTAL SSB=  6.4957242445871

SUMMARY OF 5 RUNS

1 #eps= 600 REDU %BRR=  18.2000 % TOTAL SSB=
2 #eps= 550 REDU %BRR=  5.40000 % TOTAL SSB=
3 #eps= 600 REDU %BRR=  5.40000 % TOTAL SSB=
4 #cps= 550 RBDU %BRR=  18.2000 % TOTAL SSB=
5 #eps= 600 RBDU %BRR=  3.40000 % TOTAL SSB=

Carrent feature select vector 0 1 0 0 1

Degrees of freedom 4 473

Full model miaimum TOTAL SSE=  6.4957242485871
Reduced model minimum TOTAL SSB=  16.427880500077

Alphal=  5.0000000000000D-02
RBJBCT REDUCBD MODBL

APPROPRIATE NUMBBR OP MIDDLB NODBS 4

HIT i
O i

ITBRATION= 2

CURRBNT NUMBBR MIDDLB NODBS/PBATURBSS - FULL MODBL 4 2

60.7789
21.5857
18.4563
60.3443
16.4379

LIKBLIHOOD RATIO TBST STATISTIC L= 180.80777936258

serERERsss PRATL 4B SUBMODULE NBXT:

RBDUCAD MODBL MIDDLB NODBS/FBATURBS ¢ 1
CANDIDATB FEATURB SBLECTION VBCTOR:
00001

SUMMARY OF & RUNS
1 #eps= 600 RBDU %XBRR=  50.4000 % TOTAL SSN=

2 #eps= 600 REBDU XEBRR= 46.8000 % TOTAL S3B=
3 #eps= 600 RBDU XBRR= 80.2000 % TOTAL SSB=

ITBRATION= 2

124.963
125.793
124.773
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4 $#eps= 600 RBDU %BRR= 48.4000 % TOTAL 83B=  124.680
8 #eps= 050 RBDU NBRR= 40.2000 X TOTAL 38E= 124.749

REDUCED MODBL MIDDLER NODBS/PRATURAS 4 1
CANDIDATS FPRBATURS SBLACTION VRCTOR:
01000

SUMMARY OF B RUNS

1 #eps= 550 RBDU XBRR=  47.0000 % TOTAL SSB=  124.507
2 #eps= 850 RBDU XBRR=  51.8000 % TOTAL SSB=  124.548
3 #eps= 650 RADU %BRR=  48.4000 % TOTAL SS8=  124.431
4 #eps= 850 RADU %BRR=  46.2000 % TOTAL SSB= 134.718
5 #eps= 650 RBDU %ERR=  47.6000 % TOTAL SSA=  135.189

FBATURB aclection iteration # 2
Degrees of freedom ¢ 473
Fall model minimum SSB=  6.4957T242485871
Reduced model minimum SSB= 124.43057468684
LIKBLIHOOD RATIO TEAST STATISTIC L=  2146.9193473471
Alpha3 desired= 5. 0D-02
RBJRCT RSDUCBED MODBL
FINAL NUMBBR OF MIDDLB NODES/FRATURBS: 4/ 1
PINAL FRBATURB SBLECTION VBCTOR

01001

HOnnn i i
T i i

STOP= 1

msssssssssnsg ALIBNCY MODULB NBXT: ITBRATION= 3

SUMMARY OF 10 TRAINING RUNS

1 #eps= 550 RBDU %BRR=  2.00000 % TOTAL 3SB= 1.57736
2 #epa= 600 RBDU %BRR=  1.40000 % TOTAL SSB=  8.56912
3 #eps= 550 RBDU %BRR=  4.40000 % TOTAL SSB=  16.9253
4 #eps= 550 RBDU XBRR=  1,60000 % TOTAL SSB=  10.8887
8 #eps= 530 RBDU XBRR=  4.40000 % TOTAL SSB=  17.3659
6 #eps= 900 RBDU XBRR=  1.40000 % TOTAL SSB=  7.73438
7 #eps= 650 RBDU XBRR=  2.20000 % TOTAL SSB=  9.11519
8 #epa= 600 RBDU XBRR=  2.00000 % TOTAL SSB=  9.48392
9 #eps= 550 RBDU XBRR=  5.40000 % TOTAL $SB=  19.1411
10 #eps= 600 RADU %BRR=  4.00000 % TOTAL 3SB=  18.5100

PINAL NUMBBR MIDDLB NODBS/PBATURBS: 4 2

FINAL FBATURB SEALECTION VEACTOR
01001

WU i
aannnnniinnnn i

PROGRAM COMPLBTE
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