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ABSTRACT

The work of the VHF adaptive antenna development task is reported. An adaptive-antenna
test bed was assembled, including a programmable real-time signal processing system. Power-
ratio-inversion (PRI) and eigenvector-weighting (EV) adaptive algorithms were investigated
analytically and by means of simulation, and implemented in two-element form on the real-time
processor. These algorithms tend to separate incoming signals into different output channels
according to their relative strengths, and do not require a priori information on the
communications signal being received. The PRI algorithm was expected to invert the relative
input powers of the jamming and communications signal, in the output signal. Analyses indicate
that the EV algorithm should perform better than the PRI algorithm, especially when the
incoming jamming and communications signals are well-separated in direction. Tests with real-
world signals reveal deficiencies in the hardware implementation, as well as limitations in the
algorithms themselves. Means of correcting the deficiencies are identified, and proposed for a
new real-time signal processor to be implemented as part of a continuirg technology-base
activity. More effective algorithms which make use of a priori information on the
communications signal to obtain a reference signal are recommended for implementation in the
continuing work, the goal of which is to produce a demonstrable effective VHF adaptive-antenna
system for land-tactical communications.

RtSUMIt

Ce rapport pr~sente les r~sultats du projet de d~veloppement d'un syst~me adaptif
d'antennes pour les communications aux fr~quences VHF. Un banc d'essai pour syst6mes
adaptifs d'antennes fut construit, incluant un syst~me programmable de traitement des signaux en
temps reel. Les algorithmes adaptifs d'inversion de puissance (PRI) at de balance des
eigenvecteurs (EV) furent dtudi~s soit par analyse, soit par simulation, et furent implants, pour
deux antennes, dans le syst~me programmable. Ces algorithmes ont tendance A s~parer en deux
canaux les signaux qui arrivent A la sortie du syst~me, selon les puissances relatives, et ne
nicessitent aucune connaissance "a priori" des caractdristiques de ces signaux. On s'attendait A ce
que l'algorithme PRI inverse les puissances relatives des signaux de brouillage et de
communications. L'analyse a indiqu6 que l'algorithme EV devrait fonctionner mieux que
l'algorithme PRI, particuli~rement lorsque les signaux de brouillage et de communi.zations sont
bien s~pards en direction. Des essais avec des signaux r6els ont r~v616s des lacunes dans le
mat6riel et des limitations dans les algorithmes. Nous identifions ici des moyens pour corriger ces
lacunes et proposons de rdaliser un nouveau processeur de traitement des signaux sous un projet
de technologie de base. Ce nouvel effort comprendra la rdalisation d'algorithmes qui utilisent des
caractiristiques connues "a priori" du signal d6sir6 pour ainsi obtenir un signal de r~f6rence. Le
but final est de d6montrer la faisabilitd d'un syst~me efficace adaptif d'antennes VHF pour les
communications terrestres militaires.
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EXECUTIVE SUMMARY

This report summarizes the work performed at CRC under the VHF adaptive antenna
development task. This work is directed toward providing an antijamming capability for VHF
land-tactical communications. As presently envisaged, this capability would be provided by a
specially built receiving system consisting of two (or more, if desired) antennas, commonly tuned
receiver front ends, and a digitally implemented programmable signal processor. This system
would be capable of receiving and deciphering communications signals from the new combat net
radio under development, as well as performing interference cancellation according to a variety of
stored algorithms, each appropriate to a particular communications signal format or operational
situation that might be encountered.

A major part of the task was the development of a VHF adaptive antenna test bed. In
addition to the appropriate transmitting and receiving equipment, a programmable -.al-time
s1igi,,-processing system was assembled. This system was used to implement candidate adaptive
antenna algorithms. It permitted these algorithms to be tested with real signals, as well as with
simulated signals generated by specially written software. The signal-simulation software
provided a way to extend the testing to conditions that otherwise may not have been possible with
the real-signal tests, and also permitted precise and repeatable test conditions, against which
different techniques could be compared. A description of the test bed and its associated software
is contained in this report.

Due to PY limitations the work of the present task was restricted to investigating a
particular class of algorithms which tend to separate incoming signals into separate output
channels. These algorithms are quite flexible in the types of communication signals they can work
with, and are appropriate for the FM voice signals currently employed for VHF land-tactical
communications. A two-element array was used for the actual implementation of the algorithms;
the analysis and modelling also considered more elements.

The first algorithm to be considered was the power-ratio-inversion (PRI) algorithm, which
has the property of inverting the relative powers of jamming and communications signals seen at
the input. This algorithm has been implemented in analog form in earlier adaptive antenna
systems; it is limited in its interference cancellation when the jamming and communications
signals are close in power. The second algorithm considered was the eigenvector-weighting (EV)
algorithm, which has up to now received little attention. Analyses of the EV algorithm reveal that
in many cases, the EV algorithm performs better than the PRI algorithm, often yielding adequate
performance with the jamming and communications close in power. However, the EV algorithm
performance improves as the number of antenna elements increases, and for a two-element array
there remains a substantial fraction of possible cases for which the achieved interference
cancellation is inadequate.

The implemented PRI and EV algorithms were tested against simulated signals and found
to perform according to the expectations of theory. Tests with real-world signals revealed
adaptive-antenna effects, due to the hardware implementation, which limited performance. These
included receiver mismatches introduced mainly in the final-stage filters of the receive channels,
receiver phase noise, and analog-to-digital quantization noise. These effects acted to limit the
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operating range, over which the adaptive antenna system could be effective, to jamming signal
levels no more than 20 to 25 dB stronger than the wanted signal.

It is planned to carry on the VHF adaptive antenna work started in the present task under
the current adaptive antenna technology-base activity, with the goal of producing a demonstrable
effective system for land-tactical use.

Plans include the replacement of the programmable signal processing system with a new
low-cost PC-based system that has become technically feasible since the original system was
developed. This system will permit the final receiver filtering to be performed digitally, thus
remedying the receiver mismatch problem. It will have more bits available for analog to digital
conversion, thereby reducing quantization noise. Receiver phase noise will be eliminated as a
problem by running the receivers from a common local oscillator. This system should become the
basis of a demonstrable adaptive antenna system, for land-tactical use.

The new system will be based on Texas Instruments TMS320C40 digital signal-
processing chip technology, which can be incorporated into operational systems thus permitting
the operational software developed under the present program to be transferred with minimal cost.
Similar technology is being incorporated into an HF adaptive antenna system developed for naval
communications. This will facilitate the sharing of software between the VHF and HF
applications.

More effective algorithms which require predetermined knowledge of portions of the
communications signal will be implemented in the new system. These algorithms are signal-
specific, and are well-suited to the newer forms of data signalling now coming into use. An
existing highly effective algorithm developed at CRC for the NATO STANAG 4285 HF serial
waveform will be adapted to similarly-structured VHF signals.
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1.0 INTRODUCTION

The VHF Adaptive Antenna Development Task was originally intended to develop an
interference-cancelling adaptive antenna system for application to the new VHF combat net radio
(CNR). Previous modelling and analytic studies had shown it to be an effective antijamming
technique for the land-tactical environment. The first and funded portion of this task, as described
in phases 1 and 2 of the task description sheet, include the development of an adaptive-antenna
test bed and the identification, test-bed implementation and testing of appropriate adaptive
techniques in order to establish their feasibility. It is this work that the present report covers.

The latter part of the task was dependent on decisions taken regarding the CNR architecture.
The decision was made to procure an existing design for the CNR that was not amenable to
incorporating adaptive-antenna technology. As a result, the emphasis of the task shifted from a
system that was embedded as part of the new CNR to a stand-alone system that would receive
signals from a CNR but not depend on a CNR for its implementation. Such a system might be
installed in vehicles or at fixed ground sites where more than one antenna could be justified. As a
result of this decision, it became appropriate to terminate the development task at the end of its
current funding and continue work under an existing adaptive-antenna technology-base program,
to the point where an implementable system could be demonstrated and a decision regarding final
operational development and purchase could be made.

This report is intended as both a final report on the VHF development task, and a progress
report on the work being done at CRC to address the DND requirement for interference
cancellation on VHF land-tactical cbmmunications circuits.

Section 2 describes the adaptive-antenna test bed. This includes a description of the
hardware, including a programmable real-time processing system, which was the major
component developed in the test-bed system. System software, including signal simulation and
algorithm evaluation software, are described.

The algorithms implemented and tested were those which tended to separate the incoming
signals at the output, and which did not require a priori information on the communications
signal. This strategy is appropriate for the FM voice signals employed in land-tactical VHF
communications. A two-element adaptive array is the most likely configuration, given the limited
space available on vehicles. A power-ratio inversion (PRI) algorithm and eigenvector-weighting
(EV) algorithm were implemented for this array. Sections 3 and 4 describe the PRI algorithm and
EV algorithms respectively, and review their performances against simulated signals.

Section 5 reviews the test-bed measurements with real-world signals, using both the PRI
and EV algorithms. These measurements provided not only a test of the algorithms, but of the
hardware implementation. Various deficiencies in the hardware and algorithms as implemented
are identified.

The conclusions of the work are provided in Section 6. These include recommendations
for overcoming the identified deficiencies, and the work planned for the next phase, to be carried
out under the technology base program.
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2.0 VHF ADAPTIVE-ANTENNA TEST BED

A major initiative in the VHF Adaptive Antenna Development Task has been the
implementation of an adaptive-antenna test bed. The test bed was developed to further test and
develop adaptive-antenna algorithms and techniques prior to their implementation in operational
prototypes, and to gain experience in issues of implementation.

SIGNAL SOURCES

communications jamming

t t t transmitted RF signals

PROPAGATION MEDIUM
- antennas, over-the-air testing
- cable network, in-lab testing

• • RF signals as seen by
t t -t antennas

RECEIVING SYSTEM
- commonly tuned phase-coherent receivers
- in-phase and quadrature demodulation

baseband or low IF signals
t t t tfrom antennas

PROGRAMMABLE REAL-TIME PROCESSOR
- signals converted to digital samples
- output samples calculated using

programmed adaptive algorithm
- output restored to analog form

baseband or low IF output signal

SIGNAL INTERPRETATION
- message display, voice,

data error analysis

Figur 2.1 VHF adaptive-antenna test bed.

The test bed is illustrated in Figure 2.1. It consists of jamming and communications signal
sources, a receiving system including four commonly tuned receivers, and a programmable real-
time processor. It is intended to be highly flexible so as to accommodate a wide variety of fixed-
frequency and frequency-hopping applications, and adaptation techniques.

RF signals from the communications and jamming sources are passed to the receivers,
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either over the air with the aid of transmitting and receiving antennas, or in the lab via a specially
built network of variable-length cables and power splitters/combiners which simulate an antenna
array receiving the signals from different directions. The operating frequency range includes but
is not restricted to the 30-88 MHz VHF land-mobile band.

The programmable real-time processor is a major portion of the test bed. This system
accepts either baseband or low-IF signals from the receivers, and converts them to digital samples
for processing. Eight input channels are available, permitting in-phase and quadrature signals
from up to four antennas, or IF signals from up to eight antennas, to be sampled. After digital
conversion, the processor calculates weights from the input signals and then applies these weights
to the input signals and combines the weighted signals to form output signal samples, which are
then converted back into an analog signal. The weights calculation and weighting operations are
carried out according to programs which are written on and stored in the processing system. The
processing system is high-speed, so that it will operate in real time and perform as an adaptive-
array processor in field tests, thus enabling the evaluation of adaptive-antenna algorithms.

As well as working with real signals, the processing system may be used in non-real time
with stored signal samples, previously generated internally by signal simulation software. The
software-generated samples provide a means of quickly testing programmed adaptive-antenna
techniques without setting up other test-bed equipment. This capability permits different
techniques to be tested against the same precisely specified conditions, and it extends operating
conditions beyond those readily available in field tests.

2.1 VHF RECEIVING SYSTEM

The VHF receiving system, shown in Figure 2.2, receives the signals transmitted in free
space in over-the-air experiments, or via cables in in-lab experiments, and demodulates them to
baseband or low-IF frequencies.

The receivers used for this purpose are four Watkins-Johnson WJ-8628A- 1 intercept and
monitor receivers in a WJ-9040 equipment frame. The frame includes the common power supply,
a site-lockable frequency reference module, and IEEE 488 bus control. These receivers were
selected on the basis of their low phase noise, ability to accept external local oscillator signals
(permitting noise-free phase-coherent operation), and ability to operate with frequency-hopping
signals. The receivers can be run coherently using internally-set tuning (and local oscillator
signals) and a common external frequency reference. This is the mode of operation illustrated in
Figure 2.2. The 10-MHz frequency reference output of an HP 8645A frequency synthesizer
provides the reference frequency. A PC computer is used to control the receivers' RF frequency,
gain, and IF bandwidth, via the IEEE-488 bus.

The receivers' 21.4-MHz IF output is passed to a specially built I-Q demodulation system,
which reduces the signals to baseband in-phase (I) and quadrature (Q) signals. This demodulation
system uses a HP 3335A frequency synthesizer to produce a 21.4-MHz CW tone which is used in
the frequency down-conversion process. The 21.4-MHz tone is also locked to the 10-MHz
frequency reference.
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SIpower 21.4 MHz
Ssupptl""y

FREQUENCY-
IEE88býFREQUENCY AGILESYNTHESIZER SYNTHESIZER

PC for (HP 3335A) (HP 8645A)
RECEIVER
CONTROL t6ecsg~

10 MHz reference signal -

E.re 2.2 Receiving system.

The resultant baseband in-phase and quadrature signals are passed through a set of
precision low-pass filters, before being sent to the programmable processor. The input bandwidth
of the signal to the processor is set by these filters, which have cutoff frequencies selectable over
the 10-Hz to 150-kHz range. Typical settings were 6.0 and 12.5 kHz, corresponding to
bandwidths of 12 and 25 kHz, respectively.

Frequency hopping is facilitated by an external local oscillator signal from a HP 8645A
frequency-agile frequency synthesizer. This synthesizer has a tuning time of less than 0.1 ms, and
so can support hop rates up to 10 kilohops/sec. A second HP 8645A synthesizer provides a
frequency-hopping capability at the transmitter.

The I-Q demodulator is shown in more detail in Figure 2.3. The 21.4 M-Hz reference tone
is amplified by 15 dB, then split into two components 1osc and Q0sc with one shifted 90* with
respect to the other. Each of these components is then split into four, to provide 1osc and Qosc
signals for up to four receivers.

The upper part of Figure 2.3 shows the first receiver path in more detail; the other three
paths are identical. The 21.4-MHz IF signal from the receiver is amplified by 16 dB, then split
into two. One branch is mixed down to baseband with the Ioc signal, the other with the Qosc
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Figure 2.3 I-Q demodulator

.gnal. These signals are then passed to low-pass filters to remove the higher-frequency
component (42.8 MHz) of the mixsing. Wenuthe in the baseband in-phase (I) and quadrature (Q)
signals.

A variable phase shifter in the adsc branch permits fine adjustment of the relative phases of
the I and Q signals, in order to compensate for asymmetries in the 0* splitter and mixers, and
inaccuracy in the 90* splitter.

2.2 PROGRAMMABLE REAL-TIME PROCESSOR

The programmable processor provides a means of implementing adlaptive-antenna
algorithms for test purposes. A functional block diagram of this processor is provided in Figure
2.4. Input baseband or low IF signals from the receivers ,,re sampled and converted to numbers,
which are accumulated into blocks of operator-specified length. When a block has been
accumulated, it is ready for processing. When the input process is ready, the block is transferred
into memory and processed according to the adaptive algorithm being tested. Ile result is a set of

weights for the block, used to weight and sum the input samples in the block, thus producing a



block of output samples. The block of output samples is passed to the output process where it is
restored to serial format and converted back to an analog signal.

Input baseband or low IF signals from receivers
S... • JL""'" "'l: "'":,1-".... "

A/D conversion,
partitioning Into blocks,0

compute ED Input sample
terminal FEJ blocks

7 Processing: [
calculating weights,

program weighting Input samples '
and data
storage data output sample

,, I• blocks

Figure 2.4 Programmable serial format restoration

real-time adaptive-antenna D/A conversion
processor: functional
block diagram. " ..I .............

Iadapted baseband4 or low-IF signal

The programmable nature of the processor is facilitated by the inclusion of a terminal
which provides an operator interface, and various magnetic media which provide program and
data storage, backup, and program input. As part of its function, the processor is required to
operate as a general-purpose computer for the development of operating programs, signal
simulation programs, and performance evaluation routines.

2.2.1 Hardware

A block diagram of the processor system hardware is shown in Figure 2.5. Essentially the
system consists of three parts: host, input/output, and processing. Where possible, off-the-shelf
components were used to implement these subsystems.

The host, or controller subsystem, includes a MicroVAX II computer in a specially built
enclosure with enough power, cooling, and empty slots to accommodate the other portions of the
system. Communications between the cards in the enclosure are provided by Q-bus. A computer
terminal provides the necessary operator interface; a hard disk, the program and data storage; a
streaming tape unit provides system backup, and a floppy disk drive provides backup and entry of
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smaller program and data files. Additional ports permit a printer to be attached, as well as

additional terminals, so that more than one user can access the host for program development.

HOST PROCESSING INPUT/OUTPUT

Input
analog output

computer signals signals

printer terminalJ

Input A/D dual FIFO

MicroVAX h Zip 3232+ converters buffers and
floppy disk computer array and dual output D/A

processor FIFO converters

streaming tape, buffers

Figure2- Programmable real-time processor: hardware block diagram.

The input/output (I/O) subsystem handles the input of signals from the receivers and the
output of corresponding processed signals. It consists of two sets of cards, for input and output.
These cards were designed and built at CRC, as there were no suitable commercial products at the
time.

The input portion can accommodate up to eight input channels. On each channel, a
sample- and-hold circuit samples the signal according to a programmed delay, following a
common sample-timing signal. Twelve-bit analog-to-digital (A/D) converters convert the signal
samples from the channels into numbers, which are then stored sequentially in FIFO (first-in,
first-out) memory. When a programmed number of samples has been stored, the FIFO memory is
swapped with a second FIFO memory, and the samples for that block passed to the processing
subsystem, via an external port. The second FIFO memory meanwhile accepts new samples so
that there is no loss in continuity. In addition to these functions, communications is provided with
the host via the Q-bus, for the setting of operating parameters such as the number of input
channels, the block length, and the sampling delay for each channel. The input portion is
controlled by a TMS320C20 processor, run according to a program stored in read-only memory
(ROM).
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The output cards provide a similar set of functions, in reverse order. A block of processed
samples is passed when it is ready, by the host to the available FIFO memory in the output
portion. Meanwhile a second FIFO memory is having its stored samples read out sequentially,
according to the original sample timing, to a set of 16-bit D/A converters. Up to four analog
output channels are available. Following conversion, the output signals are then low-pass filtered
to remove quantization noise.

The I/O subsystem has two modes of operation: continuous and pulsed. The continuous
mode is the conventional mode of operation; in this mode, input signals are sampled and passed to
the processing subsystem in blocks continuously. The pulsed mode is intended for frequency-
hopping applications. In the pulsed mode, sampling is initiated by the reception of an external
pulse (coincident with a frequency change), starting a specified time after the pulse and lasting for
a specified number of blocks.

The processing subsystem consists of a Mercury Zip 3232+ processor, which appears to
the host MicroVAX as an input/output (I/O) device. The Zip processor is designed for high-speed
floating operations, and has a maximum speed of 20 Mflops. It includes a control processor which
handles most of the I/O and logic operations of the programs, and two dual-pipeline arithmetic
processors which operate in parallel, performing the same programmed operations on different
data. It also includes a 2-Mbyte program and data memory, as well as smaller immediately
accessible program memories and data registers in the control and arithmetic processors. A major
function of the control processor is to move data between the 2-Mbyte memory and the arithmetic
processor registers. Once initiated and provided with data, the arithmetic processors perform their
operations in parallel with those of the control processor.

In a typical operation, the operating program is loaded into the Zip by the host and the Zip
started, to run unattended. The loaded program coordinates its operation with those of the host
and I/O subsystems by the use of interrupts.

2.2.2 Software

The software resident on the programmable processor can be divided into two groups
according to use: development and operation.

The development software is the commercial software normally available on a general-
purpose computer for program development, and is run on the MicroVax host. It includes the C
and Fortran languages, and the MicroVMS operating system. It also includes the development
software for the Mercury Zip array processor: a compiler and assembler, a standard algorithm
library of commonly used mathematical routines, and a simulation package facilitating the
debugging of programs written for the Zip. In addition, there is a set of custom-written drivers for
the I/O boards, which are used in test programs for these boards, as well as in the normal
operation of these boards. These drivers permit a user to control the I/O operating parameters of
these boards, to enter simulated data into their dual FIFOs, to examine and clear the contents of
the FIFOs, to start and stop the sampling of signals, and to reset the operating programs resident
in their ROM memories.
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The operational software is those programs and data files specific to the actual operation
of the processor as an adaptive antenna system. It includes the adaptive-antenna program resident
in the Zip processor, the host-resident control program, and parameter files which provide initial
settings for the operating array which are read and passed by the host program to the Zip program
and 1/0 boards. In addition it includes a signal simulation program and parameter files, and
performance evaluation programs. The I/O board drivers mentioned previously are also used by
the host-resident control program to control these boards. The remainder of this section discusses
the operational software.

The host program permits the operator to run the programmable processing system as an
adaptive array processor and to control and monitor its operation. It was written to be quite
general, so that different adaptive-antenna algorithms (prepared as Zip programs) can be run from
the same host program with very little modification. A self-explanatory block diagram of the host
program's operation is provided in Figure 2.6. It is intended to start up the adaptive antenna
processing, and provide communications between the operator and the rest of the system during
operation. Initial operational parameters are entered from a previously written file; individual
parameter values may be changed by the operator prior to and during operation.

Initialization

load Zip application program,
obtain operating parameters,

pass parameters to Zip and I/0 boards,
start Zip and I/0 boards.

I
Operation

wait for operator command,
Interpret command

display
request parameter

change end
operation

obtai requsted stop Zip and 1/0
bainrmeter rdata I boards if required,

[ parameter or dtata tasi evalues from host, st transmit new
s f t, parameter values,

and display them. and restart.

. i halt and reset
Zip and I/0 boards,

return control to
host operating

Figur 2.6 Block diagram of host program. system.
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The Zip-resident program includes the adaptation algorithm and other associated signal
processing performed by the system. Its details depend on the technique being implemented. At
present, PRI and EV algorithms have been implemented as programs, for two-antenna systems.
Despite the algorithm dependency, these Zip programs have a common structure and use similar
routines for communicating with the rest of the adaptive-antenna processing system. This
structure is illustrated in Figure 2.7.

store operating parameters
provided by host

4
await and receive a block of 1
samples from Input boardEiir 2Structure of Zip

adaptive-antenna real-time -
processing program. calculate weights, according

to adaptive algorithm, and
apply them to block of

Input samples

Spass processed block of 1
samples to output board

n check for operator

requests from host

Lracton. request

As illustrated in this figure, the initial action of the Zip program upon being started is to
initialize itself, and store the operating parameters that were passed to it by the host program,
prior to its start-up. The program then awaits a signal from the input board that a block of samples
is ready, and reads them into memory. It uses these samples to calculate weights, and then weights
and combines the same samples to obtain a block of output samples. It then alerts the output
board, and upon receipt of a ready signal from the output board, passes the processed output
samples. At this point it has done everything it can with the received samples. It uses the
remaining time to check if an operator request has been made via the host program. This could be
a simple parameter or data display request, a parameter change request, or a shutdown request. In
the case of a data or parameter display request, the information is sent to the host. In the case of a
parameter change, the program operation is suspended to allow transfer of the changed parameter
from the host to the Zip, following which operation is resumed. At that point, or if no request has
been made, the program returns to wait for a new block of samples.
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In order to exercise the adaptive-antenna processing system without providing real
signals, and also to provide perfectly controllable and repeatable scenarios, a signal simulation
software package was developed. The operation and major elements of this package are ilustrated
in Figure 2.8.

Sprepare signal
parameter file

prepare adaptation signal definition
parameter flie parameters

run signal
adaptive generation program

algorithm
parameters ignal

Figure 2.8 Operation amples
of adaptive antenna _ _ separate
processor with run non-real-time comms and
simulated signal data version of adaptive jamming

antenna operating samples
software (host + Zip)

time history I
of weights I

run evaluation
program

The simulation package includes a signal generation program that simulates incoming
communications, jamming, and noise signals, and calculates files of 12-bit data samples similar to
those that would emerge from the D/A converters in a real-signal test. These signals are prepared
according to signal definition parameters contained in a parameter file which can be altered by the
operator at will. The samples are assumed to be baseband in-phase and quadrature. In addition, a
file of the separate communications, jamming, and noise components of the samples (as floating-
point numbers) is prepared. This last file is used in evaluating algorithm performance.

After a set of simulated signals has been prepared, it can be used as input to a non-real-
time version of the adaptive-antenna host and Zip programs. These programs are obtained from
the real-time versions with a small amount of modification. The non-real-time host program
obtains the operating parameters, and sets up the non-real-time Zip program to run with these
parameters. It then starts the Zip program, which awaits a transfer of input signal samples from
the host. The host program reads the first block of input samples from the sample file, and
transmits them to the Zip program for processing, to produce a set of weights. These are passed to
the host to be written to an output file. (The output samples are derived, but not used in this case.)
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The host program then reads another block of input samples and passes them to the Zip which
processes them, returning another set of weights. This procedure is repeated until the file of
simulated signal samples has been completely read. The result of this process is a time history of
the weights, one set per block, obtained from the input samples.

The final stage of the simulation process is that of evaluation. The evaluation program
opens the file of weights generated by the non-real-time adaptive-antenna programs and reads the
first set of weights. It also opens the file of separate communications, jamming, and noise
component signals generated by the signal generation program, and reads in the first block of
these components. The weights are applied to these components to obtain the average input and
output communications, jamming, and noise powers S(in), J(in), N(in), S(out), J(out), N(out) for
the first block. The input and output signal-to-noise-plus-jamming ratios SNIR(in) and SNIR(out)
are computed, as is the processing gain G = SNIR(out)/SNIR(in). The program then reads the
weights derived for the next block of samples, and the next block of separate communications,
jamming, and noise component samples. The procedure is repeated until all the blocks of weights
and samples have been read. The program then computes the means and rms deviations, of S(in),
J(in), N(in), S(out), J(out), N(out), SNIR(in), SNIR(out) and G over the entire run. These
quantities, along with the block-by-block values, are written to an output file and displayed on the
terminal.

The signal simulation software permits a variable antenna-array geometry, operating
frequency, signal directions, and communications and jamming signal characteristics. Up to five
separate jamming signals may be defined, and their signals strengths specified. The
communications signal type is assumed to be BPSK, of variable baud rate, while the jamming
signals may be pure-tone or white-noise, continuous or pulsed. The sample rate and total number
of samples to be generated is also under operator control. In addition, each of the signals may be
specified to have a multipath component of arbitrary amplitude, direction, and Doppler shift.
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3.0 PRI ALGORITHM

3.1 OVERVIEW

The PRI algorithm, implemented here in two-element form, is really a special case of the
constrained SMI (sample-matrix inversion) algorithm described by Horowitz et al.[1]. It requires
no a priori knowledge of the received signals and, in the presence of two signals of dissimilar

-input power, has the effect of inverting their relative powers at the output [2]. Thus it can be
expected to be effective in situations where there exists a single interfering signal that is
substantially stronger than the desired signal; in other situations it will be ineffective.

The two-element PRI algorithm involves only simple calculations and can easily be
implemented with analogue components as well as in digital form. It has been used in
commercially available 2-element systems [3]. For our purposes, it provided a basis of
comparison with other techniques, and also provided a first test of the programmable development
system itself.

3.2 POTENTIAL FOR LAND-TACTICAL RADIO

In the land tactical radio environment, the platforms concerned are likely to be moving
vehicles, and multipath propagation is present. These two characteristics ensure that the signals
will be fading relative to each other. In addition, the signal strength is a strong function of the
distance from the transmitter. Therefore, the jamming may be significantly stronger than
communications only for some stations in a net, and even for these stations, there will be times,
due to fading, where the jamming drops below the communications signal level. Because of its
power-inverting properties, the PRI algorithm is expected to experience dropouts under such
conditions.

3.3 THEORY

The output signal y is described in terms of the input signals x1 and x2 from the two

antennas, and the corresponding weights w1 and w2, as follows:

y = W1 X1 + W'2X2  (3.1)

where x1 and x2 are baseband complex signals, and the weights are likewise complex with A

representing the complex conjugate. If the first weight is constrained to unity, the output is given
by

y =x1 + 02X2 (3.2)

and the output power P, by

P = Ty = FlXl + WV2 k1 X2 + W2-2XI + W2̂w 2.12X2  (3.3)
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where W refers to a statistical average. P is a quadratic function of the weight w2 and therefore

has a single minimum, where -w = 0.

The free weight w2 is adjusted to minimize the output power. By differentiating equation
(3.3) and equating the result to zero, the following is obtained:

" = 0 = -tIX2 + w2.22 (3.4)

Rearranging equation (3.4), the solution for the weight is found:

W2 -- -- (X 2 ) / (- 2X2 ) (3.5)

The present implementation uses equations (3.2) and (3.5) to obtain the output signal. The
statistical average represented by Tx in (3.5) is replaced by summation over a number (block) of
input samples, plus block to block averaging of the form

(new) = (x (old) + (I - aX) (block) (3.6)

w.,.re ('od) refers to the average for the previous block, (block) refers to the block-derived
estimate, and (new) refers to the average for the present block. The parameter ax is related to a
time constant To (measured in blocks) by

(X TO (3.7)

+ T0

Equation (3.7) is used in the implementation to obtain a from the operator-entered block
averaging time constant To.

3.4 SIMULATION PROCEDURE

The simulation procedure consisted of the following steps:

(a) generating files of signal samples. This was done by running the program SIGNAL4, which
produced a predetermined number of samples, according to the array and signal parameters
provided. As well as producing a set of resultant 12-bit samples representing the composite
signals at the array, this program also produced sets of floating-point samples corresponding
to each of communications, jamming, and noise signals separately. These floating-point
numbers were required for evaluation purposes.

(b) running the PRI program against the signal samples. The simulation version of the PRI
program, stored under PRIHOSTSIM (for the host MicroVAX computer) and PRIWTSIM
(for the actual Zip application program) was run for specified operator-defined parameters,
block size and averaging time constant. This produced a file which contained, among other
things, the set of weights obtained for each block of input samples.
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(c) evaluating th_. -esult. This was done by running the program PRIEVAL, which processed the
input floating-point samples according to the weights obtained for each block, for each of
the communications, jamming and noise signals, and then computed the output
communications, jamming, and noise powers, the input and output signal-to-noise-plus-
interference ratios SNIR(in) and SNIR(out), and the output phase (relative to input) of the
communications. In addition to the block-by-block estimates, the mean values and rms
variations of each of these quantities were computed.

3.4.1 Parameters

The simulations were carried out for the conditions described in Table 3.1.

Table 3.1 Parameters used in PRI algorithm simulations

operating frequency 60 MI-Iz
2-element array spacing 3.0 m
receive filter bandwidth (3dB) 20 kHz
sampling rate 38.4k samples/s
communications signal binary-phase-coded ASCII message

("The quick brown fox...")
communications bit rate 9600 bits/s
communications direction normal to the array (0Q incidence)
jamming signal additive white gaussian noise,

constant or pulsed
block length 64 samples

3.5 SIMULATION TEST RESULTS

Using the above signal and array parameters, the following sets of tests were performed:

3.5.1 Dependence of SNIR(out) on SIR(in)

The input signal-to-interference ratio SIR(in) was varied in 5-dB steps over the range -30
to +20 dB. The input noise power was assumed to be 20dB below that of the communications.
The interference consisted of a constant-noise jamming signal, incident on the array at 450. The
PRI algorithm used an averaging time constant of To = 2 blocks for this test. Each simulation was
run for 2048 samples, or 32 blocks.

The resulting output signal-to-interference-plus-noise ratio SNIR(out) is plotted against
SIR(in) in Figure 3.1. Both the mean values and rms variations of the block-by-block estimates
are shown. Also shown in Figure 3.1 is the expected inverse relationship between SNIR(out) and
SIR(in) in the absence of noise. A second line shows the limit set on SNIR(out) by the
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background noise which is uncorrelated between antennas.

The mean simulation results are seen to follow the expected mean performance quite
closely, for those values of SNIR(out) which are not limited by noise. The background noise
becomes important where SNIR(out) is expected to approach or exceed 20 dB. For this region, the
simulation values fall away from the expected noise-free values, remaining near 20 dB.

9PC COMtUNICATONS, NOISE JAMMING
IPOWER-RATIO

"IIWER$1ON('NO NOIEr)
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-40 -o0 -20 -10 0 10 20
SIR(In) (d0)

EigureL.. SNIR(out) as afunction of SIR(in)for the PRI algorithm

The rms variation in block-by-block estimates increases when SIR(in) and SNIR(out)
move away from 0 dB. The variations demonstrate that the performance for single blocks can
exceed or be less than power inversion. On the average, the performance is equal to power
inversion.

3.5.2 Dependence of SNIR(out) on Relative Signal Directions

To examine the PRI algorithm's dependence on angular separation, the jamming arrival
direction was varied from 1 to 900 incidence, while the communications direction was kept at
00. Simulations were run with the input jamming power 10 dB above the communications power,
and background noise levels 15 and 30 dB below the communications. As for the previous test,
the jamming was a constant-noise signal. An averaging time constant of 2 blocks was used for the
PRI algorithm, and each simulation was run for 2048 samples.
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The resulting performance in terms of SNIR(out) is plotted against the jamming incidence
angle, in Figure 3.2. Results are shown for input signal-to-noise ratios SNR(in) of both 15 and
30 dB.

BPC COMMUNICATIONS, NOISE JAMMING

IM
15-

I I I I I

I I I QQ154 SNRtn:
I I Ixxx 30dB SNIRn~i
E I - I

I I I"

-'ToI = 284OCKS
iSIR(tn) = i-tIdD

15 30 45 67590
JAMMING INCIDENCE ANGLE (dog.)

Figure3.2 SNIR(out) as a function ofjamming incidence angle for the PR! algorithm

For larger angular separations, the performance is that of power ratio inversion. However,
when the jamming direction approaches that of the desired communications, the performance
drops off. This is due to a reduction of gain in the communications direction as the jamming
direction approaches it. The array gain for noise remains the same, and so SNR(out) and thus
SNIR(out) is reduced. As expected, the performance drop-off is worse for the lower (15-0B) input
signal-to-noise ratio.

3.S3 Performance Against Time-Varying Jamming

In order to study the effect of time-varying signals on PRI adaptive-antenna performance,
a pulsed-noise jamming signal of 50% duty cycle and 16-block period was introduced. The
jamming angle of incidence was 450* The simulation duration was lengthened to 4096 samples in
order to cover several periods of pulsed jamming. A time-average signal-to-interference ratio
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SIR(in) of 10 dB was used, and the input signal-to-noise ratio was 20 dB. Five averaging time
constants were tried for the PRI algorithm: To = 1, 2, 4, 8 and 16 blocks.

The resulting performance in terms of SNIR(out) is plotted as a function of time for the
five averaging time constants, in Figure 3.3a. The corresponding communications-signal phase
(relative to input) is plotted in Figure 3.3b. Figure 3.3b provides a measure of the phase
modulation introduced on the communications signal by time variations in the weights (as they
respond to the jamming). The on-off times for the pulsed jamming are indicated in these figures.

Two considerations help in understanding the resultant performance.

First, when only a communications signal and background noise are present, the PRI
algorithm tends to cancel the communications signal, placing it below the noise level. Thus, when
the jamming signal is pulsed, the communications signal will be cancelled during the jamming
off-times, in the absence of any time averaging. When time-averaging is introduced, the weights
formed during jamming off-times are partially based on past signals which include jamming-on
times. Provided the averaging time constant is sufficiently large relative to the jamming off-time,
the communications signal will not be cancelled during off-times, but will remain well above
noise.

Second, when the averaging time constant is less than the jamming off-time, the weights at
the end of the off-time will be derived from jamming signals whose power is much less than the
average. When the jamming reappears, owing to the time averaging, the next set of weights will
also be based on a small fraction of the average jamming power, despite the current incident
jamming power exceeding the average. As a result, the performance obtained at these times will
be less than that expected on the basis of the average signal powers alone.

These two effects are evident in Figures 3.3a and b. For the shortest averaging time
constants (To = 1, 2 blocks), the weights derived towards the end of the jamming off-times tend to
cancel the communications signal, so that SNIR(out) drops well below 0 dB, and the output
communications phase wanders. For a longer time constant that is still less than the jamming-off
time (To = 4 blocks), the performance at the reappearance of the jamming (following a jamming-
off interval) reflects weights derived from signals acquired mainly in the absence of jamming, and
the performance is well below the power inversion result. However, the output communications
signal phase remains constant, unaffected by the time-varying jamming. As the averaging time
constant To is increased to values approaching and exceeding the jamming-off time
(8, 16 blocks), the performance at the reappearance of jamming improves. This improvement is
due to the weights being derived from a signal history that extends more into previous jamming-
on times. For the longer averaging times, the performance during jamming-off times is that
expected (-22 dB) on the basis of the input signal to noise ratio (20 dB) and the signal processing
gain for the two-element array with a null in the jamming direction (-2 dB).
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3.6 SIMULATION FINDINGS

The PRI algorithm, implemented on the Zip array processor, performs according to the
expectations of theory, and is not unduly limited by the implementation.

In a stationary-signal environment, its performance is limited by the power-inversion
property, and by the input signal-to-noise ratio.

In a time-varying signal environment where fading or modulated jamming occurs, the
power-inversion property of the PRI algorithm can at times give rise to poor performance.
Prov'ded the mean input interference power is substantially greater than that of the
communications, the use of time-averaging may improve performance in these cases. The
averaging times must approach or exceed the fading or jamming-off times for this to happen. At
the same time, care must be taken that the averaging does not extend beyond the time over which
the signal directions, or array orientation, can be considered to be constant.

21



4.0 EIGENVECTOR-WEIGHTING (EV) ALGORITHM

4.1 OVERVIEW

The eigenvector-weighting technique [2, 41 is a signal-separation technique, i.e., it tends
to separate the signals arriving on the array into different output channels. The technique involves
using each of the eigenvectors of the covariance matrix of the input signals from the antennas, as
a set of weights which are applied to the input signals to form an output signal for that
eigenvector.

The corresponding eigenvalues represent the powers of the respective output signals. If
the eigenvectors, and thus output signals (or channels), are ordered according to the size of the
eigenvalue from large to small, then the strongest incident signal will appear in the first output
channel, the next strongest in the second channel, and so on until all signals have been accounted
for. The remaining output channels contain noise only.

It has been shown in theory [2] that in the presence of a wanted signal and a single
interfering signal, eigenvector weighting does at least as well as power inversion and, under
certain conditions, much better. It has also been shown [2] that better performance is achieved
when the signals from the input antennas have been received with equal gain.

In the present case a two-element algorithm is implemented. Thus a maximum of two
signals may be separated. In cases where the interference is stronger than the communications, the
communications will be in the second output channel. Otherwise, the communications will be in
the first channel. Thus a decision is required as to which output channel to select. (This is similar
to the PRI algorithm situation, where the choice is whether to use the algorithm output or that of
the first input channel.)

4.2 POTENTIAL FOR LAND-TACTICAL RADIO

The strong dependence of signal strength on distance ensures that any jamming signal
could, for the differently located receiving stations in a net, be either weaker or stronger than the
desired communications. The fading conditions experienced with moving platforms makes it
likely that the relative jamming and communications signal strengths will vary with time. Thus,
any implementation of either the eigenvector-weighting (EV) algorithm or the PRI algorithm
should have a way of selecting the appropriate output channel. Like the PRI algorithm, the EV
algorithm will perform best when the interference and communications are well separated in
power. When the two signals are close in power, the EV algorithm will sometimes work, unlike
the PRI algorithm which always fails under these conditions.

4.3 THEORY

In this section, a brief overview of the general eigenvector weighting theory is given,
followed by a description of the 2-element EV algorithm implementation.
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A baseband complex representation is used for the signals. The input signals .I = X21 for

the two input channels (i.e. element antennas) are combined to form a covariance matrix

R P1 (4.1)

where .I represents a column vector, .t a complex conjugate, and P the conjugate transpose. x
represents a statistical average, which is replaced in practice by a time average. Matrices are
indicated by boldface capitals.

The eigenvectors tI of the covariance matrix R are defined by the eigenvector equation

Ri = Xii, i = 1, 2 (4.2)

where X• are the corresponding eigenvalues. For a covariance matrix, Xi can be shown to be real
nonnegative. The eigenvectors can be made to be orthogonal, and can be normalized, to form an
orthonormal set. The matrix E is defined as containing the eigenvectors as columns, i.e.,

E = ýe e2] (4.3)

and the eigenvector equation becomes
RE = EA, (4.4)

where A is the diagonal matrix of the eigenvalues: A = 10"

In the eigenvector-weighting technique, an eigenvector is used as a set of weights to
weight and combine the input signals to produce a corresponding output

Yi = eix, i = 1,2. (4.5)

The two outputs resulting from using the two eigenvectors as weights can be represented by a
vector 5 given by 5= E1 1±. (4.6)

The covariance matrix of the output signals is, from (4.4),

U = , = =E " EHRE = EHEA = A, (4.7)

since the columns of E form an orthonormal set of vectors. This says that the diagonal elements
of U, which are the powersin the two output channels, are the eigenvalues X, and X2 . Also, since
A is a diagonal matrix, Yl92 = 0 , and the signals in the two output channels are uncorrelated.
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In the EV implementation, the covariance matrix R is calculated by summing the
correlation products over a block of samples. In a manner similar to the PRI implementation
(Section 3.3), this block total is not used directly, but instead is averaged with the previous
estimate for the last block of samples, to arrive at a new estimate for the current block, according
to

R (new) = ctR (previous) + (1 - c)R (block) , (3.6)

where the parameter a lies between 0 and I and is related to a time constant To (measured in
blocks), by TO

1 - (3.7)

In the implementation, To and the number of samples in the block are operator-entered
parameters.

Before the input signals are weighted and combined, the gains of the input channels are
adjusted so that the input powers in the input channels are equal. This is an attempt, in the absence
of other information, to make the input channel gains the same. Since the diagonal elements R,,
and R22 of R are the input powers, this is easily done by setting the gains equal to

and 92 = 1 (4.8)

so that the diagonal elements of the gain-compensated covariance matrix R' become unity. The

eigenvector technique is then applied to the gain-adjusted inputs.

The eigenvalues can be found as the solutions to the equation

det [R'- •I] = 0 (4.9)

where det refers to the determinant, and I is the unit matrix. For the two-element case, where the
gains have been adjusted according to equation (4.8) so that the diagonal elements of R' are unity,
the solutions are

X',2 =1± -R12 (4.10)

where R, 2 refers to the (l,2)th element of the uncompensated covariance matrix R. The
corresponding eigenvectors can be found from the eigenvector equation to within an arbitrary
complex multiplicative factor. This factor is chosen for each eigenvector so that the first element
is positive real and the magnitude of the eigenvector is one. The corresponding eigenvectors then
become
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In the present EV implementation, the output signals are normalized to ensure that the
average power always lies within the range of the output digital-to-analog converter, by dividing
the weights by the square roots of the eigenvalues (4.10). The corresponding weights, resulting
from the input channel gain adjustment plus the eigenvector weighting followed by
normalization, are given by

w, 2 . (4.12)1,2 7 RL.7 IR 12 IfiR

The output signals are found from the resultant weights and the original input signals, according
to

YI, 2 = W. 2X- (4.13)

4.4 SIMULATION PROCEDURE

The simulation procedure consisted of the following steps:

(a) generating files of signal samples. Signal sample files were generated using SIGNAL4,
which produced a predetermined number of samples according to the array and signal
parameters provided. As well as producing a set of resultant 12-bit samples representing the
composite signals at the array, this program also produced sets of floating-point samples
corresponding to each of communications, jamming, and noise signals separately. The
floating point samples were required for evaluation purposes.

(b) running the EV program against the signal samples. The simulation version of the EV
program, stored under EVHOSTSIM (for the host MicroVAX computer) and EVWTSIM
(for the actual Zip application program), was run for specified operator-defined parameters:
block size and averaging time constant. This produced a file which contained, among other
things, the set of weights obtained for each block of input samples.

(c) evaluating the result. This was done by running the program EVEVAL, which processed the
input floating-point samples according to the weights obtained for each block, for each of
the communications, jamming and noise signals, to obtain the output communications,
jamming, and noise powers, the output signal-to-noise-plus-interference ratio SNIR(out),
and the output phase (relative to input) of the communications, for each of the two output
channels. The input signal-to-noise-plus-interference ratio SNIR(in) was also computed for
each block. In addition to the block-by-block estimates, the mean values and Trns variations
of each of these quantities were computed.

4.4.1 Parameters

The simulations were carried out for conditions similar to those of the PRI algorithm,
described in Table 3.1. For convenience, the table is reproduced here.
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Table4. Parameters used in EV and PR! algorithm simulations

operating frequency 60 MHz
2-element array spacing 3.0 m
receive filter bandwidth (3dB) 20 kHz
sampling rate 38.4k samples/s
communications signal binary-phase-coded ASCII message

("The quick brown fox..
communications bit rate 9600 bits/s
communications direction normal to the array (00 incidence)
jamming signal additive white gaussian noise,

constant or pulsed
block length 64 samples

4.5 SIMULATION TEST RESULTS

4.5.1 Dependence of SNIR(out) on Relative Signal Directions

The behaviour of the EV algorithm was examined as a function of input jamming
direction, for input signal-to-interference ratios SIR(in) of -10 dB and -3 dB. Various averaging
time constants To of 1,2,4, and 8 blocks, were used for these tests. An input signal-to-noise ratio
SNR(in) of 30 dB was used. The simulations were each run for 2048 samples, or 32 blocks.
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Figure 4.1 shows the resultant performance in terms of SNIR(out) as a function of
jamming incidence angle, for SIR(in) f -10 dB, and To = 2 and 8 blocks. Both the mean values
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and the rms deviations in the block estimate are plotted. Also shown on these plots are the
theoretical curves computed from the expected mean covariance matrix for these conditions. (The
method is described in [2].)

Under these conditions the PRI algorithm was shown to have a performance SNIR(out) of
10 dB, except for jamming directions very close to that of the communications (See Section 3.5.2,
Figure 3.2). As can be seen in Figure 4.1, the EV performance improves as the jamming direction
moves away from that of the communications (00 incidence), SNIR(out) remaining near the PRI
result of 10 dB at angles near 0 (5-20o region) but increasing well above the PRI result at greater
angles. A maximum is achieved in the 55-60* region, which is where the input signal vector from
the array, due to the communications, is orthogonal to that due to the jamming. The observed
result in the mean is generally lower that the theoretical result, for the shorter averaging times (To
= 1, 2 blocks). For the longer averaging times, the mean performance actually increases above the
theoretical result at angles greater than 600, with SNIR(out) as a function of direction being
similar to that expected for a slightly smaller spacing of the elements. The differences between the
observed values and theoretical values are small, relative to the improvement over the PRI
performance for all values except several points in the the vicinitiy of the peak. As expected, the
rms deviation in the simulation results becomes less as the averaging time constant is increased.

Figure 4.2 shows the corresponding result, for SIR(in) = -3 dB. The PRI performance for
this situation does not exceed SNIR(out) = 3 dB, which for most communications signals is
inadequate. SNIR(out) > 8 dB corresponds to acceptable performance for most communications
signals. The EV performance is seen to exceed SNIR(out) = 8 dB, for angles > 45*. In this case,
the simulated performance, in the mean, lies quite close to the theoretical performance. The rms
variation in SNIR(out) decreases as the averaging time constant is increased, with the dependence
on direction becoming similar to that expected for a slightly smaller element spacing.
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4.5.2. Performance Against Time-Varying Jamming

The effect of time-varying signals on EV algorithm performance was studied, just as for
the PRI algorithm, by introducing a pulsed-noise jamming signal of 50% duty cycle and 16 blocks
period, at an incidence angle of 45*. As before, a mean input signal-to-interference ratio SIR(in)
of -10 dB was used, and the input signal to noise ratio SNR(in) was 20 dB. Five different
averaging time constants were tried, of To = 1, 2, 4, 8, and 16 blocks. The simulation duration
was 4096 samples, covering several cycles of pulsed jamming.

Figures 4.3a and b show the resulting performance as a function of time. Figure 4.3a
shows the performance in terms of SNIR(out), for the various averaging time constants. The
corresponding phase shift introduced by the array on the communications signal is plotted in
Figure 4.3b; variations in this phase shift are a measure of the unwanted modulation introduced on
the communications by a time-varying jamming signal. In both figures, the on-off times for the
pulsed jamming are indicated.

The EV performance in the presence of pulsed jamming is affected by two mechanisms,
similar in some ways to the PRI performance.

First, it is important to note that in evaluating performance, it was assumed that the second
output channel had been selected as containing the communications, and that there was no means
of changing channels from block to block. Provided that the jamming is the stronger signal, this
will be the case. When only the communications and noise are present, the algorithm will tend to
place the communications in the first channel, leaving only noise in the second channel. Thus, for
pulsed jamming, the communications signal will be cancelled during the jamming-off times, in
the absence of any averaging. When time-averaging is introduced in computing the weights,
however, the signal separation will be based on past signals which include the previously-on
jamming. Thus, provided the averaging time constant is sufficiently large relative to the jamming
off-time, or the mean jamming power is sufficiently stronger than the communications, the
communications will remain in the second output channel during jamming-off times.

Second, when the averaging time constant is less than the jamming off-time, the weights at
the end of the off-time will be derived from only a jamming signal power much smaller than the
average. This will also be the case at the beginning of the next jamming-on time, although at this
time the current jamming power will exceed the average power. The degree to which the jamming
signal is cancelled in the second output channel depends on how much of the jamming signal has
been used in deriving the weights. Thus, even when the communications signal remains in the
second output channel, there will be a tendency for the performance to drop at the beginning of
the jamming-on period, for shorter averaging times.

These two mechanisms are evident in Figure 4.3a. For the shortest averaging time To
(1 block), SNIR(out) becomes negative towards the end of the jamming-off time. This is
indicative of a change in the output channel containing the communications. (In [2] it is shown
that for two signals, the ratio of output signal powers is inverted between the first and second
channel. Thus when SIR(out) and thus SNIR(out) is negative for the second channel, the first
channel will have a positive SIR(out), i.e., the communications has been separated into the first
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channel rather than the second channel.) For a slightly longer averaging time To (2 blocks),
SNIR(out) remains positive throughout the jamming-off times, indicating that the second output
channel continues to contain the communications signal. For this averaging time, the performance
is worst at the onset of the jamming-on time, as expected on the basis of the second effect noted
above. As the averaging time is increased, from 2 to 16 blocks, the minimum performance
becomes increasingly better.

A comparison of the EV results of Figure 4.3a with those for the PRI algorithm (Section
3.5.3, Figure 3.3a) is useful. The EV algorithm performs better for lower averaging times. For
example, at To = 2 blocks, with the EV algorithm, SNIR(out) has a minimum value in excess of 8
dB, while with the PRI algorithm SNIR(out) drops as low as -12 dB. The averaging time
employed will be a compromise between that required to handle time-varying signal powers, and
the fast response needed to deal with changes in signal direction. From this comparison it appears
that the EV technique may be better in handling such a compromise.

Figure 4.3b reveals another facet of EV performance. The phase response of the array to the
communications signal is affected by the pulsed jamming. This effect is quite strong for the
shortest averaging time To (I block), with 900 swings in the output phase occurring near the end
of the jamming-off times. At the next averaging time To (2 blocks), phase modulation still occurs,
but is at a more acceptable level, near 45*. At the longer averaging times, it is negligible.

The phase modulation is not quite as severe with the PRI algorithm. A comparison of the

EV and PRI phase response for To = 2 blocks shows less modulation with the PRI algorithm than
with the EV algorithm. The 45' modulation noted with EV is near the maximum acceptable value
for binary-phase-coded signals. For quadrature or higher-order phase codes, it is not acceptable.

4.6 SIMULATION FINDINGS

The results with simulated signals indicate significant improvements in performance with
the EV algorithm, over the PRI algorithm, approaching those predicted by theory. This
improvement is reflected both against constant-power signals, and time-varying signals. In the
case of time-varying signals, the EV algorithm does not need nearly as long an averaging time
constant to avoid communications cancellation. However, a slightly longer averaging time is
needed with the EV algorithm to avoid phase modulation effects caused by time-varying
interference. Since the averaging time is a compromise between being long enough to fill in the
jamming-off or interference-fade times, and being short enough to respond to changes in signal
directions or antenna orientations, the EV algorithm may be better suited to changing conditions.

The EV algorithm implemented here includes input-channel power normalization, which is
an attempt to provide equal channel gains. A previous study [2] showed the EV algorithm attains
its best performance when the gains are equal. In practice, the antennas themselves will have
different, direction-dependent gains, making such compensation impossible. The simulated
signals do not take such antenna differences into account, nor are these differences well-known.
Therefore it is necessary to use real-world signals in order to properly characterize the EV
algorithm performance under operational conditions.
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5.0 SYSTEM PERFORMANCE MEASUREMENTS

5.1 LIMITS TO NULL DEPTH

5.1.1 Differential Frequency Response of the Input Channels

The most significant limitation to the processing gain, or null depth achievable against
interference, in a narrowband adaptive antenna system is the differential frequency response of
the receivers. Because of the differential frequency response, each frequency component of the
interference has a phase and amplitude input channel dependence that is different from other
frequency components. The weights needed to cancel one frequency component will not cancel
the other frequency components, in general. The interference cancellation is limited by the degree
of mismatch that exists between the input channels across the bandwidth of the received
interference.

It can be shown that the null depth limit, expressed as the ratio of the optirmally adapted
array response 8P (power) for the interfering signal, to the mean response P over all input
directions for a signal of similar strength, is given by

sP 2 SA 2

=-) = (80) + (-)(5.1)
P f A

where (80) 2 is the mean-square difference from the mean, in the phase response difference

8A2
between channels over all frequencies, expressed in radians; and (_-) is the corresponding

A
mean-square difference from the mean, in the amplitude response difference between channels
expressed as a fraction of the mean amplitude response for that channel. For most systems the rms
differences arise mainly in the final-stage filters, which set the maximum bandwidth for the
interference seen by the weights. Equation 5.1 assumes the weights are optimum, and not affected
by noise fluctuations in the signals.

The null depth limit arising from the differential frequency response was determined by
measuring the phase and amplitude response of the input channels at a number of baseband
frequencies uniformly spaced across the receive bandwidth. From these responses, the mean
difference in phase and amplitude response between each pair of channels over the measured
frequencies was obtained, along with the mean-square difference from the mean. The

2 8A2

mean-square differences were then averaged over all channel pairs, to obtain (80) and (.•_) .

The measurement arrangement is shown in Figure 5.1. A frequency synthesizer, set to an
RF frequency of 50 MHz plus the baseband frequency f, provided the input signal. this signal was
split and fed to the two receivers of the adaptive antenna system which were coherently tuned to
50 MHz. In the adaptive antenna receiving system, the IF outputs of the receivers are fed to the
I/Q demodulator which reduces the two input signals to pairs of in-phase (I) and quadrature (Q)
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signals. These four signals are passed through matched analog low-pass filters and fed to the
programmable processing system. For the differential response measurements, the processing
system was run with fixed weights, set equal to one of ( 1, 0, 0, 0) , ( 0, 1, 0, 0) , ( 0, 0, 1, 0), or
( 0, 0, 0, 1), to pass the channel 1, 2, 3, or 4 signal, respectively, to the output. The output signal
was filtered to remove the D/A conversion noise and then fed to an amplitude/phase meter. The
channel-I input signal was tapped and fed to the meter, as a phase reference.

ADAPTIVE ANTENNA RECEIVING & PROCESSING SYSTEM

Io krormmbase-
tunrngeuc 1d d IF band
FIF 4

|C /
rcvr 2 6.0 •3

HF i I/( "'- ~z • programmable
low, adaptivefrequency 1: demod-I pass atnaQ

synthesizei ulator filters 2 processor

rctr 1 ch.1

IF-frequency •

generator

Sreference
amplitude/ hemtr. • ow-ass12.5fitekHz •

Figure 5.1. Frequency response measurement arrangement.

The resulting fractional amplitude differences from the mean, found for each of the
channels, are plotted as a function of baseband frequency f in Figure 5.2a. The corresponding
phase differences between channels 2, 3, 4, and channel I are plotted in Figure 5.2b, along with
the mean values. The mean-square deviations in these quantities are:

(80)2 =3.316 x 10- (radians)2

8A 2=2.110 x 104(W)

A
From equation (5.1), the corresponding null depth limit is 2.99 x 10-4, or -35 dB.

Similar tests were made using a cutoff frequency of 12.5 kHz for the precision low-pass
filters. The null-depth limit across this wider bandwidth was also found to be -35 dB. This is not
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surprising when one considers that mismatches between the precision low-pass filters which
define the signal bandwidth are the main source of the differential frequency response. Provided
that the component mismatches are similar, for the ;omponents selected for the different
bandwidths, the effect on null depth should be independent of the bandwidth selected.
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Figure2a. Difference from the mean, in the channel amplitude response, as
a function of basebandfrequency, for the four input channels.

34



CH.2 - CH.1

0. .
----------------------- --- U1.

CH.3 - CH.1

V)

SmmmU

- .. . ---- ' ,•.._

O.'5 -6 -4 J2 A 40

CH.4 - CH.1

---- - - -m--. -- - - . J---- -m a. J - ---

- J -6 J4 -2 T
FREQUENCY OFFSET (kHz)

Fgure52b. Phase Response differences between channels, as a function
of baseband frequency

5.1.2 Receiver Phase Noise

No oscillator is perfectly stable. This includes the frequency-synthesized local oscillators
of the WJ-8628A-1 receivers used in the adaptive antenna processing system. The random phase
fluctuations of the local oscillators are added to the received signal, in the frequency
downconversion process. As phase coherence between receivers is maintained in the present
system by the sharing of a common frequency standard rather than by using common local
oscillators, these random phase fluctuations differ between receivers, and appear in the relative
phase of signals as seen by different receivers. As a result, a set of weights that is constant over
the time scale of the fluctuations will not be able to cancel a phase-fluctuating interference signal
perfectly.

The null-depth equation (5.1) can be adapted to this problem, by treating the receiver
phase fluctuations as frequency-dependent phase variations between channels, and ignoring any
amplitude fluctuations. The minimum null depth (expressed as a power 8Prelative to the mean
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power P over all directions) set by the phase noise then becomes

=P = (80)2 (5.2)

where (80) 2 is the mean-square phase fluctuation introduced by each of the receivers.

The receiver-introduced phase fluctuations are manifested in the receiver sideband noise.
A phase fluctuation of 80 and modulating frequency fwill lead to two noise components, each
of amplitude (VSO) /2 where V is the amplitude of the signal being received, and having
frequencies If,. relative to that of the signal [5). The resulting mean-square phase fluctuation is
given by the normalized noise power P,/Ps integrated over the positive and negative sidebands,
where P. is the signal power, so that the associated null depth limit is given by

P = 
(5.3)

From the data sheets for the WJ-8628 receiver, the normalized noise power over the
sideband range 100 Hz (the fastest response frequency for the weights with the algorithm
parameters normally chosen in testing) to 12.5 kHz (the lowpass filter cutoff normally used) was
determined to be -48 dB. A factor-of-two change in either of these limits produces less than I dB
change in this value. Thus, the receiver phase noise can be said to limit the null depths achievable
by the present system to -48 dB.

5.1.3 Digital Processing Precision

The A/D conversion places a limit on the null depths achievable by the system, as a result
of the quantization noise which is added to the input samples upon conversion. As the weights are
derived from the samples, the null depth is, in general, dependent on the adaptation algorithm and
its parameters. However, if we can assume that sufficient averaging is employed in the weight
calculation to make the errors on the weights negligible, the null depth limit due to quantization
can be shown to be given by 8P _ (&V) 2

(-F) - (5.4)
(~q~ 3V2

where 8V is the A/D conversion precision (one-half bit, neglecting offset errors) and ? 2 is thb
mean-square input signal voltage presented to the A/D converters (channel-independent by
assumption). The present system employs 12-bit (11 bits plus sign) A/D converters. The channel
gains were adjusted so that the maximum signal was near half-scale and that the rms signal

J(-• was typically 9 bits long. Assuming that the weights are set primarily by the stronger
(jamming) signal, the array gain for the wanted signal, on average, will be unity. Under these
conditions, equation (5.2) results in a null depth limit near -65 dB. This neglects any offset errors
that the A/D converters may have. A realistic maximum A/D offset error is of the order of 2 bits.
Under these conditions, equation (5.2) predicts a null depth limit as high as -47 dB (of the same
order as the receiver phase noise limit).
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5.1.4 Total Null Depth Limit and Corresponding Maximum Processing Gain

The total null depth limit due to the various effects represented by equations (5.1), (5.3),
and (5.4) (differential frequency response, receiver phase noise and quantization noise) is merely
the sum of the separate limits: 8P 8P )P 8P

S = (-)) +. 
55

If s, is the voltage gain of the array toward the wanted signal, relative to isotropic, the
corresponding maximum processing gain is given in terms of the null depth limit, by

Gm== (s) (8P -1
= (g)2(T) . (5.6)

For pure-tone jamming signals the null depth limit will be that imposed by the receiver phase
noise and the quantization noise, and will lie somewhere between -48 and -45 dB. For full-
bandwidth jamming signals such as white-noise, the null depth will be limited primarily by the
differential frequency response to a minimum of -35 dB.

5.2 TESTS WITH IN-LAB SIGNALS

The adaptive-antenna system was evaluated using laboratory-generated signals, together
with an RF distribution system that simulated a desired signal and a jamming signal arriving on an
array from various directions. The distribution system is shown schematically in Figure 5.3.

IN different-lengthca le antenna

1:4 2:1 power A
wanted• powrver "•combiner

signal splitter

•,,• combiner

2:1 power 
B

combiner 
C

1:4
jamming powerrrsplitter 2:1 power D

* 0c0E rf combiner

Figure 53 In-lab RF signal distribution system

The desired signal is split four ways, passed through cables of selected different lengths
into power combiners, where the signal is combined with the similarly treated jamming signal.
The cable lengths are selected appropriately for the desired signal and the jamming, so that the
signals at the output of the distribution system look like the signals received by an antenna array
of a given geometry, with desired and jamming incident from different specific directions. The
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distribution system permits different cable lengths to be switched in, chosen so that the array
appears as four elements at the comers of a 2-meter square, with the desired and jamming signals
each incident from 00, 100, 300 or 900 relative to one side of the square. The simulated array
geometry and allowed signal directions are illustrated in Figure 5.4.

Do I0 Cr 30a

Figue.4 Array geometry a1 /available directions
and signal directions for wanted andsimulated by signal jamming signals

distribution system. D

900

C B
4*- 2 m--*4

The operating arrangement used for the tests with in-lab signals is shown in Figure 5.5.
Specifically generated RF wanted and jamming signals are fed to the distribution system. Two of
the distribution-system outputs are then fed to two receivers of the adaptive-antenna system. The
wanted signal cabling was set to the 00 direction (Figure 5.4), and the jamming signal cabling to
one of the other three directions. The outputs selected were either A and D, or A and B (Figure
5.4), corresponding to broadside or endfire. For the tests, the precision low-pass filters were set to
either a 6.0-kHz cutoff (for FSK wanted signals) or 12.5-kHz cutoff (for all other cases).
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Fgr - Equipment configuration for tests with in-lab signals.
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5.2.1 Pure-Tone Signals

Initial operating tests of the system used the PRI and EV algorithms and pure-tone wanted
and jamming signals. As the (zero) bandwidth of the signals was substantially less than the
effective RF bandwidth set by the low-pass filters (25 kHz, corresponding to 12.5-kHz cutoff), the
processing gain or null depth limit was expected to be set by the A/D conversion accuracy and
receiver phase noise rather than the differential frequency response of the channels. Test
parameters are given in Table 5.1. As previously discussed, the input signal levels were set to
roughly half the input range of the A/D converters.

Table 5.1 Parameters used in pure-tone signal tests

RF frequency 50 MHz
wanted signal 700-Hz pure tone, incident broadside
jamming signal 4.0-kHz pure-tone, incident 100, 300, and 90' relative to

broadside
receive bandwidth 25 kHz
I/Q sampling rate 40 kHz

algorithm parameters 50-sample block length (2 ms),
5-block averaging time constant (10 ms)

The input signal levels were found by replacing the adaptation algorithm with fixed
weights selected so as to pass the signal incident on a single antenna without change, then turning
on either the wanted or jamming signal by itself and measuring the signal power at the output of
the processing system. The output signal levels were found by running the adaptation algorithm
with both wanted and jamming signals present, then freezing the weights and measuring the
output signal power with only one signal (wanted or jamming) present at a time.

The results obtained with the PRI algorithm are shown in Figures 5.6a and b.

Figure 5.6a shows the output signal-to-interference ratio SIR(out) in dB, as a function of
the input ratio SIR(in). The expected power inversion performance is also shown as a straight line
of slope -1. Results are plotted for the three jamming directions tested. As can be seen, the
observed performance agrees with that expected for the higher input signal-to-interference ratios
SIR(in). At some point As SIR(in) is decreased, the performance begins to fall short of the
expected result. This happens sooner for smaller angular separations between wanted signal and
jammer. A comparison with the corresponding simulated-signal result (Figure 3.1) is revealing of
the cause. The simulated-signal performance began to fall short of the theory when the expected
SNIR(out) became limited by input noise. As the simulated signal noise was set constant relative
to the communications. and input noise is not reduced at the output, a fixed upper limit was
reached for SNIR(out). In the present real-signal case, the hardware introduced two 'noise'
sources that were proportional to the total signal: receiver phase noise and quantization noise. As
SIR(in) is decreased this noise becomes proportionately higher relative to the wanted signal, i.e.,
SNR decreases. Thus, as SIR(in) is decreased past where this noise first limits SNIR(out),
SNIR(out) begins to decrease proportional to SIR(in). This is seen in Figure 5.6a.
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Figure 5.6b shows the same results expressed in terms of processing gain G. As SIR(in) is
decreased, G increases in a manner consistent with the theoretical prediction up to a limiting value
which depends on angular separation. Beyond this point, G becomes constant, consistent with the
hardware-limitations to performance described in the previous paragraph. From this figure, the
limiting values for G are 24, 32 and 47 dB, for jamming directions of 100, 300 and 90*.C1.
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From the geometry and RF frequency involved, the estimated gains g, in the wanted-
signal direction with the array null steered in the jamming direction (as it will be for very low
input ratios SIR(in)), are -11.9, -3.0, and +1.8 dB relative to isotropic, forjamming directions 100,
300, and 90', respectively. Using these figures together with the observed limiting values for G in
equation (5.5) results in equivalent null depths of-36, -35, and -45 dB, respectively. Most of these
null depths are above those expected on the basis of quantization and receiver phase noise on the
samples alone (-48 tn -45 dB). This implies that the assumption of optimum weights is incorrect
and that quantization and receiver-phase-noise errors, as well as merely affecting the samples,
also affect the estimated weights (which are dependent on signal direction) so as to limit the null
depth more when the signals are close in direction.

Figure 5.7 shows the corresponding processing gains achieved with the EV algorithm, for
pure-tone signals. The gains appear limited for very low values of SIR(in), to values of 22, 29,
and 48 dB, corresponding to jamming incident at 100, 30%, and 900 respectively. The
corresponding null depths are -34, -32, and 46 dB, respectively. The shallow null depths found for
the 10' and 30' incident jamming suggest that the weights found with the EV algorithm were
significantly affected by receiver-phase and quantization noise, at least for the two cases where
the signals were relatively close in direction.
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The corresponding theoretical power inversion performance is also shown on Figure 5.7,
as a dotted line. At the higher values of SIR(in), before limiting is approached, the processing gain
achieved with the EV algorithm for the largest signal separation (900) is higher than that of power
inversion, by 5 or 6 dB typically. This is in contrast to the PRI performance shown in Figure 5.6b,
where the performance is close to that of power inversion.

In summary, the array performance is limited by the receiver phase noise and quantization
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to null depths no deeper than -48 to -45 dB, for both the PRI and EV algorithms. When the
incoming signals are close in direction, these signal-related noise effects also affect the weights,
limiting the null depths yet further. The EV algorithm is observed to have a better performance
than the PRI algorithm for large signal separations, when the input jamming signal is not so much
stronger than the wanted signal that the performance is reduced by the null-depth limit.

5.2.2 Noise Jamming and Pure-lone Wanted Signal

The system performance was characterized in terms of processing gain G, for both the PRI
and EV algorithms, using a pure-tone wanted signal, and a white-noise jamming signal. The
parameters for these measurements are listed in Table 5.2.

Table 5.2 Parameters used in white-noise jamming/ pure-tone wanted-signal tests

RF frequencies 35, 50 and 80 MHz
wanted signal 4.0-kHz pure-tone, incident broadside and endfire
jamming signal white-noise, incident 100, 300, and 900 relative to

broadside
receive bandwidth 25 kHz
I/Q sampling rate 40 kHz

algorithm parameters 50-sample block length (2 ms),
5-block averaging time constant (10 ins)

Several RF frequencies spanning the VHF land-mobile band were employed, along with
various wanted-signal and jamming-signal directions. Other parameters were similar to the pure-
tone tests of the previous section.

The feature of the input signals that permits their separation by an adaptive array is the
phase difference between antennas, which is a function of the input direction, RF frequency, and
array geometry. The differences between the two simulated antennas (Figure 5.4) in terms of the
relative phases of the desired and jamming signals, for the in-lab operating frequencies and
simulated signal directions, is shown in Table 5.3. The ability of a system to separate signals
depends directly upon this relative difference.

TabIl 5.3 Relative difference in phase between antennas, for the signal
directions and RF frequencies used.

wanted-signal direction endfire broadside
jamming direction 100 300 100 300 900

RF frequency 35 MHz 1.30 11.20 14.60 42.00 84.00
50 MHz 1.80 16.10 20.80 60.00 120.00
80 MHz 2.90 25.70 33.30 96.00 192.00
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5.2.2.1 PRI Algorithm

Figure 5.8 shows the processing gains achieved with the PRI algorithm as a function of
input signal-to-jamming ratio SIR(in), at the three RF frequencies, for a broadside wanted signal
and a jamming signal incident at 100, 300, and 900.

Similar to the previous result with pure-tone signals, the PRI algorithm performance is
seen in Figure 5.8 to be that of power inversion, for SIR(in) between 0 and -15 dB. The processing
gain varies as the inverse square of SIR(in) over this range. At lower values, the processing gain
reaches an asymptotic limit that depends somewhat on the RF frequency and input signal
directions, being higher for the higher RF frequencies and greater azimuthal signal separations.
The largest gains achieved are approximately 32 dB, somewhat lower than the 47 dB achieved for
the pure-tone signals. The limited processing gain against the finite-bandwidth white-noise
jamming is set by the differential frequency response of the receivers, which, on the basis of
measurements was seen to be 35 dB (Section 5.1.1).

A clearer picture of the performance variation may be gained by plotting the adaptive
array performance against the relative phase difference between antennas, of the wanted and
jamming signals. Figure 5.9 shows SIR(out) obtained for a specific SIR(in) with the PRI
algorithm, as a function of the relative phase difference. The phase differences are given in Table
5.3 for the various signal directions and RF frequencies used. Figure 5.9 contains three plots,
corresponding to SIR(in) of -5, -10, and -20 dB respectively. Also shown on these plots is a
dashed line, representing the performance expected on the basis of power inversion.

For SIR(in) = -5 and -10 dB, the performance is seen in Figure 5.9 to be close to that of
power inversion, for all but the smallest (<150) relative phase differences. At SIR(in) = -20 dB,
the performance falls short of power inversion by roughly 10 dB. This is due to the limited gain
against finite-bandwidth signals caused by the differential channel frequency response described
above, which requires SIR(out) to be at least 5 dB below power inversion in this case.

When the relative phase differences are small, performance is reduced. This condition
corresponds to the wanted and jamming signal directionss approaching each other, and reflects the
inability of the array to place a null in the direction of the stronger (jamming) signal without also
cancelling most of the wanted signal. As described in Section 3.5.2 for the simulated signal tests,
the wanted signal is reduced while channel noise remains the same. The main contribution to
channel 'noise' in the present measurements is the channel mismatch, with receiver phase noise
and A/D quantization noise playing a lesser role. From Figure 5.9, when the input wanted signal is
much less than the jamming signal, the reduced performance extends over greater differences in
jamming/wanted signal arrival directions. This is expected, since the channel noise (consisting
mainly of channel mismatch noise which depends on total input signal power) has not changed.

In summary, these tests of the adaptive array with the PRI algorithm indicate that the
performance is close to power inversion, except for very small SIR(in) where the expected power
inversion gain exceeds the gain limitations imposed by the differential frequency response of the
input channels, and for small relative phase differences where the nearly equal signal directions
result in wanted-signal cancellation.
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5.21..2 EV Algorithm

The measurement results for the EV algorithm are shown in Figure 5.10. This figure
displays the processing gain achieved using the EV algorithm with a broadside pure-tone wanted
signal and white noise jamming, as a function of SIR(in), for the 35, 50 and 80 MHz RF
frequencies. Separate graphs are included for jamming incident at 100, 300, and 900. Also shown
on these graphs are dotted straight lines representing the power inversion performance.

For the lower jamming/wanted signal direction separations (100, 300), Figure 5.10
displays results that are very similar to those of the PRI algorithm (Figure 5.8). The EV algorithm
performance is close to that of power inversion, for SIR(in) between 0 and -15 dB, with the gain
increasing as the inverse square of SIR(in), as SIR(in) decreases. Eventually the gain reaches an
upper limit that depends somewhat on the RF frequency and jamming direction, but whose largest
values are of the order of 35 dB, similar to the gain limit expected from the differential channel
frequency response (35 dB).

At the largest jamming/wanted signal direction separation (90*), the processing gains for
SIR(in) between 0 and -15 dB are considerably better than power-inversion. This is expected, as
both the theory and previous simulation results indicate better performance for the EV technique
when the input signals are sufficiently separated in their arrival directions. As with the lower
separations, when SIR(in) drops below -15 dB, the processing gain approaches a maximum near
35 dB.

Figure 5.11 shows the corresponding performance in terms of SIR(out), plotted against the
difference between antennas, in the relative phase of the wanted and jamming signals. Plots are
shown in this figure for three values of SIR(in): -5, -10, and -20 dB. Included on these plots are
dotted lines representing the power-inversion value, and the expected theoretical EV
performance, based on an input noise level 40 dB below the jamming signal level. At the larger
values of SIR(in) (-5 and -10 dB), the performance remains close to the theoretical value, with
significant improvements above power inversion for relative phase changes approaching 1800.
For SIR(in) of -20 dB, the performance is reduced as a result of the 35-dB processing-gain limit,
to values below that of power inversion.

As for the PRI algorithm, the EV algorithm performance is reduced for small relative
phase changes between antennas, where the jamming and wanted signals approach each other in
direction. This effect will occur regardless of the adaptation algorithm that is used, as it is a result
of the limited array aperture and the wanted signal falling inside the (resultant finite-width)
receiving-pattern null centered on the jamming direction.

In summary, the EV 'gorithm at SIR(in) between 0 and -15 dB, behaved according to
theory, with considerably bett, than power-inversion performance when the wanted and jamming
signals were well-separated in direction. At lower SIR(in), the performance, like that of the PRI
algorithm, was limited by the differential frequency response, to a maximum processing gain near
35 dB.
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5.2.3 FSK Wanted Signal and Noise Jamming

In any operational communications system, the output signal-to-noise-plus-interference
ratio SNIR(out) is required to be above a minimum threshold value for acceptable
communications. The present adaptive antenna processing system is limited by the theoretical
performance of the algorithm employed at low input jamming levels, and by the differential
channel frequency response at higher jamming levels. As the theoretical performance for the
algorithms tested is closo to that of power inversion in many instances, this places a lower limit as
well as an upper limit to the range of input jamming levels over which acceptable performance
will be attained.

In order to determine the useful operating range, tests were made, using a data signal in
the presence of white-noise jamming. A 2.4 kB-FSK signal was used, and a predetermined
message generated. This signal was converted to RF frequencies and passed through the cable
network to the receiving system. The filtered output of the adaptive antenna processing system
was passed to a data error analyzer, capable of recognizing and synchronizing to the
predetermined message, and counting the number of bits in error. In this way, a bit error rate
measurement was made, for various wanted-signal and jamming directions, RF frequencies, and
values of SIR(in). Table 5.4 shows the operating parameters used in these tests.

Table 5.4 Parameters used in white-noise jamming/FSK wanted-signal tests

RF frequencies 35, 50, 65 and 80 MHz
wanted signal 2.4-kB/s FSK with 1.8 and 4.2-kHz mark and space tones,

incident broadside
jamming signal white-noise, incident 100, 300, and 90* relative to

broadside
receive bandwidth 12 kHz
I/Q sampling rate 40 kHz

algorithm parameters 50-sample block length (2 ms),
5-block averaging time constant (10 ms)

In these tests, SIR(in) was varied for particular combinations of RF frequency, jamming
direction, and adaptive algorithm. The bit error rate (BER) was recorded as a function of SIR(in),
and the values of SIR(in) at which the BER rose above an acceptable level noted. It was observed
that as SIR(in) was decreased from 0 dB down to -40 dB, the BER first decreased (as a result of
the expected greater effectiveness of the adaptive algorithm against stronger jamming signals)
then reached a minimum, after which it began to increase (as a result of the limited processing
gain due to differential frequency-response effects). A bit error rate of 10.2 is considered to be the
maximum rate for most low-overhead error-correction techniques to be effective. This was taken
to be the maximum acceptable BER for these tests. From plots of BER vs. SIR(in), the minimum
and maximum values of SIR(in) between which the BER was less than 10.2 were recorded.

Each combination of RF frequency and jamming-signal direction corresponded to a
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specific difference between antennas, in the relative phase of the desired and jamming signals (see
Table 5.3). The minimum and maximum values for which the BER was below threshold is plotted
as a function of the relative phase difference for both the PRI and EV algorithms, in Figure 5.12.
(The smaller relative phase differences (those corresponding to a 100 jamming direction) did not
permit a BER below 10-2, and so could not be included in this figure.)
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Figure5.12Z Range of SIR(in)for which BER < 10.2, as a function of the difference
between antennas in the relative phase of the wanted and jamming signals,
for the PRI and EV algorithms operating against noise jamming.

In Figure 5.12, it can be seen that the effective operating range of the PRI algorithm
implemented on the present hardware does not vary greatly over the range of differences in
relative phase plotted, except for a slight widening at the larger relative phase differences
corresponding to a slight drop in the minimum SIR(in) from approximately -19 to -24 dB. The
maximum SIR(in) for successful operation remains constant at approximately -9 dB. From the
power-inversion properties of the PRI algorithm, this corresponds to SIR(out) of +9 dB, which is
consistent with a BER of 10.2 for FSK signals.

The operating range of the EV algorithm, on the other hand, is observed to increase
significantly as the difference in relative phase is increased. This is due not only to a slight
decrease in the minimum acceptable SIR(in) similar to that experienced by the PRI algorithm, but
also a substantial increase in the maximum SIR(in) from -9 dB to nearly 0 dB. This increase is
consistent with the greater ability of the EV algorithm to separate signals which are close in
power, provided that their input-signal vectors are more orthogonal than parallel.
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In practice, there will be times when the interfering signals lie outside the range for
acceptable operation, as experienced by the present system. The limited operating range
experienced, especially for the PRI algorithm but also the EV algorithm, points out the need for
other algorithms which exploit known features of the communications signals, thereby permitting
effective operation at nearly-equal jamming and wanted-signal powers, under all conditions.
Improvements in the channel differential frequency-response matching are also required, along
with greater digital precision (an increase from 12-bit to 16-bit D/A conversion), as this will
permit effective operation against much stronger jamming signals (i.e., low SIR(in)).

5.3 TESTS WITH OVER-THE-AIR SIGNALS

Laboratory tests permitted a detailed evaluation of performance, since the input-signal
levels could be easily controlled, both in amplitude and in (simulated) arrival direction. Over-the-
air tests do not permit such easy assessment. Over-the-air incoming signals are subject to
multipath effects, with the result that the apparent directions and amplitudes depend on the local
conditions as well as the original signal directions and so may differ between antenna elements
and change with the RF frequency used. Despite the difficulties of performance assessment, it is
important to perform over-the-air tests to demonstrate the functioning of the system with real-
world signals and to ensure that real-world operations do not introduce any adverse influences on
performance beyond those observed in the lab.

Over-the-air tests of the adaptive antenna system operating with the PRI and EV
algorithms were performed using the FSK communications signal and noise-jamming signal of
Section 5.2.3. The experimental arrangement was similar to that of Figure 5.5, with the RF signal
distribution system replaced by transmitting and receiving antennas located on the roof of the
laboratory.

The rooftop antenna arrangement is shown in Figure 5.13. The receiving antennas
consisted of four Harris 3013/VRC vertical whip antennas, 2.5 m in height, mounted on an
aluminum ground plane in a square array, 2 m on a side. This geometry was similar to the
simulated array of the in-lab tests. Two receive antennas were selected at a time, for operations.
The aluminum ground plane was raised approximately 1 m above the roof, clos: to the level of the
masonry railing along the edge of the roof. Transmitting antennas (also Harri4 3l13/VRC vertical
whips), placed approximately 10 m away at a similar height, were used for tn. communications
and jamming signals. A rooftop penthouse located nearby provided an obvious source of
multipath propagation for both communications and jamming signals. Other obvious local
features contributing to multipath included the railing, a 2-m-high chain-link fence behind one of
the transmitting antennas, and an external metal stairway to the penthouse roof. The transmitters
and receiving system were situated in a basement laboratory of the three-story building. Matched-
length cables approximately 100 m long were installed between the rooftop and laboratory, to
pass the transmitted signals to their antennas, and bring signals from the receive antennas to the
receivers.

For the tests reported here, receiving antennas A and B were used. The input signal levels
seen by the adaptive-antenna processing system were measured at the processor output by
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running the array with fixed weights, selected to pass a particular input antenna's signals to the
output without change (antenna A, fixed weights (1, 0); antenn. B, fixed weights (0,1)). The
operating frequencies had to be changed slightly from the in-lab tests, to channels which were not
already occupied (35, 49.5, and 77.5 MHz).

The signals used were similar to those described in Table 5.4, Section 5.2.3 for the in-lab

tests. A 2.4-kb/s FSK data signal was employed as the communications, and bandwidth-limited
white noise as the jamming. The transmitted signal levels were adjusted so that the receive signal
levels were similar to those experienced in the in-lab tests. The communications and jamming
signal levels were initially set to similar levels, and the communications level was adjusted
downwards so as to cover an input signal-to-jamming ratio SIR(in) from 0 to -40 dB. The bit error
rate (BER) was recorded as a function of SIR(in) for the three transmitted frequencies.
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Figure 5.14 shows the resultant BER achieved as a function of SIR(in) from antenna B, for
the PRI and EV algorithms. Also shown on this figure is a dotted line representing the maximum
BER (10.2) permitted for acceptable communications. The general behaviour revealed by these
plots can be described as follows: As SIR(in) was reduced below 0 dB, SIR(out) became high
enough to permit the bit-error-rate analyzer to synchronize to the transmitted data and a bit error
rate to be recorded. When SIR(in) was reduced further, the BER dropped into the range of
acceptable communications (< 1042). (As seen in this figure, it did not decrease to zero, due to an
occasional data conversion problem in the output D/A portion of the processing system, which set
a lower limit to the achievable BER near 0.4 x 10U2. A correctly functioning operational system

PRI 35 MHz EV 35 MHz

------------------------------------- ----------------------. __/. j

-d -0 40 -1o -0 40 -10

PRI 77.5 MHz EV 77.5 MHz

--- ----------------------------------------------- -------------------------------------------------- ---

a-is 4o 40 H -~ --- To 604

SIR(In) ON ANT. B (di) SIR(In) ON ANT. B (d0)

Figure .1 BER as a function of the SIR(in) observed at antenna B, for
the over-the-air tests of the adaptive antenna system operating with the
PR! and EV algorithms, at RFfrequencies of 35, 493, and 77.5 MHz.
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will not have this problem.) With further reductions in SIR(in), the BER eventually began to
increase, and passed above the maximum permitted for acceptable communications.

It was observed in these tests, that the input signal-to-jamming ratio SIR(in) differed
significantly between the two antennas. At 35 MHz, a large difference was seen between antenna
A and B in this ratio (-13.2 dB). A slightly smaller difference (-10.9dB) was seen at 49.5 MHz,
and a much smaller (reversed) difference (+2.4 dB) was seen at 77.5 MHz. These changes are
consistent with antenna B shielding antenna A from the jamming signal (See Figure 5.13),
particularly at the lower frequencies, and the shielding being mitigated by multipath propagation
which was most felt at the highest frequency.

In the in-lab tests it was seen that the PRI algorithm performance was approximately the
power inversion expected from theory, when SIR(in) was between 0 and -15 dB. From theory, the
PRI algorithm inverts the relative input power levels seen at the antenna to which the variable
weight is applied (antenna B in this case). From Figure 5.14, the point at which communications
first becomes acceptable, as SIR(in) is reduced, is the same (measured on antenna B) for all three
frequencies with the PRI algorithm, near -8 dB. This agrees with theory, since an inverted output
power ratio SIR(out) near +8 dB, is consistent with an instantaneous BER of 102 for FSK signals.

The actual values of SIR(out) for which the BER dropped below 10.2, for the PRI
algorithm, were found to be 10 and 11 dB for RF frequencies 49.5 and 77.5 MHz respectively.
These greater-than-expected values for SIR(out) at the threshold BER may be due to the fact that
the weights and thus the instantaneous values of SIR(out) were fluctuating in response to
statistically-varying signals while the BER recordings were made. Any significant fluctuations
toward smaller values of SIR(out) would be expected to greatly increase the instantaneous BER,
while same-size fluctuations towards larger values of SIR(out) would decrease BER only slightly.
Thus the mean SIR(out) corresponding to a mean BER of 10.2 is expected to be somewhat higher
than the corresponding instantaneous value. The measured values are thus consistent with the
measured BER, and slightly higher than the values expected from power inversion.

The fact that the PRI performance is related to the input-signal ratio at a particular antenna
may be exploited. By switching antennas in response to changing conditions, so that the variable
weight is always applied to the antenna with the lowest input ratio SIR(in), the operating range of
the PRI algorithm may be extended, particularly in cases where one antenna may be shielding the
other, or multipath propagation is present.

The range of values of SIR(in) over which the PRI algorithm was observed to permit
acceptable communications is seen in Figure 5.14 to differ somewhat from the two lower RF
frequencies to the higher frequency. The minimum SIR(in) (as measured on antenna B) increases
from roughly -30 dB at 35 and 49.5 MHz, to -25 dB at 77.5 MHz. A minimum SIR(in) of -30 dB
corresponds to a maximum processing gain near 38 dB, while a minimum SIR(in) of -25 dB
corresponds to a maximum processing gain near 33 dB. The maximum processing gain expected
on the assumption of identical antennas, was seen in Section 5.1 to be 35 dB, as set by the
differential frequency response of the channels. Considering the different responses of the actual
antennas to the communications and jamming signals, and their variation with frequency, the 38
and 33-dB maximum gains inferred appear reasonable.
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The EV algorithm performance is less predictable. It can be seen from Figure 5.14 that the
range of values of SIR(in) (as measured on antenna B), for which acceptable communications was
achieved, depends greatly on frequency. Unlike PRI, SIR(out) for the EV algorithm cannot be
expected to be solely dependent on SIR(in) seen at a single antenna. Instead it depends in a more
complex way on the relative amplitudes of the signals as seen at both antennas, and their phases.
The range of SIR(in) for acceptable communications with the EV algorithm was observed in these
tests to be considerably less, at the two lower frequencies, than that achieved with the PRI
algorithm. This is somewhat disappointing, given the better performance expected for the EV
algorithm from theory [2]. The unexpectedly smaller operating range occurs at the two
frequencies (35 and 49.5 MHz) where the input signal ratio SIR(in) differed significantly between
antennas, a condition which was not considered in the theory. At the remaining frequency (77.5
MHz), the operating range with EV is much better than with PRI.
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A better approach to displaying the BER achieved with the EV algorithm may be as a
function of SIR(in) taken from the mean signal powers over both antennas. This is implemented
in Figure 5.15.

In this figure, as SIR(in) is reduced, the point at which communications first becomes
acceptable is seen to depend on the RF frequency: -13 dB at 35 MHz, -11 dB at 49.5 MHz, and -1
dB at 77.5 MHz.

The communications transmitting antenna was broadside to receiving pair (A and B in
Figure 5.13), and the jamming transmitting antenna was 900 off. Under these conditions, if
multipath propagation is neglected, the input vectors for the communications and jamming signals
are expected to be nearly orthogonal at 77.5 MHz RF, provided both antennas experience near-
similar SIR(in) which is the case at this frequency. For the EV algorithm operating under these
conditions, the maximum SIR(in) for acceptable communications is expected to approach 0 dB.
As a result of this upwards extension of allowed SIR(in), the operating range for the EV algorithm
was noted to exceed that of the PRI algorithm at 77.5 MHz RF, even in the difficult multipath
situation tested. (As previously indicated, this did not occur at the 35 and 49.5 MHz RF operating
frequencies.)

In summary, the over-the-air tests reveal some unexpected performance effects which can
arise in a real situation. The EV algorithm performed worse at the two lower frequencies than the
PRI algorithm despite its predictably better performance at the highest frequency. This is
surprising, given the better performance predicted by the theory and simulations for similar
antennas. The antennas did not fit the theoretical criterion at the lower frequencies, as they
experienced significantly different input ratios SIR(in), due mainly to the shielding of one antenna
by the other in some directions. The EV algorithm, more than the PRI algorithm, appears
susceptible to performance deterioration in such a situation. The reason for this remains to be
determined.

The PRI algorithm performed predictably, with its output ratio SIR(out) close to the
predicted power inversion of the signals seen by the antenna to which the variable weight was
applied, provided the gain required fell below the limit set by the differential frequency response
of the input channels. In situations such as that tested, where the antennas can experience
significantly different SIR(in), the operating range of the PRI algorithm could be extended by
switching antennas so that the variable weight is always applied to the antenna with the lowest
SIR(in).
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6.0 CONCLUSIONS AND RECOMMENDATIONS

The present work provided an investigation of the implementation issues for a VHF
adaptive-antenna system as well as the potential performance of a particular class of adaptive-
antenna algorithms. This was achieved through the development of a VHF adaptive-antenna test
bed, including a programmable adaptive antenna processing system. A programmable
implementation is recommended, in view of the potential need to incorporate a number of
adaptive algorithms for receiving different types of signals or meeting different threats, and to
permit future modification.

As was demonstrated by the test-bed system, the implemented technology is easily
capable of providing the required programmability and processing speeds to handle VHF signal
bandwidths, and computation-intensive adaptive algorithms, for a two-antenna system.
Technology advances in the four years since the technology was selected have been significant, so
that a four-antenna VHF implementation should not pose any problem, should this be considered
desirable.

Several weaknesses were found in the system as implemented.

The main limit to the performance of the adaptive antenna system was in the differential
frequency response of the receivers set by the final-stage filtering which limited the bandwidth of
the signals which could be received. Despite the fact that the present system used precision filters
for this purpose, this effect limited the null depths achievable by the system against jamming or
interference, which occupied the full receive bandwidth, to -35 dB. This problem can be reduced
substantially in future systems by digitizing the signal at IF and performing the downconversion
to baseband and final-stage filtering digitally, thus eliminating any mismatches in the final filters.

Another limit to performance for an adaptive antenna system is the receiver phase noise,
which also impacts on the null depth achievable, when the input receivers are kept phase coherent
through the use of a common frequency standard (as was done in the present system). In the
present system, which used Watkins-Johnson WJ-8628A-1 receivers selected for their low phase
noise, the null depth achievable was limited to -48 dB by this effect. This limitation can be
eliminated by using common local oscillator signals for all receivers, so that the phase noise
remains coherent between receivers and can thus be cancelled, along with the stronger interfering
signals.

A third limit to performance in any digital system is the quantization noise introduced by
the A/D conversion of the signals. For the present system, 12-bit A/D converters were used,
which limited the null depth to at least -65 dB, assuming that there was no offset error in the
conversion process. With assumed offset errors as large as two bits, the null depthwould be
limited to -47 dB. The quantization noise will be reduced, if finer quantization is used. 16-bit A/D
converters having the required sampling rates are now readily available and should be used.

A related concern is the need for a common AGC for the input receivers. This was not
implemented in the present test bed, but is a concern in practice where the range of received
signals could exceed the fixed-gain dynamic range of the receivers and A/D converters. The AGC
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switching process is made easier if more bits are available, so that the signal need not occupy all
the available bits of the A/D converter and still be adequately represented. For this reason also,
16-bits-or-higher A/D conversion is recommended in future VHF systems.

The adaptive-antenna algorithms tested in the present work were restricted to those not
requiring a priori information about the signals being received, and to two-element arrays.
(Adaptive-antenna land-mobile implementations are expected to be restricted mainly to two
antennas, owing to limited space and portability requirements.) The tested algorithms had the
effect of separating the incoming signals on the array into different output channels.

The first algorithm implemented was the PRI algorithm, whose theoretical performance
was that of power inversion. The relative strength of the interfering and wanted signal seen at the
input was expected to be inverted in one output channel, and maintained as seen at the input, in
the other output channel. Most communications signals require a signal-to-interference ratio of
the order of 8 dB or so for adequate performance. The PRI algorithm will not cancel interference
adequately in these cases, when the interference is within 8 dB of the communications. Such
situations are quite likely in practice, owing to the fading nature of mobile communications, and
the wide range of signal levels anticipated, owing to the strong dependence of signal strength
upon distance and local terrain. When the interference is increased more than 8 dB above the
communications, the power inversion permits adequate communications. However, as observed
in the implementation, the null depth limits set by the various effects mentioned above,
particularly the differential frequency response of the receivers, sets an upper limit to how much
stronger the interference can be than the communications and still be adequately cancelled. In the
present system, this limit was observed to be of the order of 20 to 25 dB, which is less than the
range of signal strengths that could be expected in practice.

Eigenvector weighting was implemented in the EV algorithm. The theoretical
performance for this technique has been shown to be everywhere better than that of power ratio
inversion under the assumption of identical array element patterns, approaching that of PRI for
close jamming and wanted-signal directions, and being substantially better than PRI when the
directions are well-separated [2]. The two-element EV implementation tested in the present work
showed these properties. It permitted a greater successful operating range (in terms of input
signal-to-interference ratio SIR(in)) with FSK signals, when the relative phase change difference
between antennas for the jamming and communications signals lay between 90 and 1800. This
corresponds to more than half the possible direction combinations, for an element spacing of one-
half wavelength. (The theory indicates that the range of directions showing a performance
substantially better than PRI increases with the number of antennas used (2]. Thus EV
performance will improve if more antennas can be used.) Nonetheless, there was a substantial
range of directions and jamming levels close to that of the communications signal, where the EV
algorithm would not adequately cancel the jamming. Like the PRI algorithm, the null depth limits
of the equipment placed an upper limit on the strength of the jamming that could be adequately
cancelled by the EV algorithm, to 20 to 25 dB above the communications.

The signal separation techniques implemented here in two-element form were found to be
limited, both theoretically and practically, in the range of operating conditions over which they
could cancel interference adequately. In order to remedy this situation, it is necessary to invoke
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adaptive algorithms that exploit predetermined properties of the signals being received. The
newer signal structures being implemented for data communications can be readily handled by
such techniques, since they contain predetermined embedded code (intended for synchronization,
identification, and the like), which can be exploited to obtain a 'reference' signal to match the
adapted output to. Unlike signal separation techniques, reference-based adaptive algorithms do
not have a lower limit on the strength of the jamming signal that can be adequately cancelled.

Future work in VHF adaptive antenna development will be carried out under an existing
technology base program. This work will concentrate on correcting identified deficiencies, and on
extending the range of algorithms and applications considered.

Immediate plans for the next year include a replacement of the programmable processing
system with a low-cost system based on technology which has only recently become available.
The new system will use a PC computer as host, and a single-board TMS32OC40-based two-
channel signal processing system, to implement two-element adaptive-antenna algorithms. In
addition to performing the adaptive-antenna algorithms, this board will perform the final-stage
frequency downconversion and filtering in digital form, thereby reducing differential-frequency-
response null-depth limiting substantially. It also incorporates 16-bit A/D conversion, which
should provide a greater operating range and reduce quantization noise. Its compactness makes it
a candidate for operational implementation, as well. The present VHF receivers will be used, but
will be run from common local oscillators rather than a frequency standard, in order to remove
phase-noise effects.

Reference-based algorithms have been developed for HF applications under a separate
task. These algorithms take advantage of time-division-multiplexed code embedded in the phase-
shift-keyed communications signals. It is planned to adapt these algorithms to VHF
communications signals of similar structure, and implement them in two-element form on the new
adaptive-antenna processing system. Such signals are appropriate for integrated voice/data
communications and packet switching, and can be implemented in fixed-frequency or frequency-
hopping versions. These cases will be considered as requirements and resources permit.
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