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1 Introduction

During the period of this grant, our detailed technical accomplishments will
be reported through journal articles and technical reports. Each of our semi-
annual reports will highlight certain technical areas and provide a summary
listing of our technical articles related to the project.

2 Overview

In broad terms, we have oriented our efforts to hopefully impact the RASSP
program and objectives in two major ways. One is to identify and develop
appropriate classes of emerging as well as more classical signal processing
algorithms which will exercise and challenge the RASSP tools and process.
In this way we would anticipate being able to identify and define in detail
signal processing algorithms that are important but that the current tools
can't accomodate well. We are currently envisioning doing this with iterative
and PDE algorithms, "approximate" algorithms, and algorithms oriented
toward fault tolerance. The second is for our research to provide specific
input for a real or hypothetical next generation of RASSP tools and process.
One phase of this, of course, will follow somewhat from our having indentified
weaknesses in the currently available tools. In addition, we are developing
specific paradigms for environments that incorporate symbolic design and
processing and approximate processing.

There are four major technical themes to our program:

1. Algorithm Based Fault Tolerance: The objective here is the struc-
turing of algorithms so that error correction and/or detection can be
accomplished on the output.

2. Symbolic Design Environments and Processing: This area of our re-
search is exploring and developing symbolic rearrangement of algo-
rithms and the coupling of numerical and symbolic processing in signal
"understanding" systems.

3. The "New Math" For Signal Processing: There are significant new
classes of signal processing algorithms emerging and which we are ac- lion For
tively involved in developing, which require non-conventional archi- ,A&I•
tectures. These include wavelet-based algorithms, algorithms evolving 7AB
from nonlinear dynamics, iterative algorithms and algorithms asso- 'kened
ciated with nonlinear partial differential equations. We are actively 'catio
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working on the question as to whether some or any of these can be
accomodated by the planned RASSP tools.

4. Approximate Processing: In certain cases it is desireable to develop
and implement algorithms which have the property that the quality
of their outputs evolves in proportion to the amount of computation
time. This aspect of our program is directed at designing incremental
refinement algorithms and specifying the requirements for design tools
for these classes of algorithms.

A significant part of our program involves close coupling with Lockheed
Sanders. In relation to the program a member of the Lockheed Sanders tech-
nical staff spends approximately two days per week resident in our group.
One of the graduate students working as a Research Assistant under the
RASSP program spends one day per week resident at Sanders. In addition,
during the summer two graduate studernts will be employed at Sanders. This
close interaction between MIT students and Sanders technical staff provides
the basis for technology transfer both ways. In addition, the Principal Inves-
tigator (Al Oppenheim) for the program at MIT is on the Technical Review
Board for the Lockheed Sanders team.

3 Approximate Processing

We have been exploring the design and evaluation of algorithms which may
be considered approximations to other algorithms. In any given problem-
solving domain, an approximation to a given algorithm may be defined as
an algorithm which is computationally more efficient but produces a lower
quality answer according to some standard of accuracy, certainty, and/or
completeness. The approximate algorithm may be said to carry out approx-
imate processing in the problem-solving domain under consideration. Such
algorithms have previously been studied in the context of computer science
applications, including real-time vehicular tracking and real-time database
query processing. Any individual task in such applications must generally
be performed within a time interval whose duration may or may not be de-
termined prior to run time. In the case of a predetermined time allocation,
an approximate processing algorithm may be used to obtain the requisite
computational efficiency by sacrificing the quality of the answer obtained.
We refer to this as deadline-based approximate processing. In cases where
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the time allocation is not predetermined, it is desirable to use an approxi-
mate processing algorithm which produces an answer of improving quality
as a function of time. This allows the algorithm to be terminated when-
ever desired and the quality of the resulting answer is directly proportional
to the actual execution time. These types of approximate processing algo-
rithms are said to carry out incremental refinement of their answers. We
have developed both deadline-based and incremental refinement algorithms
for the short-time Fourier transform (STFT). The results pertaining to the
deadline-based algorithms will be published [5] in the proceedings of ICASSP
94. A journal article [6] on deadline-based STFT algorithms has also been
submitted to the IEEE Transactions on Signal Processing.

Our deadline-based algorithms for the STFT have the property that
they dynamically alter the quality of the answer in order to meet a speci-
fied bound, B, on the number of arithmetic operations allowed per STFT
frame. The quality of the answer is measured in terms of three quality
factors: frequency resolution, frequency coverage and SNR. The primary
means of approximation involves the application of severe quantization and
backward differencing to the short-time frames of the input signal. Exper-
imental results have been obtained involving real and synthetic signals to
demonstrate the preservation of important time-frequency features in results
produced using several times fewer arithmetic operations than are required
by FFT-based algorithms for the exact evaluation of the STFT.

In some applications, bounds on the maximum allowable number of arith-
metic operations may not be available a priori or may change after execution
has begun. We have identified alternative algorithmic structures which allow
solutions of reduced quality to be produced in a more general manner, which
we refer to as incremental refinement. Such algorithms can be conceptual-
ized as consisting of successive approximation stages, each of which improves
upon the quality of the output resulting from the previous stages. One such
algorithm, which we have recently developed, incrementally improves upon
the frequency resolution of an STFT frame. In particular, the i-th stage of
approximation produces STFT frames whose frequency resolution is given
by:

A f = 2 ( -1 rad/sample (1)

The algorithm consists of a total of N. stages, where N. is the length
of the STFT analysis window. We have also derived expressions for the
average cost per approximation stage for this agorithm.
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Another incremental-refinement algorithm we have developed for the
STF1 improves incrementally upon the frequency coverage of each frame.
The frequency coverage of the analysis at stage i is

AF =41ri rad/sample (2)

where N is the DFT length for each STFT frame. After N/2 stages, all
frequency bins have been calculated, and the complete frequency coverage
of 21r rad/sample is attained. We have also derived expressions for the
average cost per approximation stage for this algorithm.

The above two incremental refinement algorithms exploit the notion of
successive approximation, but each is suitable to a different kind of analysis
task. While the first maintains complete frequency coverage and improves
incrementally in frequency resolution, the second does just the opposite.
We have also formultaed a more general successive approximation technique
where instead of improving only in frequency coverage or only in frequency
resolution at each stage, output quality is improved in one, the other, or
both in a stage-dependent manner.

Of primary importance to the informed use of approximate methods in
signal processing systems is the assessment of quality. For discrete Fourier
analysis, we have used the measures of frequency coverage, frequency res-
olution, and SNR to characterize the results generated using a variety of
methods. In general, we may characterize the quality of an approxima-
tion using an appropriately selected ensemble of numeric quality measures,
which we represent mathematically as functional mappings into R. We may
completely characterize an approximation by applying all quality measures
simultaneously, defining a mapping into RI where n is the number of quality
measures in the ensemble, and each dimension of quality is mapped into an
orthogonal dimension of n-space. This ensemble mapping, which we call
a quality function, provides a convenient way of assessing solution quality,
particularly when approximations are used that affect the signal in more
than one dimension of quality.

In addition to structures for quality assessment, we have also been con-
sidering methods for assessing the costs of producing solutions of a given
quality. One promising approach we have investigated for the STFT is to
define a cost function which describes the computational cost of producing
a solution of some quality given a solution of lower quality. In particular,
we have been successful in deriving such expressions for the various approx-
imation stages of the incremental refinement algorithms for the STFT.
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We have also been considering how the structures for quality and cost
assessment may be used as the basis of control strategies for successive ap-
proximation algorithms. A cost function on the quality space of a successive
approximation may be viewed mathematically as a weighted directed graph
with the points of the quality space corresponding to nodes, potential paths
of improvement represented as arcs, and the cost functions assigning the arc
weights. Such graphs, which we call quality/cost (QC) graphs, offer promise
for the control of successive approximation algorithms due to the existence of
powerful graph traversal methods. Candidate graph-traversal algorithms
include Dijkstra's algorithm [1], Moore's algorithm [2], the Bellman-Ford al-
gorithm [3], Floyd's algorithm [4], and the A* algorithm [5]. The use of
quality and cost functions for the formulation of QC graphs offers the im-
portant advantage of hiding the underlying algorithmic structure by which
solutions are obtained. When a variety of different algorithms are available
for approximating a result, an appropriately chosen quality space may in-
corporate the quality assessments of each algorithm. A QC graph may be
formulated incorporating all available methods of obtaining solutions, and
graph traversals may be derived which incorporate stages from each method
so that overall computation is minimized.

4 Algorithm Development

One component of our research within the RASSP program involves the
investigation of some important classes of algorithms for signal processing
applications with particular regard to how they are accomodated within the
framework of current and potential RASSP tools. A key aspect involves
assessing the degree to which these algorithms are well-matched to current
signal processing architectures and computational platforms, and exploring
what the implications are for the next generation of signal processors and
for processor design tools.

In this project, we are exploring a class of iterative and approximate
processing algorithms that are useful in a number of applications. The par-
ticular application area that we are addressing is wireless communication
systems. Over the last several years, there has been a dramatic growth in
the demand for a broad range of wireless communication services both in the
commercial and military sectors. However, this rapidly escalating demand
for both wider availability of such services and increasingly sophisticated ca-
pabilities has put great pressure on the limited available bandwidth within
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the radio spectrum. Given such constraints, the use of increasingly sophis-
ticated signal processing algorithms in wireless modems will be critical to
accommodating large numbers of services and users within the available
spectrum. Furthermore, future generations of wireless systems will benefit
enormously from the kinds of tools and architectures being developed within
the RASSP program.

The algorithms that we are exploring and using to exercise the RASSP
design tools are directed at increasing bandwidth efficiency. In wireless sys-
tems involving multiple users, the signal processing invariably required at
the receiver involves channel estimation and compensation (equalization),
suppression of co-channel interference (i.e., interference from other users),
and data detection and decoding. In typical bandwidth-efficient systems,
this decoding generally involves some form of sequential processing based
upon a Viterbi decoder. Many of the algorithms we are currently devel-
oping to perform this signal processing are iterative in nature in order to
cope with complexity issues. As examples, we have recently developed a
class of efficient iterative receivers for minimum probability-of-error data re-
covery in unknown Rayleigh fading channels without a feedback path. We
have carried out a number of simulations of our algorithms, exploring their
performance as a function of iteration, the number of users, signal-to-noise
ratio, and carrier-to-interference ratio. These preliminary but ongoing simu-
lations suggest that iterative and adaptive algorithms of this type can lead to
dramatically better system performance than is obtained with conventional
receiver processing and consequently will quite likely become an important
part of the future of bandwidth efficient wireless systems. As we continue
to develop and identify the key ingredients of these computations, we are
exploring ways in which signal processors can be designed to more efficiently
execute them.
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