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There is a growing consensus that the sound generated by breaking waves is
responslle for much of the ambient noe level in the ocean. Wile numerous field

ssunnts have shown a strong conelation between the ambient noise spectrum
lev (M in the rmge 100 Hz to 25 kHz and wind speed in the ocan, • little has
been dae to establish a comparable correlation between the ambient noise spectrumi
level and surface wave field parameters. The difficulty in establishing this ieltkshi
is remarkable given that the frequency and intensity of wave breaking are dependent
on the dharacterstis of the wave field. 3

In Fal.l 1991, an experiment was conducted from the research platform Flip 130
kilouters off the coast of Oregon, where the ambient noise between 2.5 and 25 kHz,
the wind speed, and the sa surface elevation using wir wave gauges were

The corelation between N and the root mean square wave amp.htudsa.vias
found to be poor but could be improved if the swell was filtered out u u -
elevation time eries. Tbeheinfuece of swell.on the value of a was d~*tont to5
the level of ambient noise since its aracteristics were not directly d to 1he locl, -
wind-wave conditions. Observations of the dependence of the high fqiywinid
waves mid the directional wave spectrum under turning winds suggested that thel igh '

requency wave components responded more quickly to changes in the wind speedand
wind direction than the enery-containing frpencies.

The ambient noise level also correlated well with the root mean square wave
slopes . This is consistent with previous laboratory m su mts which showed that
the steepness of a packet of waves correlates with the strength of wave breaking and
with 'I ratri of breaking waves such as loss of momentum fluxdissipation
init voue of air entrained, mixing, and sound geniratin . ,

Comparisons of surfaice wave dissipation estimtesug esu mps
and models developed by Phillips (1985) and Hasselmann (1974) show"that although I
the two models have very different forms, they give values that are comparable in
magnitude. The relationship between the ambient noise level and log of dissipation give
correlation coefficients (0.93-0.95) that are comparable to those between ambient noise i
and wind speed. The mean square acoustic pressure was shown to vary with the
dissipation, with p2  D01-0" The results suggest that measurements of ambient sound
may prove to be useful in inferring surface wave dissipation. 3
Thesis Superviso. W. Kendall Melville
ritle Visiting Professor, Deparmnt of Civil & Enviromnental Engineering I
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A Fourier tramfnrm of a(t)
a e surface elevaion
Scahlrated sea surface elevation
al a surface elevation measured by sensor i
a rmoo m square surface wave amplitude
AW wind wave root mean square amplitude
B hy1 drophe bea pattern
CD drag coefficientI
C4 cross spectral density between i and j
C4 cres spectral density etbmte between i and j 3

cxý correlation coefficient between x and y
Cphase speed of the breakdn wave crest
Cp phase speed of the peak frequency of the wave spectrum

CS group velocity vector
CH Kamen et al (1984) dissipation coefficient [3.33x10-5 ]

•CV specific heats
surface wave energy dissipation per unit area I

D fractin of surface wave energy dissipated by a breaking wave.
DH D computed using the Komen et al (1984) formula
DO D computed using the Phillips (1985) formula S
Dr D computed using the Thorpe (1992) formula
d surface wave spectral dissipation per unit area
c. energy dissipated/unit length by a steady breaking wave
du energy dissipated/unit length by an unsteady breaking wave
EH reduced DH computed using integral wave parameters
Ep reduced Dp computed using wind and wave parameters I
e sea surface variance

non-dimtensional sea surface variance
fieqecyp
mean frequency of the surface wave spectrum

f void fraction of air in water

fd resonant frequency of a dipole source
fo resonant frequency of an oscillating bubble
g gravitational acceleration [9.81 m/s] 3
H, significant wave height
I surface wave directional spreading function
I acoustic intensity
j imaginary number = 1
k wavenumber, k = magnitude(k)
k wavenumber vector, k = (kx~ky) 1
L dipole moment
N ambient noise spectrum level [dB re 1 jLPa2/1 Hz]
P ambient pressure

p2  acoustic mean square pressure

p reference pressure [usually 1 pPa2] I
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P surface wave directional p
R raw power spectrumd IdS /1 Hz)
Sro emnm radius of an oscillating bubble
S ambient noise directiomal source pattern
s wave slope

sp wave slope of laboratory packcet
6 wave slope vector, sT- [sx sy
Sax, say finite difference wave slope estimate in the x and y directions
Swax, sway finite difference wave slope estimate in the Xw and yw directionsI S surface wave action spectral density
s root mean square wave slope

Uz wind speed at elevation z meters
u. wind friction velocity
V current velocity vector
Vo initial volume of air entrained by a breaking wave
vC voltage at wave gauge calibration position
w wind input source function
a Hanng window
x,r position vectors, xT - [x y, rT [rx ry]Ijq complex phase lag vector for sensor I
Xw, Yw x and y axes in the wave gauge coordinate system
z elevation

0 surface wave frequency spectrum
Sequilibrium surface wave frequency spectrum

% reduced surface wave frequency spectrum

diretional wave spectrum estimate
2.5 - 14 kHz frequency range

a solid angle
IF surface wavenumber spectrum
TE equilibrium surface wavenumber spectrum

Toba's coefficient [0.111

steepness parameter used in DH
aPM value of " for a Pierson-Moskowitz spectrum, &pM = 4.57x103

0 numerical coefficient Of TE(k)
reduced spectral dissipation estimate

e reduced Komen et al (1984) spectral dissipation estimate
ep reduced Phillips (1985) spectral dissipation estimateI*, 0 angle variables
y proportionality constant for dp(k)
' ratio of specific heats

IC von Karman constant [0.40)
X. surface wavelength
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Figure 1.1. Sources and spectrum levels of deep water ambient noise 22
(Wenz, 1962).

I e 1.2. A plot comparing the wind speed measured by a vector- 24
averaging wind recorder (VAWR) type anemometer 3.5 meters above
the on surface and by a WOTAN at 4.3 kHz ambient noise frequency
(Evans et 4 1984).

Figure 13. Plot of log U versus the ambient noise level at 8 and 25
14.5 kHz. Note that when U exceeds 10 meters/second, the departure
from the linear relationship between N and log U becomes
significant (Farmer & Lemon, 1984).

Figure 1.4. Ambient noise spectrum level during a breaking event 33
detected by a hydrophone 14 meters below sea leveL The
background spectrum immediately before breaking shown in the
first plot is reproduced by the dashed lines in the second and third
plots. The 90% confidence level is indicated by the vertical bars in
each plot (Farmer & Vagle, 1989).

Figure 1.5. The sound radiated by a typical oscillating bubble 37
generated by a laboratory spilling breaker can be described as an
exponentially damped sinusoid (Medwin & Beaky, 1989).

Figure 1.6 Plot showing the observed peak frequency fo of the 40
pressure spectrum from breaking waves and the predicted resonant
frequency fl for a cylindrical bubble cloud computed using the
method described by Lu et al (1990) [ Loewen & Melville, 1992].

Figure 1.7. A plot showing that the acoustic energy radiated by a 42
breaking event Ba is proportional to the dissipated mechanical wave
energy EL. Ea was scaled by the square of the product of the center
wavenumber of the surface wave packet kc and the depth of the
wave tank h (Loewen & Melville, 1991a).

Figure 1.8. The energy dissipated by a breaking event D is proportional 43
to the initial volume per unit width of air entrained by a breaking
wave V0. The figure shows laboratory results from three different
wave packets of various wave slope (Loewen, 1991).

Figure 1.9. A plot of the wind induced wave growth W/'I'(k) as a 48
function of frequency at u. = 0.45 m/s. Data were compiled from seven
different investigations by Plant (1982). Dashed lines show limits of
Equation 1.14. Data from Snyder et al (1981) is indicated by shaded area
(Plant, 1982).
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U
Fu r1.10. Log-log plot of the fraction of breaking waves k versus the 50
inverse wave age (U10 /c ) Data was taken from various field
investigations: Lmguet-FWigin & Smith (1983)- U, Weissman,
et al (M ) WA+1, Thorpe & Humphries (1980)- 0, Katuaros &
Atakturk (991) - 9, and Thorpe (1990) - 0, (Thorpe, 1992).

Figu•e 1.11. Normalized speed of a breaking event (cb/cp) versus the 54
phase speed cp (Din 1993).

Flur 3.1. A map showing the location of Flip during the NOBS 68
experiment (43P 42' N, 12 59' W). The site is ap-roximately 130 km
west of Oregon and 600 km south of Vancouver Island.

Figure 3.2. A schematic diagram of Flip showing the locations of the 69 1
different instruments used in the experiment. The capacitance wire
wave gauge is 15 meters and the resistance wire wave gauge is
17 meters from the hull of Flip.

Figure 3.3. Schematic diagram of the sampling and preprocessing 70
method used in gathering and storing data.

Figure 3.4 A photograph of the directional hydrophone taken 72 3
immediately after the platform 'flipped' from vertical to horizontal
attitude. The photograph was taken from a location near the bow
of Flip. The hydrophone is the dark circular disk at the center of the
photograph.

Figure 34. A dose-up photograph of the directional hydrophone taken 73while Flip was in port in San Diego. The instruments in the I
foreground are the SIO Doppler sonars used to image the sea surfmce.

Figure 3.6. A simplified diagram of the directional hydrophone and the 74 1
mounting. The dimensions are not to scale.

Figure 3.7. Sensitivity level (SL) of the directional hydrophone in 78 1
dB re 1 Volt2/ljPa2 obtained from a calibration of the instrument
at the Naval Ocean Systems Center. 3
Figure 3.8 Plot of array gain (AG) of the directional hydrophone as a 79
function of frequency. AG values computed from NOSC calibration are
denoted by C.

Figure 3.9. Some typical ambient noise power spectra in dB re lgPa2/ 81
1 Hz at various wind speeds.

Figure 3.10. Photograph of the 4-wire resistance wave gauge array 83 3
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J and the capaciance wire wave puge (heavy black cable) deployed at
the end of the boom. The heavy white cable near the owu'e of the

;oto• the s grond wire,

ure MS.L Photoaph of the boftm spreader bar being lowered to 843postb prior to full deployment of the wre wave gauge army.1The bar
is made of stainless sde md each amn is 05 meters kIng.

Fgre 5.22. Plot showing the values for the four different field 85Icalbai of the capacitance wire wave giuge. The dashed line is a
linear leat square fit of the sample points. The equation for the best
linear last squares fit is

ac(m) - O.541vc (Volts) + 0.800

I where ac is the calibration position and vc is the mean voltage reading at
that position

I Figure &5S. Plots showing the charac terhi of a typical wave height 89
power spectrum. The data were sampled at 8 Hz. The spectra
were computed frmn a one hour wave gauge record with U10 = 8 m/s.
a) Power spectrum computed rom 1024-point FFr. used
throughout this work. b) Power specttrum over the same periodSconputed fowm 256-point FF.s to resolve the lower fequency

FIurm, 5.14. Plan view schematic diagram showing the location and 91odentation of the resistance wave gauge array and the coordinate
systemIs used in computing the wave slope s.

I Fgure 3.15 Plan view of schematic diagram showing the coordinate 96
syst• used in computing the directional wave spectrum O(m,e).

Figure 4.1. Time series of U10, u. and the wind direction during the 101
NODS experimenL Note that the wind rapidly changes direction
on Julian day 278 after blowing from the North for approximately
six days.

I Figure 42 Some typical 512-point wave height spectra O(f) [m2/HzJ 103
taken from one hour records at the start of each day of the NOBS
experiment, a) 269. b) 270. c) 271. d) 272. e) 273. f) 274. g) 275. h) 276.
i) 277. j) 278. k) 279.1) 280.

Figure 4.3. a) Root mean square amplitude a (in) and significant 105
wave height He (in) computed from the full spectrum. b) Mean
frequency computed from the full spectrum f'. c) a. and H.
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cmtptd wfth swell filtered out. d) Mean frequen with the Swell
flhrd out f,.

rigne 44 T" er of log 4'm 2/Hz) at selected frequecies.: 106
0.2S Hz- o, 0.5 Hz- e,0.75 Hz- D, 1 Hz-.EL

FIgure 45L "ie series of the RMS wave slope s (Equation 3.12) computed 107
from the resistance wire wave auge army data.

AP6mm 4.6. Thne series of the ambient noise spectrum level N (dB re 109
I pPa2 11 Hz) at selected WOTAN frequencies. Note the similarities 3
betwee these time series and the U10 tume senes. In particular,
note the dro and in N on Julian day 27L a) 43 kHz. b) &0 kHz.
c) 14.0 kHz. d) wide band [2-14 kHz or ZJ. I
Figure 47. Directional wave spectra from 0.25 to I Hz. The sequence 112
of plots de-montrate the evolution of the wave field in response to
turing winds on Julia day Z27 The x-exds for the plots is frequency I
in Hz and the y-axis is wave direction ed. Dashed lines indicate the
direction the wind is blowing towards (Owtnd). 3
Figure &L. The directional wave spectra in Figure 4.7 nomalized 117
by the spectrum level at the given hequency to hihih the
dirctional distribution of the wave energy in response to turning
winds n Juliam day 278. The x-axis for the plots is frequency in
Heuz and the y-axis is the wave direction 0 d. Dashed lines indicate the
direction the wind is bkwing towards (ed).

Fir•re 4L9. Plot of U10 vs. selected N frequencies. Lines indicate 124
regression lines obtained by var investiti This study - solid
line, Evans et al (1984) - short dash, Lemon et al (1984) - dash-dot-dot,
Vase et al (1990)- dash-dot.

Figure 4.10. Plot of u. vs. selected N frequencies. The figure shows a good 125
correlation between ue and N. 3
Figure 411. a) Plot of the drag coeffcient CD = (u/U 0 )2 as a 126
function of (U1O/cp). b) Plot relating the inverse wave age based on U10
and on u..

Figure 4L12. Plot of N vs. the root mean square wave amplitude a. 131
The scatter in the data give correlation coefficients - 0.67 for all
the plots.

Figure 4.13. Plot of N vs. a.. The data was high pass filtered to eliminate 132
the contribution of swell energy to a.. The figure shows a significant
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I %mmI t in IM Condltion. between ambient noise N and the
INIS wind wave amplitude ., (see Table 4.3).

fIgure 4.14. The high frequency surface wave anrgy Ad ambient 133
nolme N m wefoad, a) Plot of N v,. .50.4Hz) b) Plot of N3 vs. .MtSz). c) Plot of N vs. 4*(.OHz).

3 Pigare UL. Plot of wave slope versus the ambient noise N at selected 137A-eqncies

3 P1m' 4.16. Plot of wave slope s as a functont of wind speed U10, wind 138
stress u. and inverse wave age (U0 o/cp) wd (u./c€).

3 FIgure 4.17.7Te wind and wave tiue seies during NOOS can be 142
subdivided into dtu• and wutud condltions. The data in section 11
were considered sta while those in sections I, III and IV wereconmsiderdota l .

Fie 4.1L Plot of N(4.3 kHz) versus -elected wind and wave 144
paameters. The plots on the left ae for d" during umusty
condiotrs. The plots on the right ae for data during stdy

I n 4.19. Plot of UIO vemus selected wavparmeters. The plots on 145
• e Idt asor data during do conditi.e plots a the right we3 ~for data during studyconditioms

Figrem 4&M Plot of the non-diensioal wave enrgy versus the inverse 1483 ~wavewas

F1igu 4.1 Selected nomaslized 1-hour wave spectra. The spectra were 149
taken from wave height records sampled at 0000 UT. The solid line
denotes 0 for a - 0.11 (Equatlon 4.17). a) Spectra from 12 day record.
b) Spectra from fully developed sees.

urm s.1. CmvpinrMsns of the time series of the log of the total 155
disiao [k c using the formulas given in Table 5.1.

a) DH (solid lne) and EH (shurt dash), b) Dp (solid line) and Ep -
(short dash). c) Do ("old line) and DH1 (short dash), b) Ep (solid line)I MW SH -(,iot dash).

Moigm L2,. Plots showing the spectral dependence of the KI-H 157

dissipation dH(M and 4H(f) [kg/s 3Hzl. These spectral estimates
were computed horm the wave spectra shown in Figure 2.4.
Numbers below the plots indicate the Julian day from which the plots
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Fue 53. Mlot showing a good cmdation between 0.89aW and aug. 161 3
Th regression lne has a slope - 1 and the correlation coefficient
between the two parameters is 0.92.

Fsure U.4 a) Plots showing the time series of the O and 162

coeffcients 0.89W (solid line), "m.g (short dash) [m 2 /0)J. b) Plot

swing the relative magnitude of the difference between 0.89aW
and om.g. 3
F~e 5.L Pht*s showing the spectral dependence of the hllips 165
dissipation dplf) and ep(f) [kg/s 3 hz]. These spectral estimates 3
were computed from the wave spectra shown in Figure 2.4.
Numbers below the plots indicate the Julian day from which the
plots were taken. 3
Figure .6. Plots of the KHH dissipation DH versus ambient noise at 169
selected frequeies. The dashed line indicates the regression
computed from the data (see Table 5.1 for the coeffidents).

Figure .7. Plots of the reduced IHH dissipation EH versus ambient 170
noise at selected frequencies. The dashed line indicates the regression 3
computed from the data (see Table 5.1 for the coefficients).

Figure 5.. Plots of the Phillips (1985) dissipation Dp versus ambient 171,I
noise at selected frequencies. The dashed line indicates the regression
computed from the data (see Table 5.1. for the coefficents).

Fiu 5.9. Plots of the Philips (1985) dissipation Ep versus ambient 172
noise at selected firequencies. The dashed line indicates the regression
computed from the data (see Table 5.2 for the coefficients).

Figure A.1. Plot of the Sensitivity Level (SL). 203 1
Figme A.2. a) Plot of the beam pattern of the hydrophone at 1 kHz. 204
b) Pot of the beam pattern of the hydrophone at 3 k . c) Plot of
the beam pattern of the hydrophone at 4 kHz. d) Plot of the beam
pattern of the hydrophone at 5 kHz. e) Plot of the beam pattern
of the hydrophone at 10 kHz. f) Plot of the beam pattern of the
hydrophone at 15 kH z. g) Plot of the beam pattern of the hydrophone

at 20 kH. 3
Figume A.3. Geometry of Urick's (I'"%) model for the distribution of 212
sound sources at the ocean surface. I
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Hm~ AA Urleks (196) ooe model of the verticl disirbtlon of 213
ambirt nob. (dasedW Wagre)sp well with wmmusnt of'I ~Axelrod at il (1965) at 691 Hz (Urlck, 1966).

11r aAL eametry farthe coordinael twuinfo~istlnom the true 216I ~coordiate syi~ to the hydrophiore coordinate syseun.

3 FI~rAAL Plot showing the array pin (AG) of the direllonal 219
hydrophone computed frm the available bean iatiter Dkpol
sourc assumed. -0, omnwtdiotna souro asued - e w THe n3 indicatesm the fit to the data used in computin N(f) (Equation 3.11
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1P -N-OucFION AND L tUATUURE BVIEW

9ke Wold War UH thm hs bern wi e -14P k ath -1 unei s lan d- n

dw natural smure ofundewaier ms d. Thw kill uwtiyadr of the acoustic

3 cmnmunkywas pdukmxl fth du to dbmduis*e thmiue IV=Of these noife sources

so underw~atekwtnanmiscold be usd wmor dv* Underwater ambientrnoise

3 ~ ~wasprimarily o ~fmltyary idbiologial h As crknwwedpeof the

d eatrI ks of undkrwjaWe sound puw, am n opl and acousticians began to

raliS that u*bent noise could be used to ie the phyial proeses that are

3f m f eneting underwaer sound id ukkh y, hicresing our

knowledge of the atmosphere and h oceLn.

I
hn numerous experiments hin the last decade, investigators have used passive acoustic

1 I P 11 of undswae ambient noise to infer the wind speed [e.g., Shaw, Watts

3 & RoBy (0978) and Evans, Watts, Hapem & Dourassa (18) estimate the nutnty

and distrbution of breaking waves (Farmer and Vagle, 1988), track the spatial and

Stemporal position of braking waves in the vicinity of the hydrophones [e.g., Ding

Fanmer (1992), Crowther & Hansla (1993)L, infer the existence of an acoustic wave

I guide formed by the relatively high bubble cnnear the ocean surface

3 (am & Vagle, 1989). Laboratory experiments on breaking waves by Melville,

Loewen, Felizardo, Jessup & Bu(1"988) and by Loewen & Melville (1991a)

3ma• suggest that the dissipation of surface wave energy in the ocean may also be ifrred

fran I- of ambient noise. This hypothesis is further explored in this

It is now believed that the sound generated by bubble mechanisms in breaking waves

is the primary source of the wind-dependent ambient noise in the ocean [Kerman

19



(I"S. 2)j Yet whbi decades of Add memurnwi have shown a well-correlated

power low ebdwuip betwem underwater mbAnt nobe and wind speed

(Kmudsmi Ailord & Bmf (IM6) Urlck (196)1, vey few Iwurn It have tried

to debihk a &ll beitwo ambie noe ndwm fidpavam•ets

nwf ew`ý - - tvhat haeate ptd to do so show twat Ambent noise does3

notm ez we w ithe s ni. wave heiht [ ow & Diz (964), Perrone

(1949), Farme & Lanont (196%)1 Ths, is remarable given tha breaking waves are

mere dirscly dabmd to tde dmwariics of the wave fidd r tr then O wind. We

beleve that "ii could be due to de Jfct that swell and dwe linger wave co onents I
which do vat boeak contrbzte a significaxit proportion to the variance of the wave3

held. The laboratory a -mPa Iof Melville and his coworkers [e~g., Melville et al

(19), Loewen & Melville (1991), Lanmre & Melville (1991)J suggest that both the 3
sound gemuwton and dh dissipaatio in breaking waves are coupled by the air

SIntrak uut proces and that this is why laboraory experiments have shown that I
thee two pwameters date with emh other.

The aim of this thesis is to investdite whether comparable correations hold in the 3
omm. To tis end, we have conducted an experi•et measuring ambient noise,

w and the mdsrce wave feld from a foating platform (RP Flip) off the coast of I
Oregon. Thes meaureto will be used to investigate the correlation between It
ambient sound and a number of surface wave parameters, especially surface wave

energy dissipation which is most directly related to wave breaking. In addition, we 3
will use these 1ft to obtain empirical relatioships between these

Parameters3

Befr proceedin to a discussion of the field experiment and the data, we will, in this I
chapter, review the available literature on ambient noise measurements and their 3
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ca llat with wind and wave parameters. We will then discuss the mechanims for

3sound genration associated with breaking waves. Lat, we will examine the results

onmseem recmt Iabcwatory experients tnbremkig waves. Finlly, we will discuss the

liteatur m surfac wave enegy dissipation.3
LI Ainbhumt mobes sd the wind V"ed

oneinguearwater sound meam ents by nmudsen, Alford& Emling (1948)

I during World War 11 showed that the noise spectrum level N(f) in the 100 Hz -25 kHz

3 nmger crat with sea state. The study resulted in what is now commonly aeferr

to as the Inudse curves", a fAmily of curves showing a slope of approximately -17 to

3 -20 dB per deade wthin this frequec range as a functim of wind speed. The

KnMdsen curves have been verified by other fivestigators over the last few decades

3 [see Wenz (1962) and Urlck (1966) for a review]. Figure 1.1 reproduces a figure from

Werm (1962) whkh mmuarizes the sources mad sound spectrun levels of the

prevailing ambiat noise in the ocemn. The Knudsen curves in this figure are

3 e ssed in terms of a state which was commonly used at the time. Table 1.1 gives

the equivalent wind speed for a given sea state. Although this figure is three decades

I old, it is still useful in providing a general idea of the sound levels and sources in the

* ocem

SFunctional expressims between ambient noise and wind speed were first proposed by

Crouch & Burt (1972) using field Fme m ts by Piggott (1964) and Perrone (1969).

3 They found that this nrationship can be described by the empirical relation
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Pipue 1.1. Sources and spectnum level of deep water ambient noise (Wenz, 1962).
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I
Table 1.1. Approximate rjIatouhip between sea state and wind speed [adapted
frm Wena (130L.

Bemafort Mean wind speed Sea criteia
sea state (m/s)

0 <0.5 Mirorl-ike

1 1.0 Ripples

2 2.5 Small wavelets

3 45 Large wavelets, scattered whitecaps

4 7.0 Small waves, frequent whitecaps
5 10.0 Moderate waves, many whitecaps

6 12.5 Large waves, whitecaps everywhere, spray

7 15.5 Heaped-up sea, blown spray, streaks

3 8 19.0 Moderately high long waves, spindrift

I N(O= N1(f)+ 20n(f)logU (1.1)'

where f is the frequency at which the measurements were made, NI(f) is the noise

spectrum level at 1-knot wind speed, U is the wind speed in hiots, and n(f is a

coefficient of order one. N is the wind dependent noise spectrum level (dB re 1

I mbar2/1 Hz)

I
* N(f) =10141 P2(f)](.2

where P2(0) is the ambient noise power spectrum. Crouch & Burt (1972) used a

I reference pressure pd = 1 mbar2 which is different from the current System

International (SI) unit Pe = 1 pPa2 more commonly used today. Note that Equation

' Al common logarithms used in this work are denoted by 'log' while natural logarithms are
I denoted by 'In'.
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I
Figwu 1. A plot comparing the wind speed measured by a vector-averaging wind
recorder (VAWR) type anemometer 3.5 meters above the sea surface and by a

WOTAN at 4.3 kHz ambient noise frequency (Evans et al, 1984).

I
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Figur 1.3. Plot of log U versu the ambient noise level at 8 and 14.5 kHz. Note that
when U exceeds 10 meters/second, the departure from the linear relationship
between N and log U becomes significant (Farmer & Lemon, 1984).
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1.1 is not in dimensonless form. Crouch & Burt obtained values of n(f) ranging from

0.8 to 2.& By fitting data obtained by other invetigators [Cato (1976), Shooter &

Gentry (1961), and Burgess & Kewley (1983%) Urk (1986) obtained values of n

rimgng ronm 0.6 to 1.5. The differences in n may be due to the differences in the way I
the investigators sampled the data, the site dependence of the U vs. N relationship,

and the differencs in the sensitivity of N at each frequency to changes in wind speed.

The der of scatter in the data appears to be larger at the lower frequencies

If - 0(100 Hz)] and the wind dependence at the higher fequenc If > O(1 kHz)]

appears to be strnger. I

In the last decade, the relationship between ambient noise and wind speed has been U
used as a method of predicting wind speed from ambient noise. Field measurements 3
by Shaw, Watts & Rossby (1978) showed that this relationship, described by an

expression of the form 3

iogiU = m(f)N(f)+ n(f) (1.3) I

can be used as a means of measuring the wind speed using hydrophones. In Equation

1.3, U is the wind speed in meters per second, f is the frequency in Hertz, m(f) and

n(f) are coefficients, and the noise spectrum level N(f) is m dB re I pPa2 /1 I-Z This

technique, commonly referred to as Weather Obsrvtions Through Ambient Noise or

WOTAN (Evans, Watts, Halpem & Bourassa, 1984), has been used in several

mearements over the last decade [Evans et al (1984), Lemon, Farmer & Watts (1984)

and Vagle, Large & Farmer (19"O)]. The development of WOTAN instruments is

described by Hill (1984). In the subsequent discussion in this work, equations relating

U and N in the form of Equation 1.3 will be referred to as WOTAN equations'. Figure

1.2 shows a figure taken from Evans et al (1984) which compares wind speed 3
26



'I
Table 1.2. Some acoffidents fort h WOTAN expreuuion and the equivalent power
laws obtined m previous field -mauremeats.I2

f m n ' 10SM ý n

Evans, Watts, Halvern& ( (1984)
4.3 0.0416 -1.497 4.0 2.4
8.0 0.0419 -1.329 1.5 2.4

14.5 0.0434 -1.217 0.64 j 2.3

Lemon. Farmer & Watts (1 site A
4.3 0.03M6 -1.045 1.29 3.03 8.0 0.0330 -0.925 0.64 3.0

14.5 0.0341 [ -0.810 1 0.38 2.9

ILemon, Farmer & W atts (1984) site4. 0.44 -1.64__ 4.6_2.2I . 0.0448 -1.64 4.6 [ 2.2

14.5 _-0.0465 -1.32 0.69 2.2

U Vagle, Large & Farmer (1990)

8.0 0.0378 -1.006 0.4 2.7

meas made by WOTANs and by vector averaging wind recorders (VAWR)

3.5 meters above the sea surface. The plot shows good agreement between the two.I
Table 1.2 summarizes the coefficients m and n in Equation 1.3 obtained by several

investigators. Their studies confirmed the validity of Equation 1.3 but showed that m

3 and n are site and frequency dependent. The table shows that although the regression

of log U and N is linear, there can be significant differences in the equation of the
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1
regress lines among different sites. In particular, the ambient noise m

reporbed by Lemn. et al (1964) and given in Table 1.2 were both in Queen Chuarot

Sound an the west const of Canada yet their WOTAN Equation coefficients are very

diffeiuiL The water depth at the measurement situ ae comparable (2 meters at She

A and 287 meters at site Bl Site A is close to the shod while site B is at the center of

the dhanmeL This suggests that the surro ndg topography has a significant impact

on either the noise generating mechanisms or on how the sound readces the

hydophons

It is important to point out however that although the WOTAN coefficients

ummarized in Table 1.2 differ from site to site, they do give wind speed estimates

that do not differ significantly frm each other within the 4 to 12 m/s range. This is 3
demonstated by Table 1.3 which shows a ±0.5 m/s difference when U = 5 m/s and

±1.5 m/s when U - 10 m/s. If we restrict ourselves to the 4.3 kHz data, the difference Ir

at 10 m/s is less than ±1.0 m/s. The error is more substantial at higher U and higher

S~I

Sound absorbed by bubbles generated by breaking waves has been shown to cause

signifcant departures from linearity at higher ambient noise frequencies and highe"

wind speeds. Figure 1.3 shows a plot of log U versus N at 8 and 14.5 kHz measured

by Farmer & Lemon (1984) at Queen Charlotte Sound. The figure shows that when the

wind speed U exceeds approximately 8 metr/second, there is a clear departure from 3
a linear relationship between log U and N. Farmer & Lemon (1984) found that this

discrepancy is more pronounced at higher frequencies and at higher wind speeds. 3
They suggested that at higher wind speeds, waves break more frequently and more

intensely. These breaking waves generate bubbles and the concentration of these

I
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I

Table L.. Some pical wnd Wpeeds predted by the WOTAN equatim and3 eoeffideats 1gven In Table 1.2.

N(3 U(m) Bes/eet a d /Se ) _ _•_ S

SEanMe 94) LFW Site A LFW Site B

53 5.1 5.4 m/s 5.4 m/s

60 1 0.0 9.4 11.1

64 14.6 12.7 16.9

N(8, kHz) BrFns et WLFSiteA Vaie et al (1M

3 48 4.8 4.6 6.4

56 10.4 U4 12.9

60 15.3 11.4 18.

N14.5 k-z) ,W SiteA LFW Site B

44 4.9 4 5.3

51 9.9 __--_ 11.3

55 14.8 11.6 17.3

LFW - Lemon, Farmer & Watts (1984)
N(f) is in dB re pa 2 /1 Hz

bubbles increases with increasing wind speed. These bubbles persist near the ocean

I surface aid absorb the sound generated by breaking waves.

I Vagle et al (1990) examined whether WOTAN coefficients obtained at one site can be

3 used to predict the wind speed at other sites. They compared the WOTAN coefficients

obtained during the Frontal Air-Sea Interaction Experiment (FASINE) at a deep

I water site 500 kan southwest of Bermuda with the wind and ambient noise data

obtained at three shallow water and one deep water site. They concluded that the

I FASINEX WOTAN equations for ambient noise less than 8 kHz can reliably predict

the wind speed from the ambient noise at another deep water site as long as the

*- 29



I
iv nLstruets wre careuly calibated and extraneous, nows is screened out. They also

canluded ta the variations In the WC)TAN equations at sites do•e to the shore such I
as those reported by Lsoan= et al (IM6) were due to the effect of wind direction on

hkth (ankd %consequently the number of brealting waves), the effect of the bottom, the

geometry of dIe susrunding1 tpoaphy, and the influence of industrial shippinig

and other matn-made noise.

Although he WOTAN expresion. is dmnsionally I e , we can

noneftless rearrange Equation 1.2 to relate U and N in terms of a power law of the I

V ;=ir (1.4) 1
I

where m - lnOfe and n= -/(lOm). Based on the values of Table 1.1, we see that

p - U2-3. OS

1.2 Ambient noise and the wave field. I

Although the linear relationship between N(f) and log U is well established by

decades of measurements, the physics behind this correlation cannot be gleaned from

the WOTAN equations alone. Theoretical studies and laboratory experiments on

bubbles and bubble clouds, which are reviewed in the next section, have led to a I
growing consensus that the sound generated by breaking waves is responsible for the

wind dependence of ambient sound in the Knudsen range. However, attempts at

establishing a direct and predictable relationship between ambient noise and surface
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I Table 1.4. Comlatios m idet•ts between N, Hs and U. (Peihaflow & Dieti 196Q

* [stedywinds kK WhIS kw k a nceam-' winds
u___ u • u

I &6 M) o.90 0.90 .-0 0.66 0.79 0.42
U 0._8 1 0.67 1 0.47

I
wave fied parameters have been few and largely uucc Perro (1969) found

I that the correlation coefficient

I4X,

ME ME

I i-I i-i

between U and N is 0.80 while the correlati(n coefficient between the significant wave

height H, and N is only 0.60 in the 200 Hz -2.8 kHz frequency band. Farmer & Lemon

S(1984) obtained comparable correlation coefficients for H. and ambient noise at 4.3, 8.0

and 14.5 kHz. By dassifying measured wind velocities as steady, increasing and

decreasing, Penhallow & Dietz (1964) found that although U tracked ambient noise

I well under aH tffese conditions, H. correlated well only under steady conditions. Table

1.2 summarizes their results. [Both Perrone (1969) and PenhaIlow & Dietz (1964)

I computed the linear correlation coefficient between N(f) and U instead of log U.]

5 Perhaps due to the relatively poor correlation between N and H, none of these

studies published the regression coefficients between the two variables.

3
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TMW poor conviation between N and IH may appear s•uprising gw that the amb• t i
riobe sourom are exmced to be die products of the wave fid ise. One should

Own .qxet tha the correlation, with wave Parameters should be better ý than the wind

Rpeed correlation. This apparent dbcepay may paty be e ,lwed by the

relatively large distance between the wave, wind and N lnsbtnments in the above

expeimet lenro's (1969) wave and wind - --- were made 30 miles I
hfm the hydrophoe shi Farmer & Lemon (19%4) deployed their wave buoy 'ri

their WOTAN although it is not dear what the exct dimsnm is. Penhallow & Dietz

(1964), who made d close to shore, had the anemometers and wave

gauges Instaled off a dock while the hydrophone was at 12 meters depth, 300 meters

I
Pedtaps the more plausl* explanation is that the presence of swell increases HE

without proportionally hxciusing the kxInwiec of wave breaking. Since swell is3

generated by stonms for firm the observation. site, t is possible, particulary in the

open ocean with large fetch lengths, for H. to be large even on a cahn day with low I
wind speeds. Some recent studies [(Thorpe, 1992) and (Melville, 1992)] suggest that it 3
Js the wind waves at fequences greater than the wind sea spectral peak that are

breaking. If their models are correct, then wave e, including wind waves 3
and swell, which do not break make a significant contribution to the variance of the

an surface displacement but not to the noise. If wave breaking is indeed primarily I
responsible for the ambient noise in the cean, then correlations with N should be

made with wave parameters that quantify wave breaking.

3I
I
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I Figmre 1.4I Ambient noise spectrum level during a breaking event detected by a
hydrophone 14 meters below sea level. The backgrond spectrum immediately before
breaking shown in the first plot is reproduced by the dashed lines in the second and
third plots. The 90% confidence level is indicated by the vertical bars in each plot
(Farmer & Vagle, 1989).
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U kni gauredby bmakhs wavs

hilthe but decade, twmhaereI been a signifcanit number of itvesiain that have

looked kio the acoustic propertles a( braking waves Thiere appears to be a growing

oamuenus tha the prevaflki noise lIne in the Knudsen range is primarily due to the3

wvem bneaking msdwiiarsms associated with bubble creationi, coalescance sPhitting and

collectivie bubble dloud oscilltion.3

Famwe & Vagl (1989) desculbed experiments off Vancouver Island in 140Gm of water3

a~d at a sie 500 kmn southwest of Dennudb in 4000) m water. By comparing video3

recordings with s 1inulmmi acoustic Meaamis thn denmotrated that

busking waves can geneate ambient noise at frequencies as low as 100 Hz. Figure3

1.4, taken hram thei pape, shows tha at frequencies within the Knudsen range,

breaking waves an generate sound level significantly higher than the bedcgraund
levL Hjoftett (1969) reported messu ar inIpets of breaking wravie generated noise as low

as30Hzinthe.elernm~s

By comparwing the WOTIAN in Goeorges Strait British Columbia at 4L3

kfk with a model of sound generation by randomly distributed breaking waves,5

Farmer & Vagle (1968) showed that chaniges in the dominant wave period, the amean

breaker spacing, and the mean breaking wave intensity can be inferred from changes

in the ambient noise spectrum leveL Thei model also suggests that the underwater3

ambient noise level is proportoa to the frequency and intensity of wave breaking in

the vicinity of the hydrophone. The importance of their work is that it suggests thatI

information about the cactrsisof the wavefleld and the distribution of breaking

waves can be obtained from meauement of ambient sound.
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Il
Severa tdore an how breaking waves generate sound have been proposed Isme5 )(man (196) for a nviw of early bodres These inicde spashfn water droplet

lO(mr 1959) mid Wibmon (1) cavitation noise (uduev, 1•96), nonlinear

*InPraction of war waves (onguet-Higglns (1951), Marsh (1963), and ,uo (1968)L

amd atmospheric tbulmence (Fktratft & Stsbeg, 19s6). Kenman (1964) reviewed

tese tmeoe and discussed some of their mari mhotcmiI
g ~Although the Oscillation of bubbles generated by breaking waves has been considered

as a phlasble ambient noie mechanism for several decades (Wenz, 1962), more recent

Ato h and themetical mdeling have suggested that this is the

daninant medianlu responible for t*h-e characteristcs of winid-dependent ambient

Snake at highe fequencies (f > 500 Hz). In addition, oth recent invePsIgI'on

reviewed later in this section Suggest the poesillity that the collective oscirlation of a

betaking wave bubble cloud could be responsilble for a significant proportio of the

Snoise spectrum level below S00 Hz. An extemive survey of the curent research on

wave breaking sound sources and medhnisms can be found in the proceedings of the

S1987 NATO worshop in Lerici, Italy (Kan 1988) and the 1990 Conference on the

Natural Physical Sources of Underwater Sound in Cambridge, UK (Kerman, 1992).I
In a now classic paper, Minnaert (1933) studied the sound generated by the resonant

moscillation of a newly created bubble in water. He showed that if adiabatic

I compression is assumed, then the resonant requency fo of this mode of oscillation is

givenby

!I

f 0 =-r.I. (1.6)

I3s
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I
where ro is the man radius of the bubble, y= cPk, is the ratio of the specifc heats of

the aetralnd as, P is the ambient pressure at the bubble mnd pw is the density of 5
water. For an ideal gas under adiabatic conditions, y- 1.4.

In linear wave theory, the fluchutions i the sound pressure p is related to the

velocity of the fluld particles v by the equation (Urick, 1975, p. 12) I
pWpcv (1-7) 3

where p is the density of the fluid and c is the propagation velocity of the pressure

wave. The value of the specific acoustic impedance pc in sea water is 1.5 x 105 g/cm2s

mid 42 g/cm2s for air. The lar difference in pc between air and water implies that 3
for an underwater sound wave, the pressure is essentially zero (p - 0) at the air-water

interface (pressure release condition). I
The resonant frquency of a bubble near the water surface is modified by the pressure

release condition at the air-water interface. For a wave incident on the air-sea 5
interface, the phase of the reflected acoustic energy is shifted by 1800 to satisfy the

pressure release condition. A bubble oscillating near an acoustically smooth interface I
as a monopole ,it a depth L/2 below the water surface creates an image monopole

source L/2 above the water surface oscillating out of phase with the real bubble. In

short, the far field behavior of a bubble near the sea surface can be represented by a 3
dipole whose resonant frequency is higher than that of the bubble resonating as a

monopole. If the bubble radius re << L, then the resonant frequency of the dipole fd

can be approximated by (Longuet-Higgins, 1990) g

"f4=0 + L (1.8)I
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Figme 1. The sound radiated by a typical oscillating bubble generated by a
laboratory spilling breaker can be described as an exponentiafly damped sinusoid
(Medwin & Beaky, 1989).
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N
FrmA observatIOsM of quasi-steady spilling wave breakers in the laboratory using a

high speed movie camem snhozed with the soundtrack, Bmane & Cato (1988) 3
found that the noise bunst detected by a hydrophone cm.rVonded to the bubble

formation at the leading edge of the spill, the impact: and coalescence of bubbles, and

the splitin of bubbles. They also suggested that the range of sound frequencies they

detected corresponde to the resonant frequencies of the range of bubble sizes they

observed. A more carefd experiment by Pumphrey & Ffowcs Williams (1990) who 3
studied the free oscillatiOns of individual bubbles generated by water spilling frhn a

trough and by air forced through a submerged hypodermic needle showed resultsI

that are cmsistent with Banner & Cato's (1988) exeriments. Laboratory

measreamnts of spilling breakers in an anechoic tank (Medwin & Beaky, 1989)

showed that the oscillation of these bubbles can be characterized as damped sintsnids 3
(Figure 1.5) which suggests that the bubbles were forced initially and then oscillated

freely. Medwin & Beaky (1989) then proposed that the sound from a breaking wave is I
due to the incoherent addition of the sound generated by the individual bubbles 3
generated by the breaking wave. I
Using Medwin & Daniel's (1990) measurements of bubble size distribution in

laboratory breaking waves and by assuming that the oscillating bubbles radiate I
acoustic pressure as a dipole, Loewen & Melville (1991b) proposed a semi-empirical

sound source model for gently spilling waves that dosely predicted the spectral

magnitude and shape of the measured sound spectrum. The largest bubble Medwin & 3
Daniel (1990) observed had a 7.4 mnm radius and a 440 Hz resonant frequency.

Loewen & Melville (1991b) speculated that bigger bubbles may be generated by I
breaking waves in the ocean and these can radiate sound at even lower frequencies. 3

3
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I
For a large bubble cloud generated by intense breaking waves, it may be appropriate

I to treat it is a fluid contizuum whose density is comparable to the surrounding fluid

but whose compressibility is signirficantly hghe. Carey & Browning (1988) suggested

that the oscillon of such a bubble cloud, whose dimensions are significanty larger

than the largest hndivuda bubbles in the ocun, might account for the low frequency

wai-dependent none In a subsequent paper, Carey & Fitzgerald (1992) showed that

I a spherical collection of bubbles can oscillate at a resonant frequency

1 [ (1.9)I
where ro is the radius of the bubble cloud, Y, I is the ratio of specific heats under

isotherml conditions, P is the ambient pressure, Pw is the density of surrounding

Ifluid, andfis the mean void fraction of the bubble cloud. Note that this equation is

similar to the Minnaert (1933) formula for the resonant oscillation of spherical bubbles

(Equation 1.6). For a spherical bubble cloud in water of radius r. = 0.1 meters,

I f= 10 % air, and an ambient pressure p = 101 kPa, Equation 1.9 predicts a resonant

frequency fo 90 Hz. If the bubble cloud has a radius ro = I meterf= 1% air,

IEquation 1.9 predicts a resonant frequency fo = 30 Hz.

I A more general theory for sound generation by collective oscillations of bubble clouds

I was proposed by Prosperetti (1988) and Lu, Prosperetti & Yoon (1990). Lu et al (1990)

outlined their approach and used it to predict the resonant collective oscillation

frequencies of bubbly regions of various geometries. In particular, they showed that

their method successfully predicted the frequency of the resonant oscillations of a

cylindrical bubble column generated in the laboratory (Yoon, Crum, Prosperetti & Lu,

11991).
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I
LabrWory eeriewts using bubble columns (Yom et aL 1991) and bubble plumes

3 (ouni, Roy & Crum, 1991) suggest that this mechanism might explain the low

frequency pressure fluctuation corresvndi to modes of the bubble plumes

detected by a hydrphone Kolaini et al (1991) created bubble plumes by dropping a

3 cylindrial volume of water into a tank of water. They found that substructures

consisting of a sphere of bubbly water of high void fraction break off from the main

3 plume and oscillate at frequences a low as teln of Herb. The resoant frequencies

they observed matched the lowest f of the substrctue if a void

fraction of 40% within the plumes was assumed.3
Recetdly, Loewen & Melville (192) [see also Lmwen (1991)] observed low frequency

3 peaks of the o"der of tens of Hertz in the noise spectrum of twoimensional and

three-dimensional plunging waves in the laboratory. By using the measurements of

5 void fraction of breaking wave bubble clouds (Lamarre & Melville, 1992) and the

3 theory of collectiv bubble cloud oscillations by Lu et al (1990), they found that the

low frequency peak in the spectrum of pressure fluctuations picked up by a

3 hydrophone matches thresonant frequency of collectively oscillating bubble clouds

predicted by Lu et al (1990) [see Figure 1.61.

S1.4 Breaking wave sound and dissipation.

3 In the last few years, our research group has conducted a series of laboratory

experiments to establish quantitative correlations between the acoustics and the

3 dynamical characteristics of breaking waves. The relationship between the energy

dissipated by breaking waves and the sound radiated was initially examined by

Melville, Loewen, Felizardo, Jessup & Buckingbl 1 (1988) for controlled breaking

3 waves in the laboratory. This experiment, as well as the subsequent investigation by
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I
LoewM & Mdville (1991a) using a rger set of wave packets, tablished that over a

lmited =inge of paorete, the acoustic energy radiated by a breaking event is 3
pr tonl to the surhm wave sngy dissipated by the event ure f 1.7). In

addition, Loewen & bMee (191) showed thet appmaey 0of the d ad

energy is converted to acoustic energy and that the energy of the radiated sound is

proportional to the duration of the event• y relating the electrical cnductivity of an

afrvater mixture to the void fraction of the medhim, Lamarre & Melville (1991) 1
mapped the spatial and temporal void fraction distribution in laboratory breaking

waves. By studying the evolution of the bubble cloud generated by the breaking 3
wave, the found that a significant proportion of the dissipated energy (up to 50%) is

due to work done by the liquid in entraining air against buoyancy. Using data firm

s experiments, Loewen (1991) [see also Loewen and Mville (M992) showed I
that the energy dissipated by a breaking event is po to the initial volume of

ai entrained (igsure 1.8) This is consis•nt with the Loewen & Meville (1991b) dipole 3
sound source model which suggested that for similar bubble size distrbtions, the

total acoustic energy radiated is proportional to the volume of air entrained. I
These laboratory studies dearly suggest that sound geaeration and the dissipation of

medhanical wave energy are coupled through the air entrainment process. We believe I
that this is the reason why the two correlate well in the laboratory and we expect that

these two parameters should also correlate well in the field.

1.S Wind wave dissipation.

Direct measurements of dissipation due to wave breaking in the field are not yet

feasible although some progress is being made to achieve this (Agrawal et al, 1992).U

However, dissipation can be estimated using the energy budgets arising from wind-
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wave evokibt nudeds If terms owthordn dissipation. can be effectively measured or

3 mo&W teddn. tie dtsipat~m can be kihnered Suv~ugh an energy balance.

3 WeCan du4 diý Pte distrhu~tion offt dse surface elev~ain, A(X) usang dhe

3 wa~~vatermi spectrum (Philip, 1965

3 - ~(1.10)

3 which is given, in teris of dhe covariance of die wave heigh between. two points at x

and x+r. The evoltn of the surface wave field can the be represented by the

3 aurgy transfer equation (Philips, 190)

o g3±E u p. +p c.+V).VkY- -Vk.I(k)+ w()-d(k) (1.11)

where pw diste density of water, c. is die group velocity and V is the current velocity.

7ie three forng terms on the rigt hand side are the net spectral flux frm resonant

3 wave-wave inbencio -ns Vk. T(k), the spectral wind forcng term w(k), and the

spectral dissipation term d(k). The net spectral flux is computed using the collision

3 integral relating the component wavenumbers (Hasselrnnn 1962,1963)

- -Vk T-,(k).p. m PJJQ S(k)+ S(k)]S(k,)s(k,)-[s(k2)+ S(k3)]S(k)s(k,)}

x&(k+k, -k 2 -k 3)8(o 1+ -• 2 -w3)dk dk 2dk3

3- (1.12)
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where S is the actim spectral density S(k) - (g/o)•(k) and Q is a complicated

function of ordor k3 . This expression is dearly too complex to evaluate analytically 3
md is compuq d nummerully when used by wave evolution models (WAMDIG,

1964). SeN & Hs-- (1972), Laguet-Hlgglns (1976) and Fox (1976) have I
develped a rnarow bandwidth approxima to the net spectral flux term. They

fund thte the interactions are primarily local for the wind wave components whose

mpftudw aid sopes ae mm& Pllips (1965) then argued that Equation 1.12

behaves as U
-Vk•.T(k)-pQOS 3 (k)k4 /M (11.3) 3

-pgk' '()

By combining nm1nts of atmospheric pressure fluctuations over surface waves

in the Bight of Abaco and Miles' (1952) wind input model, Snyder, Dobson, Elliott & I
Long (1961) proposed that

w(k) - 0.25p. gUm1o.(us cose - 1)]mI(k) (1.14) 1
I

where p. is the density of air, US is the wind speed 5 meters above the mean sea level, II
c is the phase speed of the surface wave frequency component, and 0 is the angle

between the wind and wave direction. 3

A comparable expression was proposed by Plant (1982) from a survey of wind input I
measurements of Kawai (1979), Snyder et al (1981), Shemdin & Hsu (1967), Larson &

Wright (1975), Plant & Wright (1977), Wu, Hsu & Street (1979), and Stewart & Teague I
(1980). He showed that the various wind input measurements satisfy the equation 3
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wOk)=-(0.04*0.02)p~ iT 2Ca.(!)W k) (1.15)

wer li, iS the w rict velociy ofthe air flow over the waves (Figue 1.9).

Wdt, d "I irt e s of both the spectral flux and wind input terms arec eady

3I coisyex, g• r b gmially beveved tOWt tde expression for the &uipation, d is the leat

Sierkod componmt of dhe ene•V transfer equatin Decu of the difficulty mn

quantifying "diiIn the field, there hav been, no direct field 1m1,sur Pnt of dim total

3 ~ ~surface wave dissiatin Only recently have inrvestdigatoes begun to make -field

nimawu111t of dhe volumtri disspationý rate in the water column a~acent to fte

I g ewlt a1 (1•92) measured dm surfac vdocy fidd under mcnitions of strong

S•brkn from a tower in Lake Ontario, They found that the rate of disipation of

kinetic energy under those conditions can exceed the values predicted by assuming a

3 velocity distiution, based n• a flat, constant stress, turbuent boundary layer or 'waD-

layer thory (Fe'rekes & Lumey, 1972) by two orders of magitude- They concluded

that the near-surace layer is a regio of enhanced dissipation and that studies of

3 upper mixed layer dynamics have to incorporate the influence of wave breaking

explicily.

1.6 Breakins wave dissipation models.

3 In principle, the total wave energy dissipation can be computed from the sum of the

energy dissipated by al the breaking events for an area of the sea surface over a given

1 '7
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mgth of time. The dif ,ty h tin n•metod is in coming up with a tcnique that ca

3 ~ ~ Whd cs i deenl ntify all the banking events over the given area mnd in detemiining

how audiachx enrg dbissipaed by end, of Oe observed events. However, this

@;zd ;aW ca be approi ate by assumkig that the distrbution o~f branking waves in.

3 a row is statistcally stationary, and that the wind and wave conditions wa quasi-

stady so that the percntage of wave ces ts that bank at a iven location over a finite

Speriod of dtm is papotional to the peronage of banking wave crest over the sea

iuro at any given time

3 in a rece-t paper, Thorpe (1992) suggested that the fraction of breaking wave crests

is rIted to the inverse wave age

Cm(4*2)xI10 4
1ZJAJ (1.16)

3 ~ ~~~This equation was obtained from an empirical. fit to the data fromn lake maueet

of Thorpe & Humphries 0980), Weis•m , Atakturk & Kataros (1984), Atakturk &

I Iabar (1991) and Thorpe (1990). We see from Figure 1.10 that this compilation also

1 includes two points from Longuet-Higgins & Smith's (1983) tower measurements off

the coast of Netherands whose data actually fall above the upper limit of Equation

S1.16. There is also enough scatter in the data points that they look less correlated

without the dashed lines.

3 In any case, he assumed that on average, the energy dissipated per unit length of a

breaker can be estimated from laboratory measurements of dissipation by steady

3 breaking waves (Duncan, 1981)
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i d, w(O.O44±.Oo,8)pI/g (1.17)

where cb is the speed of propagation of the wave crest Theref"e, the total enemy

I dissipated per unit surface are of the ocean is

3 Drind./X½

-ee twa lenged inar• wad(1.18)

1 where is the wavelength of the dominant wave. If deep water linear dispersion is

- g ,2 / and

SDTr = (210+1 LS)x 10-Sp,, .I1(ca 1.19)
I

Im We can, in principle, measure the variables in Equation 1.19 to compute DT. However,

_ unlike the other variables on the left hand side of that equation, cb is difficult to

measure. Although Ding & Farmer (1992) have recently developed a method for

3 tracking the motion of breaking waves using the phase differences in the acoustic

signal received by an array of hydrophones, the value of cb is difficult obtain using

I commonly available meteorological and oceanographic instruments.

- Alternatively, Thorpe (1992) suggested that if cb is a fraction of cp (or if the wave

3 frequency components higher than the spectral peak break), we can obtain cb as a

function of cp if we know the total energy dissipation Dr in Equation 1.19. He

3 assumed that the volumetric dissipation in the upper 5 meters is comparable to Oakey

& Elliot's (1982) measurements of the mean volumetric dissipation in the 20-meter

I 5



I
upper mixed layer 5-10 meters below the sea surface. Thorpe (1992) found that if he

assu~med that (cb/cp)s -1I in Equation 2.0 then Dr exceeds Oakey & Ellot's (1982)3

dissipation estimates by a factor of 1000. Hence, for the two to be comparable,

( -o.C.) - 10-3

Cb =O. 2Scp. (1.20) I
The mUs of Agrawal et al (1992) showed that the dissipation just beneath

the water surface to a depth of the order of the waveheight can be up to two orders of I
magnitude larger than that predicted by a turbulent boundary layer near a rigid walL.

Melville (992) proposed these results suggest the existence of a shallow layer of

enhanced dissipation just beneath the sea surface. He then showed that by combining

Phillips' (1985) dissipation model and measurmaents of turbulence and mixing by

laboratory breaking waves (tapp & Melville, 1990), the rate of enhanced dissipation I
aid the thickess of this layer can be estimated, and that these estimates are

consistent with Agrawal et al's (1992) results. I
In comparing his model with that of Thorpe (1992), Melville (1992) argued that by

using Duncan's (1981) dissipation measurements of steady laboratory breaking I
waves, Thorpe's (1992) dissipation formula Dr (Equation 1.19) overestimates the total

energy dissipated by individual breaking events. He showed that laboratory I
measurements (Loewen & Melville, 1991a) suggest that the energy dissipated by 3
unsteady breaking waves is given by

I
d. =(0.0032-0.016)pwC/g. (1.21)

I52I



I -

He suggested that since spilling waves constitute most of the breakers in deep water,

the value of du that shuld be used dsuld be closer to the lower limit of Equation

1.21, approximately, oe order of magnitude smaller than Equation 1.17. Hence,

Melville (1992) coancuded that Dr (Equation 1.19) overestimates the total dissipation

of Individual breaking waves by one order of magnitude.

3 Melville (1992) also disagreed with Thorpe (1992) that the total dissipation should be

p le to the upper mixed layer dissipation measured by Oakey & Elliott (1982).

"3 Based on his estimates of enhanced dissipation in the shallow layer beneath the sea

surface, Melville (1992) suggested that the dissipation rate is two orders of magnitude

larger than Oakey & Elliot's (1982) meauvents over a depth one order of

3 magnitude smaller than the upper mixed layer.

3- Meville (1992) proposed that since Equation 1.19 overestimates the total individual

breaking wave dissipation by a factor of 10, and since using Oakey & Eliot's (1982)

results underestimates the surface wave dissipation by a factor of 10, then the ratio

(Cb/Cp)S in Equation 1.20 is should be 0.1. Consequently, Melville (1992) concluded

that

cb -0. 63cp. (1.22)

This value is comparable to the results of Ding (1993) who found that the speed of

breaking waves they observed is 0.4-0.7cp (Figure 1.11).

Both Thorpe (1992) and Melville (1992) propose methods for estimating the total

dissipation from measurements of the total dissipation by breaking waves. However,

their approach suffers from two major drawbacks. First, the accuracy of estimates
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using their models is premised on the validity of the empirical relationship between •

3and (J10/cp) given by Equation 1.16. Given the scatter in Figure 1.10, there is a need

to obtain more broaking wave surveys to adequately jdstify that Equation 1.16

accurately describes this relationship. Second, since the ratio (cb/cp) is raised to the

1 5th power, then small error in the estimate of this value will result in large

differences in the total dissipation estimate. For example, the upper and lower limits

of Ding's (1993) mesreet of cb gives dissipation estimates that differ by one

order of magnitude.

3 1.7 Outline of thesis.

3 The results of the laboratory experiments of Melville and his coworkers suggest that

the ambient noise level in the ocean is related to the magnitude of the wave field

I e that correlate with the fequn and the strength of breaking. In

i particular, the laboratory experiments suggest that wave energy dissipation and

ambient noise generation are coupled together by the air entrainment process in

breaking waves. While the dissipation of surface wave energy can be quantified in the

laboratory under well-controlled conditions, as the lake experiment by Agrawal et al

(1992) indicates, this cannot be easily accomplished in the field. Hence, we need to

resort to models to provide us with estimates of dissipation in the ocean. In Chapter 2,

we will discuss the two major dissipation models in the literature. We will then derive

methods of estimating dissipation from integral characteristics of the wave field based

on the assumptions of the two models. In Chapter 3, we will describe an experiment

I we conducted on a research platform off the coast of Oregon where we made

simultaneous measurements of ambient noise, wind speed and wind direction,

directional wave spectra, and video recordings of the occurrence of breaking waves.

3 In Chapter 4, we will discuss the results of the measurements and examine the
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dur Ist of the wave spectrum and how ambient noise relates to different wave

ldparameter InChapter 5, we will use the wav me-ur- ets to compute 3
estimates of the dissipation using the dissipation models desied in Chapter 2. We

will then show that the relationship between wave ewrgy dissipation and abien I
noise can also be described by well-conreated power lhw expressions. These results

are then smaw rized in Chapter 6 where the coxq- ne of these results for the

renote saming of the upper ocean using ambient noise are discussed. 3
U
I
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I
I
I
I
I
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I
I
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2 SURFACE WAVE DISSIPATION MODELS

Sice relable nmehds for coamfptln dissipation directly from breaking waves in the

fid awe still curntly unavaila., we adopt the slernative approach of estimating

Sdissipation from the swgy budget of a wave evolutim model. This method was

lnh' ducd In Section 1.5 and is discussed in detail here In this chapter, we examine

Show the asompion of eulibrium of the wind ••nt dissipation aid nonlinear

spectral flu con lead to expressions for the spectral dbssiain We tha show that

the total dissipation con be estimated by substituting simple idealized forms of the3 wave spectrum ufto the spectral dsipation equation.

* 2.1 E ~ ~~quii dumsecl sdopes.

U In an earier paper, Pbiips (1956) argued that in a fy developed sea, the

5 c of the wind generated waves are described by an equilibzim

determined by wave breaking but independent of time and fetch. Using dimensional

arguments, he concluded that the equilibrium wave height frequency spectrum is

I 6(m)mmgm-s, (2.1)I
where m is a non-dimensional constant andI

3 jfa(•' xz-t)a(xzt + d" (2.2)

I
He also concluded that the wavenumber spectrum is

I
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Yf(k) -F(S) jr, (2.3)

where F(O) b the drectld wavmnumber dstraibuon. Oervationl evidence fromm

m pusatugxerklb e Tabs. (1973), Uawal Okuda & Taba (1977), Forrmistal

(1961), Donebhn Hmilton. & Hui (1964)1 suggest thtO the form of the wave spectrum

in hct depends an fehd. Thee investiations show that the farm of the wind wave

qecruu i,,s do to Tob's (1973) expressim

4'QD)-xu.WD', (2-4)

which he obtaIned from, windt-wave twunel eperments and dimensional analysis.

In the last chapter, we discussed how the energy transfer equation (Equation 1.11)1

descries the evolution of the surace wave field. Phillips (1985) argued that for the

higher frequeny components of the wave field (wind waves), the temporal and

spatial scales for growth and decay awe significantly longer than the internal wind

wave time and length scales. From this, he assumed that these waves are essentially

inequilbrium

prw - -=-Vk•T(k)+w(k)-d(k)F=O, (2.5) m
and that the three source terms are proportional and of comparable order

-Vk T(k), w(k) - d(k). (2.6)

I
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Wig dium as ptosaid cbtigthe spectral flux form (Equation 1.13) and

the Pban (19M) wind Input expresio (Bation 1.15) he ghowed that the

e i fomslfri te watvumber aid wave requuic spetr a e

% (k) =lp(CW9)pU4'-MTr7 CV)
€•(e-• -*(2.8)

where a - 0.11 (the Toba coefficenth ew value of P is obained hom the equation

P- I/4I(p) which relates the magnitudes of the fequency and the wavenumber

5 spectma, and w surfmce wave spreading xnctim

I(p) )-• 'OdO. (2.9)

3 For P - 0.5, (p) =2.4 and p =0.0115.

I 2.2 Phillips dissiation modeL

I Using the equiirium arguments desribed in the last section, Phillips (1985)

ii evaluated d(k) from Equation 2.5 using the proposed forms of the expressions for the

spectral flux Vk T(k) and w(k). He showed that

d(I)-•,=8ek-[k't %p(k)] (2.10)

d(k) =pw¥ySksF 3(k) (2.11)

I
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wte y b a mwricel cmutum She w(k) and d(k) ae of comparable magnitude,

lhe vahe oywt c estimated by equating dissipation with the wind input twm, i
'-O.L o.• O w .s o.3 Toex;res d(k) inte•ns of*and m, wesubstituteEquadm

2.7 into Equetion 2.10, use the linear dispesion. relation c2 gk, and get

d = k,,, $ ,y .[ o u4 -I~kY• I

L.ti 4-•) ew v
hIPw3k4il(p) m Ll41 I

d(w).)=p,, k[w 0'--s)]. (2.12)

I

De =2 8• [kkd~k. (2.1I

To obtain an estimate of the total dissipation based on Phillips (1985) assumptions

using the measured wave spectnru, we use O(w) instead of OE(w) and substitute

Equation 2.12 into Equation 2.13, we get an expression for the dissipation in the wind I
wave range from field mts of the wave spectrum based on the Phillips

(195) assumptions

IDp 1(3p)pw C3 jrn i'(s)ds. (2.14)
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Th lower limlt ofthe equilibrirm is assumed to be the spectral wind wave

5 peak. The kdegral in Equation. 2.14 will converge as lorg as the spectrul dlope of O(w)

is @"%M thanW4 when, am Note &Mour we of (p)instead of(mas) is a

aii of NOW (196 eqxplic assumption ofan spium spectrum.

I HEwever, Equation 2.14 is, justified if it cn be diated t(s) Is sina

-equilftium •orm of the wave frequency

* ~spectrum (Equatim 2.8ý

I If we instead cmbine Equations 2.7,2.11 and 2.13, we get Pthlips' (1965) reduced

5 ~~ ~ d r ai estlimate

a~~ ~ A, - J~ kdke(k) (Li15)fk*

I H, m2~~Pp (3p)pw ~a! k.(.6
I

Phillips' (1965 assumptiosla to a logarithmic increase in the dissipaio with
I

intcreasing wavenumber. Hence, there is a need to specify an upper spectral limit to

5bi dissipation epsion. Phillips (195 assumed that the lower limit of the

equilbrium range to be the spectral peak, ko - g/ c:. He then argued that the upper

5 limit s detamined by the presence of wind drift c., which suppresses the formation

of high frequency waves traveling at the same velocity (anner & Pillips, 1984).

Using the work of Keulegan (1951) whose field measurements suggest that cq . u., he

Ichose the upper limit to be k1 '= rg/ u.2 where r is a constant of order 1.

I
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3yamti 2.16 thai benenai

I
- 21fJ(3p)&, %m!12.17)3

I

Hassebmm 0(1974) argued th although wave brking is localy a strng noinear I
proces it is in neml weak in the mean' and its effect an the dissipation d(w) is a

qar fmncon of *() aid a damping coefficent proportional to the square of

the frqumny c, Le.,

d(w)= -Vo4(). (2.18)

He suggested that the value of the coeffient 'q be obtained f'ore an equilibrium I
obalace of the three source terms on the right hand side of the energy transfer

equation. Kcm HIasselmarm & Hasselmam• (1984) [herein referred to as KHHJ I
proposed an expression for the coefficent q which they obtained by perfoming

mwerkal simubions an the forms of 'i to reproduce the a itics of fetch-

limited wave growth. They used a numerical evaluation of the full Haselmann (1962,

1963) qpectral flux equation (Equation 1.12) for Vk T(k) and the Snyder et al (1981)

wind input model for w(k). A paper by the Wave Model Development and I
Jmplemntaion Group (WAMDIG, 1988) describes a numerical implementation of a a
wave devwelopmnt model using a numerically stable form of the KHH dissipation

expression. While the WAMDIG (1988) expression is slightly different from the KHH I
formula, it is based on the same assumpticns and gives dissipation estimates that are
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d the som order of maigrniukd ose gWien by :.e KHH formula. From KHH, the

os di•spadI due to wave bremking is

I
3k u- E k(/f*/6f Wd (Z.19)

I where CH - 333 x 10, - eE'/ig is a measure of the wave steepness,

Rpm - 4L57x10.4 is the value of for a fully de-veloped wind sea based on. th Pierson-

Moskowitz spectrum, pw = 1M2 kg/m 3 is the density of sea water, e =- • is

I the total surface wave enmergy, and

I •l,,@wm/J,@dm(2.0)

I
is the mean frequency of the wave spectnruin

i Alhough both KMH and Millips (1985) derived dissipation expressions by balancing

the conibutions of the three source terms, they arrived at substantially different

3 expressions for D because of the differences in their assumed spectral dependence of

d(w), differences in the source functions for w(k) and Vk T(k) used, and differences

I in their method of balancing the source terms.

1 ~ ~2.4 Reduced asenandissipation estimahte.

In many instances, the full wave spectrum is not available Instead, the summary

3 wave data is limited to a few variables, e.g., root mean square wave amplitude a and

the mean frequency of the wave spectrum f'. We can use these parameters to obtain a

1 '3



I
disspaton estimate by assuming that the frequency spectra can be approximated by a

simple power law in terms aofa This was essentially Phillips' (1985) approach when

he derived Equation 2.16 from Equation Z.11. However, his rationale was based

a n the waumpfio of the eAstate of equiEbrium spectra and is valid only i
In the wind wav region of the spectm

Whie the bas of the K•1 dissipa expresson is i pe of the existae and 3
form of an equi-brim spectrum, baed on th discussions in Section 2.1, we

neverthelss assume an idealized wave spectrum of the form I

O tM)= U*30ZM (2.21)1
W 0 W < COP

where m is a constant. Both the frequency and wavenumber spectrum satisfy i
Parsevars theorem

42 =JXF(k)dkldk 2 =f (c)dc. (2.22) 1
S"" I

Substituting Equation 2.21 into Equation 2.22 and integrating gives

3a3

M - 2 . (2-23) 5

Combining Equations 2.21 and 2.23 gives I
I



I

*M(M)u'V~4 c0, 2 o (2-24)

5 The ndationship between W and op is obtained by substituting Equation 2.24 into the

definitn of (Equation Z20). For a spectrum with an wr4 ta,

W=L 5 (o). (2.25)

I Substituting Equations Z24 and Z25 into Equation Z19 gives the equation for the

reduced KHH dissipationU
EH a,1 mPW BEa(CH i(W / -0 9I[O .999 Vc6dii (o

- 0.889pScN(o-/AMa 2a(-2 F 2fodc. (2-26)

I Integrating Equation 2.26 gives

I 3EH = L333pwicH(4 ~) 2-Mi. (2.27

In this chapter, we derived four spectral estimates of the dissipation based on the

I wave evolution models. To evaluate the total dissipation based on these models, we

need measurements of both the wave spectrum and the wind speed. In the next

i chapter, we will describe an experiment whose measurements will be used to

compute the surface wave energy dissipation using these models. In Chapter 5, we

will then examine the spectral characteristics of these estimates and compare these

3 results with ambient noise measurements.
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I
In the literature revew, we saw that although. thee have been numerous studies that

dearly show that there is a wel-correlated relationship between wind speed and the i
prevailing underwater ambient noise in the Knudsen range, the mechanics behind £
this relationship is not well understood. It is believed that the sound generated by

brking wave are responable for the wind dependent noise. We pointed out that 3
although laboratory experiments have shown that wave field parameters that

dhracterize wave breking correlate with the acoustic energy radiated, there have U

been no meamurements that show that this relationship is true in the field as well.

The main objectives of our experiment are to correlate the prevailing noise spectrum

level with wave field parameters, particularly wave height, wave slope and wave

spectra; to relate these results to meaureents of the wind speed dependence of I
ambient noise; to examine the spectral cteristics of surface wave dissipation

models and to study how dissipation correlates with ambient noise. I
3.1 NODS Description. !
The main thrust of the NOBS (Noise on Basalts and Sediments) experiment was to

study the influence of the surface wave spectrum on the very low frequency [0(1 Hz)]

ambient noise on the sea floor. The principal investigator was John Hildebrand of the

Scripps Institution of Oceanography (SIO) of the University of California San Diego.

The Upper Ocean Physics Group of Robert Pinkel (SIO) and Jerome Smith (SIO) 3
conducted meteorological measurements, as well as measurements of the surface

wave directional spectra using an acoustic Doppler sonar system (Smith, 1989) and a I
wire wave gauge array.

"6 3
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Table U.1. nsftueuna used in this evipedment.

Instrument hIntitution Sample Type

Dhwcional MIT 51,200 Fabricated at MIT
hydrophoe using rTC-8I8A

A mmteSIO 8 Wea o
Model 2020/2030

Air temperature SI) 8 W1Athert
Model 4470

Barmeter 8 We ronics

Model 7105-A

Accelerometer SIO 8 Fabricated at SIO

Heading Flip 8 Flip t entation

Capacitance wire MIT 8 Fabricated at MIT
wavegauge

4-wire resistance SI0 8 Fabricated at SI1
wavegauge array

Video camera MIT N.A. NEC TI-23A

Although our experiment was unrelated to the main objective of NOBS, observations

of the wave field and the meteorological parameters were common to both the ocean

bottom studies of Hildebrand and to ours. Table 3.1 summarizes the major

instruments uscl in our study.

The research platform Flip, a manned spar buoy, was towed from San Diego,

California and moored in 3000 meters of water approximately 130 km off the coast of
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F ue3.1. A map showing the location of F1Ip during the NOBS experiment (430 429
N, 125" 59' W). The site is approximately 130 km west of Oregon and 600 km south of 3
Vancouver Island.
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I Fign13.2. A schematic diagram of Flip showing the locations of the different

instruments used in the experiment. 71w capacitance wire wave gauge is 15 meters
S~and the resistance wave gauge array is 17 meters from the hull of Flip.
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Reedspost, Oregon, in Seteber, 1991 (Fgure 31) Flip was deployed in a 3-pt

3 mooing cnfiguation. felu ngth trinthesbow totflu tern of Flp is appomael

110 nmer and the cylinrical hull has a maximum diamet of 6 meters. At vertical

attude, 90 metof F i submerged under water. The section of the hull whid

3 inersect t e , mes wawr line is &8 meters in diameter (ran &

GQsote, 1905). Mu surface waves reflected from uhe hull of the platform could be

3 observed by eye but thfue did not appear to have a noticeble effect on the wave &e

near the capacitance mid resistance wavegauses 15 anid 17 m away. Figure 3.2 shows

a diagram of Flip and the locations of the diffMrent instm ents used. A sdematic

3 diagram of fl data sampfing mid p•r•ro -s nmetod is shown in FIg 3. This

is descrAWe in detail, in flu subsequent sections.I
3.2 Dkrecional hydraphone.

3 fhe hydrphone was mounted on Flip 33 meters below sm level• Shine uof the

initial objectiv of this experimest was to track breaking waves using the beam

3 pattern of a directional hydrophone, and because there was sone concern that wave

splashing on the hull of Flip might dominate the acoustic signal, it was considered

I desirable to introduce directionlt to the hydrophoue. This was accomplished by

mounting an ITC-8181A omnidirectional hydrophone on the focus of a 42-inch

parabolic dish (Figures 3.4,3.5 and 3.6). The parabola was filled with foam to provide

3a perfectly reflecting surface and improve the directional ducarcteristics of the

hydrUhone. The resulting beam pattern was obtained from a calibration of the

3 directional hydrophone at the Naval Ocean Systems Center (NOSC) Transducer

Calibration Facility in San Diego, CA. The results of the NOSC calibration are given in

Appendix A1.
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Figure 3A A photograph of the directional hydrophone taken immediately after the 3
platform 'flipped' from vertical to horizontal attitude. The photograph was taken from
a location near the bow of Flip. The hydrophone is the dark circular disk at the center

Iof the photograph.
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Figure 3.5. A dlose-up photogrph of the directional hydrophone while Flip was in

Sport inSnDiego. Th ntuet nteforeground are h I Doppler soasusedI to image the sea surface.
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Fr &.G. A simplified diagram of the dbtoa hydrophone and the monifng.I
The ds ae not to scale. I
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The camfliutn resulted in a 3.d9 main lobe with a250 included angle at 3 kHz and

1 6 at 15 kHz The wiuekw of the parabola was orinted upward at a 45" angle fixnm

wl klagudinal axis of Fltp. At 3 kHz, the main l rP-Is an r e llipical •o•prin on

the sea sudho whose major morumx s are 30 1ut-- and 15 meters long. At 25

i ik u mato r a dW d n axes of the elliptical footprint are 3.5 mututs and 7 meters

A video cm moiuned on fl croW's rot 29 m above an level was oriented

towards the o•o flu hydrpt ne main lobe. At that locatimn the camera can

3view a 5.2 m x 4.8 m scin of the am sudrbe Four-hour videos of the ocean surface

were taken every day starting at 2 PM Pacific Daylight Time (PDT) or 2100 UT. The

Svideo image was embedded with the time code to syndcuhroz the video data with the

acoustic rocrd. dThe video data was the recorded using a Panasonic AG-2500 video
Scassft recorder.

3.2.1 Dafta eampnug and pewein asfgg

Figure 3.3 shows a schematic diagra- of flu hydirophone data codtoigand

I sampling method used. The hydrmiue signal was high passed at 2.5 kHz using a

3 Krozn-Hit 3202R filter, amplified 50 dB using a Wilcoxon Research AM-5 Low Noise

Amplifier, and low-pass filered at 27 kHz, sampled & preprocessed using the

3 procedure described in the next paragraph using an ALR 486/25 PC equipped with a

Spectnum Signal Processing TMS320C30 Real Tune Board. This add-in board is an

i indrpendmet computer that has a specialized digital signal processing unit. It

3 communicates with the host PC through the 16-bit ISA bus. The data was stored on

650 MB Sony EDM-IDA1 magneto-optical disks. Selected ambient noise data were

1 recorded in DAT cassettes using a Panasonic SV-255 DAT recorder.
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I
Pdrim to the start of eaich 10c.nkte samplirg segunnt, the time code gerated by a 3
Dtum 990 Time Code Generato was msnpled fom the PC serial part mud recorded.

The hydropthose dae was then sampled at 51.2 kh using the TWIS32)0C0 Real tru

Board. The power spectrum was com puted and aveaged fam ine 512-point FFTs

aid then sent to the RAM of the hos PC every 0.1 seconds (apprwomately) This

method generated GM 256.pkt reda power spectra during eac 10emdrue sampling

segment w wee sited in 2-byte integer crds. Ie time code was sampled and

recorded at the end of the segmet prior to storing the data in the optical drive. I

32.2 Date pnrmseiqg. I
The ambient naise spectrum level N(f) (dBre I pW/1 HzJ for an equivalent

omnidirec-inal hydrophone was computed from the raw power spectrum R() using I
the formula

N(f) -R(f)-SA+SL(f)+AG(f) (3.1)

where R is in dB re I Volt2/1 Hz, SA is the signal amplifition (50 di), and SL is the 3
hydrophone senitivity level in dB re I pPa2/1 Volt2 (rFure 3.7). The array gain AG

in dB was computed using the formula (Dyer, 1989) 1

IAGulOlog (3.2)3

I
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OversI
wlwe n is the eoiid rusk. b• • AG, ,..d•.d .3•md•/w• .i,•,•l • l•m

Sla•me• • the vmk:aldr•ck•Uty d ambleN nvise (Urick, 19•1 m88• mat

the mind ,•elltem om be modded a, S@) = cc• 0 wiu• • is the ,n•e from

I tiw • The demib on how AG w• €omputmd iJ Kiven in • .•1. Pigure

SS shm• a plot at AG €ompul• from the bmm • of the hydmphcme.!
The •,actim betwem the hydzoplu• and several o• the • m J• led to

the ccn•km d ,ome d the hydzopkme signal. The main nobe soun:es were

I 1. • n•me sources covming a broad bond of frequendes above 14 kl-lz

made a•w(k infonMIkm in Ikub • d the spectnun inao:essible inmmm•. The acom• dam above 14L2 kHz wu comidmed to be

I 2. F/ip operated •m Komlk: bemcon which trmumtiUed a 12-secm• 4 kHz

frequency tree every 2 rain 40 secmds. Hil0• order harmonics at 8 and 12kHz
I •lhis tone were abo stapled by the hydrophone. The data was corrected by

i • the power spectra from the acoustic data that were sampled while the

,mmr bmcm was in opemtim.!
3.11're acoustic Dqppler smmr mounted on the hull of Flip generated 10-

I millbeco• noise pubes every 0.625 seconds. While the pulses were at 195 id-lz,

I they produced broad band electrical noise which contaminated acoustic

frequencies well within our hydrophones range. This has resulted in the

I elimination of approximately one-£ffth of all acoustic power spectra.

! ,,



-150

-155

> 1653

S-1701

-175

_ _ __1_ _ _ _ _ __0_ _

0 5 10 15 20 25 30

f (kHz)

Figur 3.7. Sensitvity level (SL) of the directional hydrophone in dB re 1 Volt 2/1IIPa2

btained from a a&callbmt of the ionsrment at the Naval Ocean Systems Center.I
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Figure 3.8. Plot of array gin (AG) of the directional hydrophone as a function of
frequency. AG values computed from NOSC calibration are denoted by 0.
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Flue 3.9 shows smone typical umoothed power spectra of the ambient noise [dB re

I pa 211 Hz) for wind speeds between 4-9 meters/second. The spectra were averaged 3
ove one hour. The broad peak at Z5 kHz is due to the high pass fiter cutoff at that

S~I

3.3 Iavfromne-n- MInamosta. I
The data from evirosmwntal sensors, the wave gauges, the compass and the

acceleromets were sampled at 8 Hz by a Macintosh JIfx equipped with an NB-MIO- I
16 a••alog-dIgital converter (National Instruments, Austin, TX) [see Figure 3.31. The

data, which were stored on optical disks, were provided to us by Jerome Smith of SIC. I
The wind speed U was measured by a Weathertronics (Qualimetrics, Sacramento,

CA) Model 2020 3-cup anncmeter while the wind direction was measured by a 1

Model 2030 vane. Both nstrnuments were mounted on a crossbar positioned at 28 m

above sea level These m-asuu.nents were verified during the experiment by

comiparing them with readings from the Flip anemometer three times per day. One3

hour averages of U were later computed and reduced to the wind speed at 10 meters

elevation U1o. In computing U1o, we used the implicit wave age dependent method 1
for computing the friction velocity u. and the wind speed profile U. described by

Maat, Kraan & Oost (1991). Detaib are given in Section 4.1.1. I
Air temperature measurements were sampled using a Weathertronics Model 4470

Platinum Resistance Sensor. The barometric pressure was measured using a 3
Weathertronics Model 7105-A analog barometer. Although instruments for measuring

the water temperature and relative humidity were provided, these devices failed to I
function properly. -

so I
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I54 Wavie pagin cmumk and compass

Two -Id-•Bdn of the unrce waves were used. An array consisting

of fou Nidrome restanmc wire wavegauges designed and built at the Scripps I
hutltutionof Ocanas uhy (S10) was deployed on a boom 8m above the mean sea

level and 17 meters from the hull. The wires were suspended from the ends of a cros

sudi th the wires ae 05 m from the center. The ground wire was suspended from

the c-nter of the cross. A spreader was placed at the lower end of the wires to keep

thim ap&rt Tie wave slope and directional wave spectra calculations presented in I
this study use this data. Figure 3.10 shows a photograph of the 4-wire wave gauge

array mounted on the boo., ý taken from the deck of the electronics laboratory of Flip.

Figure 3.11 shows the spreader as it is being lowered prior to deploying the wave 3
gauge array at the end of the boom. I
A capacitance-type Tantalum wire wavegauge built at MIT based on a design

developed at the Applied Physics Laboratory, Johns Hopkins University was also I
deployed along the boom 15 meters from the hull of Flip. It was calibrated in situ four I
times during the 12-day observation period. The field calibration of the capacitance

wavegauge was ao lished by raising or lowering the wire at 0.5 meter intervals, I
sampling the voltage for 50 seconds, and computing the mean voltage at each

position. The resulting elevation vs. voltage calibration curve was computed using a I
linear least squares fit of the sample points (Figure 3.12). 3

An IMET Positional Sensor Package located in the working laboratory recorded the

apparent acceleration due to the motion of Flip. It was developed by the Upper Ocean

Physics Group at SIO and it measures acceleration and tilt components in the I

I
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I Figure 3.10. Photograph of the 4-wire resistance wave gauge array and the capacitanceI wire wave gauge (heavy black cable) deployed at the end of the boom. The heavy
white cable near the center of the photograpi the ground wire.I
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Figure 3.11. Photograph of the bottom spreader bar being lowered to position prior to 3
full deployment of the wire wave gauge array. The bar is made of stainless steel and
each arm is 0.5 meters long.|
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I
Figure 3.12. Plot showing the values for the four different field calibrations of the
capacitance wire wave gauge. The dashed line is a linear least square fit to the sample

points. The equation for the best linear least squares fit is

3 ac (m) = 0.541vc (Volts) + 0.800

where ac is the calibration position and vc is the mean voltage reading at that position.I
i
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horizontal and vertical (xy,z) directions. The signal ram the wavegauges, the 3
accelrometers and Flp's compass were low-passed at 4 Hz and sampled at 8 Hz.

a~s Wave qpdr. I

The power spectra of the time sies of thesen surfa elevation a(t) obtained from the

capacitance wire wave puge were used to examme the evolution of the wave field

during the expiment If we assume that the spatial and temporal probability 3
distrtion fuction of the wave height is stationary over a finite time period T, then

the finite Fourier transform pair (Bendat & Piemol, 1986, p. 130)

TI
A(M =ja(t)eJ~edt

a(t)m Af d

can be used to compute the autocorrelation (or power) spectrum of the wave field 3
0(f,T) = IA(fT)A!(fT) (3.4) 1

where w - 2xf= 2x/T. 5
We approximated the continuous spectrum with the equivalent discrete power 5
spectrum computed from the discretely sampled data. This was accomplished by

subdividing the time series into finite overlapping records of length N with the I

8
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I

overlaps N/2 records Io. The N-point records were then windowed using an N-

point Henning taper

wj-0.5.1-cos(2•/N)j - (3.5)I
to reduce sidelobe leakage. Whndwin the data introduces a reduction in the total

I energy in the time series which may be corrected by multiplying the Fourier

3 t with the square root of the variance of the window. For a Hanning

window, this scale factor isej (Bendat & Piersol, p. 396). The discrete Fourier

transform of the windowed time series is therefore given by

-I
N-I3A(f)=t All:Xai Wie ",IaJ (3.6)
6-0

where J-,,,isthesampletimestep,andn - Th.... " discrete Fourier

tuansfrm was computed using the Danielson-Lanczos Fast Fourier transform (FM

ialgorith described in Press et al (1986, p. 390ff). The wave height power spectrum

0(f) computed from A is then given by

I
0(f.) 1 Af.)A(f.)(3.7)

NAt

3 where the asterisk (*) denoes complex conjugation.

IIn this experiment, we used a value of N = 1024. For a sampling interval At = 0.125 s,

this gives a time window T = NAt = 128 s. To reduce the variance, the power spectrum

1 7



I
in Equation 3.7 was computed from an average of K -59 power spectra of the wave

guge time serime 1024-point data segments were overlapped 512 paints and the i
moulting power spectrum represented approximtely an hour of the datL The one-

sided power spectrum which will be used throughout this work is

I
O~~fa)=U 2LA() Ri..... (3.8)

Figure 3.13 shows the characterisis of a typical wave height power spectrum

observed during the exeriment. The plot was obtained by computing and averaging

1024-point discrete Fourier transforms on a 1-hour capacitance wave gauge record. I
Three major peaks are observed. Given the location and fetch lengths at the site, a

significant peak due to swell is present along with the wind sea peak. The peak below

0.05 Hz is due to the 27-eec heave and 48-second pitch-roll resonance of Flip which are 3
unresolved. The presence of these peaks is consistent with previous studies of Flp's

response to waves (Rudnick, 1967). While the energy spectrum of F/ip's motion due to U
waves has components of higher frequency, their effect on the measured wave energy

greater than 0.05 Hz is small I
3.6 Wave slope. U
An estimate of the root mean square (RMS) wave slope s was used toparameteriz

the steepness of the wave field. Figure 3.14 shows a plan view schematic diagram of

the location and orientation of the 4-wire resistance wave gauge array. We defined the

East directim to be the true x-axis and the North direction to be the true y-axis. A local

coordinate system based on the geometry of Flip was also defined such that the

direction towards the keel was the Flip x-axis xF. The orientation of the Flip y-axis yF
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follows hm the rlgi-hanmd nru A third coordinate system based on the wire wave

gauge array was also defined such that the army x-axis xw bisects the angle formed by

the arms frm whkh wire I and 4 wee suspeded. This axis is also perpendicular to

the boon aa d the "rj y-aids yw is cohnesr with the boom. I

7he odertatido of the boom and of the wave gauge array are given In Fu 3.14. The

angle between the kle of Ffip and the magnetic North OF was measured by a compass

an Flip. The signa was sampled at 8 Hz together with the wire wavegauge signal

From Figure 3.14, the angle between the true coordinate system and the ary I
coordinate system is

0 OF,-(lisp+90*)I

-8oP-209 (3.9)

where e is defined to be positive in the dodkw directiom The instanmaneous slope of

the sea surface s(t) = (s90 sy) can be estimated from the somutaneou - surface

elevation ai(t) measureents of the four wire wave gauges, i=1,Z3,4. In the local I
coordiate system (xw,Yw), the slope is computed from the mean of the finite

dice of the wave elevation between two wires

I

( [s(t) - a4(t)] +[as2 (t) - a3(t)] i
2Ax (3.10)

s7,(t) [a2(t)- al(t)]+ [a3(t)-a 4(t)]
My

90!
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whNse Ax Ay- 0.7071 m. 1le wave slope in the trM coardinate system is theefe

x(t) = s! (t)cogt) - s'A(t)idn(t),(3.11)sAy(t) = iw,(tlida •t) + s!&, tlcmos(t) (.1

I
wer hour v qda tiof the waveslae sompe n e sax) and te (Say), where

I
Al.,

41"

!wer comnputed fiom Eq o &.11. The RA wave slope s is thmfr

Sm Y 2(0)+jY 2(S1Y)(3.12)

3.7 Dhectonal wave height spectra.

3.7.1 Theory.I

We used the Maximum Likelihood Method in computing directional spectra using the I
4-wve wave gauge array. The method was first used by Capon (1969) in computing

the wavenumber spectra of seismic waves. Oakley & Lozow (1977) showed that in a I
nearly noise free e r n a sparse wave gauge array of at least three wires can

I



resolve the d:d waves whoswadengiWan severlorders of

mqnugtkue larger thtan the size of the array. However, the presence of noise in real

3 arrays fts a finite limit to the noving power of the array. We present a derivation

of the Maxvdum Likeihood. tedunique for obtainn the dhictonal wave height

pectrum *()) from an array of N wire sensors based on an approach described by

Jeftr, Wardam, Ramaden & Platts (1961). This uecticm is essentialy a review of

Sthirpaper.

S LWt AAi(c) be the Fourier transfcrm of the wave elevation time series for wave gauge i

3 atposition,

3 W rr(cosOe,,,1ne) (3.13)

I where rj and 01 are the distance and angle from the origin to the se , i=1,...N. The

I NxN crows spectral density matrix C fsensors i and j is then given by

3IAi(m) X•(W)I .y • • i•,,.Jq (3.14)

SThe ovebar in the above equatio indicates that a sufficient number of Fourier

3 transforms should be averaged to ensure that the cross spectral density estimate

C..(w) is statistically reliable. The asterisk * indicates complex conjugation. It is

3 common to normlize the Fourier transforms by their moduli to avoid errors due to

differences in wave gauge calibration.
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I
If the directional wave height spectrum O(,sO) is expressed as the sum of M plane

"waves o Powe 4*(mOm) propapting along directions Sml".M then the true 3
tsam power spectral density funcution s tdun

Cs)m (3-SB)4Q,.z~a,..015)
II

x (me. ) =e- C*, i=I...,N. (3.16) 3
The ith component of x s the complex phase lag between the ith wave gauge and the I
origin for a wave of fequency O propagating along the direction 0., While k is the

wavenuM vector whose elements are

I
km =Lx (Cosm,,i,, m). (3.17)

We implicitly assumed the linear deep water dispersion relation 2 .!gk I

Given the matrix 6(m) estimated using Equation 3.14, we can invert Equation 3.15 to J

obtain an estimte of the power spectrum &(s,Od) of the wave propagating along

direction Od

46(-(8d) -.ý1 * (sC)d I
"- S''•z'wo m' .(sOm•"' ) I

ur-I

= dT X(O .Od124o(omed)+ _,•.T x(wOem. 12 (c,.0). I
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I

I To evahiate &(,Od), we need to determine the vector Ed such that the contribution

from *(,Ad) u mistod while the ct ti from the oter directional

ompomts are minnimixe We minimize *(O ) with respect to Ed ubject to

3 This leads to an estimate of the power in the wave frequentcy propagating along Od

(Capon, 1969)

3 (6(048d) U [Z*T (M~,d)&C'(W)Z(Wmd)F (P.18

3 Te directional spectrum was scaled such that the sum of the wave energy at

Sfrequey w for all the wave component directions is equal to the spectral energy level

of die capacitsane wire wave gauge

M3 4'Qn)CW = 10*8iO). (3.19)
3'=1

Problems regarding the numerical stability of the C matrix can arise when its inverse

i is computed in Equation 3.1& If there are fewer wave frequencies than wave gau&;',

mthen will be overdetermined and consequently singular. It can be made positive

definite and its stability enhanced. by introducing a small positive perturbation R << 1

3 such that

9
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I (I --O-x)+ R (3.20)

where I is an NxN identity matrix. This method is equivalent to introducing a small

uncorelated nrise whose power is R times the wave energy into the wave gauges.a
&.7.2 j~pwuuagisa
We now outline the basic steps in implementing a practical algorithm for computing

the directial spectrum using the maximum likelihood method from the time series

i of the surface wave elevation mesuuents ai(t) at wave gauge i for the 4-wire

resistance wave gauge array shown in Figure 3.15.I
1. Compute the complex phase lagsx (Equation 3.16) for each wave gauge using the

array coordinate system shown in Figure 3.15.

2. Subdivide the time series data ai(t) into sample windows of length Nu. In this

3 experiment, we used N. = 1024 with a 512-point overlap between sample

windows. Since the data was sampled at 8 Hz, each window is 128 seconds long.

3 3. Window the data to reduce sidelobe leakage. A Hanning window (EMifatiio 3.5)

was used.I
4. Compute the discrete Fourier transform A(fn) of the windowed time series using

I the Fast Fourier Transform method.

9



I
5.Compute the 4M4 cross spectral dasity matrix 6(m) (Equation 3.14). Each C~ij(mO)

estimate was based on 32 minutes of data or 29 spectral averages.

6. Pertub the 6(m) matrix by introducing a small noise R (Equation 3.20). R 10.6

was used. I

7. Compute the inverse of 6(). 3
& Subdivide the 0 space into M directions. Compute the Maximum Likelihood

estimate of the wave spectrum 0(ck0 d) in direction ed (Equation 3.18) for all the M I
directions. We used M - 72 in this experiment resulting in a AO - S*. £

9. Compute the power spectral density of the capacitance wire wave gauge 0c~w

10. Rescale the 0 computed in step 8 so that the sum of all wave directions at a given

frewqency w is equal to O(w)) (Equation 3.19).

11. Convert the directional spectrum from the wave gauge array coordinate system to I
the frut coordinate system. From Figure 3.15, the azimuth 9 of a given direction is S

e=ed--19P+ep (3.21)

where Od is the angle of that direction from the array x-axis xw, and eF is the azimuth 3
of Flip's keel.

I
U
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4 oIm•UVATIONS

4U Gonead modiais.

3 Th~~e observationt perio of this experiment covered apr~uaeytwelve days

beween, Sepune 26, 1M9- October 8,11 M Julia day 269 -281). We began

5 ~recording thewwacuticAUM -- PInwi while the winds blowing from the south were

dying down. After am aid a half days of elative calm, the wind blew initially from

the north (fetch kmgth 600 kmn) with the wind speed increasing over a day. It stayed

3 In a quasi-steady condition over a period of six days. Although the variability in the

wind direction was minimal during the quas-steady period, the hourly-averaged

3 wind speed U fluctuated between 6-12 meters/second. The wind then danged

direction and blew from the south (fetch length: unlimited) and then died down over

the course of a day and a halL 11e sudden change in wind directiom was aconmpanied

3 by a rapid decline and itcrem in the wind speed over a period of six hours.

S4.2 Wind speed U10 and frktion velodty u*.

I Although our wind speed measu-ements were made at 28 meters elevation (U2@), we

g reduced this value to the wind speed at 10 meters consistent with meteorological

convention. t is common to assume a logarithmi wind speed profile near the sea

3 sface of the form (Large & Pond, 1981)

IZUO U (4.1)I U+= ,,
! •€ L~o



I
we U. is the wind speed at elevation z, U. is the fiction velocty, K - 0.40 is the von

Kamen constmnt, . Is the a surface roughness length scale and E is a tem that

accounts for the effect of atmospheric stability on the wind speed proile, Since u. was

not directly nmesured in the experiment its value was inferred from U28. I

To evaluate 2 using the bulk aerodynamic method (Large & Pond, 1981), 1
measanent1 of the -m suriac temperature and the humidity are required.

Unketumrtely, the hntruments; for menuring both parameters failed to operate

during the experiment so we were unable to evaluate this term. Large & Pond (1981) s
showed that assuming neutral stability (0 = 0) introduces an uncertainty of iess than 3
4% in the value of u, and Uz. We neglected the effect of atmospheric stability on the

wind speed profile and used the equaton

uz = UtlnZ. (4L2)
IC zo

Maat, Kraan & Oost (1991) suggested that rz is afunction of the wave age (Cp/u,)

where cp is the phase speed of the peak frequency of the wave spectrum computed

from the wave gauge record. Using an empirical fit to field data obtained during the 3
1986 Humidity Exchange Over the Sea Main Experiment [HEXMAXJ, they proposed

uO= .8 (4.3)

From the two equations (Equations 4.2 and 4.3), we can determine the value of the I
two unknowns u. and zo We computed u, and z0 by assuming a value for u. in
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PIpre 4.1. Tune series of U1O, u. and the wind direction during the NOBS
experiment Note that the wind rapidly changes direction on Julian day 278 after
blowing from the North for approximately six days.
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Equation 4.3 aid then substituting the computed value of ft into Equation 4L2 to get a

nowua estimate. The procem was repeated until the difference between the estimated 3
rand cowmuted value for uw diHOePd by less than 0.001 m/s. The value of U10 was

tM Com pU from Equation 4.2 Figure 4.1 shows tm series of hour-averaged U1o,

u. ad the wind direction during the observation period.

43 Wave specuan diaraeris"hl

As we noted in Section 35, the wave gauge record was contaminated by low I
frequency energy due to the motion of the platform. Figure 3.12 shows that a

signficat proportion of this, enrg can be eliminated by specifying a high passI

frequency cutoff at 0.05 Hr, and that the coribution of the platform motion to the

wave gauge record above 0.05 Hz is negligible compared to the wave enegy. Daily

plots of the one hour wave height spectrum for the time series beginning at 0000 UT 3
throughout the observation period are shown in Figure 4. I

The time series of the integral tics of the wave spectrum are shown in

Figu 43. The root-mean square wave amplitude a and the mean frequency T of the

wave spectrum were defined as 3
I

a=l wd (4.4)1

= I
= 2 (4.5)

I



102 
1__ 

_ _ __ _ _ _ _ 1 2
10 11
10 0 100
101 1
10o2 10-
10-a 1

10-5 10-510 -_4 10"
10104 • • • 10-. " "

0.01 0.1 1 0.01 0.1 1

a)269 b) 270

10 102

10 101
10a0
1 0 - 1 [ -1 - 1 _ -
100 1002

10 -3 107 4O•1 -5 1 5
10 10-

10- , 10761

0.01 0.1 1 0.01 0.1 1

c)271 d) 272
102 102

101 
101

100 
100

S10 - 10-2
I0- 10-3"
104 10

10-5 
10-5

6-
10- 10- . ' " '

0.01 0.1 1 0.01 0.1 1

e) 273 f) 274

Figue 4.2. Some typical 512-point wave height spectra 4(f) [m2/Hz] taken from one
hour records at the start of each day of the NOBS experiment.

103



I

102
10~ 10 1
10 1 101

10 -3 10 33
10 1o

SE" .... . ..o

10 a ..-. II 1

0.01 0.1 1 0.01 0.1 1 3
g)s7 h) 276

10o2 -102 2oI

10 1 10 1
100 

100
10 '_I 10 -1
1 0o 103-2
104 -3 1o-310 -4 10-42

10 -1' , .. 10-6

0.01 0.1 1 0.01 0.1 1 1
i)2fl j)278

10 2 
1 2

10 1 .
1010-1 ..

10 -12 10- 2
1 0 -- 1 --

--4 10
10-104 -10

10 -5 106110 -61 , . , 10 " 1 " '

0.01 0.1 1 0.01 0.1 1

k) 279 Q)280 3
I

Fi 4.2. Conimiued from last page.

I
104



Chqpbr4

10 
2.50.75 2.0.

a 0.50 1.5%0EI ~1.o0:

0.25 0.5

270 272 274 276 278 280

0.30
0.25 b)
0.20.dl3 f 0.15
0.10
0.051 270 272 274 276 278 280

1 0.8 2.0
0.6 '' ' -

t 9 \.,;7 1.0 .o
0.2 0.510.0 A- I * I 0.0

270 272 274 276 278 280

I0.40 , 1 1 1 1

0"35 d),ql.'*

0.30If 0.25 %0,4
0.20 

41

0.15

270 272 274 276 278 280

3 Julian day

i
Flmwe 4.3. a) Root mean square amplitude a (m) and significant wave height Hs (m)
computed from the full spectrum. b) Mean frequency computed from the full

Sspectrum i" (Hz). c) a, (in) and H, (m) computed with swell filtered out. d) Mean
frequency with sweU filtered out L (Hz).

3 105



I
I
I

2I

0i

"1'3

-4 '

270 272 274 276 27828

Julian dayI

I

]rlpm ".4 Time mks of log 0 (m2/FH) at seleced frequerties: 0.25 H-z - o, 0.5 Hz -
o, 0.75 '_z - , 1 Hz - N.

I

I
27_7 24 26 7 8



I-
I
I
I

i ~ ~~0.25 ,

I 0.20

0.15 T

0.10, o,
0.05 V
0.001 ., , , , , , I i1 270 272 274 276 278 280

I Julian day

I
Fir 4L5 Time series of wave slope s (Equation 3.12) computed from the resistance
wire wave gauge array data.

II
I

1 107



I
In Figures 43a and 4L3b, the lower limit of integration in Equations 4.4 and 4.5 was set

at fo-O.0 HIz. The values of a and T in both plots include spectral energy from both

wind waves and swell. In Figures 4.3c and 4.3d, the lower limit of integration used

was the frequency between the swell and the wind sea peak in which 0(t) was a I
minimum. This was chosen so that the energy of the swell does not affect the value of

a. and T•,. The plot shows that the wind wave spectrum Tw ranged from 0.15 to

0.4 Hz during NOBS.

Figures 4.3a and 4.3c also shows the wave height data in terms of the significant wave I
height HF, defined as the mean of the highest one-third of waves. For a Rayleigh- I
distributed wave (Kinsman, 1984, p. 390), I

H, = 2.83a. (4.6) I
Figure 4.4 shows time series of the spectral level of 0 at 0.25,0.5,0.75 and 1.0 Hz. The

plots in Figure 4.4 are a measure of the variability of the wave energy above the wind

peak-I

The method for computing the root mean square wave slope s using the 4-wire wave 3
gauge array was described in Section 3.6. The time series of s is shown in Figure 4.5.

4.4 Ambient noise 3

Figure 4.6 presents the time series of the hour-averaged noise spectrum level N at I
selected frequencies [see Figure 3.11 for plots of typical N(0]. We chose to display N

at 4.3,8.0, and 14.0 kHz since these are the frequencies WOTANs commonly used (see I

1
1o08
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Table 1.2). The total integrated acoustic energy between 2.5-14 kHz denoted by X is

also prsnted. The gaps in the acoustic time series are due to records eliminated

bemuse some of the devices used in deploying insruments unrelated to our

experiment generated electrical noise that co1taminated the full acoustic spectrum. 3
Figtures 4.1 and 4.5 show that the fluctuatim in the wind speed U10 and u. is clearly

refisled! in N. The high correlati between U10 and N is consistent with the

Investigatiow we reviewed in Section 1.1. In addition, good correlations between N I
and properties of the wave height spectrum O, particularly a., the high fequency

wave spectrum cmpoents in Figure 4.4 and wave slope s in Figure 4.5, and U10 and 3
N is also apparent in Figures 4.3- 4.6. This will be clearer in Section 4.6 when we

examine the empirical relationships between N and enviromnental parameters.

I4L5 Directional wave hdigt spectra

The method for computing the directional wave height spectra was outlined in

Section 3.7. The maximum horizontal dimension of the array is I meter. The smallest

wavelength the array can resolve is of this order. Consequently, the highest wave I
frequency that can be resolved is approximately 1 Hz. 3
Figure 4.1 shows that although the wind speed has fluctuated between 5 to 11

meters/second, the wind direction has been quasi-steady (from approximately 300) 1
for 6 days prior to Julian day 278. The wind then began to change direction and die

down with U10 decreasing to 4 meters/second while turning. After several hours, the

wind had completely turned and was blowing from the South (1800). 3

The evolution of the wave field during this event is shown by a series of contour plotsI

of directional wave spectra O(f,0) in Figure 4.7. The plots have a directional resolution

110



1 -4

o cSP and a requenc•y resolution of 0.002 Hz. They show the directional distation. of

the wave energy within the frequency range 0.25 to 1 Hz. Since the wave energy

I spectm 0(i) decays as a function, of fequency, only the wave energy at the lower

frqtnicy limit ae seen in these plots. In addition, since the drtional wave spectra

Splo show the direction the waves ae moving to while the anemometer gives the

direction the wind is blowing from, we added 18M to the wind direction to fadite

3 comparison. "be figure lists the sart fime, the wind speed and the direction the wind

is blowing towards (9wkW for each plot.

I The wind direction O and wind speed are relatively steady in the first six plots.

The wind begins to turn and decay in Figure 4.7g with U10 reaching a minimum in

SFigure 401. During this period, the mean wave diection. in the energy containing

portion of the spectrum and the wind direction are oriented in different directions. In

I Figure 4.7n, we see some wave energy at approximately 350 and 0.45 Hz. This

3 mate the wind direction for that plot which is at 354. In the next plot, the energy

at this direction has increased and begun to migrate towards the lower frequencies. In

3 the remaining plots, the wave energy centered around the original direction (200P) has

decayed considerably while the wave energy parallel to the wind has already grown

While these plots are informative, the information content is biased towards the lower

3 frequencies the level there is hig than at the higher frequencies.t

is possible to reduce this bias and observe the high frequency directional behavior of

I the wave field by eliminating the influence of the spectral energy level on the plot.

3- The same plots in Figure 4.7 were plotted in Figure 4.8. However, instead of equating

the total wave energy at each frequency with the spectral energy level of the

1 111
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capacitance wire wave gauge (Step 10 in Section 3.7.2 and Equation 3.19), we instead

chose to normalize 0(fO) such that 5
M

"I(4. 7

Figure 4.8 shows contour plots of how the wave energy is distnibuted as a function of I
frequency subject to Equation 4.7. The response of the high frequency wave

ccnponents to the change in wind direction is initiated in Figure 4.8i-l when the wind I
speed decreases to approximately 4.0 meters/second. Prior to this, the wind has been g
blowing along 22 for several days and the wave direction is correspondingly

centered around that direction as well. In Figure 4.8m, we observe a region of high

energy centered at 350 for f > 0.65 Hz. Note that this is not observed in Figure 4.7m

because of the spectral energy distribution. 7he new wave direction matches the i
increasing wind speed at that direction (354"). The plot also suggests that the high

frequency wave components respond quickly to changes in wind speed and wind

direction. As the wind speed increases and time progresses, this high energy region I
grows and migrates towards the lower frequencies until the wave direction is aligned

with the wind direction across all frequencies (Figure 4.Sr-t).

4.6 Discussion II
4.&1 Ambient noise, U10 and u.. I
Figure 4.9 shows plots of log U10 versus the spectrum level at the different ambient

noise frequencies N(f) given in Figure 4.6 showing a linear relationship between the I
I
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Table 411. Somie coefficemb for die WOTAN expreuuhot and the equivalent power
laws omapulted fo NOSS data (c.L Table 12 and Figure 4.9).

logU10o mN+ i i e m mUo

f (kHz) CY m n 10SM n

4.3 0.94 0.0336 -1.089 1.7 3.0

1 8.0 0.93 0.0367 -1.157 1.4 2.7

S14.0 0.78 0.0417 -1.261 1.1 2.4

X 0.94 0.0376 -2.057 296 2.7I
two parameters. We also plotted the linear regression equations from the different

WOTAN measurements given in Table 1.2 and from our data Regression lines in the

3 form of the WOTAN equation (Equation 1.3) were computed from the data using an

orthogonal least squares fit (Casefla, 1990, p. S84) since both log U10 and N(f) are

random variables. A summary of the linear regression coefficients and the power law

coefficients between the two parameters is given in Table 4.1. The equation of the

regression lines for our ddta are comparable to those found by previous investigators.

5 Our results suggest an ambient sound pressure level dependence

I p~12AU•o-ao.o

I (4.8)

I Figure 4.10 shows four plots of N versus log u. sampled and computed from the wind

speed measurements in this experiment. The data is well correlated. It suggests that a

single linear fit to the data is adequate and that the power law expression

M
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I T~bb 4&. Unsew £UUnuhm ceffickimb tuatbd u. sad N and t&e equivalent power

m .mpMed hem NODS data (c.L flue 4L1).

3bi = pmuN+ a

3 Oftk ) CamI n WI

4.3 0.95 0.0443 -3.138 12.1 2.3

"8.0 0.95 0.0465 -3.228 4.5 2.1

14.0 0.86 0.0554 -.38•4 1.3 1.8

1 0.95 0.0496 4420 815 2.0

p• - u4-.2.3 (49)

best descrNs the data (see Table 4.2). Our results contradict Kermn (1984) who

argued based an empirical data that p2 - u.1-5 when u. > u= =0.23 m/s, and p2 - u,3

when u. < u.~. However, the scatter in Kerman's (1984) data at u. < u. did not clearly

show ta thert are indeed two submages.

Given that u, was computed primarily from Uz in both Keiman (1984) and in this

work (Equations 4.2 and 4.3) and is only weakly dependent on cp, the relationship

between u. and N is essentially similar to that between N and U10.

In Section 4.1, we described an implicit method using Mast et ars (1991) equations for

the relationship between the value of u., Uz and the wave age. It is desirable to obtain

an explicit and dimensionally consistent expression for u. as a function of U10 that is

equivalent to their method. This can easily be done from our results.
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I
lIgurm 4.11a shows a loglog plot of the drag coeffiient CD 0-(u/ Ul,) versus the 3
kwerse wave age (UL1/cp) showg an ire•se of the sea surface roughness with

ncrewing whid In thi figure we afe that the relationship between the two variables I
canbeaffppaoimtdby apowrlaw

CD =L480xlO{ • (410)

By rearranging the variables in Equation 4.10, we can obtain an expression relating 3
U10 , u. and cp Figure 4.11b plots the two versions of the inverse wave age expression,

(Uio/cP) and (u*/cp), against each other. The regression line on the plot translates to a 3
power law expression

o.S
(©,) = 3ssxlo4(yUa), 3I

u.= .8xO'Ou (4,.11)

4.6.2 Ambimt noiw and wwe paametes.

The previous field experiments reviewed in Section 1.2 [Penhallow & Dietz (1964), 1
Perrone (1969), Lemon & Farmer (1984)] examined the relationship between ambient 3
noise and the significant wave height (or alternatively, the root mean square

amplitude a) and found that these two parameters poorly correlated. The plots in 5
Figure 4.12 which compares our measurements of N and a is consistent with their I



MALe We 014690ed OW the pNOnceOf acoustialy inCtive swef a•U ect the

3 relad~~Mup betwemnN ad a. While the presence of swenl significantly incemses a, it

do" m prat •mF, increme le steepness of the wave no don it pioporlcnally

i -mte incidence o bremking.

To reduce tlu influthe fk fld swel1u mmV on the variance of the wave fiekl, we

3 ibred le swell out of the wme leu t record and computed the root mn esquame

amplitude of the data (oee Section 4.34 Thesltin a3 estimate, whose time series is

3 plotted in Figure 43c, was ploted against N (Figure 413) In this figure, we see that

a thouh flisatter in ft data is grmter than that between Ulo and N, the

Iprovemenmtin l lion betweenandN ssignifiatzN•. Table 4.3 ho that

3 the power law relationship is given by

Ip 2 -'_ge 1 2 . (41I2)

i We can better understand fle relationsip between the wind speed and wind waves

Sby examining the behmvior o the high fequency wave comqnents. In Figure 44, we

Tabl" 43. linear rupuuom mffidhnts relating aw and N, and the equivalent power
I law mputled hum NOSS date.

Sloga - mN+ n p2 =M

3WU mXI n 10mn

4.3 0.89 0.0450 -3.126 8.8 2.2

3 8.0 0.89 0.0496 -3.236 3.3 z0

3 14.0 0.77 0.0547 -3.297 1.1 1.8

1 0.87 0.0494 4348 633 2.0
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shdowed thete- b m. s aiesodte wave spectrum 0(f) for f - 0.25,0.5.0.75, and 1.0 Hz.

We notd tatthe .(f)thne seke closely matdhthe shope of both the U10 and N ftime

ueriuTes 7 behavior of the *(1 remembles U10 and N bete than the a. time seies I
Sho the wind wave ummn frequency T is between 0.15 and 0.4 Hz (Figure 4.2d), the

frequencies greter than 0.4 Hz are withn the wind wave frequency range.I

In the last section, we observed frm the directional wave spectrum plots (Figure 4.7

and 4L8) tha the highe frequency wind wave components (f > 0.5 Hz) respond5

quickldy to changes in wind speed arid direction. Figure 4.14 shws plots of log 0 at

0.5, 0.75, and 1.0 Hz versus N. They show a well correlated relationshp between these

frequenie and N aep~t the lower 0(0.5 Hz) values (low wind speed,3

"SD5Hz) <-1.0) where them-I sattriadnonlinearity in the data is more coonsiderable.

Howeve,fthe satter in zet of the*(0.5 Hz) dataasm cosiderably smaller.3

Our results show that a and N are poorly correlated partly because of the presence ofI

swell. The char-1*cteristc of swell are not directly deftermned by the local wind-waveg

relationshipA and its inlueneon the local noise generation mechanimsis weak By

neglecting swell andl con, ent-raing on the wind sea portion of the wave spectrum, weI

can obtain a better correlated power law relationship between N and a. This, is dearly

shwn by improved correlation between the energy at the higher frequencyI

compoentsof 0 and N (Figure 4.14).3

xperiments by Rapp & Melville (1991) and Loewen & Melville (1991a) have3

suggested that the wave slope of a packet of M waves
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I
i,-l

can be used to measure the stegth of wave breaking in the laboratory. Their

experIm11ts also suggest that sp correlates with several important dynamical I
properties of wave breaking eg., loss of excess momentum flux, mixing, dissipation,

noise generation. Their results suggest that the overall steepness of the wave field is

an important indicator of the chrctristics of the breaking wave. We can show that 3
the steepness of the wave field correlates with some dynamic characteristics of wave

breaking In the ocean as well. 3
The time series of the RMS wave slope s was given in Figure 4.5. A comparison of this I
plot with those of the U10 and N time series (Figures 4.1 and 4.5) shows that the 3
general characteristics of those plots can also be observed here. In Figure 4.17 we

presents four plots of log s versus N. The plots show that, consistent with the I
laboratory results of Melville et al (1988) and Loewen & Melville (1991a), the

steepness of the wave field correlates well with the ambient noise. The characteristics I
of this relationship are summarized in Table 4.4 which gives correlation coefficients

N I
__.(X, - !Xy,- Y)Cit im 1
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Table 4.4. Power law coefficients for the ambient sound pressure level and wave
slope s, and the coneUpadlng conmlation coefficients 4, between N and log s.

f fOkiz) 10-8m n C13,

4.3 18.5 3.4 0.87

1 8.0 2.9 3.1 0.88

3 14.0 0.23 2.6 0.81

S802 3.1 0.85I
greater than 0.85 between N and log s except for the 14 kHz noise. The plots of wave

slope versus N give a power law relationship

I p 2 ~-s1 ,4 . (4.13)

We excluded the N(14 kHz) regression because of the significantly poorer correlation

coefficient with this ambient noise frequency. As we mentioned in Section 1.1, field

3 experiments [Farmer & Lemon (1984), Vagle et al (1990)] have suggested that the

influence of sound absorption by bubbles can significantly alter the ambient noise

3 levels above 8 kHz.

I Figure 4.16 shows four plots relating s to U10, u. and wave age parameters based on

3 both U10 and u.. While most of the data points in the figure are well correlated, the

1
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- I•n� the dat is mon can than• • Iure 4L15. The scatter for dat points I
for U10o 5.5 nm/s Iu' < 0.2 m/s] appears to be greater than for data points above it.

46Ambi• m•in s md wisd-w e elpseu. 5
In aking smultae wind, wave and ambient noise , Penhallow & I
Dietz (1%4) subdivided their data into portions where the wind was steady, nusrmsg !

and demeing. Their results show (see Sectim 1.2) that the linear correlation

co t between the ambient noise at 630 Hz and the wind and wave variables is 3
higher when the wind is steady and degrades considerably when the wind i

changmg. They theorized that when the winds are steady and the waves are fully 1
developed, there is an equilibrium between the rate of engy input by the wind to

the waves and the rate of energy dissipated by waves due to wave breaking. It can

then be reasoned that since the wind and ambient noise relationship is well-defined 3
and welcorlt then the wave conditions that satisfy this equilibrium should be

well-correlated with ambient noise as well. Unfortunately, there are no plots or I
figures in their paper with which we can examine the data nor was their research

followed up in the literatum As we mentioned in our review, the research in wave

and ambient noie relationship is relatively sparse.

We decided to further explore the ideas in Penhallow & Dietz (1964) by subdividing 3
the available NODS data and periforig a similar comparison. While the boundary

between the different sections of the data were determined by inspection, they were

chosen on the basis of predetermined and well-defined characteristics of the data. I
Based on an examination of the NOBS data, the time series was subdivided into four

general conditions (Figure 4.17), 3
I
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T"a"hh 451 m mW Jmi a mM cka.offis betweeni N(4.kH~z), and Owe log of seveal,
wbed end wave perammtuu.

- N (Smkz) lg U0
log. 6(tnm) adam Waed a -n a ed y , mded,

0.94 .84 0.96 1.00 1.00 1.00

a 0.66 0.61 0.69 0.70 0.53 0.75

I W.87 0.61 0.84 O.87 0.59 0.90

".50) 0.92 0.78 0.91 0.86 0.66 0.87

75) 0.90 0.62 0.89 0.82 0.47 0.83

0.870) ON 0.54 0.86 0.79 0.38 0.80

I
I. Decaying and growing wind speed and wave amplitude.

11. My developed quasi-steady wind and wave condition.

3 III. Turning winds.

IV. Decaying wind and wave condfiiI
For our purposes, we considered portion II of the record as stendy, and portions I, III

and IV unsteady. We then computed the correlation coeffidents for the seady, unsteady

3 and thefdul time series records for the wind and wave variables, and N(4.3 kHz). The

results are mmarized in Table 4L5.I
Unlike Penhallow & Dietz, our results show that the correlation coefficients for

unsteady data is higher than those for steady data. This is observed in both the wind

3ad wave data. The difference between the correlation coefficient of theMft data set

i
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Figr. 17. The wind and wave time series during NODS can be subdivided into

steady and unstead conditions. The data in section' II were considered steady while
those in sections 1,1I!I and IV were considered unsteady.
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Iand the uuid dat is negligs iTe 71w reduction in the correlation coefficent during

3 stuy conditions m or significat orwave parameters.

3 ~The plots in Figures 4.18 anid 4.19 show that although the saerin the dafta is

cmpaable for the on* and va,* cm, the range of the uustu data is bwer

ad it is comparable to the fuU data range. Consequently, the correlation roefficAent of

Ithe =Wt u data is comabl to the fail daft and is significantly larger than that of

the do* data. It is not dewr why the Penhallow & Dietz (1964) results are different

Sfrom ours since they did not provide enough details in their paper for us to examme

their data. However, given the closeness of the correlation coefficients between the

muy andfu•d cases, we believe our results are robust and the conclusions in this

3 work are not sensitive to the quanfitr of the data we analyzed.

3 4L6.4 Wave growt axd wave age.

I We can relate the wind speed U10 to the wave energy by adopting Kitaigorodski's

3 (1962) non-dimensionalization of the wave and wind variables. This approach, which

was used by Hasselmam et al (1973) to analyze fetch-limited wave growth during the

3 Joint North Sea Wave Program (JONSWAP), relates the non-dimensional wave

I1 e (4.14)
1U40I

with the wave age (cI/Uio). The parameter e is the variance of the surface wave field.

3 Kitaigorodskiis (1962) non-dimensionalization was also used in some of the more

recent investigations [Donelan, Hamilton & Hui (1985), Dobson, Perrie & Toulany
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on the left are for data during unsteady conditions. The plots on the right are for data
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0~ I
S~I(190), Dansab et &I1(1992)1 an fetc Bwiled wave growth in both lak, mid ocean

Our waxe ua m - 0w are t•uplkaed by 0the PFeP- of swell wose I
dau1c-11 *t-'s areunrelaed to Bigloca wind conditions. Dobson etal (1969), whose

mmurnmiI off the coast of Nova Scota during the Canadian Atlantic Storms

Progm (CASP) were alo ýco-1akt1d by swelL suggested that the frequency

separt swell aid the wind o portim of the spectrum f. is 0.03 Hz less the wind

o pek fquency. "Me total enegy of the wind sa spectrum is therefoe

I
enJ'i(f)df. (4.15)

Tei approach is similar to vur method of sepamti the wind wave spectrum from 3
the swel comp.v.•ts (Section 4.3). However, we defined f. to be the frequency of the

minimum value of O(f) between the swell and wind sea peaks and its value was

obtined by inspeKin

Figure 4.2 shows a well correlated log-log plot of re and the inverse wave age I
computed using the NODS data. 7ble correlationt coefficient between the two

parameters is.0.97. Using linear orthogonal regression, we found that the relationship

is best described by the expression

=2.4 xIO--(MT. (4.16)

I



I~ i c t aires our results with the experknernts mentioned. earfier in this section.

Out mull an done to those of the previous exeints, particularly to that of

Dwelan et al.•(1992ý Th JONSWAP result did not separate wind s from swelL The

5 q~eino at between our resufts and the results of the expeiments given, in Tabl L6 is

PaiticulmIlY emiakable since the other aqweients were made under 6etIh-imited.

condI&ouw ur results suggest that within e-er-e- a error, the enpfrical

Sbetween the wind and wave parameters expressed by Equation 4.16 is

valid ovae a wide rage of fetch lengths.I
4.6.S Wam qweatmm ---------

SUsing previous obmervational eiencei hlps (19&5) suggested that the portion of

wave height spctrum 0(m) above the spectral peak can be describ~ed by the equationI
'*) )-aw..gc-' (4.17)

I Table 4 effients of.1 the non-dimensional wind and wave growth expression.

e 2 U~o=

m•-m 103 mtax. fetchOm

SThis study -3.2 2.4 unlimited
i- SWAP 97M) -3.0 zo 160+

Ddm o net al (19M9) -3.4 2.7 30

Doelan et al (M) 1 -3.3 1 2.2 20
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Plsur UL1 Selected nomudizd 1-hour wave spectra. The spectra were taken from
wave heiht records sampled at 0000 UT. he solid lne denotes 0 for p = 0.11

(Equation 4.17) a) Spectra fi~m 12 day record. b) Spectra from Muly developed seas.
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I
where a is the Tabs cofficenL Following Phillips, we nondimensionalized 4(c0) such

that for an idel spectrum of the form of Equation 4.17,

UM(4.18)1 I
Th term inside the parenthesis ze nondimensionalized radian frequency o. The

plot of the log of equation 4L18 and log (uo/g) should have a straight line with

slope - -4. Figure 4.21a shows the 12 spectra in Figure 4.2 which were taken from one I
hour samples of the wave gauge record beginning at 0000 UT each day during the

observation period. The solid line is for the idealized 4(K) whose ot = 0.11 (Equation

4.8). The plots show a close agreement between Equation 4.17 and the measured 4i(0)

in the frequency range between mp and approximately 2.5wp. For c > cop, the slope of

the wave spectrum appears to be closer to 4((c) - W-7. Figure 4.21b shows typical I
wave spectra under fully developed conditions (ulian days 273-278). For w > cop, the

plots collapse into one spectrum. I
Phillips (1985) also predicted that the upper limit of the c"4 slope is determined by the

presence of wind drift cq - u. which would inubit the creation of waves frequencies I
whose phase speed is comparable to that value (see Section 2.2). He proposed that the

wavenumber of this upper limit is I
k1 = Ig = rg/u• (4.19) I

where r is of order one. He subsequently estimated that r - 0.16 for typical wind wave

conditions. Rearranging Equation 4.19 gives

I
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I

I LU-.f 0.4, (420)

I
i 1 which is apprWxinately 3 times the value suggested by Figure 4.21. This suggests that

the fonnafion of high fvequency wind waves is ihbited by some mechanism whose

I phase speed is lower than u,. It is currently not known what this mechanism is. It is

also posuble that Keulega's (1951) -easuraet of the wind drift in a dosed

I channel [which Phillips (1985) used] overestimates the value of cq in the open ocean.

1
S
I
I
I
1
I
I
I
I
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5 SPBCrRAL DISSIPATION ESTIMATES

In Chapter 2Z we decrib the basis of the Phillips (1985) and the KHH surface wave

dissipation models. We showed that the two models differ in form, in their

dependen�e on the wave spectrum, amd in the method used to evaluate their

coefficients. While Phillips (195) is based m the assumption of a spatial and temporal

equilibrium balance among the source terms in the enegy transfer equation, KHH

tuned the dissipation parameters with the wind input and nonlinear flux source

huctions to reproduce the behavior of fetch-limited wind wave growth. We also I
showed that we can derive simple, explicit dissipatim equations by making general I
assumptions on the characteri ss of the wave spectrum and substituting the wave

spectrum equation into the full spectral dissipation expresso. I

Table 5.1 summarizes the four spectral dissipation estimates discussed in Chapter 2. 1
In this work, d(M) denotes the spectral dissipation computed from the measured wave I
height spectrum while e(w) denotes the spectral dissipation computed from wind and

integ•al wave parameters (reduced estimate). The total dissipation estimates are 5
therefore

D= Jd(o))do '5-11

E = j:e(MAO~

In the subsequent sections of this chapter, we will examine the spectral behavior of I
these model and compare these estimates to ambient noise measurements. 5

I
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Table 5. LDheupa es-dmats (me Oapiur 2 for full detail.)

1 1.~~ spectra dluslpatl" equations

Sm ., (m•= (3p•y .,o•lZ~m

16(l(p)?•w

I� t(e) =4t• l(3p)pw u

I

IO
A (3,p)pw )g3 ~ d

16[I(,p)f o-i

- 2yT3 (3,p)p~ u h~r(cpi 4]

5.1 Experimental resuiats.

SAlthough the four models (Dp, Ep, DH, EH) are based on different assumptions

3 regarding the spectral description of dissipation, the form of the wave height

spectrum, and the existence of an equilibrium wave spectrum, these equations give

comparable estimates of the total dissipation for most of the measured wind and wave

condition. This is observed in Figure 5.1 which compares the time series of the four

I dissipation estimates during the NODS observation period.

I



F•iue M.a shows very good agrenent between the full and reduced KHH

dissiaim estimates DH and E. The two tim series ae virtually in dsg l. I
thouh nmos dIe observation period. Figure 5.1b ows a comparison between the

ime series of Dp and Ep Here we see that while tere is good agreaet between I
iem two estimates over mos of the data, tee can be significant differences betweenI

then especialy during periods of wind and wave growth and decay. These

differences we explained further in Section 5.1.2. Figure 5.1c compares the KHH and 3
Phillips dissipation estimated from the nmued spectra Dp and DH1. In this figure,

we see that Dp is consistently higher by a small factor than DH. This difference is I
nearly constanit This is because the magnitude of the coefficient of Dp is slightly

liager than that of DH. Note however that this difference is small compared to the

dynamic ang of the data.

These time series cman (Figures 5.la-d) show that the differnt estimates agree I
well under steady wind and wave conditions but may vary significantly during

periods of growth or decay. This result is not surprising since the coefficients of the

different dissipation expressions were chosen such that the dissipation, the wind 5
input and the nonlinear flux expressions are of comparable order. Note that even

though the influence of wind speed on the Snyder et al (1981) wind input formula1

(used by KHH] (Equation 1.14) is slightly different from the Plant (1982) wind input

formula [used by Phillips (1985)] (Equation 1.15), these two formulas give values that

are comparable to each other in the range f < I Hz (Figure 1.9). Hertce, the Phillips I
(1985) and KHH dissipation estimates are consequently of comparable order.

1
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hI Ue disculast i Sectai n 2.4, we showed how EH was derived by substituting an

lkkihed w4 spectrum int dH. Mw amm kequncy T and the variance a2 of the

limmimed spectbw ae eqal to those of the wind wave portion of the measured wave3 setru. In F e.2, we show U. spectral depeidnue of the dissipation dH(f) nid

e.) for Ow twelve wave height spectr shown in Fgu 4.2.Th. solid line plot

3knm dissipationt coputed ting U. mesured wave spectrum while tU dashed

3 k. indicates U.e spectral dissipation. using U.e idealized wave height spectrum

U •m •,•' (2.24)

3 M spectral estmates are very similar both in magnitude and spectral slope in much

a( the wind wave region (f < l-z). Above I Hz, the slopes of the measured wave and

dissa ion spectra ae seeper. While t.h miflence of tU discrepancy in the igher

3equencies on the total dissipation is small, it does lead to an undeestmat of the

peak frequency ep, since we assumed OwthatU spectral slope is constant thrumghout

5whenin fact, the nurned wave spectrum has an w4sdope from thespectral peak to

a ppyr amately 1 Hz and a deeper er7 sdope above 1 Hz..

SMuch, of the difference between DH and EH arises because we chose not to model the

dissipation below the eH wind wave spectral peak We see from Figure 52. that dH(f)

3 gives values of dissipation due to swell that are significant. Although the agreement

in the wind wave spectral range is very good, the reduced formula EH completely

neglec the dissipation in the swell region computed in DH. While the total energy in

the swell region is a significant proportion of O(w) and in some cases contains more

energy than wind waves (see sample spectra in Figure 4.2), its contrbtion to the total

199



diesspi is coanpam lyea because the caonrixbon of the wave frequency

cm I In is weighted by 662 (s Equations 2.18 or .19) which favors the higher

It is also npouttm to point out that KHH inplicitly assumed a single peak spectrum

in deriving the wave evolduim equatiom Their approach did not factor in the

kdniice of swell on the dissipation equatior. Sinc their model assumes that 3
dissipato in deep water is due to wave breaking and since swell does not break

(although swell may induce breaking of wind waves), extending the IHH-base I
fommulas to hilde dissipation in the swell frequency range may oveet- M the

total dissipato Nonetheless, the two time series in Figure S.la show that this

difference is smal compared to the dynamic range of the total dissipation.

5.12 Dp and 4 3
Cleiy, the diffenc in the Dp and Ep estimates is more substantial than that

between DH and EH. This is bemuse Ep uses an equilibrium spectrum (Equation 2.8) 3
assumption to model the measured wave spectrum while the EH model spectrum

*M(w) is computed foin the integral teristics of the measured spectrum itself.

The coefficients of Ob( were chosen such that the measured and the idealized spectra

have the same energy. Hence, the validity of our wave spectrum assumptions in

computing EH from the integral wind wave spectrum is based only on whether or not

the slope of the wind wave portion of the measured spectrum 0 is close to "4. The

variance a2 and mean frequency " of OM are identical to those of 0. On the otherI

hand, using O (Equation 2.8) to compute Ep is based primarily on the validity of two

assumptions: that the spectral slope of the equilibrium spectrum is indeed co-, I

1
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161



__ _ __ _ __ _ __ _ __ _ _ _I i

0.7

0.6
0.3

0.2

0.0 -A.I
270 274 276 278 280 I

a)

3I
3 , , I 'U
2 .0M - Memg

1 0.89 I
0

-1 1
-2 |

-3
270 272 274 276 278 280

Jution day 5
"b)

ftre && a) Plot showing the time series of the O and E coefficients. o.s9a!
(solid line) and aeu4 (short dash) [m 2/s01. b) Plot showing the relative magnitude of

the differec between 0.89aW and au~g. 3

I



S (•km*IrS

1mid tum td cod st of wr4 i is •sn. M1 second assumption is also equivalent

3 t thO asourqptm ta the wind i•put, dissipation and nonlinmr spectrl flux are in

h balan wer All wind and wave condidors.

I in rkgue 421, we showed a nonmalized plot coamprg the twelve messured spectra

in Pip=r 4.2 with FINlipe (1965) equl"imA spectrum OE (quation 2.8). In. that

Sfigure, we aw tht the magnitude and lope of the measured wave spectrum O(w) are

cowparable to thme of "L(s) between the wind wave peak and apro iy Hz.

m We can explore the relationship further her Me equilbrium spectrum is

m W =UagW- (2.8)

where a 0.11 (see abi Section 22). In Section 2.4, we showed that the idealized

I %(3a~4of'(2.24)

gives a spectrum whose ihtegral aracteristics are equal to these of the measured

3 Iwave spectrum. We modify Equation 2.24 by substituting Equation 2.5 to express it in

terms of k and get

3 0,) m) o.89aZ -Jn. (5.1)

SNote that Figure 52. shows that this equation does well in modeling the measured

wind wave spectrum.

1



I
'he varable in the -oeffciet of Equation 5.1 are the ma surface variance ae and the

mean wave fequency W. while in the coefficient of ,r 4 in Equatdon 2.8, u. is a 3
vaial while both a and g ae constaens. We can examine how effective OE is in

modeling the messured wave spectrum by comparing the coefficients of ft and 0'M.I

Piule 5.3 shows a plot of 0,89a versus aug using the data from the NOBS

observation period. The figure shows that the two parameters are well correlated

(corelation coefflciant - 0.92). The dashed line indicates a plot of slope - 1. The I
equation of the orthogoal linear regression of the data is I

[aosg] =- [a89al+0.0017,

[cuw l.[0.89,4,]. (5.2) 1

This shows that ft is, on average, a reasonable approximation to D. It is important to 3
point out however that the scatter of the data around Equation 5.2 (Figure 5.3)

suggests that we incorporate a small error when we use this approximation. The I
nature of the difference is seen in Figure 54 which shows a plot of the time series of

0.8 and [au4g. Although the plot shows good agreement between the two

parameters, tee clearly are differences between the two. This is demonstrated in I
Figure 5.4b which plots the difference between 0.89MM and [aug] normalized by

0.89iM. From this plot, we see that [ou4] sighificantly overestimates O.89aMMi I
during the early stages of wind and wave growth (Julian day 271). When the wind is

decaying (ulian day 279-280), [aulg] significantly underestimates 0.89aO. The time

series also show that even under fu~ly developed conditions, the wave field 0. 89a 3
may not respond quickly to rapid fluctuations in the wind speed [It ug].

U
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Figure S.S. Plots showing the spectral dependence of the Phillips dissipation dp(f) and
ep(f) [kg/s 3 Hz]. The spectral estimates were computed from the wave spectra shown
in Figure 4.2. Numbers below the plots indicate the Julian day from which the plots
were taken.
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Figure 5.5. Continued from last page.
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"The ploat i F igu*r suggest that under fully developed or slowly varying wind

3 and wave conditios, Phillips' (1985) equilibriun spectrum (Equation 2.8) adequately

descre the wave field. Under conditions of rapid wind change, the assumption of

local spatial and tnporal equilibrium may not hold and the balance among the

3 source term (Equation 2.6) may not be strktly valid.

In Figure 5.S, logarthmc scale plots of the spectral dependence of the Phillips (198S)

disipation ae shown. Similar to Figure 5.2, the plots compare the dissipation

estimates computed from the measured spectra 4 and the model spectra 4O. Here we

3 note that the difference between the two spectral estimates is larger in Figure 5.5 than

in Figure 5.2. This could appear surprising given that Figures 4.21 and 5.3 show that

3* and OE agree well-

I The difference is mainly due to the cubic dependence of dp and ep on 0 and OE

respectively. This makes them more sensitive to difference between the values of the

of the two spectra. For example, if *() = 1.0 and *g(dO ) = 1.1, then A(o0) = 0.1 or a

I difference of 10%. However, 3(*o) = 1.0 and -(*m) = 1.33 gives a much larger

dif fe of 33%. Hence, although O(w) and OE(m) are dose to each other over a

I significant portion of the wind wave frequency range, the cubic wave spectrum

dependence magnifies the difference between dp and epi

3 The spectral behavior of the Phillips (1985) dissipation also explains why Ep is initially

significantly larger than Dp during wind wave growth. The directional wave spectra

I plots (Figure 4.7 and 4.8) suggest that during the initial rapid increase in wind speed,

the higher frequency waves energy achievt ;quilibrium much earlier than the energy

containing portion of the spectra. The development of the energy containing portion

3 lags the wind growth. Since the value of Dp is controlled by the total wave energy

3167



I
wbie ft value of Up is cmtld by u., we thefo expect that Dp will lag Ep as

L2 Rtlatp to mbimt woise. I

laboratoty experiments [leg., Melville et al (9), Loewen & Melville (1991a)J show

that the mnd generated by breaking wav is propordo to the tota eneWg 1
dissipated by the event over a limited range of parameters. Melville (1992) suggested

that this propotionality is due to the Wact that the dissipation and ambient noise I
generation ae coupled by the air entrainment process. The correlation between sound I
generation and dissipation by breaking waves in the laboratory suggests that sound

may be used to scale the frequency and intensity of wave breaking in the field. 3
Although models (e.g., Farmer & Vagle, 1988) have suggested that the frequency and

Intensity of wave breaking in the vicinity of a hydrophone is prportioa to the 3
ambient noise level, it has yet to be demonstrated by field nmeasureents that

IIdissipation by breaking waves correlates with the ambient noise in the field.

Figure 5.6 shows plots of DH versus the ambient noise at 4.3, &0, 14.0 and 2.5-14 kHz

(Z). Similar plots showing the relationship between ambient noise and the other 3
dissipation estimates are given in the succeeding figures: Figure 5.7 (EH), Figure 5.8

(Dp) and Figure 5.9 (Ep). The plots show a good correlation between ambient noise I
and the dissipation except for N(14 kHz). As we pointed out earlier, field 3
measurements [e.g., Farmer & Lemon (1984), Vagle et al (1990)J suggest that sound

absorption by bubbles generated by breaking waves can significantly alter noise levels 3
above 8 kHz. For this reason, we will confine our discussion in this section to the three

other noise frequencies given in the figures.
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pg.
djý &L:t -2~m m' Ow mbiod soim and db atk o•eo and the

mi.m•pawn Uwe aomuld hnm NODS dat.

log D - m(f)N(f) + n(f) _-LM~

f (kHz) CXY m n 10"M n

4.3 0.93 0.167 -10.90 3.36 0.60

&.0 0.93 0.184 -10.99 0.94 0.54

14.0 0.81 0.207 -11.10 0.23 0.48

E 0.92 0.185 -15.52 245 0.54

4.3 0.93 0.181 -11.71 2.95 0.55

8.0 0.93 0.199 -11.80 0.85 0.50

S14.0 0.81 0.223 -11.89 0.21 0.45

z 0.91 0.200 -16.71 226 0.50

I 4.3 0.95 0.166 -10.49 2.09 0.60

8.0 0.94 0.182 -10.55 0.63 0.55

14.0 0.79 0.201 -10.47 0.16 0.50
_ 0.93 0.183 -15.04 165 0.55

4.3 0.95 0.121 -7.78 2.69 0.83

8.0 0.93 0.133 -7.83 0.77 0.75

14.0 0.79 0.152 -8.03 0.19 0.66

I 1 0.94 0.136 -11.28 197 0.74
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We a.l se fom ftur 5.5 - 5.7 that the ftbion of the data around the I
m,.im Unls, appear to be qualitatively similar for EH, and Dp. This should be

evident from the dissipation time series givm in Figures &. and 5.lc. In Figure 5.la,

we ae tha the DH and EH ti er, ae nearly i••nh. In Figre .lc, the

DH mid EH time sri also look very similar with the difference between the values of

IogDp idlog DHO nmyconstnL I
We also see that the dissipation data where log D> -1.5 show cosideably lss scatter

than data where log D < -1.5. This is partly due to the distribution of the available 3
data. In Section 4.6.3, we saw that the wind and wave conditions were quasiteady

with the wind speed and dissipatio constant f approximately half of the I
observation period. As a result, the low N data is sparse and the data distribution is 3
biased towarsd the higher winds speeds and dissipation values. I
It is important to point out that except for Pp. the dissipation estimates were a1

computed directly from wave field parameter EH was computed fiom the variance 3
of the wind wave field a.2 and the mean frequaency i while DH and Dp were

computed from the measured spectra. In Section 1.2, we described how previous field

mearements, have found that the ambient noise N and the log of the root mean 3
square wave amplitude a are poorly correlated. The correlation coefficient between the

two parameters for the NOBS data is 0.67 which is comparable to the value obtained 3
by Perrone (1969) and by Farmer & Lemon (1984)

Our analysis in Section 4.6.2 showed that by filtering out swell and comparing N with 3
the RMS wave height of the wind wave components, we can improve the relationship

between the two (Figure 4.13). By neglecting the contribution of swell, we increased

the correlation coefficient between N and log a. to 0.87. A similar value for the
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S corelaion ocMt wu obtained between N and~ log s (the RMS wave slope) While

Se t coefficients for N vs. log aw is sinificantly higher than the values for the

cormeaton coefficent for N vs. log a, it i. still significantly less than the correlation

I coemiMcAent of the N vs. log U relationhip (coaeaion coefficient - 0.94.

SSection 4.6.3 showed that comp s between wind and wave parameters and N

3 d gs y conditfiwe not meaningful smce the dynami rwnge of the values

durin this period is small. Have, we omircn a ron between N and log

3 dissipation during so* conditions. Section 4.6.3 also showed that the results for the

u dy cae are similar to tehoe for the combined sdy and wstey cases. Table

5.2 gives the cmlation coefficents between N and the different dissipation estimates.

3 We see from this table that the relationship between log dissipation and N give

correlation coefficieft (0.93-0.95) that are comparable to that between log U and N.I
Table 5.2 also compiles the different rgression equations for the various dissipamo

versus ambient noise plots. For purposes of this work, we adopted the form of the

WOTAN equation to relate the dissipation D to ambient noise.

logD- m(f)N(f)+ n(f). (5.3)

I The coefficients m and n in Table 5.2 were computed using the orthogonal linear

3 regression formula (Casela, 1990, p. 586). The regression lines are shown as dashed

lines in each plot in Figures 5.6 - 5.9.I
Equation 5.3 is equivalent to a power law expression between the sound pressure and

I surface wave dissipation. We can therefore express it in terms of the equation

1
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(5.4)
S~Ii

wht m - 1Oqk' and um-/(Om). Our p suget that the power law

dnce between the ambient nose psur level and di;ipation is

(5.5)

for the estimates computed frm wave field cham1cte "ic (DH, EH and Dp), and a

slty stheper power law depwndence

(5.6)

when the dissipation is computed from uo (Bp)ý

D)epi these differences, our results show that the diftemt models give dissipation I
estimates that are comparable. They also show that dissipation correlates well with 3
ambient nose in the field. This is consistent with the results of the laboratory

expeime nts we reviewed in Section 1.4 which suggest that the wave energy 3
dissipated and the acoustic energy generated by a breaking wave are both

proportional to the strength of breaking. Since surface wave dissipation and the I
generation of underwater sound are coupled together by the air entrainment process

associated with breaking waves, then the two correlated well in the laboratory. Our

results show that the correlation between the two are observed in the field as well.

I

I



6 DISCWSION AND CONCLUSIONS
I

hI the review in Chmaper 1, we discumed how several decades of research have shown

that the wind speed shows a very strng crrelatiort with ambient noie N in the

Kmndsen rngMe The Peard-I in the laed or so have taken advantage of this in

developing Waaie ObrmsM Ten 7bugf Axmien Neise (WOTAN), a mthod which

Suses the level of ambient nome at prslcted fequences to estimate the wind speed

U using the bmear nlmhp between N and log U.I
In contrast, research relatin the ambient noise level to parameters of the wave field

have been few and largel unucessfuL- The available easu_- rements have shown3 that N and the significant wave height (or the root mean square wave amplitude a)

ae poory correlated. No attempt has been made to explome this subjc further nor

_ have attempts been made to establish a mathematical relationship between the two

iMeasurem nt have shown that breaking waves in the field generate sound as low as

30 Hz and up to 20 kHz. Although acoustic field meaum esa below S00 Hz have

3 been known to correlate with wind speed, the influence of shupping, industrial and

other man-made noise can contaminate measurements at these frequencies.

SLaboratory -meurements have shown that the major sources of sound from breaking

3 waves are due to bubble oscillations during creation, coalescence and breakup. These

Smechaisms dominate the sound frequencies above I kHz and perhaps as low as a

3 few hundred Hertz. At the lowest frequencies of wind dependent noise of the order of

tens of Hertz, there is evidence that the sound is due to the collective oscillations of

bubble clouds.
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I
if it is %deed wave breaking that is responsible for the noise in the wind dependent

hfuency m%% it is then surprising that the charateristi of the wave field and the

nubiut underwater sound have appeared to be poorly correlated. Although wave

breaking is ultimately driven by the wind, the wave breaking process is a direct U
poduct of the characeistics of the wave field" This apparent c has yet to

be resolved. I
We believe that the key to 1nesa nding this relationship is to relate N to wave

parameters that are either directly responsible for the occurrence of wave breaking or I
are direct mIfestations of the wave breaking process. The various laboratory

smmuements of wave breaking by Melville and his coworkers have provided us

with some clues.

Laboratory experiments of mechanically generated breaking waves suggest that a 3
packet consisting of focused short and long waves can produce breaking waves

whose grow caracteristics can be consistently reproduced. The packets can be

cha ratei by a slope parameter sp whose value is a measure of the aggregate

steepness of the components of the wave packet. These experiments found that the

magnitude of sp correlates with the magnitude of several important characteristics of

breaking wave including, loss of excess momentum flux, mixing, initial volume of air

entrained, wave energy dissipation and the acoustic energy generated by the event. II
In particular, we focus on the recent studies by Melville et al (1988) and Loewen &

Melville (1991a) which show that the energy dissipated by a breaking wave is

proportional to the volume of air entrained and the sound generated by the event. The

results of the work of Lamarre & Melville (1991) on the evolution of the bubble cloud I
generated by the breaking wave suggest that a large fraction (up to 50%) of the energy
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dissipated is due to the work done against buoyancy in entraining the bubble plume.

I At the same time, creating air bubbles, forcing them and the bubble cloud itself leads

to the conversion of mechanical energy into acoustic energy. This process is dearly

not very efficent since only a very small fraction of the order of 108 (Loewen &

I Melville, 1991s) of the mechanical energy is actually converted to sound.

Nevýess, both dissipation and sound generation in breaking waves are coupled

5 together by the air entrainment process and we believe that this is the reason why the

two correlate well

5 The laboratory experiments dearly suggest that level of dissipation could be used as

an effective variable in parameterizing the occurrence of wave breaking in the field. In

I principle, one can compute the total dissipation in the wave field by summing up the

total energy dissipated by all the individual events. In practice, this is difficult ýIo

undertake since not only is it hard to estimate how much energy each individual

I event dissipates, it is also difficult to come up with a reliable and effective method for

performing areal surveys of the occurrence and intensity of breaking waves in the

field using commonly available instruments and techniques.

I Alternatively, we can indirectly estimate the total dissipation by examining how

3energy is added, dissipated and redistributed in the wave field. ". -process is

described mathematically by the energy transfer equation (Equation 1.11) which

I expresses the changes in the wave energy spectrum as a sum of the wind energy

input w(k), the nonlinear flux of energy from the higher frequencies to the lower

1 frequencies Vk-T(k), and the dissipation of the wave energy d(k).

The characteristics of the spectral dissipation d(k) are at present not very well

5 understood. In Chapter 2, we described two theories on how d(k) can be computed
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from the wave spectrum. Using heuristic argnwnets on the influence of nonlinear ,ut

localized wave breakng on. the wave field, Hasaelmann (1974), proposed that

O()-•.40(k). 1
The coefficent of this relationship was later obtained by Komen et al (1984) from I
numerical simulations of the equilibrium balace between d(k), w(k) and Vk-T(k). I
Although subsequent numerical wave evolution models [e~g., SWAMP (1985),

WAMDIG (1988)] have attempted to incorporate more parameters and to enhance the

stability of dH, the basic assumptions Hasee rm (1974) made in deriving the form of

dH are still used in many of the current wave evolution models. I
To date, the most rational approach to the estimate of spectral dissipation is due to

Phillips (1985) who derived an analytical expression for dissipation based essentially

on two major assumptions on the characteristics of the equilibrium range above the

wind wave spectral peak (a) that the magnitude of d(k), w(k) and Vk-T(k) are I
comparable, and (b) that compared to the time and spatial scales of evolution of the

wave spectrum, the equilibrium range wave components are quasi-steady [or that the

sum of d(k), w(k) and Vk-T(k) is zero]. From these assumptions, Phillips (1985) 1
derived an expression for d(k) and showed that in the equilibrium range, the wind

wave spectrum I

1E .aug cO- 4 . 1

While dH and dp are both based on assumptions of equilibrium among the source

terms, their major differences arise from the different assumptions on the influence of I
the wave spectrum on d(k) and the differences on the assumed forms of the other u
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source tems in the ene tragwer equatom Hmce, the use of either model to

estimae dissiption requis that we Exat exmine the diffexwes between the two

I and how thir values compare using rel wind mnd wave data

IIn Chapter 3, we descrbed an egerimert in the open ocean 130 kin off the coast of

Oregon where we made siwukmleous Im of the wind speed the ambient

noise and the wave height spectrum using an army of wire wave gauges from the

g research platform Flip. The hydrophone datb was sampled at 51.2 kHz using a

directional hydrophoe The power spectrum of the data was computed in real time

5 by a DSP board in a PC and stored on optical disks. By processing the data im situ, we

tlyreduced the storage and post-expeimen processing reluirum s to

I manageable levebl. All other instrunmmt used in our experiment were sampled by

Robert Pinkel and Jerome Smith of the Upper Ocean Physics Group, Scripps

Institution of Oceanography. From this data, directional wave spectra were computed

5 using the maximum likelhiood method from the wave height measurements of the

four wire wave gauges. The time series of the root mean square wave slope s was also

Icomputed-

I We found (Clhpter 4) that due to the various noise sources, the higher frequency

I portion of the ambient noise data was unusable. However, most of the acoustic data at

frequencies below 14 Hz appear to be reasonably free of noise once the sources of

I noise were chrcteized and eliminated. For our purposes, the comparisons with

ambient noise of different frequencies with wind and wave parameters give

qualitatively comparable results so unless indicated, this section will discuss the

N(4.3 kHz) results. In general, we found that the wind versus ambient noise

relationships from our measurements are consistent with those reported earlier. Our

3 measurements give (Figures 4.9 and 4.10)
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fle moire novel aspects of this study howeve are in the comparisons between the

wave field and the ambient noise. As we mentoned earlier, we found it surprising i
that there seemed to be very little in the literature that sought to establish and define

elationshis between these two, The few experments that were reported show the

root mean square wave amplitude a and N to be poorly correlated. I

Penhallow & Dietz (194) suggested that the chanes in the wind speed, a and

ambi•t noise are bette correlated under steady wind conditions. When the wind was I
6nrasg or dweaahn, N and U were still reasonably well-correlated but N and a

were noL In their paper, they showed a correlation coeffident of 0.90 between N and a I
under stdo winds and 0.42 when the wind speed is incmasing. We found results

(Section 46.3) that were the opposte of those they reported. Our results showed that I
the data correlated better during unstwiy cases (Figure 4.5) than during steady wind

conditions. With our data, the reason is dear from Figure 418. In that figure, we see

that the scatter in the data is relatively constant under both categories but the range in I
U10, a and N values is larger for unseady conditions. For steady winds, the data is

clustered together thus making the data appear uncorrelated. I

It is difficult to make meaningful cmparisons between the Penhallow & Dietz (1964) I
data and ours since they showed no plots of the data in their paper. However, the fact

that the correlation coefficients for the unsteady data set and the complete data set do

not differ significantly (less than * 0.02) [see Table 4.51 suggests that our analysis of I
the data is robust and is not sensitive to the quantity of the data we analyzed.
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5We found that while a and N do not correlate well, we can improve the correlation

between the two if we fiter out the swell comnents boom the wave elevation time

series. When this is done, the relationship between N anda, is improved significantly

(F igu4l13) Our result show that

i The effect of swell on the sea surface variance e2 is disproportionate to its effect: on the

5 frequency of wave breaking and conequently, to N. Since swell is generated outside

the region, its properties are not a diret result of the local wind-wave conditions. On

Sa. calm day, we can get high a values if there is significant swell. By filtering this out

and considering only the wave field components that are generated locally, then the

Im6 versus N relation is improved.

In addition, we note that the spectral energy in the wave height frequency spectrum

i O(f) is maximum at the wind wave spectral peak and decays very rapidly at highe

frequencies (frequency slope f4 up to approximately 1 Hz and fP above that). Hence,

I the change in the value of a. is dominated by the changes in the energy of the wave

p frequencies near the spectral peak However, we found that, as the Snyder et al (1981)

and the Plant (1982) wind input formulas suggest, the higher frequencies are more

5 responsive to changes in the wind speed and direction and consequently, to changes

inN.I
This is reflected in how the directional wavw spectrum changes. In Figures 4.7 and 4.8,

we saw that when the wind began to pick up after it changed direction by 180, the

3 wave energy in the new direction was first seen at the higher frequency wave
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c ~m(I - I Hlz) Bvutuafy, the ene rgy the tower frequm components

began hucmski until the directional dlstribtion of the wave energy spectrum 3
repined its =%Wl form befx the change in the wind dvacboe I
In F~gue 4L14, we also observed that although the relationship between the log of the l
spectral level of the wind wave f dequaches above the peek is limr with N, the higher

frqency wave components do not exiit the increased in the data at low N

adU 10 values. Clearly, the key to unerstanding fth relationship between the

ambient noise levels and the wave V trum is in the higher hequewe. The 3
mechaniss for sunad generation are more closely related to these than to a whose

value is determined more by the lower frequency components.

As we discussed earier in this chapter, vqermns on laboratory generated bang

waves [(Rapp & Melville, 1990), (Melville et al, 1988), (Loewen & Melville, 1991a)) 3
showed that the steepness of the wave packet correlate with the magnitude of many

of the variables associated with wave breaking. If we argue that the laboratory packet I
steepness can be considered as the analog of the steepness of the wave field, then we 3
can argue that the RMS wave slope s (or some measure of wave field steepness)

correlates w,,t the characteti of wavw breaking in the field as welL We can i
therefor expect that, similar to the laboratory results, wave slope correlates with

ambient noise as well When we compared s with N (Section 4.6.2), we found that log I
s correlates with N and that the relationship between the two can be described by a

power law where
2!

p!
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As we mentiomd earlier, one of the key objectiv of this work is to examine the

setra dissipation modela and see how they relaM to wave field parameters and N.

m While th dissiadon models based an Iauelmnam's (1974) aumpins are

,urmeily more widely used in the developM mnt of numerical wave evolution models,3 the dissipation estimates basd an Phillips (1965) appear to be grounded on a more

rational basis. However, although there are cleay differences between the two, as we

5 saw ir Chapte s, they both give estimates that ae comparable to one another. In

general, the Phillips (196 esimate approximat twice tha given by Komen et al

(1964 Given that the dynamic range of D is at least 4 orders of magnitude over this

data set, this is rsonably good agremnent

3 "rhe coefficients of the KHH dissipation expression dH(k) were obtained by tuning

dH(k) with the wind input term w(k) and the nonlinear spectral flux term Vk-T(k) in

the nergy transfer equation (Equation 1.11) to reproduce observed fethimited wave

Sgrowth. On the other hand, Phillips! (1965) dissipation expression dp(k) was obtained

by assuming an equilibrium balance between dp(k), Vk.T(k), and w(k). The form of

m the equilbrium wave spectrum O(m) - ou.mgr 4 mises as a consequence of Phillips'

(1965) choices for the analytical expressions of Vk-T(k), w(k) and d(k). Comparisons

between the model ".(s) expression and measured wave spectra O(w). [Figure 4.21]

m show that E(M) gives magnitude and slope values similar to those of 0(co).

m Phillips (1985) also argued that the presence of wind drift cqm- u. inhibits the

formation of high frequency waves and therefore sets an upper limit to OE(m). He

Opeculated that this upper frequency limit -*I - rg/u. - 0.4g/u.. While the observed

m wave height spectrum Of(w) does show an upper limit to the w4 frequency slope, its

magnitude is between 0.1-0.2 g/u,, approximately one third of the value predicted by

m3� Phillips (1985). It is possible that either the true wind drift values are smaller than
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I
Phps (196) estimaWd or that some other medhansm nhdib the fomation of

waves at frequencie lower than the fequencis wind drift would affect. I

Mw maor diffe e betwmen H and p arkie bemum Phillips (1•5) uses ) I
histed of O(w) to compute the total dissipation. Although we showed that the 3
dlffens between, the two spectra awe generally small, theOe differences are

magnified bemause of thie cubic dependence of Up on 0'(m).3

In addition, because Up usm es(w), the nom-conmtant variables which control the value 3
of Up am u. and die pha peed of the peak fequency cp. From Equation 2.17, we £
note that

I• - • ,~u~l.(6.1)

The dependence cnu. is cubic while the influence of the wave field through the

natural log of the wave age parameter is substantially weaker. I
On the other hand, the nm-constant variables in the KHH estimate are the Pierson-

Moskowitz steepness parameter 5 = a ?4 / e, the RMS wind wave amplitude a,, and 5
the mean frequency ff,. Rearranging Equation 2.27 and evaluating E, it is easy to

show that

(6.2)

indicating that, using the KHH model, the total dissipation of the wave field can be

computed from integral wind wave field characteristics.
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3 It is abo evident from Equations 61 and 6.2 why, as n in Figure &d, changes in

EH On Jag cdwhiges in Ep The values of a and k.w ma ored by the er 6y-

Comining potion of the wind wave spectrnm Howeve, as we saw in Figures t7

5 an&,d 4L8, wi mandredhctly influences the higher frequencies which achieve fiul

developmentl atI susatilywerenmrgy levels than the spectral peak.

I C qu dely th Me y cies have a lse inumm on the value of a. and s.

I ~ ~Our results show that, consistent with the laboratory mestents of breaking

5 waves by Mdville et al (1988) and Lmwen & Melville (1991a), the ambient nose and

the different tota dissipation, estimates corlate well in the field. the relationship

5between dissipation and ambient nise was empirically shown to be

for Ihe MhIA"p (9IW moMe and

I
for the KHH model

5 ~In concluson, scientists have long recognized the impofrtace of underutandling the

physical processes in the interaction between the atmosphere and the ocean. These

S processes play an important role in determning climate, the general circulation of the

ocean and the atmosphere, the fmmation of water masses, and the transfer of gas and

moisture between the two media. One of the key issues in describing these processes

is our ability to characterize the evolution of the wave field and how the wave field
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affects the afr~m boundary cmdltkims and Ow... Mdiough alot of remeardt effort

ha. been nuade to pranote our understadn of tiese processes, one of the maimo

obstedes ki achieving this objective is out abifity to quantify and characterize the

bmaking wave dbssiption source 6mcdncts. Our iemeamh dmmhos that dev relationship3

between sound and disskmmiatnn breeing waves may prove to be an importart tool

in qumftantifigdsiation kk av fied.
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APfENDDX I
A-1 Dixectional hdrehn e haateitws

A.L1 The hydmpkout equatiku

In this section, we discuss the method used to cWaulht the noise spectrum level using

the directiorl hydphne we used in NODS. The ambist noise level N(f) [dB re

pPW/HzI for an equivalent mnidireconal hydrophone can be computed from the I
raw power spectnm R(f)

N(f) = R(f)- SA+ SL(f) + AG(f) (3.1) 3

where R(f) is in dB re IVolt2/lHz, SA is the signal amplificatim, and SL is the

isensitiy- level of the hydrophone in dB re Ijpa 2 /jVolt 2. SA was set at 50 dB

throughout the NOBS observation period. The array gain AG due to spatial filtering

by the directional hydrophone is defined as (Dyer, 1989) 3

Sf)3(G~fl~d I

where 0 is the solid angle, B(G) is the beam pattem of the hydrophone and S(Q) is the

sound source pattern. 3

I
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A.U CAl ,wadti.

In this expeimen we used an rrC-4818A positioned at the focus of a 42" foam filled

ipaabolic dih The hydrophone was then calrated at the Naval Ocean Systems

Caner (NOC in Son Diego, California. The diagrams from the calbration report are

shown in Figures A.1 and A.Z Figure A. shows the plot of the Sensitivity Level (SL)

while Figure A.2 shows the bar pattern BZ(%) of the hydrophone at 1,3,4,5, 10, 15

and 2D kHz where h is the angle from the axes of the hydrophone. Radial symmetry

5 with respect to the hydrophone axis was assumed.

- AU Affay gaficcpations.

In addition to the beam pattern B2(0), we also need the sound source pattern S(G) to

evaluate AG(i) (Equation 3.2). To estimate the ambient noise source pattern, we

followed the formalism of Urick (1986, p.5-Iff.) which is reviewed here. He proposed

that the sea surface can be modeled as a distribution of random and densely packed

sound sources each radiating sound with intensity (Figure A.3)

5%)(*)=n0oCw (A.1)

where # is the angle from the receiver at depth h and horizontal distance r to the

source. For a ring of sources of area dA, the intensity is

dl+= r•+-) dA=----xr,. (A.2)

211



-.. I
I
I
I

APSPO r•

,. _ dA
" "---- ..-- - ,,_, I

"'-- -L - s-%

%I

Figq~teomn CA3"Gometry of Urick's (1996) model for the dlish'bution of sound sources atI

'II
- - IOw~~~ oca suf

IfI

II

I
• I

....e. ocean. ..z...



6J~

34.

SPICtIUM tlVL IN de/APe/STEIIASAN

horizontal

Figure A.L Urlck's (1986) cos * model of the vertical distributiom of ambient noise
(dashed lire) agrees well with measurements by Axeirod et al (1965) at 891 Hz
(adapted ftm Urid, 1986).
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- n

Prom Figure A-3, it is easy to show that U

lnht#. (A.3)

dr - hsuw 2 d#.

dI-2zIocos tand+. (A.4)

The uiensty per unit solid angle 0 is then i

I
di= 2xsln~d# o (A.5)

For a dipole, n=2 and I

Idil
S(fl) =-jj= lo oS*. (A.6)

Figure A.4 shows a plot taken from Urick (1986, p. 5-10) comparing Equation A.6 with

the ambient noise directional pattern obtained by Axelrod, Schoomer & Von Winkle

(1965). The figure shows good agreement between their data and Equation A.6. 3

Integrating the denominator of Equation 3.2 is complicated by the different n

orientations of the coordinate axes of S and B2. While S is radially symmetric about 3
the z-axis, the axis of radial symmetry of the hydrophone during NOBS was pointed

I



at an angle 450 from the z-.axi. Hence need to derive a fumction that will transform

data from the sound source coordinate system (r,#,O) to the hydrophone coordinate

system (rM.

In Figure A.5, the position vector for a point A on the hydrophone axis in the sound

source coordinate system is

0 . 0

Am = os45* A (A.7)
cos450

The position vector for a point B in the sound source coordinate system is

[uln#CosO]

3m=B sin~sinG I (A.8)

The coordinate transformation for the angles can be obtained from the dot product of

A and B

A. B = T2 (sin#sinO + cos#) = COS*h

#h = co-(sinosinO+ coso). (A.9)

Hence, the denominator of the equation for AG in terms of the coordinates of the

hydrophone axis is
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as(- 2rS()B2(#,)d b (A.10)

which can be integrated numericaily. The numerator of AG can be integrated

analytically in the sound source coordinate system

JS(a)d Q = 2x/oJFOu# d# = 2x1W. (A.11)

Table A.1. Numerical values of AG and SL used in Equation 3.1.

SAG SL

2 4.3 -162

3 &7 -162

4 11.2 -161

5 13.6 -158

6 15.8 -157

7 17.6 -156

8 19.1 -155

9 20.3 -153

10 21.1 -153

11 21.6 -153

12 21.8 -153

13 21.8 -154

14 21.7 -155

15 21.6 -156
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I

Figure A.6 shows a plot of AG(f). The values of AG computed from the available

beam patterns are indicated by hollow circles (o). We also computed the value of AG

based an an omnidirectional sound source assumption I
SO•) = 1.

These are shown as filled circles (*) in the figure. Fgure A.6 suggests that, for our

hydrophone, the value of AG is not sensitive to the differences the assumed source I
level distribution. Figure A.6 also shows the curve we used to interpc late the data for 3
the frequency range we examined. The numerical values of the curve are given in

Table Al. 1

I
I
I
I
I
I
I
I
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