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ABSTRACT

The reliability coefficient, pyy, has long been accepted as an index of the stability, repeatability, and precision of
psychological tests. Because pyy measures the proportion of the variance in a sct of scores attributable to variation
among individuals, values of py, are sometimes compared to justify using particular tests in studies of individual
differences. Values of pyy are also sometimes compared to justily using particular tests in experimental research,
The latter practice is usually justificd by arguing that larger values of pyy imply greater measurement precision and,
therefore, potentially greater sensitivity to experimental treatments. That argument is not generally correct because
the individual variation measured by pyy is frequently confounded with measurement error in the denominators of
significance tests. The ceffects of this confounding lead to "paradoxical” situations in which reliability, as measured
by pxy, may be inversely related (or unrelated) to experimental precision, as measured by the reciprocal of
experimental error. Becuuse the power of an experiment increases with precision, as just defined, conditions that
invert or negate the relationship between pyy and precision also invert or negate the relationship between py, and
power. These considerations do not mean that the reliability cocefficient is necessarily irrelevant to experimental
rescarch. Because experimental designs differ in the degree to which they are influenced by individual variation, a
consideration of the value of pyy a specific test yields will sometimes provide information about the best design in
which to use that test,
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INTRODUCTION

The reliability coefficient, pyy, plays a fundamental role in studies of individual differences because it
expresses the proportion of variance in a set of scores attributable to variation among individuals (Gulliksen, 1950).
Hence, pyy is often described as an index of the precision or sccuracy of tests (Kerlinger, 1986; Lord & Novick,
1968). For these reasons, values of py, arc sometimes compared te justify decisions to use particular tests in
studics of individual differences (Weiss & Davison, 1981).

Values of pyy are also sometimes compared to justify a decision to use & particular psychological testin
experimental studies, Common sense suggests that, if the reliability coefficient measures precision, a respectable
value of pyy should be necessary for a test to be sensitive to the effects of an experimentally manipulated
independent vaniable. Variants of this proposition have been sceepted by numerous authors (e.g., Carter, Krause, &
Hasbeson, 1986, Cleary & Linn, 1969, Cook & Campbell, 1979; Fleiss, 1976, Humphreys & Drasgow, 1989a,
1989b; NATO Acrospace Medical Panel Working Group 12, 1989, Sutcliffe, 1958). Unfortunately, a policy of
using reliability coefticients to judge the relative sensitivitics of different psychological tests can yield misleading
results, Reasons why this is so are outlined in the remainder of this paper.

In the subscctions that follow, I will outline the statistical issues as they pertain to simple between-groups
and repeated-measures designs, In the Discussion, 1 will review the controversy surrounding the interpretation of
the statistical results and examine a widely held informal argument according to which pyy is directly related to
power. We will see that in none of the experimental designs considered here should a comparison of the reliability
coelficients of different psychological tests be expected te indicute which of several different tests is likely to be
more sensitive to the cffects of an experimental treatment. On the other hand, we will sce thut a knowledge of one
test's reliability cocfficiunt can sometimes help an investigator determine the experimental design in which that test
will be most sensttive to the effects of an experimental treatiment.

The relationship between pyy and experimental power was addressed some years ago by Overall and
Woodward (1975) who offered the "paradoxical” observation that, if meesurement error is held constant, the power
of an analysis of difference scores is maximized when the reliability cocfTicient of the differences is zero. The
validity of their observation has been obscured by the contentious and occasionally confusing interchange that
followed. To understand the psychometric basis ol the argument, recall that in classicul test theory an observed test
score, X,, is assumed to be the sum of a true score. T), and 4 measurement error, E, (e.g., Gulliksen, 1950).
Measurement errors are assumed o be random with & mean of zero, and to be independent of the true scores and of
cach other. Hence the variance of a set of test scores is a sum of truc-score and measurement-error variances, i.c.,

-

oy =0 + Uliz’ (H

where a,” is the variance of the observed scores, o, the variance of the true scores, and o, the variance of the
measurement errors. The reliability coefficient, in turn, is the proportion of the scores' variance attributable to
variance in true scores (e.g., Gulliksen, 1950). That is:
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Perhaps the most familiar estimate of pyy is the test-retest correlation, which is determined by obtaining scores from
the same individuals on two occasions and calculating the Pearson product-moment correlation between first and
seconc scores.

BETWEEN-GROUPS CONTRASTS

First, consider a simple between-groups design in which a psychological test is administered to treatment
and control groups to measure the effect of an experimentally manipulated independent variable. Under the null
hypothesis that group means are equal, the independent-samples i test for groups of cqual sizes can be written:

X, - X,
12 e (3)
(8,2 + 8,50 /)"

in which X, and X, are the group means, 6y,° and 6y, are the estimated within group variances, und n is group size.
Suppose, tor simplicity, that true score and measurement error variances do not differ between groups. 1t we
replace 8,7 in Equation 3 with the right side of Equation 1, the cquation for 1 becomes:

X, - X,
S (@)
[2 (8 + 6,0/ n]"

Equation 4 indicates that, if the difference X, - X, is constant, the value of ¢ (and, therelore, the sensitivity of the
test ) varies inversely with the summed magnitudes of the true und measurement-crror varisnces. Furthermore,
Equation 4 indicates that, in designs for which Equation 3 is appropriate, the value of Student's 1 (and the sensitivity
of the test) will be unrelated to the relative magnitudes of true and measurement-error variances.' 1§ the value of ¢ is
unrelated to the relative magnitudes of truc and messurement-crror variances in this design, ¢ must also be unrclated
1o the value of the reliability coefticient in this design. This is because, as Equation 2 indicates, the reliability
cocefficient is determined by the relative magnitudes ol true and error variances (Williams & Zimmerman, 1989,
Zimmerman & Williams, 1986). An analogous derivation for the unalysis of variance has been presented by
Nicewander and Price (1978).2

To summarize: In between-groups experimental designs for which Equation 3 is appropriate, tests with
cqual total variances yicld cqual power, tests with different total variances yield different levels of power. Because

'Onc might argue that it wovld be more appropriate to phrase Equations 3-7 in effect-size notation rather
than r-test notation. 1 have used f-test notation because to use elfect-size notation would reduce clarity without
affecting the conclusions,

It is worth noting that Sutcliffe (1980) aiso presented ar cquivalent derivation for the analysis of variance,
in an article occasionally cited as supporting the idea that expo-imental power necessarily inereases with pyy.
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power varies with the sum of ¢,° and &,°, not their relative magnitudes, power in between-groups designs is
unrelated to .y

REPEATED-MEASURES CONTRASTS

Repeated-measures contrasts without subject-by-treatment interactions

Repeated-measures designs present somewhat different issues. Overall and Woodward (1975) considered
the case of difference scores calculated by subtracting subjects' scores in one experimental condition from their
scores in another. Difference scores of this type form the basic data of ¢ tests for corrclated observations. Overall
and Woodward (1975) considered u model in which subjects do not differ in their responses to the experimental
treatment (i.e., a model in which no subject-by-treatment interaction oceurs). When the nuil hypothesis is that the
average differcnce between scores in two experimental conditions is zero, the equation for the correlated ¢ test can
be written:

= ©

where d is the mean difference score and &3 is its estimated standard error. If individual differences are assumed
equal in the two experimental conditions (the usual assumption), variance attributable to individuals disappears
from the variance of the difference scores (Overall & Woodward, 1975). Hence, the variance of the differences is
simply the summed measurement-crror variance of the original scores; i.c., o, = 26,7, where a,” is the measurement
error variance of the original scores, Thus, the 1 for correlated observations can be written:

d
t= : (6)
(26*52 / n)uz

An examination of Equation 6 indicates that if d and » arc tre.ied as constants, the magnitude of r and, therefore, the
power of a test of difference scores depends only on the magnitude of 8,7 (Overall & Woodward, 1975, 1976).

Therefore, if one's goal is to select the psychological test with the greatest power, and one has no reason to
suppose that one of the tests under consideration will vield a larger average difference, one should sclece. the test
with the smallest value of 0,2, The relevance of pyy to power in this example depends on the relationship between
&, and pyy. 1t follows from Equation 2 that this relationship is 6, = (1 - pyy)ey’. Hence, the reliability coefficients
of the original test scores are, indeed, relevant to power in tests based on difference scores (a point made by Overall

*Many authors have pointed out that it is possible to specily conditions under which differences in the
relative sizes of o,7and 6,° lead to systemalic changes in both reliability and power. The most important
example occurs when cither 6,7 or ¢, remains constant from one test to the next and the other varies.
Comparing Equations 2 and 4, one can see that if o,® remains constant while 6,7 varics, pyy will vary directly
with ¢ (assuming, of course, the numerator of Equation 4 remains constant). The opposite result is obtained if
o, remains constant while o, varics. In this case, 1 varies indirectly with pyy. Whether it is ever plausible to
assume that either 6,2 or ;7 will remain constant from one test to the next is an open question.




and Woodward, 1975; 1976). The relevance of pyy to power in this case is that the additional power afforded by
using a specific test in a repeated-measures design (rather than in a between-groups design) increases directly with
the value of pyy. This does nof mean that comparing the reliability coefficients of two tests will indicate which test
will yield the more powerful contrasts: Because o,” and o,” can both be expected to vary from one test to the next,
there will ordinarily be no reason to suppose that the test with the largest valuc of 6,7 / (o;* + 6,) will have the
smallest value of o, (an exception to this generalization is outlined in the Discussion). Thus, simple comparisons
of the reliability cocfficients of two tests should not be expected to indicate which test is more powerful.

Overall and Woodward were primarily concerned with showing that difference scores, although frequently
peesessing low reliability coefficients, do not necessarily yield contrasts of low power. They drew the scemingly
paradoxical conclusion that (when measurement crror is held constant) "the value of the test statistic is maximized
when the reliability of the difference scores is zero" (Overall and Woodward, 1975, p. 86). To understand this
conclusion, notc ilat the reliability and total variance of a sct of difference scores will both increase if variance
attributable to individual differences is added to the error variance of the difference scores. However, the resulting
increasc in total variance would inflate the denominator of Equation 6, thereby reducing 1 and experimental power.
Of course, the conclusion that reliability varics inversely with power when o is held constant does not mean that
tests that yield unreliable difference scores will necessarily yield more powerful contrasts than tests that yield
reliable difference scores (Overall and Woodward never implicd that this would be true). This is because o,” can be
expected to vary from one psychological test to the next.

Repeated-measures with subject-hy-treatment inteructions

Fleiss (1976) argued that the analysis of Overall and Woodward (1975) was based on the unrealistic
assumption that individuals do not vary in their responses to iadependent varigbles, Fleiss considered an alternative
repeated-measures model in which subjects may differ in their responses to the independent variable. When
subjeets differ in the way they respond to an independent variable, the variances of difference scores become
26,2 + 4o,}, rather than 20, as in Equation 6 (Fleiss, 1976, Suteliffe, 1980). The new term, 46,,%, represents
variance attributable to a subject-by-treatment interaction.* Hence, the cquation for the correlated £ test in the
presence of a such an interaction might be rewritten:

d

[ e e e e (7
(26,7 + 48,5 / n]'"

Fleiss argued that when the subject-by-treatment interaction variance is held constant, power is maximized when
the reliability coefticient of the difference scores, py,, is maximized, not when pgy = 0. The reliability cocfficient of
the difference scores can be understood to be the proportion of the total variance of the differences attributable to a
subject-by-treatment interaction (Fleiss, 1976, Suteliffe, 1980). Examining Equation 7, one can see that reducing
measurement error while holding the interaction variance constant will cause  to increase. The reliability of the
differences will also increase because the reduction in measurement error will reduce the tolal variance of the
differences, thereby increasing the proportion of the variance attributable to the interaction, Hence, power will
increase dircetly with the reliability of the difference scores when the subject-by-treatment interaction is held
constant and measurcment crror is allowed to vary,

‘Fleiss (1976) and Sutcliffe (1980) defined a,,* as the within-ccell interaction variance. Nicewander and
Price (1983) have pointed out thay, in discussions of ANOVA, a2 is conventionally used to refer to sums of
within-cell interaction variances (e.g., Schefté, 1959), in which casc the variance of the differences becomes
2, + 0.5, 1 will follow Fleiss and Suteliffe's usage, here, for consistency with the argument at hand.
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Overall and Woodward (1976) acl:nowledged Fleiss's point but noted that Fleiss had failed to address
theirs. Their point had been that the redretion in reliability that oceurs when constant individval differences are
removed by calculating difference scores does not imply that contrasts based on difference sc ores must have low
power. It was logical for Overall and Woodward to approach this issue by considering the e(fects of reducing o,
when o, is held constant because the process of calculating difference scores eliminates constant individual
differences that contribute to o.? without affecting the random crrors that produce o’

Thus, in the case of repcated-measures with subject-by-treatment interactions, if one's goal is to seleet the
test with the greatest power, and there is no reason to suppose that one of the tests under consideration will yield a
larger mean ditference between conditions, the best strategy is to sclect the test with ine smallest value of
26, + 4a,,”. However, the process of estimating the subject-by-treatment interaction would require one to obtain
data in the experimental conditions of interest. With that information in hand, one could simply calculate values of
1 (or, better yet, eftfect-size cstimates) for cach candidate test and use these values to compare the tests' sensitivities
dircetly.

DISCUSSION

The considerations just outlined suggest that in practical situations an investigator should not expect that a
simple comparison of the reliability coefficients ¢f two difTerent psychological tests will reveal whether one of the
tests is likely to yield more powerful or precise measurements of the effects of an experimentally manipulated
independent variable. Except in special cases, the reliability coetticients of different tests need not be directly
related to the magnitudes of crror terms derived from scores on those tests (Nicewander & Price, 1978, 1983,
Sutcliffe, 1980, Williams & Zimmerman, 1989).

An important special zase in which power and precision are directly related to pyy oceurs when an
investigator compares two tests that produce identical true scores but different measurement error variances
(Nicewander & Price, 1978). If two tests produce the sume true scores, the tests will also produce the same values
of 6,2 Henee, the test with the smaller value of a,? will be more reliable and more powerful (consider quations 2
and 4). A state of affairs like this can occur in practicc when one succeeds in increasing pyy by increasing test
length. An increase in test length will sometimes reduce the influence of measurement error, thereby increasing
both pyy and power, Nicewander and Price (1983) suggest that the familiar practice of increasing test length to
increase reliability and power may be the source of the beliel that greater reliability is always associated with
greater power, Nicewander and Price, however, also present a numerical counterexample in which an increase in
test length brought about by adding blocks of slightly nonparallel trinls increases pyy but reduces power,

Despite the straightforward nature of these results, the relationship between pyy and experimental power
has remained controversial. Some investigators, without contesting the statistical results, have objected to the broad
conclusion (as it has sometimes been phrased) that reliability and power are unrelated in experimental studies (e.g.,
Humphreys & Drasgow, 1989a, 1989b; Suteliffc, 1980). This objection is compelling because the reliability
coufficient of 4 test is, in fact, relevant to the issue of which experimental design will alford the most powerful
contrasts of scores {rom that specific test. For example, if an experimental treatment simply adds a constant to cach
score, the power of a within subjects design will exceed the power of a between subjzets design by an amount that
increases dircetly with pyy (recall the discussion of Equation 6).

A related objection derives from the philosophical idea that "geliability of measurement.” properly defined,
should be directly related to the power of experiments. Nicewander and Price (1983) have noted that portions of
Sutelifle's (1980) argument that reliability and power ate directly related appear to imply that reliability might be
more appropriately defined as a function of the reciprocal of measurcment error. Nicewander and Price (1983)
suggested that such a redefinition would solve the problem for contrasts based on difference scores. However,
consideration of Equations 4 and 7 indicates that defining "reliability” as a function of 1 /o, would not necessarily




make experimental power a direet function of "reliability” when o, or 6,7 differ from one test to the next.
Humphreys and Drasgow (1989a, 1989b), in contrast. have suggested that it would be possible to ensurc that the
reliabilities of difference scores always vary direetly with power by incorporating the magnitudes of treatment
effects into the definition of the coctlicient. However, as Overall (1989) noted i a response to Humphreys and
Drasgow, redefining the reliability coefficient as an index of effect size would require abandoning the long-standing
tradition of interpreting the reliability coefficient as a measure of sensitivity to mdividual differences.

An informal argument sometimes offered to support the idea that larger values of pyy tend to be associated
with greater power is based on the notion that tests with relatively high values of pygy are relatively sensitive to
individual variation in true scores. According to this argument, if o test is relatively sensitive to variation in true
scores, it should also be relatively sensitive to experimentally induced changes in true scores. This logic is correct
il an additional assumption is valid. The additional assumption is that true scores on the tests being compared bear
equivalent functional relationships to the same set of underlying psychological variables. When this assumption is
valid, values of o, obtained from all tests should be equal, and the average effect of experimental treutments on true
scores should also be equal. When these conditions hold, the test with the largest relinbility coefficient will be the
test with the smallest o’ Assuming that all other fuctors are cqual (as they should be under these assumptions), the
test with the smallest value of a,® will yield the most powerful contrasts (see Equations 4, 6, and 7).

Some hazards of applving the logic just described to tests that are not essentinlly variants of a single test
follow from possibilitics that: (1) the underlying psychological processes that determine the true components of
test seores may differ from one test to the next and/or (2) the functions that relate true scores Lo underlying
processes may ditler from one test to the nest. To illustrate how such compartsons can go awry, suppos - that tests
A und B have equal messurement error but that true scores on A are determined by psychological atiributes, Y1 and
'Y 2, whereas true scores on B are determined only by Y1, 1f so,

“\'»2+“\'22
Pra(A) = = )

2 a 2
gy Foy tog

whercus

p)\\(B) = e . S e (]())

2 2
oy top

where pyyA) is the rehability of test AL py(B) is the reliability of test B, ay,7 18 true vananee due to attribute 1, oy’
is true variance due to attribute 2, and o,% is measurement error. Because measurement-error varianees are equal,
Test A is more reliable than test B because its scores contain more true varance relative to error. (The additional
true variance in scores from A is the variance attributable to Y2.) Although A s more rehiable than 13, the tests!
relative sensitivities to experimental treatments will be impaossible to predict if one does not know the causal
structures that generate their scores.

For example, Test A will obviously be more sensitive than test 3 to treatments that affect only Y2 because
test 13 is unaffected by changes in Y2, In between-groups designs, however, the less "reliable” test B will be more
sensitive than {est A to treatments that aftect only Y 1. This is because the error terms of between-groups
significance tests derived from scores on test B will equal [2(6y,7 + &, 7 n]"?, whereas those derived from test A
will equal [2(8y, +6y.0 + 6. / 0} (ef. Bquation 4). Therefore, the error terms of between-groups significance
tests derived from scores from test A will be inflated by irrelevant true variation in Y2, On the other hand. tests A
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and BB will vield equally powerful contrasts of treatments that atTect only Y1 when they are used in within subjeets
designs. This is because the two tests yield equal within subjects error terms, {2(6,%) / n}'? (see Equation 6).

As these rxamples illustrate, when 1t is incorrect to assume that wests being compared bear cquivalent
functional relationships to the same set of underlying psychological variables, pyy and power may be direetly
related, inversely related, or unrelated. The direction and form of the relationship in any particular experiment will

depend on the design of the experiment and the nature of the causal structure linking the independent and dependent
variables.

Although comparing values of pyy to justify the usc of particular tests in experimental studies is hazardous,
a test's reliability coefficient can still be relevant to the power of the experimental design in which the test is used.
For example, the power of a within subjccts contrast, relative to that of a between subjects contrast, vanes directly
with the correlation between subjects' scores in the different treatment conditions. As Overall and Woodward
(1975) have pointed out, this correlation equals pyy if the independent variable simply adds a constant to cach score
(i.c., if subjects and treatments do not interact). Furthermore, knowledge of pyy can be sometimes be used to judge
whether power can be inereased more efficiently by adding a pretest and using its scores as cavariates or by
increasing the length of the posttest (Maxwell, Cole, Arvey, & Salas, 1991). Morcover, knowledge of the prepost
correlation (which equals py  if subjects und treatments do not interact) can be used to judge whether a between-
groups contrast ol pretest-postiest difference scores will be more or less powerful thun a simple contrast of postiest
scores (Humphreys & Drasgow, 19894, Kracmer & Thiemann, 1987, Overall & Ashby, 1991).

RECOMMENDATIONS

1. The reliability cocflicient of psychometric theory, pyy, should not be used as a surrogate effect-size estimate
when selecting a test for use in a true experiment. This recommendation does not apply to (possibly rure)
comparisons among tests that differ only in measurement error (8,°, as defined in psychometric theory), nor Joces it
apply to nonexperimental rescarch in which individual variation is a focus of interest.

2. The reliability coefficient of a test can sometimes be used to select the most powerful experimental design for
use with that test. Hence, general statements 1o the effect pyy is irrelevant to evperimental rescarch are incorreet.
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among individuals, values of pyy are sometimes compared to justify using particular tests in studies of individual
differences. Values of pyy are also sometimes compared to justify using particular tests in experimental research, The
latter practice is usually justified by arguing that larger values of pyy imply greater measurement precision and,
therefore, potentially greater sensitivity to experimental treatments. That argument is not generally correct because the
individual variation measured by pyy is frequently confounded with measurement error in the denominators of
significance tests. The effects of this confounding lead to "paradoxical” situations in which reliability, as measured by
pxx, may be inversely related (or unrelated) to experimental precision, as measured by the reciprocal of experimental
error. Because the power of an experiment increases with precision, as just defined, conditions that invert or negate the
relationship between pyy and precision also invert or negate the relationship between pyy and power. These
considerations do not mean that the reliability coefficient is necessarily irrelevant to experimental research., Because
experimental designs differ in the degree to which they are influenced by individual variation, a consideration of the
value of pxx a specific test yields will sometimes provide information about the best design in which to use that test.
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