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1. INTRODUCTION

The XBR-2D code is a two-dimensional (2-D), axisymmetric heat conduction code specially
formulated and developed by Veritay Technology for the U.S. Ammy Ballistic Research Laboratory (now
known as the Army Research Laboratory [ARL]) to simulate gun barrel heat transfer during single shot
and burst firing scenarios’. The code is an explicit finite difference formulation that features a geometric
radial grid network. This provides finely spaced grids at the bore surface to accurately model the steep
temperature gradients at the time of maximum heat flux, while defining the temperature distribution
through the barrel wall with a minimum number of grids.

The explicit nature of the formulation requires that the maximum value of the time interval be limited
by specific criteria to maintain computational stability. Thus, the maximum time step is constrained by
the thickness of the smallest grid.

The burst fire event consists of a number of brief ballistic cycle periods, which are generally less than
100 ms in duration and are characterized by intense heating and steep temperature gradients at the bore
surface. These represent the most severe conditions that the code is designed to simulate. Between these
periods of ballistic activity are dwell periods in which heat transfer is low and the through-wall thermal
profile relaxes through heat conduction processes. The temperature gradient at the bore surface decreases
in magnitude but the grid pattern remains extremely fine. Prior to this effort, the same time step and grid
pattern were used throughout the simulation to evaluate both the brief ballistic cycle and the potentially
extensive dwell period between shots. When simulating long burst fire scenarios for artillery with the
original version of the XBR-2D code, the computer time is excessive; execution times of 20 hours on the
ARL's Cray computer have been cited. Thus, it is desired to reduce the run time exhibited by the code
while maintaining its computational accuracy.

1.1 Approaches to the Problem. Two possible approaches were evaluated to reduce the execution
time. The first approach involved changing the numerical method to either an implicit finite difference
or a boundary element method. An implicit finite difference scheme involves solving the entire grid
matrix simultaneously for each time step as opposed to the explicit scheme which solves each grid
independently based on the values at the previous time step. An advantage of the implicit method is that

*Developed under contract No. DAAA15-88-D-0014, Delivery Order 0004.
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there are no stability-related time step restrictions. The main constraint on the time step is the need 10
maintain adequate resolution of the heat transfer time history. During the dwell period, the step can be
increased without sacrificing accuracy. Using test cases designed to evaluate the different methods, the
implicit finite difference solutions did not agree with the explicit method in any calculations. After
reviewing both methods to verify that they were properly implemented, and calculating analytical solutions
to the test cases, it was determined that the implicit method was not providing accurate solutions to the
problems, so it was eliminated as an option.

The boundary element method (BEM) has the possibility of significantly improving the speed as well
as the accuracy of the solution The BEM solves the goveming equation only along the boundary,
eliminating the need to compute internal points. If intemal values are desired, only the point of interest
needs to be calculated. This eliminates the large number of extraneous internal points which need to be
calculated in either of the finite difference methods. However, the BEM, especially for the case of
transient heat conduction, involves very complicated mathematics in its derivation. Because of the limited
scope of this task order, the BEM could not be pursued to its conclusion, aithough some very vaiuable
and promising work was accomplished.

The second approach to speeding up the XBR-2D code, and the one that was ultimately implemented,
was to work with the current explicit finite difference scheme and improve its efficiency. Since the time
step in the original version of the code was constant for both the ballistic cycle and the dwell period, an
increase in the step size for the dwell period (when the stability requirements are relaxed) allows for a
decrease in the execution time. An algorithm was developed which computes the maximum temperature
gradient in the system, and dynamically alters the time step based on this value. This algorithm, along
with other programming optimizations, decreased the execution time by factors of three to six, depending
upon the length of the dwell period. These improvements in the execution time were achieved without
significantly affecting the numerical results of the XBR-2D simulations.

2. EVALUATION OF NUMERICAL ALTERNATIVES

To quickly evaluate the various numerical methods, two test cases were developed. Case one,
illustrated in Figure 1, is a flat, two-dimensional, 6 x 6 plate with a constant temperature of 300° on one
side and a constant temperature of 1,500° on the opposite side. The remaining sides are insulated. The
steady-state solution to this problem is a linear distribution from 300 to 1,500.




‘The second test case is also illustrated in Figure 1. In this case, the plate from the first test case is
insulated on three sides and a heat flux is applied to the fourth side. The heat flux is applied for 30 ms
and is followed by a pause of 60 ms. The cycle is then repeated to roughly simulate the conditions in a
gun barrel.
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Figure 1. Heat transfer test cases used to evaluate various numerical techniques.

2.1 Explicit and Implicit Finite Difference Methods. The numerical method contained in XBR-2D
version 1.0 is an explicit, centered finite difference method. This method is explained in detail in the
original XBR-2D report (Chandra 1990). In an x-y coordinate system, the transient heat equation,

1 8T
T ¢)

ATa=
can be modeled using this method with the centered difference equation

Tilil.j - 2Til..j + Tl'-l.} . Til:jol = 2Tll.'j + Til.ljol
Ax? Ay?

T =T + am[ ]+ Atq , )

Q= -k%:BoundaryCoMiﬁon

where ( is the external heat flux at the grid, T, is the temperature of the grid of interest, and T,,,,, T,
Ty Ty, are the temperatures of adjacent grids.




The time step was varied with the explicit method until a converged solution was reached. This
process is illustrated in Figures 2-4. Figure 2 shows the overall behavior of the first test case with
various-sized time steps. Temperature differences with the larger time steps all occur in the very early
region. Figures 3 and 4 focus on the carly time behavior where the solutions converge as the step sizz
is reduced. A time step of 0.010 s was chosen for the baseline calculations.

The results of the second test case are shown in Figure 5. For this case the explicit method was
unstable if the time step was large, but, once the step was small enough to maintain stability, the results
remained the same as the time step was reduced further. A step size of 0.001 s was chosen for the
baseline calculations of Test Case No. 2.

These baseline solutions were then used to evaluate the accuracy of the implicit finite difference
calculations.

The implicit finite difference method chosen to be evaluated was the alternating-direction implicit
(ADI) method (Anderson, Tannehill, and Pletcher 1984). This method was chosen over standard centered
difference implicit methods because it produces a tridiagonal system of equations. A tridiagonal matrix
requires substantially less computational time to solve than nontridiagonal matrices such as those
developed with standard implicit methods. The key to minimizing the execution time of the implicit
method is the selection of an algorithm to solve the tridiagonal system of equations. Three tridiagonal
matrix solving algorithms were evaluated: the Thomas algorithm (Anderson, Tannehill, and Pletcher
1984), Gauss-Jordan Elimination, and LU Decomposition (Press et al. 1989). The Thomas algorithm,
found to be slightly faster than the other two, was chosen as the solution method. All three algorithms
gave identical numerical results.

Figures 6 and 7 show a comparison between the explicit and implicit solutions for the two test cases.
The figures show a distinct difference in the behavior of the implicit method. Both finite difference
methods were re-examined and appeared to be implemented properly, but the solutions could not be made
to agree. An analytical solution was developed for the second test case. When this solution was
compared to the implicit and explicit results, it became obvious that the implicit method was not properly
solving the problem. The implicit method was, therefore, eliminated as an option.




Temperature (K)

------- Mt 100
——— PN
......... M08
L - PTESEO
----- Y
400
s
300 |

s

I A L 2 1 A I
50000 60000 70000 80000

0 10000 20000 30000 40000

Temperature (K)

380 |
370 |
360
350 |
340
330
320 |
310 |
300 : . ‘ . . . . .
1000 2000 3000 4000 5000
Time (ms)
Figure 3. Early time behavior for the explicit Test Case No. 1.

5




310}
s09 |
.
308 I
Py L
) 307:
5 soe |
P
‘é 308 |
é.su
& 3037
302
301 }
soo PO | 9 'l 2 [ " 1} T B I Yy [ 1 a 'l rY i U |
1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
Figure 4.
390:
380 -
s7o |
Q |
~— s‘o-
@ ]
[ ™
2 ssof
@ L
guo-
g 330}
K I
s20 |
s10}
m‘L#LL.A.I#A.LlAJJlLl-llJ PO |
0 200 400 600 800 1000 1200




2

P [ A

10000 20000 30000 40000 50000 60000

0

1
=
a

A
=
8

bt
o Q o
(=4 Q m
! o o

() aanyeiadumay,

1
o
Q
«

Converged Expliait Mothed

— Couverged implict Mothed

...
PP - kil

| PV DU A U ST W T U R S B Y

400 600 800 1000 1200

2 g

38238398

(31) anjesaduwra], a08)ang




2.2 Boundary Element Method (BEM). As the name implies, in the BEM approach the goveming
differential equations are transformed into integral identities which are applied on the boundary. These
integrals are then numerically integrated over the boundary, which has been divided into small segments
(boundary elements). The BEM can be applied to complex boundary shapes relatively easily and,
furthermore, since all the approximations are restricted to the boundary, it can model regions having
rapidly changing variables with considerable accuracy.

Since the problem is solved only on the boundary, and fewer calculations are involved, the BEM
should provide a significant decrease in the execution time over either finite difference method. For the
Poisson equation, (i.c., stcady state heat conduction), the BEM formulation is well known and documented
(Becker 1992; Brebbia and Dominguez 1989; Brebbia and Walker 1980). However, when a time
dependency is added to the problem, the formulation becomes much more complex.

An existing steady state heat conduction BEM code, POLINBE (Brebbia and Dominguez 1989), was
chosen for evaluation. This code was written to model problems with geometries similar to the test cases
used to evaluate the finite difference techniques. When run as a steady state problem, a solution was
obtained practically instantaneously.

Appendix A describes in detail the mathematical formulation of the transient heat conduction BEM.
This formulation was added to the POLINBE code in an attempt to develop a transient BEM solution to
model the test cases. Several problems where encountered in the formulation of the method. The most
important difficulty was the selection of an approximation function. This function is a key element of the
transient heat conduction formulation and further effort is required to determine an appropriate function
for the barrel heating problem.

The BEM is quite complex, and development and implementation of this technique could not be
accomplished during the present program; however, the progress that was made strongly suggests that it
holds great potential. It is believed that this method may be able to provide a substantial decrease in
execution time, while providing an increase in computational accuracy; however, these attributes have yet
to be demonstrated for the barrel heat conduction problem.




3. XBR-2D CODE MODIFICATIONS

3.1 Time Step Changes. The test cases described in Section 2 illustrated the difficulties associated
with achieving execution time improvements by altering the integration method. The sample cases were
not able to maintain a consistent numerical solution without additional effort that would have required
greater resources than were available. It was decided that the best option at this time was to improve the
existing explicit finite difference method’s efficiency by modifying the time step and optimizing the
FORTRAN coding.

In the original version of the XBR-2D code, the time step (At) was based on the stability criteria:

Ar?
At = = 3

For a barrel with a chrome plating, Ar was fixed at the plating thickness, otherwise Ar was determined
based on a user-provided At. This time step is then used throughout the ballistic cycle and, in the case
of multiple shots, the dwell period between shots. In cases where there is a significant dwell period, the
temperature gradients can become quite small and a step as small as dictated by equation 3 is not
necessary to maintain stability.

In a first attempt to speed up the code, the time step was increased equally for the entire dwell period.
Any significant increase in the At caused the code to become unstable. To maintain stability, the time step
modification was then changed to a function dependent upon the maximum radial temperature gradient
in the system. In the dwell region, the step is defined as

Ar=2b=  cF @
Y

where CF is a geometric correction factor which accounts for differences in grid sizes between various
gun calibers, At is defined in equation 3, and (VT,),,, is the maximum temperature gradient in the
barrel. The dwell time step is restricted so that it cannot be smaller than the base time step, At,,,,, NOr can
it be greater than 100 times the base time step.




This comelation provides the largest increase in step size when the heat conduction approaches a
steady state, and will provide the most substantial speed increases in multiple shot simulations where the
length of the dwell period is long compared 10 the length of the ballistic cycle, as in the case of artillery.

32 QCode Optimization. Many small code optimizations were also made in most of XBR-2D's
subroutines. These involved replacing frequently used array elements (such as T(1+1)) with local variables
(such as T1), replacing repetitive calculations with a single calculation, and moving certain calculations
out of loops. These optimizations were most significant in the subroutine HEATRANS which carries out
the finite difference calculations, and in the subroutines which calculate the boundary conditions. These
modifications, on their own, decreased the execution time of XBR-2D by 15%.

An option that was included in the original XBR-2D was the ability to tum off the screen updates.
By wming off the screen updates alone, the execution time on a PC decreases by 15%. For the
comparisons done in the next section, the screen update was turned off for both the original XBR-2D runs
and the new runs. All of the runs in the next section were calculated on a 33-MHz 80486 PC-compatible

computer.

4. CODE EVALUATION

4.1 155-mm Howitzer. A 155-mm howitzer test case for Unicharge was provided by the ARL. This
case simulates the firing of 60 rounds with a 5-s dwell time between each shot. Initially, to speed up the
debugging and testing process, only the first round was studied. This case involved a single shot followed
by a dwell of 5 5. Table 1 compares the bore surface temperature rise of this single shot case before and
~ after the code modifications. Table 2 compares the peak bore surface temperature at each location. The
values are unchanged for the two simulations. The modifications to the code do not take effect until after
the peak temperature has been reached. The new code required less than 20% of the execution time
required by version 1.0 of XBR-2D.

Figure 8 is a graph of the probe iemperature for the new and old runs. The two cases are so close
that any differences are not discemible on the graph.
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Table 1. Comparison of Old and New XBR-2D Surface Temperature Rise for a Single-Shot
155-mm Test Case (Temperatures are at the Completion of the Simulation)

Temperature rise (K) at each location.
Locations in inches from the breech end.

85.7 | 129.1 1725 | 2159

Table 2. Comparison of Old and New XBR-2D Peak Surface Temperature Rise for a Single-Shot
155-mm Test Case

Peak temperature rise (K) at each location.
Locations in inches from the breech end.

85.7 | 129.1 | 1725 2159

Table 3 summarizes the results of the full 60-round simulation. Figures 9 and 10 are plots of the
surface temperature rise and the probe temperature rise, respectively. There are no discemible differences
on the graphs.

Table 3. Comparison of Old and New XBR-2D Surface Temperature Rise for a 60-Shot 155-mm Test
Case (Temperatures are at the Completion of the Simulation)

Temperature rise (K) at each location.
Locations in inches from the breech end.

85.7 | 129.1 | 1725 | 2159
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42 ]20-mm Tank Gun. A test case modeling a 120-mm tank gun was assembled by Veritay. A
three-shot burst of M829 tank rounds was modeled with a 10-s dwell time. The peak surface temperatures
are summarized in Table 4. Figure 11 shows the surface temperature rise for the third shot of the burst.
The new values were obtained after the code comrections described in Appendix C were implemented.

4.3 76-mm Cannon. A test case modeling a 76-mm Oto Melara gun was assembied by Veritay. This
simulation, summarized in Table S, included a three-round burst firing with a 1-s dwell time between
shots. In this case, the new XBR-2D simulation was four times faster than the original XBR-2D
simulation. Figure 12 compares the surface temperature history at the 22-in location and includes a
magnified view of the third temperature peak. The pointed shape in the "old-XBR" curve is a result of
plotting only every tenth point. The new values were obtained after the code corrections described in
Appendix C were implemented.

13




Table 4. Comparison of Old and New XBR-2D Surface Temperature Rise for a Single-Shot
120-mm Test Case
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Figure 11." Surf; a 15-in location for the 120-mm imulations.
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Table S. Comparison of Old and New XBR-2D Surface Temperature Rise for a Single-Shot
76-mm Test Case

Peak surface temperature rise (K) at each location.
Locations in inches from the breech end.
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Figure 12, Surface temperature history at the 22-in location for the 76-mm simulation.
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5. CONCLUSIONS AND RECOMMENDATIONS

The XBR-2D code was modified and execution time was decreased by a factor of 5.2 in the 155-mm
howitzer sample case provided by the ARL. The decrease in execution time was mostly obtained by
modulating the time step during the dwel) period between shots. The longer the dwell period relative to
the ballistic cycle, the greater the speed improvement will be. Several programming optimizations
provided additional increases in efficiency and speed.

Techniques for adapting BEMs to gun barrel heating problems were explored. The method was used
for a steady-state heat conduction problem and it appears very promising for both its accuracy and its
speed. The formulation of a transient heat transfer BEM is a very complex process, and the limited scope
of this effort did not allow this work to be completed. The theoretical background was developed to
implement this mathematical technique in solving the 2-D, axisymmetric barrel heating problem; however,
several obstacles remain that prevented its adoption in this program.

The Army may wish to consider funding an additional effort to incorporate this state-of-the-art
numerical method. This effort would include development of approximation functions required to
optimize the BEM technique for the transient barrel heating problem, and permit evaluation of the
technique in terms of computational accuracy and speed. Another item that would improve the accuracy
of the computed results is the inclusion of temperature-dependent material properties. At present, thermal
diffusivity and thermal conductivity are treated as constant values in the formulation and integration of
the govemning equations.
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BACKGROUND

‘The boundary element method (BEM) has received considerable attention over the past 15 years, and
appears t0 hold much promise for use in solving transient heat conduction problems, although certain
difficulties remain to be solved.

The BEM apparently originated as a scheme for numerical computations largely as an extension of
approximation techniques involving Green's functions, integral equations, finite element schemes, and
finite difference approaches (Brebbia and Walker 1980). The initial applications of BEM were directed
toward time-independent spatial problems, such as steady-state heat flow, potential, and elastostatic
" problems. The application to time-dependent fields, including transient heating, has required additional
attention to determine effective means of dealing with the time-dependence feature. This activity is still
on-going.

A number of different BEM formulations have been advanced for treating transient heat conduction
problems. The most successful from the standpoint of accuracy is, according to Wrobel (1988), the one
which employs time-dependent fundamental solutions”. This approach is a numerical extension of the
classical Green’s function method (Morse and Feshbach 1953; Carslaw and Jacger 1948) for obtaining
analytical solutions to simple, tractable diffusion problems. Since no method has yet been found o
completely separate the time dependence explicitly from the unknowns in the BEM equations (even when
the time-dependent fundamental solution is used), it is still necessary to use a time marching scheme of
some type to obtain a numerical solution of the BEM equations.

Two such time marching schemes have typically been used. In the first, the total time is divided into
steps with each new step treated as a new problem. Within the initial time step the initial and boundary
conditions can be used to solve the problem for the unknown variables. The temperatures at a number
of points within the domain are caiculated and used as initial values for the second time step, together with
the original boundary values, to :cive the problem anew for the second time interval. This process is
repeated step by step until the final time is reached. The solution may become unstable if the time steps
are very small (Becker 1992).

mmmwuwm"ﬁmnmmummm«mmk.nmmn
the infinite domain without taking into consideration specific finite boundary conditions of the problem.
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In the second marching scheme, the integrations with respect to time always start from the initial
conditions and the effect of the time evolution of heat transferred is determined through boundary
integrations, so that values of temperature at points within the domain of interest arc not required.
However, the solution at any time step is still dependent on the solution at all previous time steps (not just
the previous one as in the first marching scheme) going back to the initial time. This process suffers from
requirements for large amounts of computation time and storage space (Becker 1992).

From a computational standpoint, these approaches using the time-dependent fundamental solution are
recognized as having significant limitations (Wrobel 1988).

Altemate BEM formulations of the transient heat conduction problems include the use of Laplace
transforms to remove the time dependency, solve the equations, and then apply the inverse Laplace
transform to obtain physical values (Brebbia and Walker 1980; Rizzo and Shippy 1990). Another involves
a coupled boundary element-finite difference (BE-FD) approach in which finite difference time steps are
used (Curran, Lewis, and Cross 1980). This coupled scheme is similar to the first time marching scheme
noted above. A third approach uses a potential-type method. This is an indirect version of the time-
dependent Green'’s function method (Curran, Lewis, and Cross 1986). Several other approaches are also
known (Wrobel 1988).

In recent years, there has been a trend towards the use of time-independent fundamental solutions
together with an approximate treatment of the time derivative term. Two key references for this approach
include the works of Wrobel, Brebbia, and Nardini (1986), and Wrobel, Telles and Brebbia (1986).
Claims of significant reductions in computation time and storage requirements have been made when using
this approach (Wrobel 1988; Wrobel, Telles, and Brebbia 1986).

Although a number of other BEM formulations were examined, efforts here emphasized this time-
independent fundamental solution approach. The mathematical formulation of this BEM approach is
summarized in the following section.




TIME-INDEPENDENT FUNDAMENTAL SOLUTION BEM FORMULATION

The transient heat equation 10 be solved for the temperature distribution u(x.t) over the domain Q is

AT TR %‘; ®0 . (A1)

where x is a field point” with coordinates (x,, X,, X,) in Q or on its boundary T, and x is a (constant)
diffusivity coefficient.

Boundary conditions are taken here to be of the simple form

u(x) = 4(x) oml, ,

ou(x)

Q(x) =k m = a(‘) on l"z N (A'z)

where I = I, + T, is the complete boundary of Q, q(x) is the flux, n(x) is the unit outward normal at

point x, and k is the (constant) thermal conductivity coefficient. These boundary conditions have been

extended to include radistion effects by DeFigueiredo and Brebbia (1988) and Onishi and Kuroki (1982).
The initial condition at time t = 0 is of the form

u(x,0) = u, (x) onQ . (A-3)

Now apply Green's second identity to a pair of the functions u and u*, where u* is the fundamental
solution to Laplace’s equation (not the transient heat equation)

kViur C.x) = -8'@¢.x) , (A4)

*The term “field point” in the current BEM liserature refers 10 & general variable point, whereas "source point” (10 be
introduced in the following) is taken 10 be a fixed point for any one calculation.
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and where § ($.x) is the Dinc delta function. The function u represents the field generated by a
concentrated unit source acting at point §. This gives as a result

[(n‘kV‘n - Vi) dQ = I(rq -qu)dr , (A-S)
where
q*C.x) = -"3";;—5)13 . (A-6)

Recall that in equation A-S, u and q are functions of x, u* and Q" are functions of § and x, and the
integrations are carried out with respect to the variable x.

Substituting equation A4 into A-S gives the result

!u'kV"udﬂ --ul+ !(u'q -qudr ., (A

where u' is the value of u at the source point £&. For any other fixed position of the unit source i which

might be chosen, the comesponding valves of u* and q* will be different, and a new insegral equation (of
identical form) will apply.

The fundamental solution of equation A-4 for an isotropic three-dimensional (3-D) domain is

., (A-8)

eg ! 1
u i;ln(.r.). (A-9)

where r is the distance from the unit point source at £ to any other point under consideration.
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BEquation A-7 is valid for any fixed point § in the domain, but 0 formulate the problem as a boundary
technique, the point § must be taken to the boundary. Upon accounting for this, and for the jump of the
imegral in q*, the following integral equation is obtzined (Wrobel, Telles, and Brebbia 1986):

!u‘kV'udﬂ --clu's [(\l‘q - q*u) dF (A-10)

where ¢' is a function of the solid angle the boundary makes at a point § (sce Brebbia and Dominguez
1989, p. 70), and the integral in q" is calculated in the Cauchy principle value sense.

In the 2-D case, for example, if the boundary is smooth at the point § (i.c., there is no discontinuity
of slope), the value of ¢' is ¥ rather than unity when § is an interior point. If a discontinuity of slope
occurs at § then ¢' = 6/2 x, where 0 is the internal angle of the boundary I' at §. The quantity c' applies
to the continuous boundary, as well as to the points where elements of the boundary join when the
boundary is divided into a finite number of elements for numerical analysis.

Further, substituting equation A-1 into equation A-10 gives

% u'edQ = - clu' + [u'qdl" - [q'udl‘ (A-12)
where
du
L] >

Equation A-12 is the starting point for formulations which employ time-independent fundamental
solutions. The treatment of the transient term on the left hand side of this equation differs in the schemes
proposed in the literature (Wrobel, Telles, and Brebbia 1986).

STEADY-STATE SOLUTION PROCEDURE
To illustrate the procedure for obtaining a solution to equation A-12 over the boundary, consider first

the simple steady-state case in which U = 0. The integral term on the lefi-hand side of equation A-12
becomes zero and the following equation results:

clul + \{uq‘dl‘- ‘{u‘qdl‘ : (A-13)
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Suppose the boundary is 2-D, smooth, and divided into N elements by a scries of straight line
segments whose ends lie on the boundary curve, and successively join one another to form a closed circuit
about the boundary. The points at the middle of each element where unknown values (in equation A-13)
are considered are called "nodes.” Boundary elements of this type are called "constant™ elements.

In this case of constant elements, the values of u and q are assumed to be constant over each clement
and equal to the value at the mid-clement node. Equation A-13 can be discretized for a given point “i”

before applying any boundary conditions as

.;.u +§ uq*dl" = E friquar (A-14)

jul

where the point “i" is one of the boundary nodes and T, is the boundary of the “j" element. For this type
of element (i.c., constant) the boundary is always smooth, since the node is at the center of the element.
Hence ¢' = 5.

The u and q values can be taken out of the integrals since they are constant over each clement. They
are labelled v and ¢ for each element "j," 0 equation A-14 becomes

u +Jfl('£q dl')u’ Z u'dl')q’

or
. N N
wi+ T A%ia T Gigl , (A-15)
2 jal jul
where
A= [ q°dI', Gi= [ u°dI . (A-16)
fa £

These integrals relate the "i" node where the fundamental solution is acting to any other node "j."

If it is assumed that the position i can also vary from 1 to N, corresponding to an application of the
fundamental solution at each node successively, then one obtains a system of equations resulting from
applying equation A-15 to each boundary point.




Further, if one lets

AY  when iwj
Hi-
H‘% when i=j °
(A-17)
then equation A-16 can be written as
N N
Z HVui= X Gigi. (A-18)
j=1 j=1
This set of equations for the unknowns & and ¢/ can be written in matrix form as
HU =GO, (A-19)

where H and G are two N x N matrices, and U, Q are vectors of length N.

Since there are N, values of u and N, values of q known on portions I, and I, respectively, where
N, + N; = N, there are only N unknowns in the system of equations A-19. To introduce these known

boundary values into equation A-19, the system must be rearranged by moving columns of H and G from
one side to the other. When all the unknowns are passed to the lefi-hand side, the system can be written

AX=F (A_m)

where F is a vector of unknown (u’s and q’s) boundary values.

Equation A-20 can be solved, and all the boundary values will then be known. With this information,
any internal value of u or its derivatives can be calculated at any internal point "i" using the corresponding
steady-state form of equation A-7,

u‘=];_qu‘dl‘ -j;_uq‘dl‘ . | (A-21) ‘

Here the fundamental solution is considered to be acting on an internal point "i," and all the values of u
and q on the boundary are already known.

The process is then one of numerical integration. The same discretization is used for the boundary
integrals
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N N
u'= T GVqg'- T A'w, (A-22)
j=1 j=1

and the coefficients G¥ and FIY must be calculated again for each different intemal point i.

TIME INDEPENDENT FORMULATION

To proceed with the formulation of time-independent fundamental solutions using equation A-12, the
so-called Dual Reciprocity BEM developed by Wrobel and co-workers (Wrobel 1988; Wrobel, Telles, and
Brebbia 1986) will be outlined here.

The function U at any point inside the domsin Q is approximated by a set of N (chosen)” coordinate
functions fi(x) multiplied by functions ¢(t), which are unknowns,
N

ax, )= T fix) aip) . (A-23)
j=1

Using this approximation, the domain integral on the left-hand side of equation A-12 becomes

N
[vodnsz o [tuda . (A24)
jul
It is further assumed that there exists a function (x) for each function fi(x), where the two functions
are related by

Ve =fi(x). (A-25)
Substituting equation A-25 into equation A-24 gives
N
JEXTEED a’IV’v’u‘dﬂ : (A-26)

j=1

Introducing expression A-26 into equation A-12 yields the result

*Choosing the coordinate function f* will be briefly addressod later.
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c'u‘+£q'udl“-£u'qdl‘-§l%a’{-Ln'RV’v‘dﬂ} . (A-27)

Now applying the transformation indicated in equation A-10 to the domain integral gives the result

N
1
| *udl’- . - =dc! widI - ‘nidT} Al X
c'u's [qud Iu qdl jfl K{c v+ [awiar fuen d'ja (A-28)
}
Equation A-28 involves boundary integrals only.
Wrobel and co-workers (Wrobel 1988; Wrobel, Telles, and Brebbia 1986) found it convenient to

approximate the variation of functions u, q, ¥y, and 1| within each boundary element using a unique
(unspecified) set of interpolation functions @, such that

u=®Tu,
q=®"q,

v’ = ®T VJ‘ (A-29)

=0Ty}
where subscript ¢ denotes a particular boundary element.

Wrobel (1988) claims that it is not necessary to approximate the functions y and 1 this way over the
boundary, since they are known once the set of functions f are chosen. However, he notes that this
approximation dramatically reduces the required boundary integrations, with some sacrifice in accuracy.
The seriousness of this sacrifice is unknown, but should be explored.




Upon dividing the boundary into elements, applying the discretized version of equation A-28 to cach

boundary node, and taking the preceding approximations into account, the following system of equations
(written in matrix form) results:

1
HU-GQ -;(HUV-G'I)G- (A-30)

By evaluating the discretized version of equation A-23 at all boundary nodes, one finds

Us=Fa. (A-31)

Upon inversion, this yields the result

a=F'U. (A-32)

Substituting expression A-32 into equation A-30 gives the matrix form

CU+dU=GQ (A-33)

where
C= ;':.(Hv—Gn)P‘ :

In the matrix equation A-33, the vectors U and Q each have the dimension equal to the number N of
boundary nodes, and the matrices C, H and G are of the size (i.c., N x N) of standard boundary element
matrices.

Wrobel and co-workers (Wrobel 1988; Wrobel, Telles, and Brebbia 1986) further utilized a simple,
two-level time integration scheme in their work. This involved using a linear approximation for U and
Q within each time step of the form

Us=(1-B)u=+pu=!

Q=(1-pQ=+pQ*

101 ey (A-34)
U= (U™ -U")

where B (O < B < 1) is a parameter which indicates the values of U and Q between time levels m and
m+1,




Substituting these approximations into equation A-33 resuits in the following
(%C + BH][P" -fGQ™~!= (_A!t' Cc-Q -5)H)U' +(1-8)GQ"™. (A-35)

The right-hand side of equation A-35 is known at time m At. By introducing the boundary conditions at
time (m + 1) At, the left-hand side of equation A-35 can be rearranged, and the system of equsi.ons can
be solved for this time step.

SELECTION OF COORDINATE FUNCTIONS

T selection of coordinate functions fi(x) used to approximate the time derivative of the cependent
variable u(x,t) over the domain Q is apparently quite important. Certainly it needs further attention in any
future effort to apply this overall BEM to the barrel heating problem.

Wrobel (1983) conjectures that the choice of functions, fi(x), should correspond to the behavior of the
fundamental soluticn itself. He has apparently had some success in 2- and 3-D problems with Cartesian
coordinates using functions of the form

fi(x) = R(x,xJ) . (A-36)

Here R represents the Euclidean distance between two points in space, x' are coordinates of the jth fixed
point, and x are the coordinates of any point in the domain Q. This set of coordinate functions is linearly
independent as long as the fixed points are separate (not coincident). The corresponding functions y and
n are

v(x)=L1R(x,x!) (A-3T)

n‘(x)--ifk’(x.x‘) R . (A-38)
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where a has the value of 9 or 12 for 2- or 3-D problems, respectively.

For axisymmetric problems, Wrobel, Telles, and Brebbia (1986) have suggested the use of coordinate
functions of the form

fi(x)=R/(x,x3)[1- (A-39)

l’j
w

where P (or 1) is the distance from a fixed point (or any point in the domain £) to the axis of revolution,
and R’ is the Euclidean distance between points defined in the (r,z) plane (i.c., on the generating planc
0 = constant). In this case, the expressions for y and 1| are of the form

v’(x)--llik"cx.xi) (A40)

§ -k 12 i aR
ni(x) TR (x,x )-5IT . (A-41)

Wrobel (1988) also notes the following items:

(1) The functions f! should be linearly independent for the matrix F to have an inverse.
(2) Once the family f' is chosen, it is usually easy to determine the functions y’ and 1.

(3) The position and number of fixed points is conveniently chosen to coincide with the boundary
nodes. ’

(4) The inclusion of an intemal point associated with f = constant may be required to better simulate
the heating up of the entire body by a constant value.
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‘There were two major ermors in the original XBR-2D release that were discovered and pointed out ©
Veritay by Amny Research Laboratory (ARL) personnel near the end of this effort. Figure B-1 illustrates
the results from several runs with the original code. These curves represent the surface temperature rise
at the 42-in location of a 155-mm howitzer. The only implicit input differences between the seven runs
are the locations of the left and right hand computational boundaries. The resulting temperatures are very
different from each other. It was this finding that called attention to the errors in coding.

1400

v

1200

T
N\

1000

800
600

400

Surface Temperature Rise

200

o 4 ) 1 Y ] A 1 M I 1 2 1 A F 5 J

5 6 7 B8 9 10 11 12 13 14 15
Time (ms)

Figure B-1. Original XBR-2D runs with various computational regions.

One of the interpolation functions in the code, which converts the geometric parameters from the input
file's axial positions to that of the individual grid locations, had a mistake in the formuiation. The left
side boundary was always assigned the geometric values of the first input value (inside and outside
diameters), no matter where this boundary was located. If the left side boundary was not equal to the first
geometric location in the input file, the wrong geometry was used for that point. This has been corrected
in the new version of the code.

A more significant error present in the original code was the treatment of the thermal boundary layer.
The thickness of the boundary layer was always set to zero at the left hand boundary. This is not correct
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for a left side boundary that does not start at the rear of the gun. This error results in a much thinner
thermal boundary layer than is correct if the left side boundary is not at the rear of the gun.
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‘This error was corrected by adding subroutine PZDZIN which calculates the thickness of the thermal
boundary layer up to the left side boundary and uses this as an initial condition for the calculations. The
test cases rnun in Figure B-1 were repeated afier the corrections were made and arc presented in
Figure B-2.

The agreement between the curves is reasonable considering the wide range of spatial resolutions that
are represented in the figure. The first curve defined the simulation’s 100 grids to represent the entire
barrel, thus forcing the axial grid spacing (Az) to be 3.13 in. Conversely, the last simulation presented
defines the code’s 100 grids over a mere 10 in, making the axial spacing 0.1 in. For simulations
conducted using previous versions of the XBR-2D code, the results will change slightly if the left
computational boundary was not set to zero. Simulations with a left boundary at z = 0 should be
essentially unchanged from the previous version of the code.
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The original XBR-2D code contasined some enors in coding and in theory. These errors were
corsected and implemented in version 1.20. The addition of multiple grids in the chrome layer, if that
. layer becomes thick, was also added as a new feature of version 1.20.

FINITE DIFFERENCE EQUATION

The original finite difference equation in XBR was correct if the geometric factor was constant
throughout the thickness. However, the code, in fitting the gridding to the barrel geometry, modified the
grids such that the geometric factor between the first and second grid was different from the geometric
factor between the rest of the grids.

To correct this error and to accommodate the modification which allows for multiple grids through
the chrome layer, the finite difference equation was modified to allow for a general gridding scheme with
different radial grid spacing in either direction. The Ar is computed for each radial position and it is this
value, not the geometric factor, which is used in the finite difference equation.

For the Fourier equation of heat conduction in cylindrical coordinates,

T L hadDe i

The generalized finite difference equation for variable Ar is:

AT,
(I;Ag (Ar’#Ar’_)[u“ 2T, + Ty, (Ar+Ar)lT'“ u-x]]

1

1
ey (Tl g [T
b [T+ T ) e (A, +A)
m 1y ¥ iy 5 g * Aigl - (C-2)




The generalized finite difference equation for variable Ar at the chrome-steel interface is:

AT,

Al w+w) aT,, -2, T,+aT,, - WF&I'TU-J]

1 o
+ m [cz.'l‘,,M - a.‘l‘u_‘] + .A_z';. [‘l“_u -2T,+T,, ‘]

a“
+ m My + Ty '2%2- (A +ALl- A (C3)

These two equations were implemented in XBR version 1.20 to replace the original finite difference
equations.

RADIAL GRIDDING

In the original versions of XBR-2D, the number of radial grids was computed based on the local
thickness. This could result in, for certain geometries, different numbers of radial grids as the thickness
varied axially. In such a situation, the axial heat conduction calculations were invalid. This was comected
by computing the number of grids required for the thinnest part of the barrel and stretching that number
of grids to fit the thickness at other axial positions.

Two other alternatives were tested: (1) basing the number of grids on the thickest part of the barrel
and shrinking the grids to fit into the thinner parts, and (2) using an average thickness and both shrinking
and stretching, where appropriate, to fit the barrel geometry. Both of these methods caused the grid sizes
to become extremely small in the thinnest section of the barrel when grid shrinking was resolved. This
resulted in a drastic reduction in the time step and a correspondingly large increase in execution time.

MULTIPLE GRIDS IN THE CHROME LAYER

XBR-2D originally fixed the thickness of the first grid to the thickness of the chrome layer, if such
a layer was present. If the chrome layer becomes thick, or XBR is used to model other types of liners,
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the chrome layer must be modeled with more than one grid. XBR was modified so that, if a chrome layer
is present, the first grid’s thickness is based on the time step. If the chrome thickness is greater than this
thickness, then the thickness of the second grid is computed based on the geometric factor and this process
is continued until the chrome thickness is reached. The exact thickness of the chrome is then
accomplished by shrinking the grids to this thickness. The interface between the chrome and steel is
handled by Equation 2.

THERMAL BOUNDARY LAYER

The thermal boundary layer is calculated using the method described by Stratford and Beavers (S&B)
in 1961. In the translation from the paper to the code several mistakes were made. The code originally
had the Mach number weighting function, P,, defined as:

O 2|z (C4)
P,=M 1-.2.(1-1)M .

After reviewing the S&B method, it was determined that the equation for the Mach number weighting
function should be:

P,= M T pas c5)
1+ %(‘y - l)M2

The term r'® was S&B’s correction for axisymmetric flow. The other corrections involved moving
the Mach number inside the brackets and correcting and moving the second term to the denominator of
the expression. This cormrected equation now agrees with the method described by S&B in their 1961

paper.

MODIFICATIONS TO THE RESTART OPTION

The original coding of the restart option required the simulation, when restarted, be run with the same
configuration and timing as the original run. This was slightly modified in the new version of the code.
The code now writes the time into the file LASTTEMP.OUT. When the restart option is chosen, the
simulation uses this time as the starting point. This allows simulations of various firing rates to be run.
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NEW INPUT FILE FORMAT

Two more output flags were added to the input file for graphical output files, and an additional line was
added where the barrel and chrome material properties must be input. Following is a sample input file

2

33 Sample XBR-2D input file for a 25-mm Barrel (750 shots/ain)
3?

3

: Ambient Tesp (R), Pr (psi), gas vel (in/s)

H : ssesescassecnst H

H 3 H esscecevenscsnsssesccnst

1 L4 H 4

$30.0 14.70 0.00

Barrel Geometry :

xchrom (in), tmaxv (ms), xcon, xchsm (in), zmax (in)
: H

ssseeveal B
svecsercreanl

o &8 e se 0

@scesveesrencosnes

nloc , zstart (in), zend (in)

Na S % S5 % %0 % % N %5 % N s N

“ 2w a0 s e e S0 w
s o8 s e 5 s0 e 0 e &
a o5 e s s e e e o

e se a6 s e 3w b

4 e s0 w0

“w e e e

0.005 4080.0 0.100 4.60 73.5 20 0.0 10.0

H
;7 ndtz, zdb (l:ndtz) -~ no of axial locations, ndtz locations (in)
; (max = 8)
H 1 2 3 4 5 [ 7 8

0.0 4.0 13.0 23.0 43.0 65.0 75.0
; dbar (1l:ndt2) -~ barrel o.d. at ndtz locations (in)
H
s 1 2 3 4 -] 6 7 8

2.75 2.75% 2.25 2.00 1.90 1.75 1.65
H
; dbor (l:ndtz) ~- barrel i.d. at ndtz locations (in)
?
: 1 2 3 4 5 6 ? 8
7
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1.02¢ 1.02¢ 1.024 1.024 1.024 1.024 1.02¢

)
2 Desired Output Locations:
L4
3 nhts, sout (l:nahts)=-- no of locations for output, nhtz locations (in)
3 (max =8)
s
P | 2 3 4 -] [ 1 7 ]
’
6 4.625 4.625 4.6254.6257.0 7.0 7.0 1.0
H
: rout (linhts) -- radial depth at nhts locations (in)
3
F R | 2 3 4 5 € ? [ ]
H

0.0 0.005 0.025 0.5 0.0 0.005 0.02 .5
H
: Firing Data:
]
; nrounds, nkountl, nkount2, deltv (s), lastshot
H cecceassesl H H :
:  J PP | H :
3 s 3 P ¢ H
3 T 3 H ceecsetecsncccssssesassal
3 T 2 H t

Desired Output Units and Files:

BE %4 % % % %5 N, %) S % W % %y Se e % N % % S S

iunit (O for K, 1 for deg R)
.. itemp (0O for as calculated, 1 for temp rise),

iout (1:9) ==-
esssecsssss SCrean output
sessssscsscss 8ingle shot probe temperature,
sescesnsses8ingle shot inside surface temperature,
sessssss-8ingle shot ocutside surface temperature,
seessesss burst fire probe temperature, .

sseese« bDurst fire inside surface temperature,
«eess burst fire outside surface temperature,

2 +.s.. affective gas temperature history

.
:
H
H
H
3
H
H
H
H
$
H
H
H
)
H
1 $ 2

.
H
H
H
3
H
H
H
H
H
H
$
H

% o8 68 e w8 es P W 0 =

T .
s 2 .
LI I T
1832 .
13888
231222 «oee-ee. heat transfer coefficient,
[ I I
[ I RN}

002020100000

« esees graphical output file
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TESTS PERFORMED ON XBR-2D VERSION 1.20

Test No. 1: Using steel plating on a steel barrel, vary the plating thickness and see if the results are
consistent.

900
800 .
700 P
600 .
500 .
400 .
300
200
100

Surface Temperature (K)

0 5 10 15 20 25 30

ok ] — | A ol

Time (ms)

Figure C-1. 155-mm howitzer test case with various steel plating thicknesses.
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Test No. 2: Vary the geometric factor from 0.1 to 0.3 and observe the tempersture.
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Figure C-2. Variation of geometric factors in a 155-mm howitzer.




Test No. 3: Examine the thickness of the boundary layer in detail vs. both time and position.

1}

.t
.
"
e

¢
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Test No. 4: Examine the Mach number profile down the barrel
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