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PREFACE
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the Defense Manpower Data Center, and the Office of the Assistant Secretary of Defense, who
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SUMMARY

The Armstrong Laboratory, the Army Research Institute for the Behavioral and Social
Sciences,. the Navy Personnel Research and Development Center, and the Center for Naval
Analyses are committed to enhancing the overall efficiency of the Services' selection and
classification research. This means reducing redundancy of research across Services and
improving inter-Service research planning, while ensuring that each Service's priority needs are
served. With these goals in mind, the Armstrong Laboratory and the Army Research Institute
co-sponsored a project to develop a Joint-Service classification research agenda, or Roadmap.

The Roadmap Project has six tasks. The first three tasks have been completed. Task 1
involved documenting the Services' current selection and classification practices and interviewing
military selection and classification (S&C) experts to identify S&C research objectives (Russell,
Knapp, & Campbell, 1992). Task 2 was a review of predictor measures (Russell, Reynolds, &
Campbell, 1992), and Task 3 was a review and analysis of job analysis methods and procedures
(Knapp, Russell, & Campbell, 1992). Task 4 reviewed criterion-related issues (Knapp &
Campbell, 1992). The current report report discusses methodological issues in selection and
classification.

The current report has six chapters. Chapter 1 provides an overview and describes the
methods-related research objcctives that emnerged from Task 1. Chapter 2 discusses new methods
for estimating gains due to classification and new procedures for making differental job
assignments. Chapter 3 reviews methods for modeling the predictor and perfornmnce spaces.
Chapter 4 focuses on synthetic validationi validity generalization, and mulitlevel regression
prediction procedures. Chapter 5 describes methods of standads settitg, and Chapter 6 discusses
models and issues of fairness in testing.
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BUILDING A JOINT-SERVICE CLASSIFICATION RESEARCH ROADMAP:
MEIHODOLOGICAL ISSUES IN SELECTION AND CLASSIFICATiON

I. INTRODUCTION

Overview of the Roadmap Proiect

The Armstrong Laboratory, the Army Research Institute for the Behavioral and Social
Sciences, the Navy Personnel Research and Development Center, and the Center for Naval
Analyses are committed to enhancing the overall efficiency of the Services' selection and
classification research. This means reducing redundancy of research efforts across Services and
improving inter-Service research planning, while ensuring that each Service's priority ne'eds are
served. With these goals in mind, the Armstrong Laboratory and the Army Research Institute
co-sponsored a project to develop a Joint-Service classification research agenda, or Roadmap.
The roadmap project plan has six tasks:

Task 1. Identify Classification Research Objectives,
Task 2. Review Classification Tests and Make Recommendations,
Task 3. Review Job Requirements and Make Recommendations,
Task 4. Review Criteria and Make Criterion Development Recomnimedations,
Task 5. Review and Recomm iend Statisical aWid Validation Methodologies,
Task 6. Prepare Roadmap.

The first task, Identify Classification Reearch Objectives is reported in Russell, Knapp,
and Canpbell (1992)ý It involved interviewing selection and classification experts and decision-
makers from each Service to detemiine reseamrh objectives. Tasks 2 through 5 are systematic
reviews of specific predictor, job analytic, criterion, and methodological needs of each of the
Services. 1Tm second, third, and fourth tasks ame also complete and reported in Rusll.
Reynolds, and CanWel (1992) and Knapp, Russell. and Caunpbell (1992). and Knapp and
Campbell (1992) respectively. This rpt fulfill. the rcquirents of Task 5, Review Statistical
Sard Validation Methodologies and Make Recomnendations. The final task, PWepoe Roadinap.
will interate ft findings of Tasks I through 5 into a niasc research plai.

Research Ob~jectves_ Redatld to Methodoko~ieal Isse

Task I yielded a set of L.carch objectives and information about military silection and
classification experts' perceptions of the importance and urgency of those objectives. The
objectivs related to methodological issues are described below.

Investigate optimml simlegies for inarwporating piedictor information into the
assigment decision (e.g., alternatives for devdoping and using composites).
(Objective #9)



Incorporating predictor information into the assignment decision is the "bottom-line" in
classification. Several kinds of research fall under this objective. For example, both validity
generalization and synthetic validation suggest ways of incorporating predictor information into
the assignment decision. Recent work by Johnson and Zeidner (1991) suggests new optimal
classification methodologies might be promising. Also, a project currently being sponsored by
the Air Force will examine the impact of adding new predictors to the ASVAB on classification
efficiency. In this simulation study, American Institutes for Research (AIR) is manipulating
several statistical and psychometric parameters of added variables (e.g., reliability of the criterion,
the level of predictor-criterion correlation, amount of incremental validity) and using a linear
programming technique to estimate the effects of various manipulations on classification
efficiency. Several replications for cross-validation are included in the design to investigate the
effect and magnitude of sampling errors.

Build an optimal assignment model that minimizes the impact of constraints on
optimal assignment (e.g, "look-ahead" vs. strictly sequential processing to reduce
impact of training slot availability). (Objective #12) and,

Increase the flexibility of assignment system (e.g., its responsiveneas to supply and
demand fluctuations). (Objective #13)

The next wave of technological advancements in assignment systems centers on:
(a) improved methods of forecasting the characteristics of applicants, against whom the applicant
is compared during sequential processing, (b) better ways of estimating and tracking the demand
for personnel, and (c) user-friendly assignment softwarc. Here, "look ahead" models forecast the
supply of applicants and demand for recruits and identify the optimal combination of projected
supply and job requirments,. Look ahead proc msing can minimize the inmpact of constraints
(e.g., training seat availability) and enhance the overall flexibility of the assignment system.
Advanced algorid-uns that take maximum advantage of softwarhcAdwarc tec-hnology will
continue to improve our capability to classify rccruits.

Investigate ways to maximize the influence of predicted performance in the
assignnent system (e.g., improve compnlette standard Aetting procedures; incorpoate
predicted pefourmnce into assignment algorithm). (Objective #14)

A primaury goal of selection and classification is to maxinmize actual job perfortiance of
employees. However, because actual perfornmance is unknown at the time of eniistment, mnean
predicted pcrformance (MPP) is used as an estimate c. actual job performance. Of course, the
degree to which MPP is ai accurate e",timate of job performance depends on the sample sizes
used to develop prediction equations and other sourccs of orror in prediction. Moreover, MPP
is not synonymous with actual job peormwnce.

Several projects ac&omplisheA or underway address ways of mnaximizing the influence of
predicted performance in the assignment system by linking enlista.ent standards to job
performance. For example, Wise, Peterson, -loffaw-, Campibell. & Arabian (1991) aucenempted
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a number of expert-judgment-based procedures for linking enlistment standards to job
performance as a part of the Army's Synthetic Validation project. The most significant
conclusions of this effort were that (a) Subject Matter Experts (SMEs) must fully understand the
objectives and the consequences of the standard setting exercise to ensure the reliability and
accuracy of judgments and (b) different methods of standard setting lead to different results. In
short, further research is needed before Subject Matter Expert (SME) judgment based procedures
will provide a viable way of linking enlistment standards to job performance.

The portion of the Job Performance Measurement (JPM) project that deals with the
development of enlistment standards is called the Linkage project (Harris et al., 1991). The
purpose of the Linkage project is to use JPM data (augmented with job characteristic information)
to model the relationships among individual characteristics, job performance, and cost tradeoffs.
The resulting model: (1) establishes the linkages between recruit entry characteristics, job
performance, and costs, (2) permits better understanding and articulation of the tradeoffs between
these dimensions, and (3) allows policy makers to set and revise entry standards based on
efficient tradeoffs between performance and costs. The model aids the selection of the lowest
cost mix of recruits (in terms of characteristics that are observable at the entry point) that can
satisfy a specified performance goal and can be used to approximate the maximal performance
and recruit mix obtained under certain budgetary constraints.

Evaluate alternative fairness models in terms of their effects on selection/
classification outcomes across subgroups (Objective #15). And,

Develop and evaluate extended models of fairness/equity issues by mapping out
consequences of classification decisions at various stages in the selection and
classification process. (Objective #16)

Adverse impact is "defined as a substantially different rate of selection in hiring,
promotion, or other employment decision that works to the disadvantage of members of a race,
sex, or ethnic group" (Americaii Institutes for Research, 1992). Adverý-e impact is not, however,
proof of unfairness. Cleary's (1968) model of fairness is currently accepted by both the Uniform
Guidelines (1978) and the Society for Industrial and Organizational Psychology (SLOP, 1987).
The Cleary model distinguishes between test bias and test fairness: "A test is biased for members
of a subgroup of the population if, in the prediction of a criterion for which the test was
designed, consistent nonzero errors of prediction are made for members of the subgroup" (Cleary,
1968, p. 115). In other words, a test is biased when prediction from a common regression
equation results in either over- or under-prediction of subgroup performance. SIOP (1987)
defines fairness as a social rather 0an a psychometric concept. Fairness is a function of how test
scores are used for the job and the population at hand. For example, over-prediction of the
performance of a protected group, when a common regression line is used, indicates statistical
bias but is generally not considered a fairness problem.

Improve classification efficiency by improving strategies to generalize classification
research findings across jobs and military populations. (Objective #19)
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The problem the Services face in attempting ta make ,redicted performance-based
classification decisions is--how to construct prediction equatiuns for literally hundreds of jobs that
are constantly evolving and that range in population from very fev, to iundreds. There are really
only two ways to form such equations without criterion-related validation data for every job--
validity .generalization or synthetic validation. Both synthetic validation and validity
generalization strategies have shown some promise for generalizing classification research
findings across jobs and military populations, but several questions remain unanswered. Both
methods tend to underestimate validity, and synthetic validation procedures that capture
differential validity need expansion (Wise et al., 1991).

The Linkage project, an expansion of the JPM project, also dealt with the development
of a prediction equation in instances performance data are not available. Harris et al. (1991) used
a methodology that best fits in the family of synthetic validation procedures. That is, a prediction
equation was formed on the basis of the linkages between jobs, job descriptors (in this case, job
characteristic variables) and, in turn, personal attributes (aptitudes).

Develop and evaluate alternative strategies and models for estimating the cost-
effectiveness of an alternative classification system in terms of reduced training costs,
reduced attrition, dollars, etc. (Objective #20)

With the draw-down of military rearpower and equipment, resources have become even
more of an issue. Diminished funding for personnel (testers, classifiers), places, and equipment
places limitations on what is operationally feasible, and showing real cost savings is important
for the implementation of new systems.

Previous attempts to show savings in terms of utility dollars have not proven highly
successful in demonstrating to managers and executives the worth of new systems (e.g., CAT-
ASVAB, Martin, 1992). The Defense Manpower Data Center's Concept-of-Operations Project
(COP) which is currently underway will investigate strategies for estimating the cost-effectiveniess
of alternate selection and classification models.

Overview of the Current Repoli

This report has two principal goals: (1) to review critical methodological procedures and
issues that are rclevant for future selection and classification research and (2) to compare the
issues addressed in the methodological literature to dte issues incorporated in the relevant
classification research objectives identified in Task One. These goals are addressed in a series
of chapters organized around specific methodological issues.

There are perhaps four basic issues in selection and classification research. The first is
how the goals of the decision system are represented. This is the criterion issue and it was
addressed in a previous report. By default, or by design, the criterion that an organization uses
to evaluate its selection and ciassification procedures are a reflection of its human resource
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management goals. However, any set of observed criterion measures is an imperfect reflection
of the organization's goals (i.e., due to measurement error, deficiency, and contamination), and
there are important methodological issues associated with determining the "fit" between the basic
goals and the specific measures used to represent them.

A second issue is the identification of information that will best predict goal outcomes.
That is, what predictors will forecast future criterion scores? The relevant predictor literature was
reviewed in a previous report. However, there are a number of methodological issues associated
with how the predictor information can be used most effectively and how the joint latent structure
of predictors and criteria can be best represented.

The third issue is very critical for policy making and deals with how the degree of
selection and classification accuracy/efficiency that actually exists in the population of interest
can best be estimated. Given the complexities of the real world, this is a difficult statistical
problem. It incorporates a number of sub-issues such as correction for estimation bias (e.g.,
restriction of range) and how to deal with assignment alternatives (e.g., jobs) for which there are
no empirical estimates of regression parameters or validity coefficients. Given the complications,
the overall issue is still the problem of estimation. That is, if the available predictor information
is used to forecast the agreed upon criterion outcomes in the optimal (or sub-optimal) way, how
accurate are the forecast.s?

The fourth issue concerns the actual decision making procedures used to make
classification assignments. How are scores on the predictors actually used to make job
assignments given the constraints that everyone agrees must be satisfied? This is a mathematical,
or decision modeling, problem, not a statistical issue. It is probably best represented by linear
programming models, However, it incorporates at least two critical measurement sub-issues. The
frst concerns the determination of the maximum or minimum values (or "standards") on
predictors or criteria that represent important constraints on the decision making system. For
example, as determined by expert judgment, it may be stipulated that individuals in a particular
job should not operate below a certain level of performance. This may stipulate in turn that,
within some margin of prediction error, only individuals who are above a certain cut score on
predicted performance can be assigned to the position. The second issue concerns the scaling
of perfonnance values (i.e., utility) so as to maximize the aggregate utility of job assignments
mather than some other goal such as aggregate performance.

In addition to the above, there is another issue, which is primarily one of public policy
but has critical methodological ingredients. It is the issue of fairness in selection and
classification decision making, and how it should be modeled or represented.

This is a formidable list of methodological issues and by no means does the literature
provide clear strategies for dealing with them. However, in the report we attempt to review what
is currently known and to cast this information against a set of objectives for future
niwihodologicaI research and development.
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IL NEW METHODS FOR ESTIMATING GAINS DUE TO CLASSIFICATION AND

NEW PROCEDURES FOR MAKING D!FFERENTIAL JOB ASSIGNMENTS

Paul J. Sticha

Classification Objectives and Constraints

Efficient applicant assignment procedures should be controlled by the objectives and
constraints of military selection and classification. Objectives define the functions to be
maximized by the classification process. Constraints define the minimum standards that must
be met by any acceptable classification solution. When a problem has both objectives and
constraints, the constraints are of primary importance, in the sense that maximization of the
objectives only considers candidate solutions that meet all constraints. On the other hand,
additional capability beyond the minimum standard specified by a constraint adds no value to a
candidate solution, while additional capability that helps to satisfy an objective better always
imprc oes the value of a solution.

When an optimal procedure, such as linear programming, is used to solve a classification
problem, the objectives are represented as continuous functions to be maximized, while
constraint- are represt.ated by inequalities among variables that must be satisfied. However,
because ,- the duality between objectives and constraints in optimal assignment methods, it is
in some sense arbitrary whether a particular factor is considered an objective or a constraint. For
example, we could c.sily frame a classification problem as one of minimizing the total cost
required t-) me.et performanez standards. In this case, minimizing cost would be the objective,
while the performance st.ndards woull be the constraints on the classification process.
Alternativel:;, the problem could be tormulated as one of maximizing perfornmance, subject to cost
constraints. This appropach rev-erses the role of objective and constraint from the tirst formulation.
A third approach would tm.xinze a function that combines cost and performance, such as a
weigh~ted average (the weight assigned to cost would be. negative). This apjrroach has no
constraints, because both of the :elevant variables are considered part of the objective.

It is powsibie for all three meulod& to arrive at the same solution, if th, consuaints,
objective functions, and weignts are set appropriately. However, in general, optimal solutions
will satisfy the constraints exactly, or veiy neerly so, because objective and constrah-, variables
are correlated. In the previous example, additional perforwrince generally requires additional
cost. Thus, if performance is considered ,o be a cons:ruint in a cla:sitication problem, then the
,ptimal classification will berely meet t'- oerformance standards, while minimizing cost. Thus,

it is important to easure that a classification that meets each constraint exactly is tn.;,v acceptable.
If the constraints are set too low. then tI'. optimization procedure may reach a sm lution that, in
reality, is unacceptable. Alternatiely, if the ccnstraints are set too high, there ,vil little room
for the optimization of the objetives to occur.

Wise (in press) has identified eleven potential goals that could be addressed by selection
and classification decisions, depending on the organization's priov"ities.
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1. Fill available training seats with qualified applicants;

2. Maximize training success as meas, .-.d by course grades;

3. Reduce attrition during the first tour of duty;

4. Maximize job proficiency measured by the percentage of job activities that the applicant
could perform;

5. Maximize job performance, which incorporates measures of effort and discipline with
proficiency;

6. Increase the qualified months of service, a term that which combines proficiency and

attrition;

7. Improve total care. r performance, extending beyond the first tour;

8. Maximize performance utility, which incorporates the relative importance of different
jobs;

9. Increase total job performance, which considers the entire distribution of performance in
an job, including both its mean and variability;

10. Maximize unit performance/readiness, which considers groups of individuals with
different jobs; and

11. Increase social benefit and avoid future social problems, which considers such aspects of
the classification method as fairness to minorities.

This list illustrates the variety of goals that may be served by selection and classification
processes. The individual goals are not mutually exclusive, but neither are they totally
correspondent with each other, and no organization would be expected to try to optimize all of
them at once. Some of these goals, such as maximizing training seat fill, are in close
chronological proximity to the classification process, and can be easily measured. Others, such
as total career performance, cover a period of time that may be many years removed from the
classification process. In addition, some goals are at the individual level, while others are at the
unit, job, or societal level. Finally, some are "vested" within others such as maximizing total
performance utility which is really maximizing total performance, where levels of performance
have been evaluated on a utility metric.

One important feature is that most of the goals on the previous list could be stated as
either objectives or constraints. In addition, there are other constraints under which the
classification system must operate. Probably the most obvious of these is cost. Other constraints
are quotas for total accessions and for individual jobs, and minimum performance standards.

8



Different classification procedures focus on different objectives and constraints, and
employ different methods to determine the optimal allocation of applicants to jobs. No existing
method addresses all of tie goals described above. The methods discussed in the remainder of
this section are primarily concerned with the performance of people in their assigned jobs.
Prediction of performance relative to objectives is a significant problem for classification
methods. The discussion begins by describing methods to estimate the gains relative to
objectives that can be obtained by classification procedures. The discussion continues by
addressing methods for performing classification that attempt to maximize gains.

Estimatine Classification Gains

Classification gains are linked directly to the goals of the classification process. That is,
a better classification method allows an organization to meet it goals better. Both measuring the
performance of existing classification systems and estimating the improvement from potential
future systems present technical challenges. The extent of the challenge varies from objectives
that cannot be measured in principle to objectives that can only be measured with considerable
effort and cost. For example, it is impossible to measure directly how well someone would have
performed in a job into which s/he was not placed (although the performance can be estimated
from regression equations). Other objectives, such as job performance, can only be measured
after a considerable amount of time after classification has taken place. A smaller challenge to
measurement is presented by objectives related to performance during training or training seat
fill rate.

Methods for estimating classification gains should be based on information about the
classification procedure that is readily available, such as test validities and intercorrelations.
Because of the complexity of the classification process, it may only be possible to estimate
classification gains using analytical formulas when several simplifying assumptions are made.
Under more complex and realistic assumptions, classification gains must be estimated using other
methods, primarily those based on simulatiou.

Gains and Validity

Early measures of gains due to personnel procedures focused on selection rather than
classification and were based on measures of test validity. The earliest measures of selection
gains included Hull's (1928) Index of Forecasting Efficiency, defined in Equation (1).

X (1)

where r., is the validity of test x in predicting performance on job y. Another early measure was
the coefficient of determination, r'•Y2. Both of these indices express some pessimism regarding
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the utility of predictors with moderate validity. As illustrated by Zeidner and Johnson (1989),
a predictor with a validity of 0.50 has a coefficient of determination of 0.25 and an Index of
Forecasting Efficiency of only 0.13. As early as 1946, Brogden criticized these measures and
demonstrated that ry is the proper measure of predictive efficiency.

The work on the value of selection and classification procedures starting with Brogden
demonstrated that significant gains in classification utility are possible, even using predictors of
moderate validity. Brogden (1955) provided the rationale for making classification decisions
based on mean predicted performance (MPP), and for using a classification procedure based on
full least square estimates (LSEs) of job performance from a battery of tests. He proved that the
MPP will be equal to the mean actual performance for such a classification procedure, and that
classification based on the full LSE composites produces a higher MPP than any other
classification procedure. Several assumptions that limit the applicability of this result should be
stated.

1. The regression equations predicting job performance for each job are determined from a
single population of individuals. In practice, this assumption is infeasible because each
individual has only one job. Consequently as Brogden states (1955, p. 249), "Regression
equations applying to the same universe can be estimated through a series of validation
studies with a separate study being necessary for each job."

2. There is an infinite number of individuals to be classified. Simulation research by Abbe
(1968) suggests that the result is robust with respect to this assumption.

3. The relationships between the test scores and criterion performance are linear.

Brogden (1951, 1959) provided a method of estimating the MPP of a full LSE
classification procedure, based on the number of jobs, the intercorrelation between job
performance estimates, and the validity of the performance estimates. The development of this
measure is based on the following assumptions.

1. There is a constant correlation (r) between each pair of performance estimates.

2. The prediction equations for each job have equal validity (v).

3. The population of people being assigned is infinite. This assumption is used to avoid
consideration of job quotas.

Because the development of the method uses the results of Brogden (1955), those assumptions
also apply.

From these assumptions, Brogden (1959) proved that the mean predicted performance
(MPP), expressed as a standard score, is given by the following equation:
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MPP = vF' -- r f(m), (2)

where f(m) is a function that gives the mean performance standard score as a function of the
number of jobs (m) and the selection ratio. The function, f(m), is based on the range of standard
scores that would be expected in a sample from a normal distribution as a function of the sample
size.

This result has several important implications regarding the determination of MPP. First,
MPP is directly proportional to test validity. This result indicates that there can be much more
value from tests of limited validity than was indicated by earlier estimates, such as the index of
forecasting efficiency or coefficient of determination. Second, since MPP depends on (1 - t)',
substantial classification utility can be obtained even when predictors are positively correlated.
For example, Brogden (1951; adapted by Cascio, 1982) illustrated that using two predictors to
assign individuals to one of two jobs can increase MPP substantially over the use of a single
predictor (corresponding to a 0.17 increase in the standardized performance), even when the
intercorrelation between the predictors is 0.8. Third, the results indicate that the MPP increases
as the number of jobs (or job families) increases. The increase. will be a negatively accelerated
function of the number of jobs; for example, going from two to five jobs will double the increase
in MPP, while going from two to thirteen jobs will triple the increase in MPP (Hunter &
Schmidt, 1982).

The assumptions of equal predictor validities and intercorrelations are simplifications that
allow for an easy, analytical determination of MPP. For more realistic cases in which validities
and intercorrelations vary, MPP may be estimated using simulations. Procedures for conducting
these simulations are discussed later.

Differential Validity'

The quality of predictors used for classification depends upon their ability to make
different predictions of the performance on different jobs. That is, it should be possible, using
the predictors, to predict with some accuracy that a person will perform better in one job than
in another. Differential validity refers to the ability of a set of tests to predict the difference
between criterion scores, such as performance on different jobs. Horst (1954) defined an index
of differential validity (Hd) as the average variance in the difference scores between all pairs of
criteria accounted for by a set of tests. It is not feasible to calculate H, directly, because criterion
scores are not available for more than one job for any individual. Consequently, Horst suggested
substituting LSEs for the actual criterion scores.

'Differential validity has two meanings in ihe literature. Within the context of job classification, differential
validity occurs when prediction systems make distinctions between jobs. In terms of fairness models (see Chapter
VI), differential validity occurs when the observed validity codficicat for one group of people is significantly
diffrent frot the observed validity for the sec vnd group.
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Johnson and Zeidner (1990) have shown that when H, is calculated based on LSEs and
the assumptions used by Brogden (1959) hold, then Hd and MPP are related by the following
function:

MPP = Hd f(m).

where m is the number of jobs, and f(rn) is defined as previously. Thus, when Brogden's
assumptions hold, Hd and MPP are closely related concepts.

When Hd is calculated based on LSEs of criterion performance, then the index may be
calculated from the matrix of covariances between the LSEs, denoted C. Specifically, the index
is a function of the difference between the sum of the diagonal elements of C and the average
off-diagonal element of C, as shown in the following equation.

Hd = trC - 1Cllm (4)

where tr C is the sum of the diagonal elements (or trace) of C, 1 is a vector with each element
equal to one, and m is the number of jobs.

Johnson and Zeidner (1989) have identified ten rules of thumb and measures that have
been used to estimate gains from classification. They found that some of these measures have
low accuracy. The measures, along with their accuracy as assessed by Johnson and Zeidner
(1990) are shown in Table 1.

Recent research by Pet~rson, Owens-Kurtz, and Rosse (1991; Rosse & Peterson, 1991)
used an index of "discriminant validity" that is the same as Rule 7, shown in Table 1.
Specifically, the discriminant validity was defined as the "mean absolute validity minus [thle
mean validity obtained by applying MOS equations developed for different MOS to a target
MOs." The researchers used ASVAB scores to predict job performance using data collected for
the Army's Project A. The results indicated very low discriminant validity, even though there
were high levels of absolute validity.

Estimates of Gains from Simulations

The development of Brogden (1959) provides an analytic approach to predicting MPP
when certain simplifying assumptions are met. When these assumptions are relaxed, analytical
estimation of MPP is infeasible. Following methods used by Sorenson (1965), Johnson and
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Table 2.1
Evaluation of Heuristic Rules for Evaluating Gains from Classification Methods

Rule Number Description of Rule Accuracy Rating

1 Composite (or test) Low
intercorrelations

2 Predicted performance Medium
intercorrelations

3 R (1 - r)' High

4 Predicted validity Low

5 Hd Medium to High

6 Comparison of diagonals of V. Very Low
with other row elements

7 Comparison of diagonals of V. Medium to High
with other column elements

8 Column variance of V Medium

9 Dimensionality of either predictor Low
or criterion space

10 Dimensionality of joint predictor- Medium to High
criterion space

Note. Adapted from Johnson and Zeidner (1990). V denotes a matrix of test validities; V.
denotes a matrix of composite validities; R is the average multiple correlation between
tests in a battery and each job; and r is the average intercorrelation between predicted
performance measures.

Zeidner (1990, 1991), along with several of their colleagues (e.g., Statman, 1992), have applied
simulation methods to examine the MPP of a variety of classification procedures. They have
used these simulation procedures, which they call synthetic sampling, to test the predictions of
a Differential Assignment Theory (DAT) of classification efficiency.

Basics of Differential Assiignment Theory. There have been several summaries of
Differential Assignment Theory, most notably those of Johnson and Zeidner (1990, 1991);
Zeidner and Johnson (1989, 1991, in press); Johnson, Zeidner, and Scholarios (1990); and
Statman (1992). Each of thewe descriptions presents somewhat different details of the theory.
The following four points sunmuarize the principles of Differential Assignment Theory.
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1. Importance of utility models. Zeidner and Johnson (in press) stress the importance of
using utility models to evaluate selection and classification methods. Utility models
compare the gain in MPP associated with a particular classification process (relative to
random classification) with the cost of using the process. Brogden's (1959) formula
provides a method for calculating MPP if several assumptions are met. In most cases the
MPP must be calculated through some kind of simulation procedure and caneot be
calculated based solely on predictive validity.

2. Use of full least square composites. Full LSEs maximize the MPP for both selection
and classification. Selection or classification methods that are not based on full LSEs
optimize one Zunction at the expense of the other. When full LSEs are infeasible because
of the number of tests or jobs, then methods should be selected to maximize Hd (Horst,
1954). Constraints such as job quotas can be incorporated into the classification process
through straightforward mathematical programming methods.

3. The joint predictor-criterion space. The joint predictor-criterion space is defined by the
covariances of predicted job performance. According to differential assignment theory,
optimal selection and classification methods are defined Lnd evaluated in this space. A
critical principle of Differential Assignment Theory is that there is a non-trivial degree
of multidimensionality in the joint predictor-criterion space, corresponding to a general
ability factor and job specific factors.

4. Improving classification. According to Differential Assignment Theory, substantial
improvements in classification efficiency are possible through changes in the design of
the selection and classification system. Improvements in classification efficiency can
come from hierarchical classification effects or allocation effects. Hierarchical
classification effects can improve classification efficiency even if classification is based
on a single test by placing applicants with the highest predictor score in the jobs for
which that score has the highest validity. Allocation effects require multiple predictors
of job performance; benefits are derived by placing applicants in jobs that maximize their
predicted performance. Increasing the number of tests, increasing the number of job
families, and combining selection and classification into a one-step process, can all
increase classification efficiency. Current computer technology has sufficient capability
to implement any of these improvements.

Johnson, Zeidner, and Scholarios (1990) summarized the principles that form the basis of
Diffeential Assignment Theory as follows:

DAT provides a basis for generating a large number of principles applicable to the
improvement of operational personnel systems. These principles are obtained as
a result of focusing on the gains obtainable from a deliberate and
methodologically correct attempt to capitalize on the differing requirements of
jobs, using optimal selection and assignment algorithms in an appropriate context.
This context includes: (1) appropriate test batteries; (2) best weighted selection
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and assignment variables; and (3) well structured job families. The psychometric
principles of DAT are factual within the constraints of the assumptions necessary
to derive them (p. 49).

Estimating MPP with synthetic samplin2. Brogden's (1959) formula allows one to
estimating the MPP of a classification procedure that is based on full LSE composites. However,
this formula is not appropriate for estimating the MPP of classification policies that are not based
on full LSEs. Furthermore, the formula will be inaccurate when the assumptions of equal
validities and intercorrelations of the composites are not met. To estimate the MPP of a wider
variety of classification procedures using more realistic assumptions, researchers have relied on
a Monte Carlo approach termed synthetic sampling. Synthetic sampling allows one to estimate
the MPP associated with any number of potential selection and classification policies. The basic
approach is to evaluate classification methods based on random samples from a theoretical
(multivariate normal) distribution representing the overall population test scores and job
performance measures. Three classes of distributions are generated.

1. One sample is used to develop the prediction equations that form the basis of the
assignment procedures. The assignment procedures may be based on LSEs, Aptitude
Areas or other combinations of the predictor variables. Several assignment procedures
are developed from this sample, depending on the experimental design.

2. A second class of samples is used to apply the selection and classification procedures.
These samples represent applicants who must be assigned to individual jobs, based on the
procedures developed using the first sample, Usually several samples are made in this
class. Each assignment procedure is used for each sample, producing a repeated measures
design.

3. A third sample (or population distribution) provides the weights used to estimate the MPP
for each of the assignment methods. In many cases, the weights are calculated directly
from the parameters of the distribution that is used to generate the samples used for
developing and applying the Wlection and classification methods. The population
parameters, in turn, are infenred from empirical predictor intercorrelations and validity
measures, corrected for restriction in range and criterion attenuation. The weights are
applied to the scores of each simulated applicant to determine the performance in the job
assigned by each classification procedure. In this way the MPP can be calculated for
each of the samples (among the second class of samples) for each of the candidate
classification procedures.

Analyses of synthetic sampling data compare the MPP for different assignment methods.
The greatest MPP would occur if the population weights themselves were usl to make
assignments. Other assignment strategies produce lower MPP values for two reasons. First, the
assignment weights are based on a sample from the population rather than from the actual
population parameters. Second, all of the assignment strategies except those based on full LSEs
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are special cases of the optimal assignment strategy. That is, they reduce the number of factors
considered or otherwise restrict the values for some of the weights of the composites used to
predict performance. The variance of individual performance levels around the full LSE for the
population enters into the analysis indirectly. If the variability is high, then the samples
generated for development and application of the assignment methods will be dissimilar to the
population values and to each other, thus producing lower MPP values. The synthetic sampling
method assumes that the linear model is accurate. That is, there are no nonlinearities, and the
distributions are all normal. Evidence reviewed by Hunter and Schmidt (1982) suggests that
these assumptions are reasonable.

Results of the DAT tests. Table 2 summarizes key findings of studies investigating the
implications of the DAT approach. All of the studies used the Project A data base. The ranges
of improvements represent the range over several related experimental conditions. The data show
the improvement in MPP in standard units, that is, as a proportion of the standard deviation of
the MPP distribution. Each experimental condition was investigated with several synthetic
samples (usually 20).

The researchers used the means and standard deviations of the MPP values, calculated
over the 20 samples, to form the basis of statistical tests of the significance of improvements in
MPP resulting from the experimental conditions, usually compared to current assignment methods
(See Table 2 for specific methods compared). Standard errors are typically very small, and
nearly all differences are significant.

The results were all consistent with the predictions of Differential Assignment Theory,
although the magnitude of some of the results is modest. Full LSE composites lead to an
increase in MPP of about 0.15o when compared to current methods, Because of the size and
complexity of the Army classification problem, this improvement is equivalent to a net prewent
value of $260 million annually if, for purposes of illustration, the value for SDy is dollars is set
equal to 40% of the average salary (Nord & Schmitt, 1989). Enforcing current Army quality
distribution goals has little impact on MPP. Increasing the number of predictor tests, the number
of job families, and the number of factors in composites, as well as decreasing the selection ratio
all improve MPP substantially. The test selection method, job clustcring method, and overall
selection and classification strategy have much smaller effects.

These results represent potential improvements in classification efficiency, given a
particular set of parameter values for things such as the number of jobs or job families, the
dimensionality of the joint predictor criterion space, and the level of criterion intemorrelations
for pairs of jobs. The actual improvement obtained by implementation of specific classification
procedures will be less because of the damping influence of various constraints. For example,
specific quotas such as the number of training seats available, will limit the extent to which
individuals can be placed in jobs that maximize MPP, or assignment to the optimal jobs may
leave training seats unfilled, thus increasing training cost. Alternately, if applicants have
significant latitude in job choice they may not elect to take their best person-job match. The
extent to which system constraints will reduce the cxpected perforounve gains below the
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Table 2.2
Summary of Results from Model Sampling Experiments

Improvement in MPP
Study Methods Compared (in standard scores)

Johnson, Zeidner, & Test-selection method -0.02 to 0.07
Scholarios (1990); (Hd vs. Max-PSE)
Scholarios (1992) Number of tests (10 vs. 5) 0.05 to 0.13

Nord & Schmitz (1989) Full LSE composites vs. 0.14 to 0.16
current methods

Effect of Army quality goals -0.01 to -0.02
on full LSEs

Johnson, Zeidner, & Number of job families 0.09 to 0.13
Leaman (1991); Leaman (6 vs. 12)
(1992) Job-clustering method (CE- 0.03

based vs. operational)

Whetzel (1992) Full LSE classification vs. 0.57 to 0.71
g-based method

One-stage select/classify 0.02 to 0.06
vs. 2-stage

Selection ratio (.50 vs. .75) 0.23 to 0.25

Statnian (1992) Number of factors in 0.26 to 0.32
composites (8 vs, I)

Number of job faminlies 0,13
(10 vs. 4)

maximnum possible or increase the cost required to obtain these gains is not known, and should
be a future research topic.

The full nwximization models are full LS13s that relate performance on a single job to all
available predictors. All other models are reduced cases of this most general model. That is,
they make restrictions on sone of the weights in the full model. For exa-'nole. they may restrict
weights to be the amme for jobs in a imrticular job family, or may restrict weighi; t!o have integer
values, or may require that no more than two or three weights have non-zero value. Since the
simpler models are all special cases of the inost complex model, they cannot produce the MPP
le-vel that is obtained wih the full LSEs, if models are calculated and evaluated in a single
sample. The discrepancy may be large, or it may be smnall, but it will be evidenced to some
degree. For example, the positive intercorrelations among predictors imply that MPP values will
vz'ý, little with changes in the weights, but the expected value of MPP is always less than the
MPP for the full LSEs. Statistical tests of these improveartnts arc based , the sampling error
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introduced by the procedure for estimating gain in MPP based on multiple samples. These tests
do not take into account th.h _!.lationship between alternative models. Consequently, a statistically
significant improvement in MPP will not-necessarily he a practically meaningful improvement.

Utility Models of Classification Gains

Roach (1984) reviewed the use of decision-theoretic models for selection. He concluded
that although there has been an increasing interest in utility models by personnel researchers,
there has been little operational acceptance of decision-theoretic selection methods. More recent
reviews by Zeidner (1987) and Zeidner & Johnson (1989) describe considerable advancements
in decision theoretic models for selection and classification, but these reviews repeat the
conclusion that there have been few applications of these models in operational settings.

Mean predicted performance is one measure of classification utility when the standard
deviation of job performance does not depend on the job. In this case, the job performance
standard scores will completely characterize the value of the importance. In other cases, job
performance musE be multiplied by some measure of the importance of the job in order to obtain
a measure of the valuý uf the performance. For example, Nord & Schmitz (1989) assume that
utility (Q) is a wei ,hted sum (if performance across jobs. That is:

m

Q = f j(z- X~), (5)
j-I

where z7 represents the job performance on job j, x, represents other inputs, such as equipment
and materiel, andfj is a function that maps job inputs to a level of output, including consideration
of the relative value of the job. Job performance is assumed to be a function of wages.

Nord and Schmitz (1989) developed a model to estimate the utility of selection and
classification policies, including the Enlist. , Personnel Allocation System (EPAS) and methods
dtvelored by Zeidner and Johnson (1989). They used two approaches to estimate a monetary
value on the performance enhancements brought about by improved selection and classification.
The approaches calculated the net present value (NPV) of the performance improvement and the
c-pportunity cost, respectively.

The method for determining the NPV of performance applied and extended earlier
approaches originally proposed by Brogden (1951), and extended by Hunter and Schmidt (1982)
and others. NPV was defined by the following equation:

No 39

NPV = [T, r,(1 - Ai,) (P,> Ci -C 8
7)-C, (6)
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where N* is the number of applicants that must be attracted to obtain the required number of
qualified accessions, t indexes months, r, is the discount factor used to determine the net present
value (assumed to be 4%), A,, is the estimated probability that individual i will fail to complete
t months of service, P, is the expected performance in standard scores as predicted by full LSEs,
V, is the dollar value of one standard deviation of the performance distribution (assumed to be
40% of total salary), CjT is the monthly training cost, and C, is the cost of recruiting an
individual in the same ability range as i.

The results indicated a large improvement for both EPAS and the Zeidner and Johnson
classification methods. NPVs were over $50 million and $260 million annually for EPAS and
full LSE's, respectively. Most of the improvement was due to increased performance and
reducetI attrition. Because of the i-ruportance of predicted performance improvements, the results
are very sensitive to the assumption that the standard deviation of p-zrformance, in monetary
terms, is 40% of the total salary.

Because of the limitations of the assumption regarding the value of performance, a second
analysis was made based on the concept of opportunity costs. The opportunity cost associated
with a particular performance improvement is the expected cost required to obtain that
improvement using the current system. Under the current system, performance improvernents
can only be achieved by increasing the number of high quality recruits. Increasing the number
of high quality recruits will require additional recruiting cost; it may also affect the attrition rate.
The opportunity cost can be estimated using the following formulia.

OPPCOST, = [ (HQxACH, + (I -HQ) xACL) x (ACC +AA,)] -COST (7)

where HQ1 is the required percentage of hign quality accessions, ACHt is the associated average
cost of obtaining the high quality accessions, ACL is the cost of low quality recruits (assumed
to be constant), ACC is the required number of accessions, AA, is the change in attrition, and
COST is the recruiting cost under the current system.

The opportunity cost analysis showed an even greater value for the improvement brought
about by EPAS and full LSEs, with assesed values of $82 million and $626 million,
respectively. Thc large improvement from using full LSEs is based on the calculation that
recruiting costs for high quality accessions would increase over 60% from $8,371 to $13,517.
This estimate, combined with the estimate that 79% of the accessions would be required to be.
high q,,itlity to match the performance improvement produced by the use of full LSEs, lead to
the high opportunity costs associated with these methods.

Making Differential job Assignments

The previous section reviewed methods for estimating the degree of classification
efficiency, or the degree to which a particular classification goal (e.g., MPP) can be increased
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as a result of a new classification procedure. The methods used to estimate the expected payoff
in the population and the procedures actually used to make job assignments encompass two
different set of issues. The estimation methods portray the maximum gain that can be achieved,
given certain parameters, but the ability of the real-world decision-making procedures to realize
the gain is another matter.

This section briefly describes the methods the services currently use to assign applicants
to jobs, and the discusses research into the development of two future systems for making
differential job assignments: the Army's Enlisted Personnel Allocation System (EPAS) and the
Air Force's revised Processing and Classification of Enlistees (PACE) system. The overall goal
of the new systems is to realize more of the potential maximum gained than is captured by the
current systems.

Current Methods

All Services assign applicants to either an occupational area or a specific job at the
MEPS. Although the process differs somewhat across the Services, generally a career counselor,
or classifier, reviews the recruit's aptitude scores, medical history, and educational records. The
counselor uses a computer system to obtain a list of current and future technical school vacancies
and specialties, in order of Service priority, that match the applicant's records. Applicants and
counselors discuss the job options, and the applicant makes the final decision about enlistment
(Camara & Laurence, 1987).

Aptitude scores are an important component in each Service's assignment/classification
system, Table 3 shows the names of the ASVAB composites used by each Service. Each
Service has established minimum cut scores for each of its jobs or occupational areas on one or
more of its composites to ensure a minimum level of aptitude for each job. Additionally, each
Service uses aptitude scores to match people to jobs. However, the way in which this "match"
is made and the tqpe of information that goes into the "matching" process vary considerably by
Service. The actual assignment of recruits to occupational areas or jobs is accomplished via
computerized Person Job Match (PJM) algorithms. Each Service has its own algorithm, which
reflects its current policies toward the relative priorities of filling jobs at any point in time. A
brief overvicw of each algorithm is provided below.

Air Force alLocation systems. The Air Force has two PJM systems. At the MEPS, the
Procurement Management Information System (PROMIS) is used to make pre-enlistment
assignments into either (a) specific jobs, Air Force Specialties (AFSs), through the Guaranteed
Training Enlistment Program (GIEP), or (b) one of four occupational areas: Mechanical,
Administrative, General, or Electronic (MAGE). Curnently, about 30 to 40 percent of recruits
are assigned into AFSs at the MEPS, 60 to 70 percent enter the Air Force with a guaranteed
MAGE area. During Basic Military Training (BMT), recruits originally classified by PROMIS
into one of the four MAGE areas are classified by the Processing and Classification of Enlistees
(PACE) system into a specific AFS within the pre-assigned MAGE area.

20



Table 2.3
Current ASVAB Composites Used for Assignment by Service

...... :.......:.......

N ..............

General Technical (GT) General (G) --- General AR + WK + PC
Technical (GT)

- --- General AR + WK + PC + MC
Technical

.__ _ _(GT) .

Electronics (EL) Electronics (E) Electronics Electronics (EL) GS + AR + MK + El
Repair (EL)

Clerical (CL) ..... -- -- WK + PC + AR + MK

Administrative (A) Clerical (CL) NO + CS + WK + PC

.. .. Clerical (CL) Business and Clerical MK + CS + WK + PC
(BC)

Motor Maintenance (MM) ...... ... NO + AS + MC + El

_ ......... Mechanical (ME) AS + MC + WK + PC

... Motor .. AR + AS + MC + El
Maintenance
(MM)

._ _ Medanical (M) ...... GS + 2AS + MC

Comnbt (CO) ..._..._... AR + CS + AS + MC

Field Artillery (FA) ... ...... AR + CS + MK + MC

Operatora/Fooda (OF) .....-... NO + AS + MC + WK + PC

Suwvretmaomun .....-- AR + AS + MC + WK + PC
catlons (SC)

....... Basic Electricity/ GS + AR + 2MK
Electroni•s (P)

Skilled Technical (ST) ... GS + MK + MC + WK + PC

... Bollenaningintnmi/ AS + MK
Machinist Mate (110)

General Mautena...e ... GS + AS + MK + EI
(GM)

......... MactMnery Repaimum AR + AS + MC
(MR)

_ ........ _Sulmnarine (ST) AR + MC + WK + K

...... ... Comminicatrirms AR + NO . CS . WK +PC

Tochnician (CI) ________

S...... Ioptilmtn (I1M) GS + MK + WK + W.

Sotun: liwoaom (1992).
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The Air Force assignment variables differ from those used by other Services in two ways.
First, minimum physical strength requirements exist for many AFSs. Second, recruits indicate
occupational preference by weighting (on a 0 to 9 scale) the M, A, G, and E areas. After all data
are input to PROMIS, the program checks to ensure the applicant is eligible for the Air Force,
identifies AFSs for which the applicant is eligible, and generates a relative payoff index (with
a maximum of 1,000 points) that reflects the value of assigning the recruit to each AFS.
PROMIS then compares the payoff index with the Air Force's current need to fill AFSs (based
on training seat -'Rcancies) and develops an ordered list of up to 16 AFSs. The first AFS is the
"best choice" for both the individual and the Air Force (Pina, 1988). The specific functions that
lead to the ordered list are summarized below.

Five components enter the PROMIS payoff algorithm to form the payoff index (with a
maximum of 1,000 points): (a) variable fill versus aptitude/difficulty, 600 points, (b) predicted
technical school success, 50 points, (c) (M, A, G, & E) area preference, 180 points, (d)
minority/non-minority, 70 points, and (e) constant fill, 100 points (Pina, 1988). Variable fill is
an index of the Air Force's needs at a particular point in time (i.e., number of personnel needed
and the time remaining to fill the AFS). The aptitude/difficulty subcomponent matches individual
aptitude to the level of aptitude required by the job (i.e., job difficulty). Variable fill and
Aptitude/Difficulty interact such that aptitude/difficulty receives a larger allocation of the 600
points, if the Air Force's need for recruits is being met and vice versa. The technical school
success component is based on regression equations for predicting technical school grades from
AFQT, M, A, G, and E composites, and binary variables representing high school courses taken.
The area preference component assigns points to M, A, G, and E areas in proportion to the
applicant's preference. When PROMIS was originally developed the minority/nonminority
component was designed to help meet the Air Force minority representation goals set for each
AFS. Our most recent information is that the minority fill component still exists in the
algorithm, but receives no points (L.T. Looper, personal communication, 14 April 1992).
"Constant fill" is simply a constant of 100 points added to every AFS for which the applicant is
eligible.

The current PACE is a simple, nonoptimal system that processes recruits in batch (i.e.,
non-sequential) mode (Pina, 1988; Pina, Emerson, & Leighton, 1988). It sorts recruits into
available training seats on the basis of the recruit's (a) preference for the AFS, (b) ASVAB
scores, and (c) gender.

Army allocation systenm. The Army currently uses a computerized reservation,
monitoring, and PJM system labelled REQUEST (Recruiting Quota System). A new assignment
procedure, the Enlisted Personnel Allocation System (EPAS) was developed in a research effort
known as Project B, but has not yet been implemented. The Army has no post-enlistment PJM
system because specific jobs, Military Occupational Specialties (MOS), are guaranteed to all
eafistes prior to enlistment.

The Army does not use job/occupational preference. or physical strength variables for
assignment, and aside from the gender exclusion policy prohibiting women from combat jobs,
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it has no minority fill component. REQUEST operates to achieve three goals: (a) to ensure a
minimum level of aptitude in each MOS by applying minimum cut scores, (b) to match the
distribution of aptitude within jobs to a desired distribution (i.e., to ensure a distribution of
quality across jobs), and (c) to meet the Army's needs for filling MOS/training seats. Using
functions related to these goals REQUEST computes an MOS Priority Index (MPI) that reflects
the degree of match between the applicant and the MOS and uses the MPI to produce a list of
MOS in order of Army priority. The functions involved in the MPI computation can be grouped
into two broad categories: (a) MOS Status (MS) functions that define the Army's need to fill
a particular MOS and (b) Applicant Qualification (AQ) functions that define the degree to which
the applicant is matched to the MOS. The program first lists the five MOS that are highest in
priority, and the classifier encourages the applicant to choose one of them. If the applicant is not
interested in these jobs the next five high priority jobs are shown and so on until the applicant
chooses a job. (Camara & Laurence, 1987; Schmitz, 1988).

Marine Coros all cation systems. Like the Air Force, the Marine Corps has two PJM
systems for assignments. ARMS (Automated Reservation Management System) is used at the
MEPS to assign applicants to either specific MOS or one of 35 occupational areas. Currently,
only about two percent of recruits enter the Marino Corps with a guaranteed MOS. Nearly 85
percent are guaranteed an occupational area, and about 14 percent enter under an "open contract,"
with no occupational assignment. Most Marines are assigned to specific MOS after BMT; the
Recruit Distribution Model (RDM) is used to make these post-enlistment assignments.

The Marine Corps uses its assignment system differently from the way in which the other
Services use theirs. For most Services, occupational preference, if considered at all, is a piece
of information in the algorithm with a known weight; the algorithm produces a list of options
from which the applicant selects an occupational area or job. The Marine Corps relies more
heavily on its counselors to assess job interests. Marine Corps applicants and classifiers talk
about the applicant's interests. The classifier obtains a list of the applicant's preferences and
calls the ARMS operator who, in turn, enters the applicant's data into ARMS. The ARMS
operator checks to see whether the applicant can be assigned to his/her first preference. If not,
the process is repeated until either a match is made or the applicant decides to enter the Marine
Corps under an open contract. In short, occupational preference starts the assignment process.
The ARMS algorithm ensures that applicants meet minimum qualifications for chosen
MOS/occupational areas, fills available training seats according to Marine Corps priorities, and
ensures that minority representation goals are met.

RDM is a batch-mode system used at Recruit Training Centers (RTCs) to assign recruits
to job categories. RDM first fills jobs in accordance with the Marine Corps needs while meeting
minority representation goals for jobs. After these two constraints are satisfied, the algorithm
maximizes: (a) the average probability of success in training and (b) the number of recruits
assigned to the highest prerequisite levels within each job category (Kroeker, 1989)

Navy allocation s--stems. The Navy's pre-enlistment assignment system, the
Classification and Assignment within PRIDE (CLASP), works much like the Air Force's
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PROMIS from which it was derived. At the MEPS, CLASP is used to make pre-enlistment
assignments either into specific Navy jobs (or ratings) or into apprenticeship or general detail
assignments. Currently, about two-thirds of Navy recruits are assigned to guaranteed training
slots for specific Navy ratings. About one-third of the new recruits receive an apprenticeship or
a General Detail assignment as Seaman, Airman, or Fireman. The Navy uses a post-enlistment
system, Computer Assisted Assignment System II (COMPASSII), to assign recruits io ratings
during BMT.

After data are input to CLASP, the program checks to ensure tie applicant is eligible for
the Navy, generates a payoff value reflecting the value of assigning the recruit to each rating,
rank orders Navy ratings according to the payoff value, and eliminates ratings which have no
openings or for which the applicant is otherwise not qualified. CLASP then presents the ordered
list of Navy ratings for the applicant's consideration.

Six components enter the CLASP payoff algorithm: (a) predicted training success, (b)
technical aptitude/job complexity, (c) Navy priority/ individual preference, (d) minority fill rate,
(e) fraction fill rate, and (f) probability of attrition. School success is the predicted final grade
based on ASVAB composite scores. Technical aptitude/job complexity is a numeric value for
the expected relative utility of matching the level of individual aptitudes to the level of job
complexity. Assignments that match on these two variables receive a higher value, and the value
is proportionally higher if the match is for more complex jobs. Navy priority/individual
preferences is an index of the relative value of assigning a recruit to ratings that va&.y in terms
of the correspondence between the rating's Navy priority and the individual's preference. The
minority fill rate component is designed to help the Navy meet minority representation goals for
each rating. The fraction fill rate component evens the flow of allocations into ratings over the
course of the recruiting month. That is, it gives utility points to ratings that have below average
assignment rates. The attrition component is an estimate, based on demographic data, of the
probability of retention during the initial service term and costs to the Navy for personnel loss
(risk) for each rating (Kroeker, 1988, 1989; Kroeker & Folchi, 1984; Kroeker & Rafacz, 1983).

During the fifth week of recruit training, the Navy uses COMPASSII, in conjunction with
a classification interview, to assign recruits to ratings. The interviewer recommends five
occupational groups based on the recruit's ASVAB test scores, job experience, background, and
preferences. After data are entered, COMPASSII conducts a series of optimization, each one
constraining its predecessors. COMPASSIL goals, in order, are: (a) to maximize the utilization
of training seats, (b) minimize transportation costs, (c) match the interviewer's recommendations,
and (d) maximize the probability of success in training schools (Hatch, Pierce, & Fisher, 1968;
Kroeker, 1989).

Summary. There are similarities among the classification systems used by the Services.
They all ensure adherence to minimum aptitude standards for each job, and all are designed to
maximize the utilization of training school vacancies across jobs. Pina (1974) and Kroeker
(1989) distinguish classification systems in terms of how they fill training seats. Systems that
fill training seats (or vacancies) from available resources (within the constraint that each
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individual meets minimum job requirements) are "fill" oriented. "Fit" oriented systems match
individual aptitudes and/or preferences to the jobs/available seats. The batch-mode, post-
enlistment processing systems used by the Marine Corps (RMD) and the Navy (COMPASSU),
for example, are driven primarily by fill policy (Kroeker, 1989). PROMIS and CLASP are
examples of fit-oriented systems.

New Methods for Allocation

None of the current systems represent "true" classification in the sense that the entire set
of job assignments is made such that the goal of classification (e.g., MPP) is maximized. All
current systems seek to insure that one or more goals for each job are met even though the
resulting assignments are sub optimal in terms of maximizing total gain. However, two new
experimental systems have been developed which do incorporate a true classification component
as part of the assignment algorithm. They are the EPAS system developed by the Army and the
new PACE system developed by the Air Force.

EPAS. The Army's new, not yet operational system, EPAS, optimizes several functions
simultaneously. They are designed to: (a) maximize expected job performance across MOS, (b)
maximize expected service time, (c) provide job fill priority, and (d) maximize reenlistment
potential. EPAS was designed to support Army guidance counselors and personnel planners
(Konieczny, Brown, Hutton, & Stewart, 1990).

The following maximization problem provides a heuristic for understanding the view of
the classification process taken by EPAS.

Ar n

maximize E E cX
isl Jul

subject to: .X = 1 (8)
i-I

/I

jet

where the variables, i and j index the applicants and jobs, respectively. The matrix XQ represents
the assignment of people to jobs. If X4 = 1, then applicant i is assigned to job j. The two
constraints specify that each job is filled by a single applicant, and each applicant is assigned to
a single job, respectively. The variable cu is a weight that represents the value or assigning
applicant i to job J.

However, there are many factors that make the problem more complex than indicated in
Equation (8), including sequential processing of applicants, applicant's choice of suboptimal
assignments, multiple value criteria, complications caused by the Delayed Entry Program (DEP),
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and temporal changes in the characteristics of the applicant population. Consequently, the
optimization approach taken by EPAS is considerably more complex than the simple formulation
shown in Equation (8).

For example, in "pure" classification the optimal allocation of individuals to jobs requires
full batch processing, but in actual applications, applicants are processed sequentially. EPAS
attempts to deal with this complication by grouping applicants into "supply groups" defined by
their level of scores on the selection/classification test battery and by other identifiers such as
gender, educational level, etc.. For a given time frame the forecasted distribution of applicants
over supply groups is defined and network or linear programming procedures are used to
establish the priority of each supply group for assignment to each MOS. For any given period,
the actual recommended job assignments are a function of the existing constraints and the
forecast of training seat availability.

Consequently, the analyses performed by EPAS are based on the training requirements
and the availability of applicants. EPAS retrieves the class schedule information from the Army
Training Requirements and Resource System (ATRRS), and provides this information, along with
the number of training seats to be filled over the year, to later processes. It then forecasts the
number and types of people who will be available to the Army over the planning horizon
(generally 12 months). The forecasts specify the distribution over applicant supply groups, based
on recruiting missions, trends, bonuses, military compensation, number of recruiters assigned,
youth population, unemploy:,ait, and civilian wages.

Based on the r.uirements and availability information, EPAS performs three kinds of
analysis: (a) Policy analysis, (b) simulation analysis, and (c) operational analysis. The first two
of these analyses are designed to aid personnel planners, while the third analysis primarily
supports Army guidance counselors.

The policy analysis allocates supply group categories to MOS, including both direct
enlistment and delayed entry. The allocation is based on a large-scale network optimization that
sets a priority on MOS for each supply group. The analysis is used primarily for evaluating
alternative recruiting policies, such as changing recruiting goals or delayed entry policies. The
value used to determine the optimal allocation includes the expected job performance, the utility
of this performance to the Army, and the length of time that the person is expected to stay in the
job. Other goals include minimizing DEP costs, DEP losses, and training losses and recycles.
Constraints include applicant availability, class size bounds, annual requirements, quality
distribution goals, eligibility standards, DEP policies, gender restrictions, priority, and prerequisite
courses.

The simulation analysis mode provides a more detailed planning capability than is
possible with policy analysis mode. The simulation analysis produces detailed output describing
the flow of applicants through the classification process. The simulation analysis may be based
on the same network optimization that is used for policy analysis, or it may be based on a linear
programming optimization. The linear programming model provides a more accurate
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representation of the separate requirements for recruit and initial skill training, and consequently
produces a more accurate analysis. The linear programming model requires twenty times the
computing time as the network formulations.

Operational analysis provides counselors with a list of the MOS that are best suited to
each applicant. The primary differences between the operational analysis and the policy analysis
are that the operational analysis allocates individual applicants to jobs, rather than supply groups,
and performs sequential allocation of applicants. The module uses the lists of MOS provided by
the policy analysis as the basis of its allocation procedure.

The ability of EPAS to "look ahead" derives from the interactions between the policy
analysis over the planning horizon and the operational analysis. The policy analysis provides an
optimal allocation over a 12-month period. This solution is one input to the sequential
classification procedure used by the operational analysis. Individual assignments of MOS to an
individual are scored according to how close they are to the optimal solution. Highly ranked
MOS are those that are in the optimal solution. MOS that are lower ranked would increase the
cost (reduce the utility) of the overall solution. The MOS are ranked inversely according to this
cost.

The New PACE Payoff Alaorithm. The Air Force has developed a new microcomputer-
based PACE classification algorithm, but it also has not yet been implemented. The PACE
algorithm includes the components of PROMIS, plus some additions. Supplementary PACE
functions are designed to: (a) improve the fit between occupational preferences and assignment
by improving occupational interest measurement, (b) take training costs into account, (c)
minimize unproductive lag time (also called casual time) between BMT graduation and technical
school entry, and (d) minimize first-term attrition. The ten components of the PACE algorithm
are: (a) aptitude (M, A, G, and E composites), (b) job difficulty, (c) predicted technical school
grade (based on ASVAB composite scores), (d) academic background (the percentage of desirable
high school courses completed), (e) occupational interest (based on the Air Force Vocational
Interest Career Examination, or VOICE), (f) restricted interest (the recruit's rankings of available
jobs), (g) training cost, (h) the probability of retention during the first term of enlistment, (i)
casual time (the number of days between BMT graduation and technical school entry), and (j)
fill priority (the relative urgency of filling the AFS) (Pina, 1988; Pina et al., 1988).

The PACE payoff algorithm was developed using the "policy specifying" (Ward, 1977)
approach that was also used to develop the payoff algorithm for PROMIS. The technique uses
SME's, classification experts and policy makers, to define a post-enlistment classification policy
for non-prior service airmen. The methods were designed to be similar to PROMIS and to avoid
generating new data requirements. The algorithm is based on a person-job match (PJM) metric
that combines the ten fundamental classification criteria organized into a hierarchical taxonomy.
Six of the criteria address the effectiveness issues, that is, aptitude, interest, trainability, and so
forth. The other four criteria are concerned with efficiency issues, such as cost, time, and fill
priority. The first-level criteria are combined using the agreed upon combinatory functions to
produce composite measures of effectiveness and efficiency. The effectiveness and efficiency
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measures are combined linearly to produce the individual's predicted score for each job; this
score is used to make assignments that optimize the PJM. The relative weights given to
effectiveness and efficiency in this combination are determined "by management at run time"
(Pina, et al., 1988, p. 8). The assignment rules used to maximize the overall classification payoff
(i.e., the PJM), are then computed using linear programming optimization methods. Since all
information about both predicted goal outcomes (e.g., predicted training success) and constraints
has been combined into one composite score, the solution for the optimal PJM becomes the
familiar linear programming assignment problem.

PACE and EPAS differ in a number of respects. Perhaps the most distinctive is that
EPAS attempts a simultaneous solution for the maximizing functions and constraint equations.
PACE uses a much more compensatory model and combines almost all predictor and constraint
information into one index before optimization takes place.

Cost-Performance Tradeoff Model. Research by McCloy, Harris, Barnes, Hogan, Smith,
Clifton, and Sola (1992) developed a cost-performance tradeoff model that combines selection
and classification functions. The goal of this model is to minimize the cost required to obtain
a specified performance level. Thus, in contrast to other evaluation or allocation methods,
predicted performance is considered a constraint in the model, and cost minimization is the
objective. The model considers costs involved in recruiting, basic training, initial skill training,
and compensation over the first term of enlistment. Performance estimates are weighted by the
predicted survival probability, by month, over the first term. Thus, predicted attrition is
incorporated in the estimation of both cost and performance. Separate submodels predict
performance based on individual and job characteristics, calculate recruiting cost, estimate
survival rates, and assess training and compensation costs.

The model uses quadratic programming methods to determine the selection and allocation
strategy that minimizes the cost required to meet the required level of expected performance.
One advantage of this method is that it does not require that performance be measured on a
monetary scale. The optimization method can consider accession limits and quality distribution
requirements. It does not consider other constraints, such as training seat fill requirements or
casual time between basic training and initial skill training.

McCloy, et al. (1992) compared the prescriptions of the model to actual FY 1990
accessions for the Army and the Navy. They found that actual accessions were close to the
values prescribed by the model. The estimated cost for the optimal policy was about 1% lower
than that for the actual policy, leading to a predicted cost savings of $72 million for the Army
and $31 million for the Navy. Considering quality goals had little impact on the cost of the
optimal solution.

ComlMrison of Models. Both EPAS and PACE represent many of the goals of the
classification process. However, the two methods represent these goals in different fashions. The
PACE algorithm combines all goals into a single objective function which it then maximizes.
EPAS treats predicted performance as the objective function, and other variables enter the model
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as constraints. (The cost-performance tradeoff model of McCloy, et al. (1992) does not consider
the range of goals addressed by the other two allocation methods. However, it addresses cost
specifically, in a way the other models do not. The many specific differences between the
methods preclude a comparison of the pros and cons of the approaches. However, it would be
possible to compare the methods using simulation studies.)

Research Issues

Effective classification must consider many objectives and constraints to assign recruits
to the job where they can perform effectively, while maintaining the efficiency of the recruiting
and training system. Different methods focus on different subsets of classification goals; no
method addresses all goals. Two major foci of recent classification research have been to
develop classification methods that maximize MPP and to develop optimization methods to
maximize classification objectives while satisfying constraints.

Recent research (e.g., Johnson & Zeidner) indicates that aggrrate job performance can
be increased by incorporating classification methods that are concerned with maximizing MPP.
However, research on these methods has concentrated primarily on potential improvements in
classification efficiency, and has not yet addressed how well these methods operate under realistic
constraints. It may be that the constraints on classification are so strong that all acceptable
solutions produce very similar outcomes. In this case, there will be little to be gained from
additional investments in classification technology. Research is needed to determine the extent
to which constraints on making PJM assignments limit the gains that can be achieved. Such
research would provide information that can be used to predict how much improvement is
possible using assignment methods that try to capture as much classification efficiency as
possible.

One constraint for which there is some knowledge is the Army's quality distribution goals.
These goals ensure that there are sufficient high-quality applicants for futume leadership positions
and provide a hedge against uncertainty about future job requirements. Nord and Schmitz (1989)
showed that meeting quality goals produced little loss in MPP. Consequently, these constraints
are not particularly severe in the enlistment environment in which they were examined.
However, this result should be interpreted in light of the relatively high proportion of high-quality
recruits, who account for roughly two-thirds of all accessions. In an environment in which high-
quality accessions were harder to obtain, the cost of meeting quality goals would be higher.

The potential benefits of using full LSEs as the basis of classification procedures, though
large, may not be obtained in practice because job requirements change over time, changing the
weights in the model from those that are used to make assignment decisions. Military
downsizing is likely to change job requirements, producing fewer jobs with more varied duties.

The recommendation to base classification on full LSE composites runs counter to current
procedures in one sense. Following this reconunendation would have several implications that
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should be examined before the recommendation is implemented. The likelihood of negative
weights in a composite would be unacceptable for selection, because the use of negative weights
contradicts the instructions to the applicant to do his or her best on the test. Because
classification is concerned with differential prediction, the issue of negative weights is much more
complex. It can be argued that use of assignment composites that have negative weights can be
unfair to applicants who are not assigned to their preferred job because they perform "too well"
on a test that is weighted negatively in their preferred job. In fact, this situation can occur even
if all weights are positive, as the following hypothetical example illustrates.

Suppose there are two jobs, J, and J2, and two tests used for selection, t, and t2. In this
example, we assume that performance on J1 is difficult to predict; consequently, both t, and t 2

have fairly low weights in the prediction equation. Performance on J2, on the other hand, can
be predicted very reliably from t2 alone; consequently the weight for t2 is high, while the weight
for t, is near zero. Now consider an applicant who prefers J, to J2. The predicted performance
for J, increases with performance on both tests. However, if the applicant performs too well on
h, then the predicted performance for J2 will exceed the predicted performance for the preferred
job. In this case, the applicant would be assigned to a less preferred job because of high test
performance, even though all weights in the assignment functions are positive,

Problems of fairness of assignment algorithms should be an important concern in the
development and evaluation of these algorithms. Negative weights are not required for problems
with fairness to occur, although they increase the likelihood of such problems. It may be
possible to restrict the values of weights to address concerns of fairness. The effectiveness of
these restrictions in promoting fairness, as well as the extent to which they limit the benefits of
the classification procedure should be examined.

Similarly, a full set of least squares estimnates will include regression weights that are not
statistically significant. That is, some of the weights in the prediction equation will not be
significantly different from zero. The effects of including these weights in the classification
procedure need to be examined in terms of their sensitivity to changes in job requiremnents,
population abilities, and sampling error; as well as their impact on the fairness of the
classification process.

What the above suggestions lead to is the need for a comprehensive sensitivity analysis
of the effects of variation in critical features of the personnel system on (a) the ability of R&D
to generate potential classification gain, and (b) the ability of various assigni-rnt procedures to
capture the potential gain, given specific constraints. Tlhe available data now nakes it possible
to begin a more systematic modeling and evaluation of these isses.
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M. METHODS FOR MODELING

THE PREDICTOR AND CRITERION SPACES

Rodney A. McCloy

The goal of this chapter is to review methods now available for modeling the latent
structure of predictor/criterion covariances. The methods will be discussed in terms of the
specification of a latent structure that (1) explains the relationships among observed and latent
variables and (2) may be tested empirically. A latent variable, or construct, is defined as "some
postulated attribute of people, assumed to be reflected in test performance" (Cronbach & Meehl,
1955, p. 283). Methods for establishing and testing a latent structure will be discussed. These
methods often make great demands on subject matter experts and the data, but the potential
payoff is substentiaL Latent structures specify hypothesized relationships among psychological
constructs and their operational definitions (i.e., the nomological network discussed by Cronbach
and Meehl). Because of this close tie to theory development and testing, and the ability to
explicitly account for measurement error in the observed measures of the constructs, modeling
the latent structure of the predictor or criterion space is argued to be more beneficial to the

nd t i of psychological processes than mere empirical descriptions of observed variables.

1e Latent Svturuu.-And ConsgtutValidation

When modeling some portion of the predictor and/or criterion space, researchers exanine
the relationships among a set of observed varisbles. Sometimes they have specific hypotheses
that we wish to test about expected relationships among the measures. At other times the
endeavor is purely descriptive. the aim being to represent the relationships as accurately as
possible. Whatever the goal, rarely does the inte•-st lie in the observed measures, which are
imperfect represetations of the constructs they are designed to assess. Rather, the principal
interest is in understanding the relationships among dte constructs themseWves. That is, the true
objective of modeing is to describe and widerstwnd the latent structu of the predictor or
crituioa space.

Modeling observed variables by means of a latent structure is rooted in constmct
validation (Cronbach & Mechl. 1955). Through construct validation, researchers seek to
determine (1) the degree to which the variance in an observed measure (e.g., a figural reasoning
test, a work sample job performance test) is determined by the construct it was designed to assess
(e.g., spatial ability, procedural knowledge/skill), aid (2) the elAtionships among constructs.

Cronbach and Meehl (1955) discussed several iethods for investigating construct validity,
including studies of group differeaces, correlational and factor analysis, and studies of internal
stucture. Construcon of a multitrait-niultimethod matrix (D. T. Campbell & Fiske, 1959) hzs
been pefrhps the most commonly applied method. As James (1973) pointed out. the nultitrait-
nualimethod methodology permits invesagation of the relationships between the observed
variables and the constructs they purport to meum (i.e., the epistemic definitions) but not of
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the relationships among constructs (i.e., the constitutive definitions). Specification of the
connections between constructs requires other analyses (e.g., factor analyses). The relationships
may be tested empirically, and different latent structures may be compared directly. The latent
structure itself may be obtained either implicitly or explicitly. Once specified, the structure may
be compared to sample data and its plausibility quantified. The following sections describe a
method for generating a latent structure implicitly (policy capturing) and an empirical procedure
for testing the fit of a model to sample data (structural equation modeling).

Implicit Generation of a Latent Structure--Policy Capturing Methods

The specifications for the linkages between the observed and latent variables constitute
testable theoretical propositions. In turn, the results of the hypothesis testing lend support to or
challenge the theory in question. Equating the latent structure to &, set of theoretical propositions
suggests that the researcher must explicitly formulate the structure to be tested, basing the
variables it contains and the linkages among them on prior knowledge of the topic area. The
latent structure of a group of predictors, or criterion measures, or their joint structure can be
generated a priori, but this is not required. Indeed, in certain instances it may be better to
develop the structure drawing on judgments of subject matter experts or members of the
organization so as to reflect their policy in the network. Methods for obtaining policy
information from relevant parties are known as policy capturing methods.

Policy capturing methods have been used in several military selection and classification
projects. The following section describes some of the larger, more recent ones.

Validity Estimation--Army Project A. Policy capturing was used in the initial stages of
Project A to identify the most promising predictor and criterion variables for the prediction and
measurement of job performance (Wing, Peterson, & Hoffman, 1985). Following an exhaustive
literature search, 53 promising predictor constructs were ider:.ified based on 12 evaluation criteria
(e.g., reliability, group differences, test fairness). The constructs spanned a large portion of the
predictor space and included cognitive (e.g., spatial, psychomotor, perceptual, verbal, and
quantitative ability) and non-cognitive (e.g., temperamctnt and interest) variables.

Criterion constructs were identified by reviewing descriptions of 111 jobs from 23 job
clusters. Based on job activities and materials, 53 job-oriented performance constructs were
formed (use maps in the field, control air traffic). Additional performance constructs were added
that repiesented training performance (four constructs; e.g., effort/motivation in training) and
general effectiveness (nine constructs; e.g., cooperation w'ith supervisors). Final!y, six other
constructs were added--two required of all soldiers not considered in any of the other
performance constructs (survive in the field, maintain physical fitness), and fcur constructs that
are important to the Army and are outcomes of potentially many different behaviors (e.g.,
attrition, reenlistment). Thus, a total of 53 predictor constructs and 72 performance constructs
were identified for study.

32



Three packets were formed, each containing descriptions of one-third of the predictors and
all 72 criteria, as well as information on the concept of "true validity"--the correlation between
a predictor and criterion devoid of the effects of range restriction, unreliability, or sampling error.
The packets were then given to a group of 35 psychologists experienced in personnel selection
research (e.g., researchers, professors). The judges then estimated the validity of each predictor
for each criterion using a 1-9 rating scale (a rating of "TI'" representing a validity coefficient
between .00-. 10, "2' between .11-.20, and so on). Estimates were given for a predictor relative
to all 72 criteria before the next predictor was considered.

A matrix of mean ratings of expected correlations for each predictor variable/criterion
variable combination was constructed and analyzed by the method of principal components by
columns (predictors) and by rows (criteria). These components represent higher-order latent
variables for the predictor and criterion constructs, respectively. For example, there are many
measures of dominance and finger dexterity.) The estimated validities describe the relationships
among the constructs and hence represent connections in the latent structure.

Wing et al. (1985) demonstrated that judges knowledgeable of the variables in question
can provide reliable and accurate judgments of the correlations among numerous predictor and
criterion constructs, although the estimates showed a consistent tendency to underestimate values
obtained fiora empirical research. The latent structure generated from the estimation procedure,
once obtained, may certainly be modified. What should be stressed is that the method of
obtaining estimates of validity coefficients from subject matter experts is useful should the goal
of one's research be to examine as many variables as possible. Rather than imposing a certain
structure on the data that might fail to consider important variables or relationships, an
exploratory and descriptive approach is taken first that will suggest a starting point for theory
building. This is certainly useful when exploring the predictor and/or criterion spaces, as were
Wing et al. More specific and rigorous tests of the structure (both the variables at contains and
the linkages among them) may be made at a later time.

E stimating Linkages To Form E-uations--The Army Synthetic" Valdation.Proiet. Using

a validity estimation procedure, researchers in the Synthetic Validation Project (Wise, Peterson,
Hoffman, Campbell, & Arabian, 1991) employed a validity estimation task to link Project A
predictors to three different types of job component information (tasks, activities, or individual
attributes). These estimates, in concert with information regarding the importance, difficulty, and
frequency of various job tasks from ihe Army Task Questionnaire ("criticality" weights) and
empirical estimates of predictor construct intercortelations., were used to generate synthetic
equations for predicting job-specific and Army-wide job performance. Various strategies for
weighting (1) the predictors in the component equations, and (2) the component equations to form
an overall equation, were investigated. The resulting equations may be generalized to other jobs
for whiich no criterion data are available.

Two points should be made about the Synthetic Validation estimation tasks. First, the
criticality weights contained the estimates of the inKormance of each job component for total
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performance. Second, results were much the same as from the Project A validity estimation
study just described--the estimates can be made reliably and with reasonable accuracy.

Obtaining Weights for Constructing Composite Criteria--Proiect A. Suppose that one has
factors or constructs representing dimensions of a higher order, multidimensional construct (e.g.,
Core Technical Proficiency and Maintaining Personal Discipline as dimensions of Army Job
Performance). Although the individual factors are useful and meaningful in their own right, one
still might wish to form a composite (e.g., Overall Job Performance) by weighting the various
dimensions appropriately. If so, a policy capturing method could prove quite useful if one
wished the composite to reflect the policy of members of the organization who evaluate
individuals on the multidimensional construct. The policy of the organization's members would
be reflected in the weights given to the components constituting the composite variable.

One procedure for estimating simultaneously the importance of various dimensions is
conjoint scaling (e.g., Johnson, 1974; Green & Srinivasan, 1978). In conjoint scaling, judges
must evaluate (e.g., rank order, rate) sets of stimuli that vary systematically with regard to the
dimensions of interest. The weights given to the dimensions may be inferred from the
evaluations of the stimuli. Stimuli may differ on all dimensions of interest at once (the full-
profile conjoint analysis) or on two dimensions (the two-factor-at-a-time approach).

After examining several methods, the two-factor conjoint measurement approach was
adopted by Sadacca, Campbell, White, and DiFazio (1989) to determine the relative importance
weights to be assigned to the five performance constructs developed in Project A (Core Technical
Proficiency, General Soldiering Proficiency, Effort and Leadership, Maintaining Personal
Discipline, and Physical Fitness and Military Bearing; cf. J. P. Campbell, 1986). The five
weighted constructs could then be summed to create a composite criterion of Overall Job
Performance. The judges were NCO, company grade officers, and field grade officers, half
coming from field units (FORSCOM and USAREUR) and half from proponent posts (TRADOC)
from 20 Army jobs. Judges were presented with 10 sets of profiles on 15 hypothetical soldiers.
All soldiers within a given set differed with respect to two of the five performance constructs.
The judges were asked to rank order the 15 soldiers within each set in terms of overall job
performance. Ratings were made within a military context of heightened tensions worldwide
(i.e., a high risk of the breakout of hostilities). To the extent that soldiers who scored higher on
construct A than construct B were ranked higher than soldiers who scored higher on B than A,
A was taken to be the more important contributor to overall job performance than B. Sadacca
et al. found that the pattern of weights given the five performance constructs varied significantly
across the 20 jobs but did not differ with respect to the type of rater (e.g., NCO vs. field grade
officer).

The conjoint scaling approach is another method by which the strength of the linkages
between variables in a latent structure may be obtained. Conjoint scaling is quite empirical in that
the weights applied to the dimensions of the composite are obtained through a scaling procedure
based on the ratio of th, dimension regression weights that are obtained when predicting a
judge's rank ordering of the stimuli (Torgerson, 1958). If desired, however, one may eschew the
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empirical derivation of weights altogether. There are other means for deriving a single score
from many dimensions that can be based entirely on judgment and policy.

Policy-Specifying--Development of the New PACE Classification Algorithm. The Air
Force has two programs it uses to classify personnel. Classification prior to enlistment into
specific jobs or into one of four Air Force Specialty (AFS) areas (Mechanical, Administrative,
General, Electronic) is carried out using the Procurement Management information System
(PROMIS). Classification from the four AFS areas to specific AFS is performed using the
Processing and Classification of Enlistees (PACE) system. The PACE algorithm is "a
mathematical model that uses information about the individual and the AFS to generate a payoff"
(Pina, Emerson, Leighton, & Cummings, 1988, p. 5). The algorithm was developed using a
procedure termed "policy-specifying" (Ward, 1977), "a decision-modeling technique by which
variables identified as pertinent to a decision-making process can be combined to derive a single
predicted payoff value" (Pina et al., p. 5). The predicted payoff value is the attribute used to
classify individuals into jobs.

The first step was to form a panel of subject matter experts (classification experts, policy
makers). The panel held weekly meetings during which it attempted to identify the most critical
parameters for making assignment decisions. The process resulted in ten critical variables:
aptitude, job difficulty, intellectual ability, academic background, objective interest, restricted
interest, training cost, probability of first-term completion, casual time (the number of days
between graduation from basic training and entry to a technical school), and fill priority. The
structure of concepts generated from the panel discussions is presented in Figure 3.1.

The panel next selected measures of the ten variables. The measures were then combined
into functions from the bottom up. For example, the measures of intellectual ability and
academic background are combined to form a trainability score. Similarly, the ability score is
a function of the trainability score and the aptitude vs. difficulty tradeoff score (which is a
function of aptitude and job difficulty). The aggregation of measures continues until scores for
effectiveness and efficiency are weighted and combined to form the score for the person job
match. Classification decisions are then based upon this single index.

Unlike the component weights derived in the Sadacca et al. (1989) work which are
recovered from ordinal (i.e. paired comparison judgments using a conjoint model, the PACE
functions are analogous to direct magnitude estimation. For example, regarding the trainability
function,

The highest function payoff occurs when the scores for the two variables are each
at their highest; the lowest payoff occurs wheithe scores are both at their lowest.
The policy makers felt that intellectual ability is a more reliable indicator of
trainability than is academic background; therefore, intellectual ability was given
more weight in the function payoff (Pina et al., p. 9).
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S~ Figure 3.1
Conceptual taxonomy from PACE poilcy.speclfying exercise.

S~The functions represent the policy of tbe subject matter experts, however, Pina et alt did not
describe the procedure for how the specific importance values were obtained.

S nm•y The methods described briefly above provide a means for specifying
hypothesized linkages among variables in a nomological network. Policy capturing methods areS~of direct benefit when the decision rules are intended to directly reflect the policies of the
organization. The weights given to the various variables under investigation may be derived byvarious procedures (e.g., conjoint scaling or policy specifying). They are also useful when
conducting preliminary, exploratory, and/or descriptive analyses. The final result of any of thesemtodS, however, should be the specifications for a hypothesized latent structure of the predictoran/r criterion space that may be tested for goodness of fit. The following section describesapowerful method for tesing the theoretical propositions constituting a latent structure--structural
equation modeling.
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Structural Equation Modeling

Whether the latent structure is derived implicitly through one of the policy capturing
procedures described above or explicitly defined a priori, the researcher must then move forward
and test the hypothesized linkages between the observed and latent variables.

Causal Modeling. Relating observed variables to other observed variables can be
accomplished through causal analysis (Wright, 1934; Asher, 1983). There have been only a few
applications of causal modeling as a way of examining the latent structure of the
predictor/performance space.

Hunter (1983, 1986) presented a path model specifying the causal relationships among
measures of cognitive ability, job knowledge, job performance (operationalized as work sample
performance), and supervisor ratings. The model stipulates the following relationships among
the variables: (1) general cognitive ability directly affects job knowledge and job performance;
(2) job knowledge directly affects job performance and supervisor ratings; and (3) job
performance directly affects supervisor ratings. No direct path is designated between general
cognitive ability and supervisor ratings.

Using 14 studies from both military and non-military settings having data for at least three
of the four variables in the model, Hunter (1983, 1986) examined the fit of the path model to the
average correlation matrix for each of the two settings. The model was found to fit the
correlations quite well, and demonstrated "virtually perfect fit" (Hunter, 1983, p. 265) to the
average correlation matrix resulting from the combination of the data across settings (from all
14 studies). Three major findings from his analyses are the following: (1) A substantial
correlation was found between cognitive ability and job performance, "in part the result of the
direct impact of ability differences on performance but.., even more the result of the indirect
causal impact due to the high correlation between ability and job knowledge and the high
relevance of job knowledge to job performance" (Hunter, 1983, p. 265); (2) Supervisor ratings
were more a measure of a ratee's job knowledge than of a ratee's actual job performance as
manifested by the job sample measures; and (3) Job knowledge was a better measure of (was
more correlated with) job performance (operationalized as work sample performance) than was
a supervisor's rating of that performance.

Schmidt, Hunter, and Outerbridge (1986) expanded the Hunter performance model to
include the effects of job experience. The coefficients for the model remained essentially the
same. The effects of experience on supervisor ratings were of moderate size, most of the effect
being indirect through job knowledge.

Finally, Borman, White, Pulakos, and Oppler (1991) applied the Hunter performance
model to data from Project A and compared it to an expanded model that included multiple
components of performance assessed via ratings, as well as non-cognitive predictor information
(i.e., achievement orientation and dependability). Borman et al. found the expanded model
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accounted for over twice as much variance in supervisor ratings as Hunter's model. Cognitive
ability, dependability, and job knowledge all demonstrated significant indirect effects.

Deriving Latent Variables. Although causal modeling yields the direct, indirect, and total
effects of predictors on criteria (given certain assumptions that art often difficult to meet), the
variables are usually observed measures, and researchers are typically not interested in the
observed measures themselves. The Hunter (1983, 1986), Schmidt et al. (1986), and Borman et
al. (1991) efforts just described all corrected the variables fo~r attenuation. Removing the
measurement error from the variables is one way of approximating the modeling of latent
variables, but this procedure makes the implicit assumption that removing measurement error
yields a measure of the construct that is neither contaminated nor deficient--an assumption that
might not be justified. For example, the supervisor ratings in these studies might contain
systematic variance that is not related to the construct of performance (e.g., rating attractive
persons higher than unattractive persons), resulting in a cont'•minated criterion variable (Brogden
& Taylor, 1950). The presence of the contaminating variance cin either inflate or reducr- the
relationship between the measure and another observed measure. Further, correcting the observed
measure for unreliability does not remove this systenmatic variance. To the extent that such
systematic variance exists in the observed measures, the goal of examining a causal model
containing latent variables will not have been realized.

Rather than depending upon a single measure as an indicator of a construct, it may be
possible to obtain several measures of the construct and to define the latent variable as the
common variance among those measures. Factor analysis can provide insight into the latent
variables accounting for correlations among a set of measures. Factor analysis alone, however,
does not allow tests of the structural relations among the latent variables (i.e., the factors) apart
from the estimation and testing of factor intercorrelations.

Inte..atin EPath Models and Latent Variables--Structural Equation Modeling. The
groundbreaking work of Karl J3reskog in conf'rnatory factor analysis and the analysis of
covariance structures (1966, 1967, 1969, 1970) led to a method combining confirmatory factor
analysis with causal analysis. The method allows testing of an entire latent structure consisting
of a factor structure for modeling the latent variables underlying sets of observed variables
(indicators) and, if desired, the causal relatiotis among the latent variables. Two models are
defined and the model parwneterv aie estinmatwd simultaneously using one of several procedures
(e.g., ordinary least squares, generalized least squares, maximum likelihood): a measurement
model specifying the relation hips among the observed variables (indicators) and the latent
variables (factors), a:,,d a struciaral model specifying the relationships among the latent variables.
The method, structfral equation modeling, can be applied using the LISREL (Linear Structural
RELations) softwpre package (J3reskog & Sdrbom, 1989). Other packages are also available
(e.g., Bentler, 1935).

'Boman et al. also povbied models in which the criterion variable (i.e., supervisor ratings) was not corrected
for unwrlia y.
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Although the mathematics behind structural equation modeling is complex, the logic of
the method is fairly straightforward. A theory about the latent structure specifies the
hypothesized relationships among a set of observed and latent variables. This theoretical pattern
of associations suggests a specific pattern of quantitative relationships (covariances). The general
procedure for structural equation modeling is to obtain a set of sample data, calculate a
covariance matrix among the observed measures in the sample, calculate the covariance matrix
that the model (i.e., the latent structure) suggests, and compare the sample covariance matrix to
the model covariance matrix. If the difference between the sample and model covariance
matrices is small, then the sample data matrix is structurally similar to the matrix suggested by
the model, and thus the model is deemed plausible for (i.e., the model fits) the data. If, on the
other hand, the differences between the matrices is large, the model is said not to fit the data.

Soecifving the Model. The relations among the variables in the hypothesized latent
structure are specified using several parameter matrices (e.g., factor loadings, factor correlations).
These model parameters may be free (estimated) or fixed (constrained to be a particular value,
often zero). In addition, two or more parameters may be specified as free but constrained to be
equal. The values of the parameters indicate the strength of the relationships among the
variables. If a model's free parameters are a subset of a another model's free parameters, then
the models are said to be nested. The fit of two or more nested models may be tested for
statistical significance. Such tests give insights into the tenability of hypothesized linkages
among variables. Generally, the more free parameters (i.e. to be estimated) a model contains,
the more degrees of freedom it uses, and hence the better it fits the data. Models estimating few
parameters are more restrictive and much easier to reject. However, if a very restrictive model
is not rejected then the investigator has generated proportionally greater support for the model
as an explanation of the latent structure.

Methods for Estimating Model Parameters. Parameters may be estimated using the
method of instrumental variables, two-stage least squares, unweighted least squares, generally
weighted least squares, diagonally weighted least squares, generalized least squares, and
maximum likelihood (cf. Jt3reskog & Sdrbom, 1989). Each method requires certain properties
of the data (e.g., maximum likelihood estimation procedures assume multivariate normality for
the measures whereas generalized least squares procedures do not) and offers various advantages
and disadvantages (e.g., unweighted least squares estimates are generated quickly and are
consistent but not efficient; maximum likelihood estimates are consistent and efficient but often
costly to obtain due to the iterative estimation procedure).

In addition, each estimation procedure is associated with a different fit function that is
minimized by the program. For example, using unweighted least squares, the fit function to be
minimized is
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where S is the sample covariance matrix, Y is the model covariance matrix, and tr represents the
trace (i.e., the sum of the diagonal elements) operator. Hence, the program minimizes the sum
of the squared diagonal elements of the residual matrix, S - 1. By comparison, the fit function
to be minimized for maximum likelihood estimation procedures is

F = inl•ZI + tr(ST) - ln Sl - (pq)

where In is the natural logarithm, p is the number of endogenous variables in the modei, and q
is the number of exogenous variables in the model.

Assessing Model Fit. Many statistical indices are available for testing the fit of a
hypothesized latent structure to sample data (i.e., the discrepancy between the model and sample
covariance matrices). Perhaps the most commonly reported fit index is the chi-square statistic.
The chi-square statistic is equal to (N-1) times the minimum value of the fit function, F.
Although used as a measure of goodness-of-fit, the chi-square statistic is actually a "badness-of-
fit" measure, since if it is "significant," the model is usually interpreted as implausible for the
sample data. A more definitive statement is not warranted because of the substantial dependence
of the chi-square value on sample size. If a sample is very large (e.g., N = 5000), then the power
for the test is great and virtually any value will be significant, meaning virtually every model will
not fit the data. In contrast, if the sample is small (e.g., N = 50), then the power to reject the
null hypothesis is minimal and virtually any model will fit.

Another index of model fit given by LISREL is thegoodness of fit index (GFI), "a
measure of the relative amount of variances and covariances jointly accounted for by the model"
(Qreskog & S3rbom, 1981, p. 1.41). This index typically ranges from zero to one, a value of
one representing perfect fit. Negative values are nonetheless possible. This index may be used
to compare the relative fit of models to different sets of data.

In addition to other measures of fit given by LISREL (e.g., the root mean square residual,
which is the average of the fitted residuals and may be used to compare models fitted to the same
data; the adjusted goodness of fit index; fitted and standardized residuals), numerous other fit
statistics have been proposed for evaluating the fit of a model to sample data. For example,
Browne and Cudeck (in press) recommended a point estimate of the root mean square error of
approximation (RMSEA; cf. Steiger, 1990; Steiger & Lind, 1980), which they described as "a
measure of the discrepancy per degree of freedom for the model." Perfect model fit is indicated
by the lower bound value of zero. Unlike the chi-square and GFI, the RMSEA can increase as
additional model parameters are estimated. Hence, it has the potential to reward more
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parsimonious models. Bollen (1986), Bentler (1990), and Browne and Cudeck (1993) have all
suggested alternative measures of fit.

Structural Equation Modeling in Military Research. Structural equation modeling has
been used in several high profile military research projects. Perhaps the primry advantage of this
method is that it forces the researcher to specify and test explicitly a particular theoretical
structure. It was used to model performance in Project A (J. P. Campbell, McHenry, & Wise,
1990) and the latent structure of an extensive test battery made up of traditional ability measures
and a number of measures of cognitive processing developed as part of the Air Force's Learning
Abilities Measurement Program (LAMP; Kyllonen & Christal, 19-90).

Prior to the Project A work, there had been few attempts to theorize about what the latent
structure of the performance space looked like. Two recent modeling efforts have provided
additional insight into the performance space. Vance, Coovert, MacCalium, and Hedge (1989)
proposed a latent structure of performance using performance criteria from the Air Force Job
Performance Measurement effort. Four performance criteria (technical school grade; time to
complete tasks on a work sample test; performance on a work sample test; and task ratings
obtained from self, supervisor, and peers) are specified to be related to three classes of predictors
(cognitive ability, experience, and supervisor support). The model was fitted to data obtained
from three groups of tasks using LISREL. Vance et al. reported that "the model fitted marginally
well in two of three cases" (p. 450). Substantial modifications were then made to the original
model for each of the three categories of tasks, resulting in three models that are quite different
from the originally hypothesized structure and each other, Note that some caution is advised
since the modifications appear to have arisen primarily from empirical rather than theoretical
considerations and the modified models were not cross-validated. However, for that part of the
performance domain that seemed to be common across the army and Air Force performance
measures, the latent structure described by the two modeling efforts seemed quite similar.

In contrast to the previous two studies, vwhich attempted to model the substantive
components of performance itself, McCloy (1990) -ptopoed a latent structure for the direct
determinants of performance and attempted to test it empirically. Using performance data from
the Army's Project A, he hypothesized that the relevant (i.e., true) variance in a performance
component (one or more job tasks that constitute a factor of job performance), as measured by
different performance criteria (written tests of job knowledge, work sample performance tests,
personnel file data, and peer and supervisor task ratings), is a function of the combined effect of
three direct determinants that can be modeled as latent variables:

Declarative Knowledge -- Knowledge of facts, rules, principles, and procedures.
Specifically, declarative knowledgc represents an the ability to state the facts,
rules, principles, or procedures that are a prerequisite for successful task
performance (Anderson, 1985; Kanfer & Ackerman, 1939).

Procedural KnowledgelSkill --The capability attained when declarative knowledge
(knowing what to Do) has been successfully combined with knowing how, and
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being able, to do it (modified from Anderson, 1985, and Kanfer & Ackerman,
1989).

Motivation -- As a direct determinant of performance, "motivation" is herein
defined as a combined effect from three choice behaviors: (1) choice to expend
effort; (2) choice of level of effort to expend; and (3) choice to persist in the
expenditure of the chosen level of effort.

Hence,
PC = f (DK, PKS, M)

where PC is a particular job performance component, and DK, PKS, and M are the three
performance determinants just defined.' Simply stated, the hypothesized performance function
indicates that to perform a job task, a person must (1) know what the requisite job behaviors are,
(2) be able to carry out the requisite behaviors, and (3) choose to carry out those behaviors for
some period of time at some level of effort.

The model arose from a consideration of which determinants of individual performance
diffeiences could or could not be assessed by various kinds of criterion measures. For example,
job knowledge tests are desgned to assess what a person kVows about how to perform a certain
set of job tasks. As such, they appear to be direct functions of declarative knowledge. Because
testing conditions are designed to assure motivation (as defined here) is maximal and constant
for each individual, it most likely is not a critical determinant of individual differences in the test
score. Further, PKS is not required to perform successfully on a job knowledge test (e.g., one
need not be able to fly an airplane to do well on a written test of how to make a cross-wind
landing). Similarly, work samples, in addition to assessing DK, are expressly designed to assess
PKS. But given standardized conditions, motivation (as defined here) is again controlled.
Finally, ratings and other measures of typical performance (Sackett, Zedeck, & Fogli, 1989) have
the capacity to be influenced by all three determinants, because information regarding the
volitional components of individual performance can be captured.

The hypothesized latent structure of the determinants of the various performance criteria
suggests a simplex pattern of covariances among the criteria (Guttman, 1954; Jtreskog, 1970).
Using a model for the analysis of covariance structures described by Bock and Bargmann (1966),
McCloy (1990) conducted a confirmatory factor analysis using the Project A performance
measures. The latent structure was confirmed across eight Army jobs. One major implication
of the model is that if different determinants give rise to the observed variance in various
performance measures, then correlations of those measures with another measure (e.g., a
cognitive ability test) will also be different, even if the performance measures assess exactly the

3j. P. Campbell (1990) and I. P. Campbell, McCloy, Oppler, & Sager (1992) has significantly expanded the
measumment model of deteninants, marrying it to a taxonomy of job performance components to yield a theory
of job pufonnanco.
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same content. Thus, the substantive content alone of a performance measure is not sufficient to
forecast its covariation with other measures.

Summay

Note that while a latent structure can be deemed plausible for a set of data; it can never
be said to be the correct or "true" model. Indeed, several latent models, each postulating a
somewhat different underlying structure, might fit a given set of sample data. Models may be
compared on a relative basis, but they are admitted simplifications of complex processes and,
strictly speaking, will always be incorrect. The goal of research is to accumulate evidence that
puts a particular model (i.e. characterization of the latent structure) and its chief competitors to
ever more stringent tests such that confidence grows that a particular model is a useful guide for
research and for codifying research evidence.

After nearly a century of ignoring the latent structure of performance, the last few years
have seen some beginning attempts to propose models of its basic nature. A theory of
performance and a specification of its basic components seem necessary if research data on
selection and classification are to be accumulated effectively and the value of a new
selection/classification system for achieving alternative goals is to be evaluated meaningfully.
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IV. DEVELOPING PREDICTION PROCEDURES AND EVALUATING

PREDICTION ACCURACY WITHOUT EMPIRICAL DATA

Douglas H. Reynolds

As the United States entered the first World War, developers of the first group intelligence
test sought a method of proving the value of their technique. After a period of definition and
debate, E.L. Thomdike and his colleagues eventually reported on a procedure that depended upon
the relationship between scores on the test and an external criterion (von Mayrhauser, 1992).
Evidence of relationships between different tests and between tests and other criteria helped
convince military officials of the usefulness of the intelligence measure. Since the validation of
the Army Alpha, criterion-related validity evidence has been a critical component in the
establishment of any applied testing program.

Although born of practical necessity, criterion-related validity is at the heart of the science
of personnel psychology; a critical component of our understanding of work behavior is
specifying the individual differences that influence it. However, we are only now beginning to
witness progress toward the elaboration of a general framework relating psychological constructs
and elements of performance.

This chapter presents recent developments related to the movement toward a general
framework linking human characteristics -and behavior on jobs and tasks. It has be,-- observed
that such a framework is a critical step in the scientific development of the field of personnel
psychology (e.g., Guion, 1976; Peterson & Bownas, 1982), but it is still unclear what a general
framework linking human characteristics and job performance would look like. Dunnette (1982)
proposed a research agenda based on a hypothetical matrix of person-job characteristics, where
the dimensions of the matrix are represented by a taxonomy of person performance components
(abilities, personality traits, interests, etc.) and a taxonomy of job characteristics (e.g., tasks or
work behaviors). The cells of the matrix would contain representations of the relationships
between tho person characteristics and performance components (e.g., correlations, variance
pmentages, judgments of overlap, or others measures of association). A detailed discussion
regarding such a matrix was provided in an erlier teport for this project (Knapp, Russell, &
Campbell, 1992).

In the matrix described by Dunnette (1982), performance on job tasks is the criterion of
interest. Recent effort, to define performance view the construct as multidimensional (e.g.,
Campbell, 1990), suggesting that an altemati,. c view of the matrix would consider the various
components of performance as another dimension. Job characteristics or other situational features
(such as working conditions) may serve to define the context in which performance occurs and
to moderate the relationship between individual characteristics and performance components.

The research presented in this chapter suggests that a general framework linking person
characteristics, job characteristics and performance may be more complex than the matrix
Duwnette (1982) proposed. For example, the rela-6,anships among person charaucteristics and
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performance components may be best described by validity distributions rather than individual
estimates. The advances discussed in this chapter suggest that a general framework may need
to be more elaborate than a two dimensional matrix; however, the notion that general rules can
be established regarding person-job relationships has been extended by each of the efforts
described.

Three areas of research and application are discussed here that provide support for the
notion that criterion-related validity can be established without the collection of performance data
in each situation in which a measure of individual difference is applied. These areas are
synthetic validity, validity generalization, and the application of multilevel regression to
performance prediction. First, we discuss the classic model of test validation, out of which each
of the other topics has emerged.

Predictors, Criteria, and the Classic Validation Model

The traditional method of justifying test use for the prediction of performance is the
demonstration of a relationship between performance on the test and performance on the activities
to be predicted. This evidence has typically been developed through a "local validation study,"
in which a chosen predictor is correlated with a measure of later job performance. The predictive
accuracy of the test may then be described as a correlation or as a function of that correlation.

Personnel researchers' dependence on the local validity study may have contributed to the
pervasive belief in the situational specificity of test validities. "Situational specificity" refers to
the notion that the criterion-related validity of a test is dependent upon the situation in which it
is estimated. That is, a test found to be valid in one situation should not be assumed to be valid
in other situations, no matter how similar. Local validation studies are often conducted with
limited sample sizes and poor criteria, thus increasing the likelihood of obtaining results that
would not generalize well across situations. Guion (1976) indicated that this situational focus
in part impedes the development of generalizable rules that are esscntial for scientific progress
in the field.

One roadblock to the development of generalizable test validity may be the tendency for
researchcrs to focus on specific measurement methods and their relation to perfornanac measures,
rather than on the construct(s) the methods seek to measure. As argued in the previous chapter.
focusing attention on the relationships between latevt variables as opposed to die relationships
between specific measurivs should improve the potenltial for generalizing validity. Furthermore,
methods for generalizing test validity are only useful when adequatc theories are available for
dewribing the predictor space, the performance space. and job characterisrics, Taxonomies of
these areas are enmrging, and a brief discussion concerning cadc area is provided below.

Prgictor taxonomies. In an earlier report for this project (Russell. Reynolds, &
Campbell, 1992), we described research on defining cognitive, psychomotor, peronality, and
interest constructs. Specifying the latent structure of the predictor domain should help uncove-
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important and useful relationships between these variables and outcome constructs. For example,
meta-analyses of the validity of personality measures have found relationships between specific
personality constructs and performance (e.g., Barrick. & Mount, 1991; Tett, Jackson, & Rothstein,
1991), whereas in the past reviews that grouped personality measures together into one domain
were less likely to reveal useful relationships (e.g., Guion & Gottier, 1965; Schmitt, Gooding,
Noe, & Kirsch, 1984).

Performance taxonomies. For many years, personnel researchers have lamented "the
criterion problem" (e.g., unreliability and deficiency of criterion measures). At the same time,
global judgments of performance have been the criteria in many validation studies. Only recently
has concentrated effort been expended toward developing a better understanding of performance
constructs. Campbell (1990) proposed an eight-factor taxonomy of performance that has been
discussed elsewhere (Knapp & Campbell, 1992).

As the performance domain becomes better defined, more comprehensive and more
relevant measures of performance are likely to be developed. For example, in the Army's Project
A/Career Force research effort, a five-component model of perfoimance was assessed with an
array of performance measures. However, comprehensive performance measurement may be
difficult to implemert for many jobs. Thus, the capability to generalize relationships across jobs
will be most valuable when multiple jobs in a group of similar jobs have extensive performance
data.

The specification of the latent structure of performance is a critical step in the
development of a general framework relating person characteristics and job performance. That
is, as we become more exacting about which aspects of performance we expect to predict with
a construct, w, will be more likely to find stable and meaningful predictor-criterion relationships.
In Project A, for example, personality measures were more strongly related to effort and
leadership criteria than to other, non-volitional performance components. Had only a more global
measure of performance been used, this pattern would not have been identified. It is important
to recognize, however, the difficulties involved with the operational use of multiple criteria (cf.
Cascio, 1992).

Job characteristjcs taxonomies. Taxonomies have been proposed for describing job
characteristics such as variation in working conditions (cf. Peterson & Bownas, 1982). Several
o * -hese taxonomies were reviewed by Knapp et al. (1992). Job characteristics have traditionally
been used to inform choices about the development and use of various predictors and criteria that
are included in validation research (e.g., McCormick, Jearnneret, & Mecham, 1972).
Alternatively, information about the characteristics of the situations in which a predictor is used
may help to explain some variation in the criterion-related validities for that predictor.
Situational information is also useful for generating estimates of predictor validity for jobs for
which criterion data have not been collected.

Linkanes between the latent variables. Traditionally, researchers have depcrnded upon
the local validation study to form empirical linkages between predictors and ciiteria. As
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mentioned above, however, reliance on local studies has led to unwanted consequences. Often
local validity studies are conducted without enough data to reliably estimate the population
parameter that describes the relation between the predictor and criterion. Thus, methods that
estimate predictor-criterion relationships without data would be valuable because they offer an
alternative to conducting studies that may produce inaccurate parameter estimates when
acceptable amounts of data cannot be collected.

Several research strategies have been developed to estimate validities for jobs when
traditional validation data are not available. The remainder of this chapter reviews three
strategies: synthetic validation, validity generalization, and multilevel regression. It is important
to keep in mind that these are simply methodologies for linking the various taxonomies; the more
aNcurate the theory underlying each taxonomy, the better the resulting linkages from any of these
procedures should be.

Synthetic Validity

Lawshe (1952) defined the basic logic behind synthetic validation when he proposed the
technique as a method for developing a valid battery of tests in situations where conducting a
criterion-related validity study would be impractical (e.g., in a small business). The rationale for
the procedure is straightforward: determine the validity of a set of individual characteristics for
predicting performance on a number of job components, then assemble a test battery for any
given job based on the components of the job. Implicit in this rationale is the notion that
different job components are best predicted by different human attributes.

SIn their review of the synthetic validation literature, Crafts, Szenas, Chia, and Putakos
(1988) described the process as consisting four basic steps. First, a taxonomy of job content is
used to define a set of job components that can describe each of the jobs of interest. It is critical
that all of the jobs under consideration be described in terms of the same components. Second,
the importance of a number of human attributes for performing each of the job components is
determined. Third, job components are identified that are important for each of the jobs. Fourth,
information aboui the importance of each component and the relationships between predictors and
components are combined to form a job-specific prediction equation. A number of different
approaches have been taken for executing the synthetic validation process. A brief review of
these approaches is provide below.

Apnroachtes to Synthetic Validation

Although synthetic validation has been discussed for some time, it has been neither
extensively researched nor consistently applied. Thus a number of different approaches have
been developed. The approaches often vary in terms of how the estimiates of validity are made
between individual attributes and job components. A few of these approaches will be considered;
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other approaches are detailed in several literature reviews that are available on the topic (e.g.,
Crafts et al., 1988; Hollenbeck & Whitemer, 1988; Mossholder & Arvey, 1984).

The J-Coefficient. The J-coefficient is a numerical index, derived through synthetic
validation procedures, that expresses a test-job performance relationship in much the same way
as a validity coefficient does (Primoff, 1955). The J-coefficient is computed by identifying a set
of "job elements" (knowledge, skills, abilities, etc.) that are common both to a test and to job
performance. The J-coefficient is then expressed as a function of the degree to which the
elements are (1) important for performance and (2) measured by the test.

Element-job relationships can be estimated subjectively via expert judgment, or
empirically by correlating current employees' performance on the elements to their overall job
performance (Mossholder & Arvey, 1984). Element-test relationships are typically estimated by
having test experts judge the relevance of each test item for each element, or these relationships
can also be estimated empirically by correlating element proficiency ratings with test scores.
Although it is possible to derive each of the necessary relationships empirically, the amount of
data needed to produce stable estimates often precludes the method, so judgments are most often
used.

Research comparing J-coefficients to traditional validity coefficients indicates that the two
estimates are often quite similar (Dickinson & Wijting, 1976). However, missing critical job
elements may lead the J-coefficient to underestimate validity (Mossholder & Arvey, 1984), and
variation in element intercorrelations or test-element correlations across jobs will reduce the
generalizability of the equations across jobs (Trattner, 1982). Nevertheless, the J-coefficient
represents one way of developing an estimate of test validity without collecting criterion data,
but it has been suggested that the J-coefficient may be more akin to content validity than to
synthetic validity (Guion, 1976).

PAO attrbute profiles. The Position Analysis Questionnaire (PAQ; McCormick et al.,
1972) is a worker-oriented job analysis questionnaire consisting of almost 200 general
performance behaviors. McCormick et al. (1972) sought to establish the ability requirements for
each dimension of performance behaviors by having a sample of psychologists rate the
importance of each of 68 human attributes for performing each behavioral component.

The PAQ provides a method for completing several of the major steps for establishing
synthetic validity. First, the PAQ provides a behavioral taxonomy that can serve as a basis for
job analysis. Second, the established attribute ratings can be used to determine the ability
requirements for the behavioral components. Third, jobs can be analyzed using the PAQ to
determine the relevant behavioral components of the jobs and thus their likely ability
requirements. However, the procedure does not provide a method for combining information into
job-specific validity estimates (although McCormick et al. did predict validities for the General
Aptitude Test Battery (GATB) with the ability requirement judgments). Thus, the attribute
profiles may be more useful for informing a choice of tests rather than for estimating the validity
of those tests.

49



An empirical process for establishing synthetic validity has also been used with the PAQ,
however the procedure has been criticized on several grounds (cf. Mossholder & Arvey, 1984;
Crafts et al., 1988). A description of the procedure appears in an earlier report (Knapp et al.,
1992).

Army SYNVAL project. One of the primary goals of the Army's SYNVAL project was
to determine what information should be used to select and classify people into an MOS when
empirical validation data are not available (cf. Wise, Peterson, Hoffman, Campbell, & Arabian,
1991). Specifically, the project investigated the feasibility of using synthetic validation
procedures for extending the results of the Army's Project A to Military Occupational Specialties
(MOS) that were not included in that research effort. Again, a description of this research also
appears elsewhere (Knapp et al., 1992).

The SYNVAL project investigated a number of issues dealing with synthetic validity
procedures. The project compared different job component taxonomies (tasks, behaviors,
attributes), synthetic vs. empirical prediction of specific performance dimensions (Core Technical,
General Soldiering, and Overall Performance importance), different types of judges, and different
weighting strategies for developing prediction equations.

SYNVAL research found little difference among the three component taxonomnis in terms
of their usefulness for analyzing jobs for synthetic validation purposes. Tasks, behaiiors, and
attributes could each be rated reliably in terms of their relative importance for measuring or
predicting performance in an MOS, given a reasonable number of judges (approximately 15).
Task components were chosen as the preferred unit of analysis for two reasons. First, using task
components to describe jobs yielded greater discriminability across MOS than the other models.
This was especially true when the each task component was rated in terms of importance for the
Core Technical performance factor in each MOS. Second, rating the importance of tasks for an
MOS tended to be more acceptable to judges (Army NCOs and Officers) than the other methods.

Importance ratings of task components for different performance dimensions indicated that
there was a high degree of correspondence among ratings of a specific task's importance for the
Core Technical, General Soldiering, and Overall Performance scales. Task importance ratings
for General Soldiering showed the least discriminability between MOS, and Core Technical
importance ratings showed the most discrininability. This was the expected pattern because
General Soldiering activities are common across MOS, and Core Technical activities were
defined to be MOS-specific.

The research also found that raters of varying supervisory levels and organizational
backgrounds (i.e., training vs. operation) provided similar judgments of task importance.
Attribute validity judgments for each task component were also made reliably by raters with at
least some experience with psychological measurement. Different methods of weighting
judgments of validity also (lid not produce large differences in the resulting equations, but a
weighting strategy that applied a weight of zero to validities that were estimated to be low (e.g.,
below .30) slightly improved the discriminant validity of the resulting equations.
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The SYNVAL project also compared synthetically derived validity equations with
empirically derived equations developed for jobs where criterion data were available. The
synthetic equations achieved levels of absolute validity (corrected for range restriction and
criterion reliability) that were about 96 percent as high as the empirical equations. However, the
empirical equations evidenced somewhat greater differential validity than the synthetic equations.
Differential validity in this context refers to the difference between (1) the validity obtained for
an MOS using its own equation, and (2) the validities obtained using equations calculated for the
other MOS. Differential validity was found to be slightly higher when Core Technical
performance criteria were used, compared to Overall Performance criteria.

Issues and Conclusions Refarding Synthetic Validation

As the SYNVAL research noted, two basic criteria for judging the usefulness of synthetic
validation procedures are overall criterion-related validity and differential validity. Regarding
overall validity, synthetic equations should be able to approximate the validity estimates derived
empirically. Research on the J-Coefficient (Dickinson & Wijting, 1976) and the SYNVAL
project (Wise et al., 1991) indicates that this condition can be achieved.

Differential validity evidence from SYNVAL indicated little difference between equations
that were developed for one job and then applied to another. Differential validity is an important
criterion for synthetic validity because the procedure is based, irt part, on the assumption that
different human characteristics are important for different job components and thus different jobs.
Synthetic validation procedures should be able to make use of this variation where it exists.
SYNVAL researchers (Peterson, Wise, & Campbell, 1991) have noted that one reason why the
synthetic approach did not show greater differential validity could be that the jobs they examined
(entry-level skilled positions) are not widely different in terms of their basic job requirements.
In this regard, the degree of differential validity captured by the empirically based operations,
while significant, was not overly large.

Most applications of the synthetic validation paradigm have used expert judgments to
establish the relationships between human characteristics and job components. Although the
research discussed here and other studies (e.g., Schmidt, Hunter, Croll, & McKenzie, 1983) have
shown that these judgments can be reliable and reasonably equivalent to empirical validity
coefficients, it should be noted that validity judgments may be affected by prior empirical results.
Because trained psychologists are often used as raters, judgments of validities may be dependent
upon past validity studies. This influence may not be a problem for most applications of synthetic
validity; however, in situations where new predictor or criterion measures are being applied, it
is possible that judgments between variables will be more difficult. More research is needed on
the factors that mnay affect these judgments.

So far, the results of applied synthetic validation efforts have been encouraging. Future
research should continue to examine the issues of discriminant validity under conditions where
.tue validities ar more likely to vary and the judgment process behind attribute requirement
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estimation. The other procedures for generalizing validities that are reviewed here are less
dependent on human judgments.

Validity. Generalization

In recent years, procedures have been developed for aggregating the results of multiple
studies to develop a more statistically reliable and accurate estimate of the relationships among
variables. These procedures have been applied generally, to the summarization of research
findings in the form of a meta-analysis (Glass, McGaw, & Smith, 1981), and adapted specifically
for the estimation of the relationship between individual characteristics and job performance
(Hunter, Schmidt, & Jackson, 1982). Validity generalization analyses are based on the idea that
any single estimate of validity is a function of both the true correlation between two variables
as well as both systematic and unsystematic sources of error. Thus, a number of validity
coefficients based on the same underlying true correlation would be expected to vary due to
various kinds of error in local validity studies. This error is attributable to factors such as
sampling error, variations in criterion reliability, and variations in restriction of range. By
correcting for these errors it is possible to more accurately estimate the true relationship between
the variables.

Validity Generalization Pr€cedures

In terms of correcting for various sources of error variance, validity generalization
procedures go beyond those meta-analysis procedures which are only concerned with the effects
of sampling error. Hunter et al. (1982) and Schmidt (1988) have described the procedures for
conducting a validity generalization analysis; a summary of these procedures is provided below.

First, studies that investigate a relationship of interest (e.g., the relationship between
cognitive ability and job performance) are gathered, and the effect sizes from these studies are
put on a common metric, such as a correlation coefficient. Second, the variance of this
distribution of validity coefficients is corrected for "artifacts;" that is, for sources of variation that
are properly labeled as sources of error. The three sources of error variance in estimates of r1y
that have received the most attention are sampling error, differences in criterion reliability across
studies and differences in the degree of range restriction across studies. (Note that other artifacts,
such as predictor unreliability, are also often corrected.) After subtracting the variance due to
artifacts, the variance remaining in the distribution of coefficients can be characterized as an
initial estimate of variance in validity estimates that is due to substantive differences across
studies. Third, the mean of the distribution is then computed and corrected for mean effect of
range restriction and the mean attenuating effect of unreliability in the criterion measures. Where
it is possible, these corrections are made for each study before the average effect size across
studies is calculated.
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The mean and variability of the distribution of effect sizes are then examined in two ways
to determine whether the validities "generalize." The distribution of validity coefficients can be
examined to determine whether a large portion of the observed coefficients lie above a minimally
useful level. If, for example, 95% of the coefficients lie above the useful level, it may be
concluded that the construct assessed isAuseful across situations (i.e., validities can be said to
generalize). Additionally, a stronger conclusion may be supported if a substantial portion (75%
has been the rule of thumb) of the variability in the coefficients can be accounted for by artifacts.
If this is the case, it may then be concluded that the corrected mean (r) of the effect size
distribution is the best estimate of the true correlation (i.e., the population parameter) between
the predictor and criterion (that is, situational specificity of validity is rejected).

If it is not possible to reject the hypothesis that the variance in effect sizes is greater than
that expected due to artifact, then meaningful situational moderators of the remaining variability
should be examined. If characteristics of the studies used in the analysis (such as the cognitive
complexity of the jobs studied) are related to effect sizes, then those characteristics may be said
to moderate validity. This step in the validity generalization procedures differs from other meta-
analytic techniques in the sense that typical meta-analyses will search for moderators before
accepting a generalizability hypothesis (Glass et al., 1981). Validity generalization procedures
initiate a search for moderators only if substantial variability in effect sizes remains after
accounting for artifactual variables.

These procedures address two critical hypotheses about the validity relationship: whether
the validities generalize across situations, and whether situations affect true validity varies at all
as a function of situation differences. It is important to note that these hypotheses are not
mutually exclusive. That is, it is possible for validities to generalize (have a non-trivial value
across situations), and yet show some variability due to situations (e.g., jobs). Some tests may
simply have lower (yet still useful) validities for some types of jobs than for others. The second
hypothesis is a stronger version of the validity generalization argument (i.e., true validity does
not vary across situations) and is more difficult to support.

Remeaih on validity generalization has produced some refinements in the procedures and
suggests improvemnnts in the theory. These issues will be examined in the following sections.

ImMMesIn VAlidift Generllizatign

A number of issues are currently being debated with regard to validity generalization
procedufes. Many of these issues deal with the technical details of the formulas used to correct
the variability in effect sizes and the estimates of artifactual bias that are used in the corrections
(see Hartigan & Wigdor, 1989, for a concise review). Other issues are more substantive,
however. These issues deal with the probability of falsely rejecting the situational specificity
hypothesis, the inclusion of flawed research in the group of studies examined, and the precision
of the definition of the variables being examined in the generalization hypothesis (Guion, 1991).
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Power. The power to detect true situational moderation using the Schmidt and Hunter
validity generalization procedures has been criticized on several fronts (e.g., Callender & Osburn,
1980, 1981; James, Demaree, & Mulaik, 1986). Callender, Osburn, and their colleagues
(Callender & Osburn, 1980, 1981; Osburn, Callender, Greener, & Ashworth, 1983) have
developed an alternative approach to validity generalization. In their model, Callender and
Osburn test the situational specificity hypothesis using Monte Carlo methods to generate a
distribution of validity coefficients where the true variability in the coefficients is known. These
generated distributions have been used to test the power of the Schmidt and Hunter decision rule
for rejecting the situational specificity hypothesis (Osburn et al., 1983). (Recall that Schmidt and
Hunter suggest that if artifacts account for at least 75% of the observed variability in validity
coefficients, validities are assumed to be based on a common population value.) It was found
that both the Monte Carlo procedures and the 75% rule lacked sufficient power to detect low to
moderate levels of true variance in validity coefficients when the sample sizes of the studies used
were below 100. Whether the effect sizes (i.e. residual variance in the prior distribution) that
yield low power are too small to be of much concern is a matter of judgment.

Research included. A second issue deals with whether a representative sample of studies
has been included in any particular validity generalization analysis. Specifically, it is possible
that many validity studies that did not find a significant relationship were not published and thus
were not included in the validity generalization analysis (cf. Rosenthal, 1979). If a large number
of unpublished studies that show non-significant results were not included in a generalization
analysis, it is possible that the mean of the obtained validities will be upwardly biased. However,
studies go unpublished for a variety of reasons, not the least of which is that they may be poorly
designed. Thus, it may be argued that the unpublished studies that are not included in the
analysis are excluded with good reason -- to include them would add unnecessary noise to the
data. A middle ground on this issue may include problematic studies in the analysis where
possible and investigate study quality as a moderator. This approach has been used in some
meta-analyses (e.g., Gaugler, Rosenthal, Thornton, & Bentson, 1987).

Precision. A third issue relates to the precision with which the variables investigated in
a validity generalization analysis are defined (Guion, 1991). In an effort to amass a large number
of studies, and thus a large total N, researchers often include studies that use a variety of criterion
measures. This practice may confuse the issue because different types of criterion measures may
tap different latent variables (McCloy, 1990) both in terms of the performance content
represented and the performance determinants that are allowed to influence criterion variance.
Also, although the predictor measures included may have a general factor in common (e.g.,
cognitive ability), it is often the case that the measures differ in overall factor structure. This is
a critical concern for validity generalization because, if the relationship that is being generalized
is ill-defined, It will be difficult to use results of these analyses to make predictions in situations
where the relationship has not been investigated. Schmidt, Hunter, and Pearlman (1981) have
made the claim that performance is best measured as a unitary construct for validation purposes.
Recent work explicating the latent structure of performance, however, suggests that understanding
the dimensions of performance may enhance our ability to predict (e.g., Campbell, 1990).
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It is little wonder that one of the most pervasive validity generalization findings to date
is that cognitive ability relates to overall job performance in most jobs (Schmidt & Hunter, 1977),
given that only the most general predictor-criterion relationships are sought. As validity
generalization models continue to develop, it will be important to refine the definitions of the
constructs that we seek to relate and better specify the relationships we seek to generalize.

One Parameter or Many?

One could think of validity generalization analyses as a search for the relationships among
latent variables (i.e., the true correlations). In this context it is reasonable to expect that more
than one latent relationship may underlie a distribution of validity coefficients. Consider the
following example: suppose two classes of predictor variables (e.g., cognitive ability and
personality characteristics) were considered in a validity generalization analysis. In the same
analysis "performance" could be construed as having two components: volitional behavior (a
"will-do" component) and task proficiency (a "can-do" component). If each type of measure
relates to the others to at least some degree, then the resulting distribution of coefficients could
be best described by a model that assumes there to be four sub-populations of coefficients, not
just one. Criticisms of the "75 percent rule" for rejecting the situational specificity hypothesis
have indicated that the existence of such sub-populations (and their corresponding population
parameters) are likely to go undetected in many validity generalization analyses (e.g., James et
al., 1986).

Recent work on validity generalization models has developed additional procedures for
testing the notion that more than one true correlation may underlie a distribution of validity
coefficients. For example, Bayesian estimation procedures that allow for the testing of
hypotheses that are based on more than one true population correlation have been applied to the
validity generalization problem (e.g., Hedges, 1988; Thomas, 1990). The model proposed by
Thomas (1990) provides estimates of (1) the number of population correlation coefficients that
best fit a given distribution of sample coefficients, (2) the values of those population parameters,
(3) the proportion of sample correlations that correspond to each of the parameters, and (4) the
true variance among the population parameters. A similar model has been proposed by Hedges
(1988). In that model, the likelihood that the true variance in population parameters equals zero
is examined in light of the data included in the meta-analysis. In each of these models the
possibility that some true variability may exist in the underlying population coefficients is
acknowledged.

Conclusions Reeardine Validity Generalization

Validity generalization procedures allow the relationships among latent constructs to be
estimated. Although situational variables probably account for far less variance in validity
coefficients thw- was once thought, current developments in validity generalization models leave
room for true variability in validities to be identified. These procedures should help personnel
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researchers to better understand the relationships between predictor and criterion constructs.
Another procedure for estimating validities in the absence of criterion data, multilevel regression,
assumes that true validity varies across situations (jobs or job components), and it explicitly
attempts to capture that variability.

Multilevel Regression

Multilevel regression (MLR) is a statistical procedure for developing modeling equations
for nested data1. For example, the procedure has been used in educational research for
examining the effectiveness of new instructional techniques, where different techniques are
applied to students in different schools such that only one technique is used in a given school.
Thus, some variability in effectiveness is due to differences between schools (e.g., Braun, 1989).
This problem is handled in MLR by predicting the variability in the relationship between the
treatment and the dependent variable with the characteristics of the schools in which the
treatment was administered. The viability of the treatment in new schools may then be estimated
by using the characteristics of that school to predict the expected treatment-performance
relationship.

This modeling procedure has been adapted for predicting job performance for military
jobs where criterion data have not been collected (Harris et al., 1991). The procedure is based
on the assumptions that the true relationship between person characteristics and job performance
varies between jobs, and that the variability in the relationship is related to the characteristics of
the jobs. The logic of the procedure is similar to that of the educational example above: the
relationship between person attributes and performance is determined for a set of jobs with
known characteristics. Variability in the regression parameters for each person attribute is
addressed by treating the parameters as a dependent variable and regressing them on the job
characteristics in a second set of equ:tions. The relationship between person attributes and
performance for new jobs (i.e., the parameters for the first-level equation) can then be estimated
by inserting the characteristics of those jobs in the second level equations. The following section
describes the procedure as it was operationalized in the Linkage projects conducted for the Navy
and the Office of the Assistant Secretary of Defense (OASD; Harris et al., 1991; McCloy et al.,
1992).

TIheMultilevel Job performance Model

To investigate the importance of quality of recruits in the Military Services, the
Department of Defense (DoD) initiated the Job Performance Measurement/Enlistment Standards
Project, a long term research effort to define job performance in the military and establish
linkages between recruit characteristics and performance (DoD, 1987). As a part of that effort,

'This pWcmduru is also known as Hilcrachical Lincar Modeing (Bryk & Raudelbush, 1987).
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several new performance measures, including hands-on performance tests, were developed for
a !ample of jobs in each Service. The relation between recruit characteristics (such as cognitive
ability) and job performance was estimated for those jobs. Unfortunately, performance tests were
not available for all jobs, because the tests are expensive and time consuming to develop and
administer. Thus, Harris et al. (1991) developed a multilevel model of job performance for
obtaining performance predictions for jobs without hands-on tests.

The multilevel model relates characteristics of people to their subsequent job performance,
and it explicitly accounts for variation in the relationship between individual characteristics and
performance that is due to job characteristics. This approach is operationalized as a multilevel
regression model with the following general structure:

PO = o• + PJTtJ + •OJ + eij.

In this model, the performance of person i in job j (Pa) is modeled by a constant that is
dependent on job j ((o1); a vector of regression coefficients that is dependent on job j (03j)
multiplied by the individual's score on a test of interest (Tq); a vector of regression coefficients
that is dependent on job j (yj) multiplied by other predictors of interest (0 1); and an error term
(e,). Note that parameter O0 is included here only to show that multiple predictors can be
included in the model.

In the second level of the model, the regression coefficients obtained in the first model
(e.g., [3) serve as criteria and job characteristics are used as predictors. Specifically, the
subscripted coefficients in the model indicate that it is possible for the contribution of the
corresponding variable to vary across jobs, and it is assumed that this variability can be
accounted for by the characteristics of the jobs. The multilevel regression approach assumes that
these coefficients can be estimated using the following structure:

=ý a + RMi + 801,
P 3 P + j+ 8 , and

The job-related moderator variables, Mj, are characteristics of the jobs of interest. The
coefficients in r. describe the degree to which the variance in the job-specific parameters (Cv, ol,
and yj) is due to job characteristics, Mj. The M, variables may differ for each parameter, and the
8's are random errors. This job performance model allows for the estimation of performance
from individual characteristics, over a range of jobs, while accounting for the modifying effect
of different job characteristics.

A multilevel job performance model was used to develop linkage prediction equations for
entry level military jobs (cf. Harris et al., 1991; McCloy et al., 1992). The model used the
Armed Forces Qualification Test (AFQT), an ASVAB Technical composite (made up of scores
on the Auto and Shop Information, Mechanical Comprehension, and Electronics Information
subtests), educational attainment (high school diploma graduate or non-high school graduate), and
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experience (total months of service) as individual attribute measures. Hands-on performance tests
were used as criterion measures.

To include job characteristics in the model, it was necessary that all of the jobs of interest
(including those without performance data) be described with the same job characteristic
variables. The job-descriptive variables (Mi) used in the research were developed from an
analysis of similar civilian jobs. Four component scores were used to describe each job:
Working with Things, Cognitive Complexity, Working Conditions, and Fine Motor Control. These
component scores were obtained for 925 military jobs having complete descriptive data. The
scores were then used as the Mj variables in the multilevel regression model.

Deriving job-specific prediction equations was completed by first estimating an initial
multilevel performance equation using all 24 jobs in the sample for which hands-on performance
test data were available. Individual job equations were formed by inserting the appropriate
component scores into the job-level (second level) equations and solving for the parameter
estimates, which in turn are inserted in the individual level equation to solve for the performance
prediction. The research found that the job components did account for some statistically
significant variation in the regression parameters.

Evaluation of the Model

The multilevel model has been evaluated in two ways (McCloy et al., 1992). First,
because the initial model was estimated using only 24 jobs, the sensitivity of the model to any
one job was a concern; thus a sensitivity analysis was conducted to determine how the model
parameters varied when individual jobs were excluded. Second, the validity of the job-level
prediction equations for jobs that lack criterion data was investigated with a cross-validity
analysis.

The sensitivity analysis was conducted by examining the change in the equation
parameters when the initial equation is estimated on a smaller sample of jobs. This analysis was
accomplished by holding out each one of the 24 jobs in the sample, and re-estimating 24 different
performance models using reduced satnples of 23 jobs each. The various parameter estimates
were then compared across models. The results showed that individual-level parameters (i.e.,
those for AFQT, ASVAB technical composite, education, and experience) were quite stable. The
p4raneters for the job-level parameters were somewhat less stable, as would be expected due to
the small number of jobs in the model. Additionally, predicted performance based on the
reduced (23 job) models did aot vary meaningfully across the different models, This analysis
suggests that the model is relatively insensitive to the specific jobs in the sample. However, the
inclusiont of more jobs wou!d improve the stability of the job-level parameters.

Cross-validity analyses were conducted to examine how well performance is predicted for
jobs v% ithoui i;riterion liirt. This was accomplished by treating jobs with performance data as
if they lacked performatie data and then generating prediction equations for those jobs. Cross-
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validation of the performance model involved using each of the "reduced" (23-job) models to
generate a job-specific equation for each of the respective holdout jobs, as if those jobs lacked
criterion data. These equations were then compared to ordinary least squares (OLS) equations
generated for each of the holdout jobs using the hands-on performance test data as criteria for
those jobs. The OLS procedure provides optimal equations given the sample data, thus providing
a ceifing value for the multiple correlation. The procedure was repeated for each of the 24 jobs
in the sample. After correcting the OLS R2 estimates for shrinkage, there was little difference
between the OLS R2 estimates and the estimates derived from the multilevel model (most R2

differences were less than .02). Larger differences tended to be found only for jobs with smaller
sample sizes. The cross-validity analyses suggest that the multilevel model provides fairly
accurate job-level prediction equations for jobs that lack criterion data.

Conclusions Regarding Multilevel Regression

The multilevel regression approach is useful because it provides a method for accurately
developing prediction equations for jobs that lack criterion data. The approach is also useful for
another reason -- more resources can be devoted to the measurement of performance because
performance data do not need to be collected on all jobs for which test validity needs to be
established. In the example discussed here, hands-on performance tests, which are difficult and
costly to develop, were used as criteria for a small set of jobs. If the M, variables account for
relevant variance in the predictor-criterion relationship, the multilevel approach allows for the
generation of prediction equations for other jobs where such involved performance measures are
not available. Of course, the viability of the procedure depends on the degree of relevant
variance in the regression parameters accounted for by the Mj variables and on the extent to
which the sample of jobs having criterion data is representative of the population of jobs for
which prediction equations are to be developed.

As researchers continue to define a criterion taxonomy and develop more comprehensive
criterion measures, multilevel models may prove useful for generating initial prediction equations
using jobs where extensive criterion measurement has been conducted. Multilevel modeling may
also benefit from recent advances in validity generalization research. Specifically, as we become
better able to specify the conditions under which true validity might be expected to vary, robust
job charactermitics may be better identified for defining the second-level job equations. Research
in this aWea may benefit from *n investigation of differential validity resulting from the various
job-level equations, sitniiar to that pMrforned in the SYNVAL project.

Multievel regression makes great demands of the data; and, to estimate the initial model,
a sample of several jobs, with several individjals in each job, is required. The research described
,eae used 24 jobs and a total N of 8464, and including more jobs would have improved the

stability of the job-level parameters. However, a the. taxonomies of person characteristics and
performance become better defined and moderators of validity are identified, multilevel regression
may become increasingly tisaIul for modeling the relationships betweeni predictors, criteria, and
job characteristics.

59



General Conclusions

This chapter examined three procedures for estimating the validity of individual
characteristics for predicting performance on jobs where criterion data are not available. In the
introduction, a general framework was discussed that might describe the relationships between
person characteristics, job characteristics, and performance components. Realistically, however,
it is likely that the levels of uncertainty and dynamaticity present in the variables we study may
make the development of such a framework an illusive goal. Nevertheless, the logic of such a
framework (e.g., that finite taxonomies of person, job, and performance components can be
developed and general laws can be established that describe the relations between these variable5)
has been applied in each of the areas that was described. The three procedures eýaamired here
each provide a methodology for generalizing criterion-related test validities. However, these
procedures are only effective when they are based on valid theories of the predictor, criterion,
and job characteristics domains.

A number of general conclusions follow from the research that was presented:

* Synthetic validation procedures have been shown to result in validation equations that are
similar to empirically derived equations, but more research is needed on the judgments
that are used in the procedures, particularly with regard to their ability to capture the watc
extent of differential validity that might exist.

l Much of the situational specificity that was once believed to moderate test validities is
due to various artifacts associated with conducting local validation studies. More pi=-is+•,
estimation of the "true variance" in validity coefficients will be in large mews.,n,• a
function of the descriptive power provided by substantive miodels of the latent shcurv
of the predictor-perfomance space.

Recent developments in models of validity generalization provide more powerful zvyh•×xi
of detecting true situational (job) moderation of w,,iditics. Theme developments ccumd
help resewchets to better isolate true variation in validity fron variation due to enor.

* A relatively new procedure, multilevel regression, provides another netho for vlz.kiting
jobs that do not have criterion data. The procedure explicidy intcorwpro'te joD
characteristic information into a prediction model to account for any nuxteraIA i•fcct
dta these characteristics may have.

Taken together, the procedures dicussed here suggest one additional conclusion. 7I" is. any
comprehensive effort to establish validity in a generally applicable nmanner jiwud jointly
recognize the interrelationships among al' three of the taxoaomkic ý,is diied in the
introduction (predictors, performance, and job chaz. cteristics). Note tlzzii. tlii- vtity" in
this context may refer to three distinct activities: (!) the identificatioa - lpproprietc .',eividual
difference variables to be included in a prediction nmlxel, (2) the e,•'irmion of th- -aerion-
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related validity of those variables for given jobs, and (3) the estimation of the differential validity
of those variables across jobs.
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V. METHODS FOR SETTING STANDARDS ON

PREDICTOR AND CRITERION MEASURES

Rodney A. McCloy

The terms "performance standards" and "selection standards" appear frequently in the
personnel research literature and human resource management professional literature, as well as
in the popular press. Performance standards refer to scores of special interest on the criterion
and selection standards refer to scores of special interest on the predictor(s). The scores
designated as standards are given special importance because individuals who fall above or below
the standard are treated differently, or at least evaluated differently, regardless of the scores
earned by other individuals. This is the distinction of norm referenced versus criterion referenced
measurement, as it is made in educational measurement. For performance standards, some
"standards" of interest are those which distinguish: a) needs training vs. does not need training,
b) should be fired vs. should not be fired, c) should be promoted vs. should not be promoted, or
d) should hire people who would perform at this level or above vs. should not hire people who
would perform below this level. For selection and classification the standards of interest are the
predictor scores which determine hire versus not hire and the scores which govern entry into
specific jobs during job assignment. While the terms selection standard and performance
standard are familiar, identifying such scores via a reliable and valid scaling procedure is quite
another matter. It has proven to be a very difficult measurement problem, with no consensus
about how it should be accomplished.

Numerous methods for setting test standards have been proposed. In this chapter, we
present a brief review of the more common methods and discuss the resixlts of empirical studies
that have compared thcm. This discussion is followed by a description of a somewhat different
approach that goes well beyond the issue of setting a single "cut score" to modeling the variables
affected when a standard goes operational.

Standard ,ettint Methods

Methods for setting standards on performance or predictor measures can be divided into
two classes: item-based nmethods and examinee-based methods. Although most of the standard
setting literature springs from educational research where the primary concern is setting
competence on written multiple choice tests, the methods can be modified with varying degrees
of success for use with perfornuice tests (Jaeger & Keller-MeNulty, 1991).

Item-Baso Methods

Item-based methods require raters to make judgments regarding the proportion of
miinimaly competent individuals (i.e. minimally competent vs. non minimally competent = "the
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standard") who would correctly answer each test item. These methods are more widely used than
examinee-based methods.

Angoff method. For the Angoff (1971) method, judges are instructed to estimate the
percentage of minimally competent individuals who would correctly answer each test item. The
percentage estimated to pass each item is converted to the percentage of items that should be
passed by minimally competent individuals.

The Angoff method is arguably the easie;t method to implement. Judges have little
problem understanding their task. The method has its drawbacks, however, as do all the methods
to be described. For example, the method often results in highly variable standards across judges
unless coupled with normative data or an iterative procedure (Jaeger & Busch, 1984; Norcini,
Lipner, & Langdon, 1987). In addition, the method is appropriate only for dichotomous items.
The method could be modified for continuous measures by asking subject matter experts (SMEs)
to estimate the most likely, or average, score for minimally competent individuals.

Nedelsky method. The Nedelsky (1954) method requires a multiple choice format.
Judges must identify the distractors a minimally competent individual would readily eliminate
as incorrect. A minimum passing level (MPL) is then calculated for each item by taking the
reciprocal of the number of response options a minimally competent individual could not identify
as incorrect. A standard for each jodge is obtained by summing the judge's MPLs for the test
items. The standard for the test is the average of the judges' standards.

The Nedelsky method suffers several drawbacks. For example, it is assumed that
examinees randomly select a response option from those that cannot be identified as incorrect.
This assumption depends upon a second assumption that examinees do not draw on partial
information from the item or its distractors. The effect of these assumptions is a standard that
is more lenient than that obtained using other methnds.

Perhaps more damaging to the method is its difficulty. Judges often report being confused
and having little confidence in their judgments (Poggio, 1984). Finally, the method requires a
multiple choice test. Although appropriate for written tests of job knowledge, the Nedelsky
method cannot be used with work samples or performance ratings.

Ebel nelhth. This method, described by Ebel in 1972, also involves judgment about
minimally competent examinees. Judges must classify items into the cells of a matrix defined
by some number of levels of difficulty and relevance. Although the number of levels of
difficulty and relevance can vary, libel suggest three for difficulty (easy, medium, and hard) and
four levels of rclevance (essential, important, acceptable, and questionable). Working together,
the judges estimate the percentage of minimally competent individuals who would correctly
answer a large sample of items similar to the items in each cell.

Unlike the Nedelsky method, judges readily understand this judgement task. The method
does possess drawbacks, however, such as its tendency to be quite time-consuming and to result
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in consistently stricter standards than other methods (Andrew & Hecht, 1976; Poggio, 1984;
Skakun & Kling, 1980). But its major drawback for use in the military is that few military
performance measures are commensurate with the categorization the method requires (Jaeger &
KeUer-McNulty, 1991). If the dimensions are ill-defined, the standards are like to be highly
variable and unstable.

Jaemer method. Rather than having judges estimate the percentage of minimally
competent examinees who would answer an item correctly, Jaeger's (1982) method asks judges
the following question: "Should every examinee in the population of those who receive favorable
action on the decision that underlies use of the test (e.g., every enlistee who is admitted to the
military occupational specialty) be able to answer the test item correctly?" (Jaeger & Keller-
McNulty, 1991, p. 268). The method also employs an iterative approach coupled with normative
data. Specifically, after answering the preceding question for each test item, judges as a group
receive information on the percentage of examinees who actually did answer each item correctly
during a recent administration of the test. After considering these data, judges reconsider their
estimates and then independently respond to the same question for each item a second time. For
the final phase of the judgement exercise, more normative data are provided, this time
information on the number of examinees who would have failed the test had the judges'
standards been adopted. Judges are then given one more opportunity to amend their estimates.

Given the group discussion format of the iterative procedure, the Jaeger method can be
rather time-consuming. The method does have the distinct advantage of being applicable for any
type of measure, although some modification would be required before applying it to
continuously scored measures (e.g., ratings).

Although the possibility of judges defining their referent groups differently is not a
problem, the Jaeger method does not rule out the potential for different standards to affect the
judgments. For example, there could be conflicting ideas about the items that should be correctly
answered by individuals who receive a favorable personnel action. Although the iterative
procedure provides sone buffer against such an occurrence, untoward group dynamics (e.g., a
highly dominant or persuasive individual) could subvert the process.

Exandnee.4ased Methods

Methods based on examinees rest prinmrily on two assumptions. The first is that judges
who are familiar with examinee performance in the area being tested can identify high- and low-
performing individuals. A second assumption underlying examinee-based methods is that most
judges are more comfortable making decisions about individuals than about test items.

Horderline-groull mthod. This method determines a test standard based on actual

borderline (i.e., mininmlly competent) examinees (Livingston & Zieky, 1982). Judges are asked
to identify competent, borderline, and incompetent examinees. The cut score is the median score
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of the borderline group, but this value is often adjusted downward slightly to account for
measurement error.

Contrastina-eroups method. For this method, judges must identify two groups of
examinees: those who they are sure demonstrate mastery of the material being tested, and those
who they are sure do not demonstrate mastery. The test scores for the two groups are plotted
and compared. The score appearing at the point of intersection for the two distributions is
selected as the standard.

Estimates of time to proficiency as a means of standard setting. Another type of
examinee-based method requires judges to estimate the amount of time it requires an individual
to become proficient on the job. Rather than having supervisors identify groups of exceptional
and marginal examinees, recent research for the Navy (Harris, personal communication, Sept.,
1992) asks the supervisors to estimate the amount of time it takes an average recruit (i.e., AFQT1

of 50) to attain acceptable performance in their rating. Estimates may also be obtained for the
time required to demonstrate other levels of performance (e.g., minimal or exceptional levels of
proficiency).

This method does have the severe drawback that supervisors have been shown to be
unable to provide reliable ratings of time to proficiency (Leighton et al., 1992). More research
is needed to examine the possibility that such ratings could be made more reliably if supervisors
are (1) given the opportunity to observe key tasks and (2) instructed to pay particular attention
to the key tasks for purposes of performance assessment.

Summar. The standard setting methods described above are the most commonly applied
procedur. 3, but there are other, (e.g,, Berk, 1976; Kriewall, 1972). Comparison of the methods
by empirical analyses have generally found that the Ebel method produces the strictest standards,
wh# ,,as the Nedelsky method produces the lowest standards. The standards resulting from the
An joff and Jaeger methods typically fall somewhere in between. Although all the methods have
certain disadvantages, Berk (1986) argued that the Angoff method is the best in terms of
technical adequacy and applicability. He also gave high nmarks to the contrasting groups method.

The most pervasive finding of the studies that have compared the various standard setting
methods has been suggested in this ,,eition-namely, the different methods result in different
standards (e.g., Andrew & Hecht, 1976; Sigmon & Halpin, 1984; Livingston & Zieky, 1983;
Skakun & Kling, 1980). Because of the disparity in standards established by the various
procedures, many researchers recoimend the use of several standard setting procedures (Halpin
et al., 1983; Koffler, 1980).

1ThU Armed Fmces Qualification Test (AFQT) is a composite score conprising the verbal and mathematical
subtesus of the Aimed Scrwvics Vocatonl Aptitde UBay (ASVAB). the ciitiaatiou administerod to milnia7y
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Similar results were obtained by Wise, Peteson, Hoffman, Campbell, and Arabian (1991)
during the Army's Synthetic Validation Project. These researchers used two standard setting
methods not described above. In the behavioral incident method, judges read a description of
a specific incident of job performance. The judges were instructed to consider a soldier
performing similarly on a consistent basis and to rate that soldier's performance as unacceptable,
marginal, acceptable, or outstanding. The second method, a task-based standard setting
procedure, presented judges with i form describing three sample tasks from the Project A hands-
on tests. A distribution of th'- hands-on test scores was also provided for the dimension in
question, along with values indicating the percent of soldiers who scored at or below that
particular test score in the Project A database. Judges were to indicate cut scores on the
distribution by drawing turee lines to demarcate unacceptable, marginal, acceptable, and
outstanding performance on the dimension.

As with previous research comparing standard setting methods, the standards generated
from these two methods were quite different:

"As many as half of current incumbents were !ess than fully acceptable and nearly
30 percent were unacceptable according to the standards set by the task-based
method. By contrast, fewer than 40 percent of current incumbents were less than
fully acceptable and only 6 percent were unacceptable according to the standards
set by the behavioral incident method" (Wise et al., 1991, p. 7-7).

Although the method chosen has a substantial impact upon the standards derived, other
factors also influence the standards. Pulakos, Wise, Arabian, Heon, and Delaplane (1989)
presented a model of the standard setting process that relates such factors as the characteristics
of the judges (e.g., demographics, knowledge, interest group), the number of judges, the type and
amount of training judges receive, the choice of judgment facilitation techniques (e.g., normative
data), and the purpose of the research (e.g., the number of standards to be set, the use of the
standards), and so on.

Cut Scores,.!istrihutions, and Costs

Most of the work on standard setting methods has been done in education where the goal
typically has been to give operational meaning to particular levels of competence or mastery (e.g.,
he knows enough to go on to the next course) that do not require comparisons to other people
(i.e., are not nonr-referenced). To make this type of interpretation, one must be able to assign
a meaning to the test score itself, such as what the score implies about how much of tie content
domain the individual has mastered. Testing of this sort has been labelled criterion-referenced
or domain-referenced testing.

Organizations like the Services need the same thing when they must make real-time
selection/classification decisions and cannot use top-down selection or assign people to jobs in
large batches such that some objective function is maximized. They also may not want to fill
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all available slots if the predicted performance for a individual is below some citical standard.
Selection "standards" only have meaning in terms of their relationship to performance standards.
The criterion-referenced scaling methods just discussed apply directly to the problem of setting
job performance standards, but we know of no instances where the methods have been applied
successfully such that the critical scores and the measurement operations on which they were
based exhibited high reliability and at least a minimum level of construct validity. The usual
outcome is a severe lack of consensus about what the "standard" should be. The lack of
consensus about what performance should mean, what measures are valid reflections of it, and
how high is high make standard setting a virtually impossible task, as suggested by the finding
that different methods often yield markedly discrepant standards.

But even if all of the methods discussed provided the same standards, problems of
interpretation would remain. One must consider the ramificatinns the standards will have for
selection and classification. For example, one variable that has not been addhessed in the
preceding discussion that has enormous policy relevance is cost. With every standard, there is
some cost associated with designating a group of individuals as marginal (e.g., remedial training
costs) or unacceptable (e.g., recruiting and training costs to replace the individual if discharged
from military service). Similarly, the recruiting cost of those exceeding a specified cut score will
typically increase as the cut score increases, given the tendency for higher quality individuals to
be more expensive to obtain (e.g., McCloy et aL, 1992).

The classic economic solution says the organization should keep spending until the
marginal revenue equals the marginal cost, Models for determining this point are termed
cost/benefit models. Although defensible in the private sector's free market economy, there is
no way to represent the benefit side adequately in the public sector. Although some have argued
that public sector organizations purchase inputs in competitive public sector markets and thus pay
the market price (e.g., Nord & Kearl, 1990), this does not imply that the value of the marginal
product of those inputs in the public sector organization is equal to the input price (cf. McCloy
ct aL, 1992, p. 16).

One way of avoiding the problem of measuring payoffs (hence, valuing performance) is
to pose a different set of questions that can be addresmed more easily. For example, one can ask:
(1) For a given level of aggregate performance, or a given distribution of aggregate performance
(in whatever metlaic), what personnel management strategy will minimize the cost of achieving
it?, or (2) For a given amount of money to spend, what personnel management strategy will
maximize aggregate performance? Models aimed at these questions are termed cost/effectiveness
models. Note, however, that emphasis is shifted to getting the most performance from a given
invcstment or to minimizing the cost of maintaining performance at its current levels.

Cest 1Effectiveness and CosPerformance Tradeoft Models for Evaluatina Selet'ioi- and
ClWsslrfies0 Standards

Prior to the Joint-Service Job Performance Measurement/Enlistment Standards (JPM)
Project which was begun by the Department of Defense in 1980, military job peaformance
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measures provided normative information only (i.e., what the relative standing of individuals is
in a given job). Green and Wigdor (1988) called for the development of domain-referenced
performance measures that would allow performance scores to be interpreted in terms of
competence (cf. Mayberry, 1987). They then stated that in selection, cut scores (i.e., standards)
are placed on the selection tests, not on the performance measures they are designed to predict.
As such, policy makers should examine the performance distribution that results from the usc of
a particular predictor cut score. Evaluation of the cut score will follow from the assessment of
whether the obtained performance distribution is desirable. Such a focus (1) again emphasizes
that selection cut scores have meaning only in terms of their relationship to performance
standards, and (2) stresses the entire range of obtained performance, going well beyond the
simplistic notion of competence/incompetence. Green and Wigdor emphasized, however, that it
is feasible a standard also could be placed on the performance measure, leading to consideration
of the distribution of examinees on the selection test(s). Either way, the focus shifts from a
single cut score to a distribution resulting from the cut score. The cut score may be altered until
a desired distribution is obtained.

The distribution must be interpreted irn terms of the competence of the individuals
constituting it. Policy constraints must also be considered, including end-strength goals, attrition
rates, and costs. The primary goal of the Enlistment Standards portion of the JPM Project was
to establish the linkage (i.e.. the relationship) between job performance and enlistment standards.
Several models considering these variables and a distribution of performance or recruit quality
have been developed.

The Arxnor Model. Perhaps the most prominent model in the literature is the one
developed by Armor, Fernandez, Bers, and Schwarzbach (1982) and Fernandez and Garfinkle
(1985). Armor and his colleagues described a cost-effectiveness model that solves for an AFQT
cut score that minimizes the cost of achieving a given level of first term perfoamance by recruits
entering a given occupation. The measure of performance used in the Armor model is the
expected number of "qualified" first term man years, where "qualified" was determined by the
probability that an applicant will "pass" the job-specific Army Skill Qualification Test (SQT).
Passing was simply defined as a percent correct score of 70. The probability of passing is
estimated from a model relating the entry characteristics of soldiers in a given Army occupation
to the scores those soldiers obtain on the SQT. Hence, the output measure combines the
probability that an applicant will survive to a given point in ihe first tern of Army service with
the probability that tie applicant will have passd the SQT to obtain a nmasure of "qualified man
years."

The cut score chosen by the Armor model is the one that minimizes the recruiting,
trainitig, and compensation costs over the first term of service, subject to letting sufficient
numbers of applicants enter so that a specified level of expected qualified man years of service
(i.e., a perfonntance goal) is achieved.

The Nord and Kearl Model. Nord and Kearl (1990) incorporated the Schmidt and
Hunter estimate of the value of dte standard deviation of performance in dollars (i.e. SDy = 40%
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of average salary) in an optimization model for determining recruit quality mix, thus developing
a cost-benefit model (as opposed to a cost-effectiveness model). They use this estimate in an
optimization process to solve for the level of performance at which the marginal value is just
equal to the marginal cost. Note that the solution depends upon the validity of representing the
value of different levels of soldier performance in terms of a dollar return to the organization.
The model attempts to solve for the optimal numbers of each of several categories of recruits in
each of several discrete recruit categories, considering all occupations simultaneously. The
Armor model, on the other hand, solves for an optimal "cut" score--a minimum score recruits
must achieve to enter the Armed Forces. Although this cut score approach is a pragmatic
solution to the entry standards problem, it can result in a solution that is at best the same, and
is generally more costly, for a given performance goal than the solution for a model solving for
the optimal number of recruits from discrete quality categories. In addition, the Armor model
considers only one occupation at a time. Although this greatly simplifies the optimization
problem, the recruiting costs used to solve for the optimal cutoff score are unlikely to be correct.
The problem is that this approach falls to consider the demand for high quality recruits in other
occupations when solving for the cutoff score of the occupation being analyzed.

Cost/Performance Tradeoff Model. Building on this research, McCloy et al. (1992)
described a model that solves for the most cost-effective recruit quality mix (quality being
defined as a function of AFQT category and high school graduate status) meeting specified
performance goals across occupations. The model therefore implicitly selects and classifies
recruits at on-ze, taking into account relevant costs and comparative advantage.

The objective function for the cost/performance tradeoff model is to choose recruits from
each of several recruit quality categories to enter various military occupational categories, so that
the sum of recruiting costs, training costs, and compensation costs is minimized, subject to
meting the perfermance goals in each military occupation, and, optionally, accession or first
term end strength constraints (Hogan & Smith, 1991). As such. it is well suited to an analysis
of the effects of changes in petformance goals, strength, or accession constraints on costs and
optimal recruit quality goals. The effects of budget changes on the optimal recruit quality mix
and on performance must be analyzed indirectly however, because costs are the quantity that is
minintized in the objective function. McCloy et al. (1992) discussed ways of addressing this dual
minimization problem.

The cost/perfornance tradeoff model comprisxs four primary components: (1) linkage
(i.e., prediction) equations, describing the relationship between individual characteristics (AFQT
score, ASVAB Technical composite score, high .school graduate status, and time in military
service) and job performance (operationalized as one's core on a job-slx',fic hands-on
perfonnance test), (2) survival rates for each occupation. (3) a recruiting cost fugction, and (4)
traidn and compensation costs.

The model uses performance prediction equations developed from data generated by the
JPM project. These prediction equations, estimated using a multilevel random coefficients model,
allow generalization across all military occupations to predict a potential new entrant's
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performance in any military occupation, given the applicant's education level and AFQT
category.

Survival rates were estimated directly from a historical cohort of accessions. These values
represent the average number of months recruits remained in their job during the first term of
service for each recruit quality category and occupation. The survival estimates are used to
weight the predicted performance scores to give the expected number of man years of
performance for recruits, again by quality category and occupation.

The recruiting cost function is derived from the estimated relationship between factors
affecting recruiting, including recruiting resources (e.g., bonuses, number of recruiters), and the
actual quantity of recruits. This function allows estimation of the recruiting cost for different
numbers and quality mixes of recruits. The recruiting cost function is an optimization model
itself, in that it estimates the least costly mix of recruiting resources as a function of the number
and quality mix of recruits, the prices of recruiting resources (e.g., advertising), and other factors
affecting the recruiting environment not controlled by policy (e.g., unemployment rate).

The costs of basic training and initial skill training are included.2 Basic training is
constant within a Service. Initial skill training varies by occupatio~ial category. Compensation
costs include basic pay, allowances, and retirement accrual over the first term. The estimates are
only as good as the validity of the functions that specify the, effects of investments on recruiting
and training results.

Using quadratic programming techniques, the model simultaneously selects and implicitly
classifies recruits into one of 36 occupational categories, to minimize the recruiting, t"- ining, and
compensation costs of meeting performance goals in those occupations over the first term of
service. With the cost/performance tradeoff model, the performance goal serves as the standard
on the performance test. The model solves for the cost-minimizing recruit quality mix (i.e.,
distribution) that will neet the standard in question. The optimization is influenced by important
policy variables, such as constraints on the number of accessions and requirmenits of the number
of high quality recruits that need to be assigned to each job.

Note, however, that the model does not solve for the "optimal" performance level of the
first term force. This question of "hew much performance is enough?" would require an
appropriate utility metric to be placed on performance. Such valuation is very difficult in the
private sector and of questionable meaning in the public sector, given that there is no market, per
se, and reaping a profit is not a goal of the organizations in question. The most important point
to make is that the model provides policy nakers with information to which they tnay apply their
own valuation criteria. The ramifications of their performance standards are quantified in the
distributions of performance and recruit quality they yield. Further, the various components of

2Nucdlw power tWqainig is also iacwudxl for the Navy.
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the model may be modified through "what if' analyses which can provide additional information
regarding the dynamics of the selection system.

Standard Settine and the Cost/Performance Tradeoff Model. Standard setting requires
difficult to make value judgments. The cost/performance tradeoff model does not make them less
so, but it does provide the type of information that should make the consequences of alternative
courses of action clearer. For example, recall that one of the variables in the performance
equation used in the cost performance tradeoff model is time in service. If time-to-proficiency
estimates are available, then the mean estimate of time to acceptable performance can be inserted
into the performance equation, along with the conditional mean values for the other predictors,
to generaite a predicted hands-on performance test score for that time in service. Inserting values
of one standard deviation above and below the mean time to acceptable performance into the
corresponding job-specific performance equation provides a reasonable range of values on the
hands-on test. To account for measurement error, the lower bound could be selected as the
standard for acceptable performance in the rating. Further, the standards for all the ratings could
then be used as performance goals in the cost/performance tradeoff model and the cost
implications for these performance goals evaluated through the solution of the most cost-effective
recruit quality mix that would meet the goals, as described above.

It should be noted that the tradeoff model does not suggest cutoff scores that should be
placed on aptitude area composite scores for each job in the military. In this sense, the model
cannot be used for setting job-level selection or classification standards. Rather, it can be used,
as just described, to evaluate the costs of setting various alternative goals for performance or
recruit quality. If, however, one is willing to describe "standurds" as the desired recruit quality
mix, the model does provide plenty of relevant, useful information regarding the cost and
performance ramifications of particular enlistment standards,

Sgingwry

z.P:ely does otie encounter a concept that is seemingly so staightforward and yet in truth
is so comtl;!ex sý., setting standards on predictor or performance measures. Clearly, there is no
such thing as a corrext standard in the absolute. Some models, such as the cost/performance
tradeoff model described above, can solve for optimal standards given certain constraints ke.g,.
the maximal level of performance that can be obtained given a certain increase or decrease in the.
recruiting budget), but these standards would change as soon as other variables in the model
changed. The numerous methods described in this chapter further speak to the tiotion that a
standard may have utility for a particular purpose (e.g., setting a minimum score for licensing
veterinarians), but it can only be evaluated with respect to the results of its application (e.g., Are
we satisfied with the quality of the licensed veterinarians'? Are we experiencing a shortage of
veterinarians because the standard is too high?). Weitz (1961) once provided a list of criteria that
could be used for evaluating criteria. Perhaps by considering distributions of performance or
recruit quality and the costs associated with the implementation of standards, an acceptable list
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of standards for standards can be developed. Such progress at least suggests that our competence

in the area of standard setting might be increasing.
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VL MODELS OF FAIRNESS

Teresa L. Russell

What is Fairness?

Fairness, regardless of context., can .x an elusive concept. With regard to employment
decision-making, definitionw of faitless must ta.e into account societal notions about what is fair
and the organization's values, as well as the ramifications of different procedures for the
productivity of the organization. Attempts to define fairness without explicating the subjective,
value-laden components muddle societal and psychometric goals. Such definitions can appear
disingenuous or lack internal consistency. With this in mind, the Society of Industrial and
Organizational Psychologists (1987) definod fairness as a social rather than a psychometric
concept. Fairbess, like validity, is a function of how test scores are used for the job and the
population aw hand.

Evn &, fairness must be defined operationally to evaluate employee selection procedures.
Such attempts have focused on the content, psychometric properties, and use of tests as well as
the outcomes of testing. For example, Helms (1992) recently argued that traditional cognitive
tests are unfair, based on their content. She asserted that cognitive ability tests measure attributes
that are defi'ed by Eurocentric values. Fair tests would measure cognitive attributes defined by
other cultures or in oe language of other cultures. Her jeremiad is reminiscent of that which led
dhe aftempts to develop culture fair tests in the 1950,. 60s, and 70s. Most of those studies found
that iruc differences evidenced on so-called culture fair tests were in the same direction as those
on traditional measures (Jensen [19801 for a discussica of culture fair test data). Moreover,
definitions of bias in terms of test content have ,ot explim-d large difl remnces in test scores.

Adverse im'.wt, on *ie othc hand, is an •otcome-bas.d definition of fairness. It occurs
when. tlde is "a itibstantially different rate of .:s-elon in hiring, promotion, or other
employment decision that works to the disadvantage of r•rinbrm of a race, sex, or ethnic group"
(Anerican Institutes for Resemvih, 1992), Adlverý impact is not. however, proif of unfairness,

Cleary's (1968) psychotirih mcne!i! of fairne'g is currently accepted by both the Unifomi
GuQtlifes (1978) and the Society for ln4%Oial and Organizational Psychology (SIOP, 1987).
The Cleary model distinguishO Ixtween twsr bias and test fairness: "A wst is biased for members
of a subgroup of ht. population if, ii tie prediction of a criterion for which the test was
designed, consistent nonzero ernors of prediction are made for members of the subgroup" (Cleary,
1968, p. 115). In olhir viords, a test is biased when prediction from a commott regression
equation sresults in either over- or underprediction of subgroup performance; this i6 called
differential prediction, Ovetmredicltion of the perfonnance of a protected group, when a common
regssion IL%, , used, icaws bias but is -eicffa!y not considered a fairness problem (SLOP,
1987).
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It is important t(. distinguish differential validity from differential prediction. Differential
validity occurs when the observed validity coefficient for one group is significantly different from
the observed validity for the second group.' Literat are reviews have concluded that differential
validity xcurs rarely and when it does occur differences between validity coefficients for blacks
and whites are generally small (Cascio, 1982, Hunter, Schmidt, & Hunter, 1979; Linn, 1978).
Morm important, differential validity alone would not be a sufficient indicator of unfairness even
if it were a common finding (Bobko & Bartlett, 1978; Lipn, 1978). "Different validity
coefficients can occur for two groups even though the groups have identical prediction systems
simply because one group has a greater variability..." (Linn, 1975, p. 298). Moreover, differences
in prediction systems (e.g., slopes, intercepts, standard ergors of estimate) are more directly
related to issues of bias in selection than are differences in correlations.

Based on a review of differential prediction research, SlOP (1987) concluded that "there
is little evidence to suggest that there is differential prediction for the sexes, and the literature
indicates that differential prediction on the basis of cognitive tests is not supported for the major
ethnic groups' (p. 18).

Othier events suggest that differential prediction and fairness issues are not so easily
discarded. Linn (in press) reviewed several studies citing evidence of differential prediction (e.g.,
Houston & Novick, 1987; Dunbar & Novick, 1988) and suggested that SIOP's dismissal of
differential prediction was premature. Also, the National Academy of Sciences (NAS) chose to
deviate from the Cleary modc! in mak-ig recommendations for the use of General Aptitude
Battery Test (GATB) scores Ouartigan & Wigdor, 1989), and the GATB report left several
questions regarding the fair ust of trsts unanswered for the business conmmunity (cf. "More
normal nonseng,." 1989). Soon after publication of the GATB report, the Civil Rights Act
(CRA) of 1991 prohibited adjutremnt or use of scores on the basis of group membershp, a
procedure implied by several faimess dis. Specifically, Title 1 Section 106 of the CRA of
1991 states:

It shall be an unlawful employment practice for a respondent, in connection with the
selection or referral of applicants or candidates for einployimit or promotion, to adjust
the scores of, use different cutoff scores for, or otherwise alter the results of, employment
related tests on the basis of the race, color, religion, scx. or national origin.

Consequently, there is uncertainty about the current operational definition of fairness.

"There was suLwh dcbtWc. and conftuion. aamt thle definitijms of differential prediction, diffremoial validity. and
single group validity in the 1970s. DefMinitions nvolvcxl testing varimos comnbinxions of hypodhes-s about whettker
the validity coefficiens fir two grour.K wer sigaificnmtly diffetcnt hom icn andhe " each other, 1r example.
Bochtmn (1972) defined single gump validity m the stiwatimo whAe (a) the o*bseond validity coeffkient is. signilicantly
gpeater tOa wm in mwe gmronp but not the other ,Vd (h) there is ", signific.ant difference btween the. -4w% ob', erved
coelatitos. But Battlett. Bo .o, trd Pine (1977) pointed out tham "li occurctacc is a sawup oulconae stige-gr
validity CWaw exis in the puplali.
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The goal of ihis chapter is to examine fairness issues within both a psychometric and
societal context. It begins with a short review of psychometric fairness models and moves
toward current societal, pragmatic, and research issues in later sections.

Models of Fairness

Several major models of fairness were proposed in the 1970s--the regression model, the
constant ratio model, the conditional probability model, and the equal risk model. Few new ideas
have been proposed other than the structural equity model (Gregory, 1991)--a way of defining
fairness--and score banding (Cascio, Outtz, Zedeck, & Goldstein, 1991)--a way of using test
scores.

Clear.y (1968) Rggression Model

As mentioned, according to the Cleary (168) model a test is biased when prediction from
a common regression equation results in either over- or underprediction of subgroup performance.
To illustrate her method, Cleary compared regression equations for the prediction of college
grades from Scholastic Aptitude Test (SAT) scores for Black and White students from three
schools. There were no significant differences between regression lines for Black and White
students in two s;chools; however, Black students' scores were overpredicted by use of the white
or common regression line in the third school.

Cleary's definition is a straightforward application of least squares regression. It is,
therefore, an optimal definition with high expected utility (Hunter, Schmidt, & Rauschenberger,
1977). Early on, some critics suggested that because tests are not perfectly reliable, Cleary's
model would disguise bias against the lower scoring group. But in turn, Hunter and Schmidt
(1976) showed that an unreliable test is biased against the better qualified applicants (i.e., those
with the higher intercept).

True application of Cleary's method is to use the common regression line if there is no
differential prediction and to use separate regression lines if differential prediction occurs.

Thorndike (1971) Constant Ratio Model

Thorndike (1971) stressed that group differences on the criterion as well as the predictor
must be accounted for in the regression model. I*e suggested that "qualifying scores on a test
should be set at levels that will qualify applicants in the two groups in proportion to the fraction
of the two groups reaching a specified level of criterion performance" (p. 63). Here, a selection
measure is fair if the ratio of the proportion selected to the proportion successful is the same in
all subpopulations (Cole, 1973). For example, a procedure would be considered fair if (a) 20
percent of Group A were selected while 80 percent of Group A was expected to perform
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successfully (a ratio of 1:4) and (b) 10 percent of Group B were selected while 40 percent of
Group B was expected to perform successfully (a ratio of 1:4). Thas, passing scores on the
predictor are set at levels that qualify applicants in the two groups in proportion to the fraction
of the two groups reaching a specified level of criterion performance.

Although Thorndike's definition generally yields societally appealing results (Petersen &
Novick, 1976), several authors have expressed concerns about the constant ratio model. Hunter
and Schmidt (1976) argued that Thomdike's method was essentially quota setting and expressed
concern about setting quotas on the basis of sample data. Hunter et al. (1977) pointed out that
overprediction of minority group performance is fair according to Thomdike's definition. That
is, Thorndike's definition requires that the standard score difference between subgroups on the
test be equal to the standard score difference on the criterion (corrected for unreliability).
"Unless validity is perfect or unless there are no subgroup differences on the criterion, this
requires the majority regression line to lie above the minority regression line, that is, it requires
the test to overpredict performance for the minority subgroup" (p. 245).

Petersen and Novick (1976) determined that the Thomdike model is logically inconsistent.
They examined the internal consistency of several fairness models by considering the converse
of each model. The constant ratio model was restated to define a procedure as fair if the
proportion of applicants rejected to the proportion unsuccessful is the same in all subpopulations.
The selection and rejection specifications could only be simultaneously satisfied when the ratio
was 1:1 or when the probability of successful performance was the same in both groups.

Cole (1973) Coinditional Probability Model

According to the conditional probability model, a test is fair if the ratio of individuals
selected to individuals who could, if selected, perform successfully is the same across subgroups:

The basic principle of the conditional probability selection model is that for both minority
and majority groups whose members can achieve a satisfactory criterion score [Y > YP]
there should be the same probability of selection regardless of group membership (Cole,
1973, p. 240).

Petersen and Novick (1976) illustrated the difference between Thorndike's constant ratio
model and the conditional probability model in terms of a bivariate distribution (see Figure 6.1).
The conditional probability model refers to the ratio of the number of applicants in Region I (true
positives) compared to the number of applicants in Regions I and I1 combined (true positives and
false negatives). The constant ratio model considers the ratio of the numbers of applicants in
Regions I and IV (true positives and false positives) to the numbers of applicants in regions I and
11 (true positives and false negatives). Like the constant ratio model, the conditional probability
model is consistent with its converse (i.e., equal conditional probability of rejection given failure)
only under very specific conditions (Petersen & Novick, 1976).
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Figure 6.1 A Hypothetical Blvarlate Distribution

Now: From An evakidbn ol some madel lo ciurtair s1e'sal by N.S. Patmen ad M.R. Novt, 1976, in oI l~d• M•LUr•_ Ip.10

Some data from a GATB validity study on carpenters also illustrates the difference
between these two models (cf. Hartigan & Wigdor, 1989, p. 198). The study included 91 white
and 45 black job incumbents. Table 6.1 shows frequency counts--the numbers of whites and
blacks according to test performance (pass/fail) and job performance (good/poor).

In this example, the test overpredicted black job performance. Fifty percent of white
carpenters (I 1 of 22) who failed the test performed well on the job (i.e., were false negatives),
compared to 25 percent of black carpenters in the false negative category (8 of 32). Thirteen
percent of whites (9 of 69) and 38 percent of blacks (5 of 13) fell into the false positive region.
In sum, a higher percentage of whites than blacks who failed the test would have been
satisfactory workers, and a higher percentage of blacks than whites passed the test but performed
poorly.
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Table 6.1

Numbers of Blacks and Whites According to Test and Job Performance

Test Performance

Whites (N=91) Blacks (N=45)

Job Performance Fail Pass Total Fall Pass Total

Good 11 60 71 8 8 16

Poor 11 9 20 M4 5 29

Total 22 69 91 32 13 45

The Thorndike definition of fairness would lead to the conclusion that the test is biased
against blacks. Sixty-nine whites passed the test, while 71 performed successfully (A ratio of
69:71, or 97:100). Thirteen blacks passed the test, and 16 performed successfully (13:16, or
81:100). The test is not fair because the ratio of the proportion selected to the proportion
successful is not the same in all subpopulations.

Similarly, the Cole model would find test bias. Whites who could, if selected, perform
successfully on the job were more likely than blacks to be selected. Sixty of 71 whites (i.e., 85
percent) were good workers who were also selected by the test. In comparison only 8 of 16
blacks (i.e., 50 percent) who performed successfully were selected by the test.

Darlington (1971) Subjective Regiression Model

Darlington stated four definitions of fairness in correlational terms:

(1) rcx = rcylrxy
(2) rcx = ry
(3) r,-x = rcyrxy
(4) r~x = 0

where Y is the criterion variable, X is the predictor variable, and C denotes an applicant's
cultural group membership. rt.x measures the degree to which the test discriminates among
cultural groups; roy is the correlation between cultural group and the criterion, and rxy is the
test's validity. Definition (1) is equivalent to the regression model; it states that the test is fair
if knowledge of a person's cultural group does not improve the prediction of Y made from X.
Definition (2) is the same as Thorndike's constant ratio model. Definition (3), Darlington's
preferred definition, is a special case of Cole's conditional probability model. Definition (4)
states that a test should not correlate with culture, regardless of the values of rcy or rxy.
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Darlington argued that the distinction between subjective decisions and mathematics
should be made explicit in fairness models:

If a conflict arises btrween the two goals of maximizing a test's validity and minimizing
the test's discrimination against certain cultural groups, then a subjective, policy-level
decision must be made concerning the relative importance of the two goals (p. 71).

According to Darlington, decision-makers should be asked to consider different goals such
as low rcx and high rxy, and choose a value of k, indicating the value of selection of members
from some subpopulation (C). Instead of predicting Y, tests would be constructed to predict (Y -
kC). This model is equivalent to the regression model when k equals zero. Operationally,

Darlington would add points to the scores of one group and apply the same cutting score rather
than set different cutting scores for the two groups.

Einhorn and Bass (1971) Equal Risk Model

Einhom and Bass (1971) argued that "one must take into account differences between
subgroups with respect to test-criterion correlations, criterion means and variances, and
differences in standard errors of estimate if one is to avoid unfair discrimination" (p. 261). That
is, a test is used fairly if the risk or probability for success is equal in both groups. Their
procedure involves specifying an acceptable degree of risk (constant across subgroups) and
computing separate cutting scores on the predictor for each subgroup. The predictor cut-off for
each group is at the maximum probability of a selection error as defined by the acceptable false
positive rate (risk), given the predictor score.

According to Petersen and Novick (1976), the equal risk model is internally consistent.
They found that the equal risk model is a linear function of its converse.

Measurement Invariance[Structural Equity Model

The measurement invariance/structural equity model defines equity in terms of
relationships among latent factors. Meredith and Millsap (1992) defined measurement invariance
to mean that the same latent variables are measured with the same degree of accuracy in each
subpopulation. Gregory (1991) added the principle of structural equity to Meredith and Millsap's
definition. According to Gregory,

An unbiased or equitable test is one which, when used to select individuals with the
ability to perform a task, yields equal probabilities of selection for all individuals with
equal levels of ability relevant to the task, regardless of race, sex, age, etc. (p. 2).

In effect, this is the Cleary Regression Model when the latent variables, rather than the
observed predictor and criterion scores are used on the X and Y axes.
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The model uses structural equations modeling such as LISREL methodology to examine
the factorial comparability of both the criterion and predictor domains across subgroups. Thus,
it can only be tested if multiple predictor and multiple criterion data are available. The data that
are demanded limit the degree to which the model can be used in research or to guide predictor
development. However, it does illustrate a number of fairness issues at their most basic level.

Adverse Impact. Fairness, and Affirmative Action

As noted above, under certain conditions, the different fairness models lead to somewhat
different prescriptions about how to make selection decisions within subgroups; but in a number
of instances the prescriptions are neither explicit or perfectly clear. Comparisons are easiest to
make when the Cleary Model holds. That is, the regression slopes, intercepts, and standard errors
of measurement are the same for the subgroups. However, even if the slopes, intercepts, and
errors of estimate are the same for the subgroups, there still may be a significant mean difference
on the predictor. In this instance an organization may also adopt affirmative action goal and seek
a strategy that trades off some decrement in aggregate predicted performance for a higher
selection rate for particular subgroups.

Selection Goals

If an organization sets goals for the number or proportion of people to be selected from
each group then there are a variety of ways to make the decisions, depending on the way
decision-making is evaluated and the value, or utility, that is ascribed to various decision
outcomes (Petersen & Novick, 1976). If maximizing aggregate predicted performance across all
selectees is the goal but the organization also wishes to satisfy specific affirmative action goals,
then Hunter et al. (1977) have demonstrated that top down selection within groups yields the best
trade-off. However, top down selection within groups may be organizationally or politically
complicated. One compromise that has been suggested is the procedure of "score banding"
(Cascio, Outtz, Zedeck, & Goldstein, 1991).

Score Bandinif

Cascio et al. (1991) proposed banding as an alternative to top-down selection. Score
banding is not a fairness model; it is a way of using test scores. The procedure involves using
the standard error of measurement (SEM) and standard error of the difference between scores
(SED) to form a band of scores within which scores are not statistically significantly different
from each other at some alpha level. Two types of bands, sliding and fixed, have been proposed.
The top, or highest, score is the referent for forming the band, and the sliding band adjusts down
as top scorers are selected. The authors suggest that selection of individuals within the band can
be made at random, can be based on other job-relevant criteria, or can be made to meet
affirmative action goals.
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Schmidt (1991) criticized the method as being inconsistent with the traditional selection
goal of maximizing predicted performance for those selected. "Banding" will result in lower
aggregate predicted performance than using top down selection within groups and the difference
will be greater the wider the bands. Zedeck, Outtz, Cascio, and Goldstein (1991) acknowledge
this be default; and, without saying so dhectly make the argument that top down selection within
groups requires specific subgroup goals (i.e. quotas). Quotas also come into play when selection
within bands is based on affirmative action goals. Random selection within bands does not raise
the specter of quotas, can serve the general goal of affirmative action (depending upon the
magnitude of the differences in scores and the width of the band), and can keep the decrease in
mean predicted performance at some acceptable level (depending upon the width of the band).

Summary

It should now be evident that different models and formulae make different value-laden
assumptions about fairness. Organizations that select the optimal Cleary model choose to
maximize predicted job performance. The Thorndike and Cole models are suboptimal, but they
are responsive to social concerns. All of the models, except the structural equity model, assume
that subgroup differences on the criterion are real (i.e., do not reflect bias). It is questionable
whether many of the models are "legal" wider the CRA of 1991 which clearly disallows different
cutting scores and score adjustments.

A Current Event: The Case of the GATM

As mentioned before, the National Academy of Sciences (NAS) chose to deviate from the
Cleary model in making recommendations for the use of General Aptitude Battery Test (GATB)
scores (Hartigan & Wigdor, 1989). The committee reviewed and reanalyzed GATB data to form
its conclusions.

The commission found some evidence of differential validity when validity estimates for
blacks were compared to those for whites. The correlation between the GATB composite (for
a selected job family) and the criterion measure (supervisor's ratings) was larger for the sample
of white employees than for the sample of black employees in 48 out of 72 validity studies. The
average validity estimate (weighted for sample size) was .19 for white employees and .12 for
black employees. On the average there were 87 blacks in each study compared to 166 whites,
and thus the validity estimates based on data for blacks showed greater variability due to
sampling error than did those for whites. Also, the differnce in validity could be due to
differential range restriction for the two groups.

The committee examined standard errors of prediction, slopes, and intercepts to investigate
differential prediction. The standard error of prediction, indicating the precision of prediction,
was larger for blacks tnan for whites in 40 of the 72 studies and larger for whites than blacks in
the remaining 32 studies. The slopes of the regression of the criterion scores on the GATB
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composite scores were significantly different in only 2 of the 72 studies (p<.05). Further
examination of the slopes showed that there was a tendency for the slope to be greater for whites
than for blacks. The committee then tested for intercept differences using data from the 70
studies without significant slope differences. Intercepts were significantly different (p<.05) in
26 of the .70 studies, and in every case but one intercepts were greater for white than for black
employees. Finally, the committee compared predicted criterion scores based on the total-group
equation with those based on subgroup equations. Both the white equation and the total-group
equation tended to overpredict black criterion scores.

The committee concluded that "given the low correlation and the substantial difference
in mean scores of blacks and whites on the GATB, use of the test for selection of black
applicants without taking the applicant's race into account would yield very modest gains in
average criterion scores but would have substantial adverse impact" (p. 185). The committee,
therefore, recommended use of score adjustments that give approximately equal ..iances of
referral to able minority applicants and able majority applicants.

The committee compared the effects of within-group percentile scoring and performance-
based scoring (using the Cole, 1973, definition) in different scenarios to determine what type of
adjustments would be reasonable. The score adjustment for computation of performance-based
scores was to add (I - r2)m to eacii minority score, where r is the correlation between test score
and job performance, and m is the difference between majority- and minority-group means. The
committee found that the within-group percentile scoring and performance-based scoring yielded
essentially the same impact on adverse impact and resulted in equivalent drops in validity, as
long as validities were modest as they are for the GATB. Consequently, the committee
concluded that either method would yield essentially the same result.

After the CRA of 1991 passed, the Department of Labor (DOL) held a press conference
on the status of the GATB. DOL announced that it would continue research to improve the
GATB. In the interim, DOL advised states to use the GATB according to their own discretion.
Therefore, it is possible that fewer organizations are now using the GATB given that DOL is not
supporting its use.

Are virtually all of the suggestions for fair test use made by Thomdike, Cole, and others
illegal according to the CRA of 1991? That will depend on how the CRA is interpreted,
particularly on how "adjust" is defined and the extent to which predicted performance is
considered. Imagine that a test overpredicts job performance of blacks. Is it unfair to use the
raw score for top-down selection because by using the full group regression line one indirectly
makes an upward adjustment to the predicted performance scores of blacks? Or is fairness
defined only in terms of the predictor score such that any adjustment of that score, regardless of
the magnitude of mean differences on the criterion or the degree of predictor-criterion correlation,
would be unfair? Such questions will be decided in legal settings.
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Fairness Research Issues

Classification System Fairness

Fairness in the military setting is more complex than selection fairness alone. Unlike the
civilian sector, where job applicants are typically candidates for only one specific job, military
job applicants are often candidates for more than one job. The military allocates people across
jobs. During wartime, charges of unfairness are likely to arise if minorities appear to be
disproportionately represented in combat jobs (e.g., Walters, 1991). Similarly, disproportionate
numbers of women in administrative and clerical jobs, compared to technical jobs, can appear
unfair. Also, some jobs have better advancement opportunities or civilian sector counterparts;
underrepresentation of minorities in these jobs is another fairness matter. Disproportionate
representation is a form of adverse impact--an outcome. It could be (and has been) controlled
through minority fill rates or quotas for jobs.

For classification systems like those us&d by the Services it might be useful to more
formally identify and elaborate all the points in the decision system at which disparate treatment
could occur (e.g., high school recruitment, applicant screening, classification screening - who
qualifies for what jobs or training assignments, retention rates). A flow diagram could map out
some primary issues. Does the military inform youth about the kinds of educational experiences
that will lead to a preferred job? Does the military seek out well-qualified minority youth? How
fair is the initial selection screen? What variables enter the classification decision? What are
the fairness implications of each step in a Service's classification algorithm? It is possible that
there is something akin to the Cleary model that can be constructed at each stage. Such an
explicit analysis would enable the Services to pinpoint problem areas and identify ways to
promote opportunity while maintaining readiness.

With regard to enlisted first-tour classification, there are four major decision points in the
enlisted first-tour classification model for most Services: (1) recruitment, (2) enlistment screening,
(3) initial classification based on input to a person-job-match (PJM) algorithm prior to enlistment,
and (4) final classification via a second PJM system. As an example, of the systems perspective,
consider one portion of the larger decision system, the pre-enlistment PJM algorithm. And, for
illustrative purposes consider the Air Force's pre-enlistnent PJM algorithm, Procurement
Management Information System (PROMIS). PROMIS generates a relative payoff index that
reflects the value of assigning the recruit to each job. Five components enter the PROMIS payoff
algorithm to form the payoff index (with a maximum of 1,000 points):

(1) variable fill versus aptitude/difficulty, 600 points,
(2) predicted technical school success, 50 points,
(3) occupational area preference (for Mechanical, Administrative, General, or

Electrical occupations), 180 points,
(4) minority/non-minority, 70 points, and
(5) constant fill, 100 points (Pina, 1988).
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Variable fill is an index of the Air Force's needs at a particular point in time (i.e., number
of personnel needed and the time remaining to fill the AFS). The aptitude/difficulty
subcomponent matches individual aptitude to the level of aptitude required by the job (i.e., job
difficulty). Variable fill and Aptitude/Difficulty interact such that aptitude/difficulty receives a
larger allocation of the 600 points, if the Air Force's need for recruits is being met and vice
versa. The technical school success component is based on regression equations for predicting
technical school grades from AFQT, M, A, G, and E composites, and binary variables
representing high school courses taken. The area preference component assigns points to M, A,
G, and E ateas in proportion to the applicant's preference. When PROMIS was originally
developed the minority/ nonminority component was designed to help meet the Air Force
minority representation goals set for each AFS. Our most recent information is that the minority
fill component still exists in the algorithm, but receives no points (L.T. Looper, personal
communication, 14 April 1992). "Constant fill" is simply a constant of 100 points added to every
AFS for which the applicant is eligible.

The aptitude/difficulty, training success, and occupational preference components each
lend themselves to examination via the Cleary model because they are buttressed by prediction
equations. Constant fill could possibly be couched in the Cleary framework; however, eligibility
is a function of several factors other than scores on the ASVAB (e.g., height, weight, strength,
color-vision). Once analyzed, the individual PROMIS components would need to be considered
within the larger system because a recruit's ultimate assignment to a job is an outcome of
recruitment, selection, the pre-enlistment PJM system, and another PJM system used during Basic
Military Training.

Validity Generali•zaLon

Another fairness research issue concerns the gencralizability of results across jobs and/or
organizations. Fairness modelr generally require information about predictor-criterion
relationships and relatively large samples of minorities to be included in criterion-related
validation studies. Many public and private sector organizations rely on content-validation or
have insufficient numbers of minorities available to examine fairness psychometrically. It would
be highly useful to develop a method of nneta-analyzing prediction systems for categories of tests
and jobs (e.g., obtaining population estimates of slopes and intercepts).' Such an analysis would
enable us to better understand the conditions under which differential prediction is likely to occur.

Militars Polc Issu..es of Fairnr

Debates about combat exclusion laws/policies and use of full least squares regression
weights are examples of areas where the definition of fairness is currently in question.

2This idca comes from a suggestion by Malcolm J. Rec.
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Combat Exclusion Laws/Polir:'s

Whether wormeen serve in combat positions is an important question for the military
selection and classification re'earch community. If, within the next several years, women gain
entree to combat jobs, the Services' will need to evaluate whether the ASVAB is an adequate
classification tool for combat jobs, given the expansion of the applicant population to women.

The Presidential Commission on the Assignment of Women in the Armed Forces (1992)
considered issues surrounding the selection and assignment of women in the military. The
commission was highly polarized and neither advocated nor denounced a combat role for women.
The Roper Organization had conducted two surveys for the Commission, one to investigate the
attitude of the civilian population toward women serving in combat roles and a counterpart
survey of the military population (Roper Organization Inc., August 1992, September 1992).
Public opinion tended to favor allowing women to serve in direct combat jobs; indeed there was
a good deal of support for requiring women to take combat positions (as opposed to making the
decision voluntary). In general, the military sample opposed assignment of women to combat
duty.

Use of Full Least Squares Regression Weights

In the spring of 1992, we interviewed military selection and classification research experts
to identify classification research objectives and concerns (Russell, Knapp, & Campbell, 1992).
One fairness issue that arose dealt with using full least squars (FLS) regre.sion-weighted
ASVAB test scores for classification, FLS weights can be negative. If applicants are told to do
the best on the ASVAB, is use of negative weights fair? Some people we interviewed felt that
negative weights would be unfair in a selection context, but could be used fairly in the
classification setting, particularly if ASVAB instructions were modified to accurately reflect dte
way test scores would be used (i.e., to match individuals to jobs in accordance with abilities).
Others felt that negative weighting would be unfair, regardless. This issue will take on more
impotance as selection and classification reeachers consider FLS models more seriously.

Summary

Obviously, fairness is a value-laden concept. Different models and formulae make
different assumptions about what is fair. The Cleary, or regression model, is optimal in that it
maximizes predicted job performance. The Thorndike and Cole models are suboptimal, but they
are responsive to social concerns. Even so% it is questionable wlhohr any of the models are
"legal" under the CRA of 1991 which clearly disallows different cutting scores and .Core
adjustments. Clearly, no decision about the appropriate model of fairness for the Services can
be made in a vacuum. Discussion among military selection and classification experts, policy
experts, and civilians will continue to be necessary to reach a consistent definition of fairness for
the Services.
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