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MEMORANDUM FOR DTIC (Acquisition)
(Attn: Pat Mauby)

SUBJECT: Distribution of USAF (AFOSR Summer Research Program (Air Force
Laboratories) and Universal Energy Systems, Inc., and the Research Initiation Program

FROM: AFOSR/XPT
Joan M. Boggs
110 Duncan Avenue, Suite B115
Bolling AFB DC 20332-0001

1. All of the books forwarded to DTIC on the subjects above should be considered
Approved for Public Release, distribution is unlimited (Distribution Statement A).

2. Thank you for processing the attached information.
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Master Index for Faculty Members

Abbott, Ben

Research, MS

Box 1649 Station B
Vanderbilt University
Nashville, TN 37235-0000

Abrate, Serge

Assistant Professor, PhD
Mechanical & Aerospace En
University of Missouri - Rolla
Rolla, MO 65401-0249

Almallahi, Eussein
Instructor, MS

P.O. Box 308

Prairie View A&M OUniversaty
Prairie View, TX 77446-0000

Anderson, James
Azscciate Professor, PhD
Chemistry

University of Georgia
Athens, GA 30602-2556

Anderson, Richard

Professor, PhD

Physics

University of Missouri, Rolla
Rolla, MO 65401-0000

Ashrafiuon, Bashem
Assistant Professor, PhD
Mechanical Engineering
Villanova University
Villanova, PA 1%085-0000

Backs, Richard
Assistant Professor, PhD
Dept. of Psychology
Wright State University
Dayton, OH 45435-0001

Baginski, Thomas
Assoc Professor, PhD
200 Broun Eall

Auburn University
Auburn, AL 36849-5201

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:
Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Zlectrical Engineering
AEDC/

6- 1
Aercnautical Engineering
WL/FI

5-15

Electrical Engineering
AL/HR

2-25

Analytical Chemistry
AL/EQ

2-18

Physics
PL/LI

3-7

Mechanical Engineering
AL/CF

2- 6

Experimental Psychology
AL/CF

2- 7
Electrical Engineering
WL/MN

5-40




Baker, Suzanne

Assistant Professor, PhD
Dept. of Psychology

James Madison University
Harrisonburg, VA 22807-0000

Baker, Albert
Assistant Professor, PhD

University of Cincinnati
’ - 0

Balakrishnan, Sivasubramanya
Asscciate Professor, PhD

University of Missouri, Rolla
’ - 0

Banniaster, William
Profeasor, PhD

Univ of Mass.-lLowell
Lowell, MA 1854-0000

Barnard, Xenneth
Assistant Professor, PhD

Memphis State Oniversity
. - 0

Bayard, Jean-Pierre

Associate Profeasor, PhD

6000 J Street

California State Univ-Sacramen
Sacramento, CA 95819-6019

Beardsley, Larry
Research Professor, MS

Athens State College
' - 0

Beecken, Brian
Assoicate Professor, PhD
3900 Bethel Dr.
Bethel College
St. Paul, MN 55112-0000

SFRP Participant Data

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
lLaboratory:

Vol-Page No:

Field:
Labhoratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No

Field:
Laboratory:

AL/OE

2-36
Electrical Engineering
WL/MT

5-83

Aerospace Engineering
WL/MN

5-41
Organic Chemistry
WL/F1

5-16
Electrical Engineering
WL/AA

5~ 1

Electrical/Electronic Eng
RL/ER

4- 7

Mathematics
WL/MN

: 5-42

Dept. of Physics
PL/VT

Vol-Page No: 3-23




SFRP Participant Data
Bellem, Raymond Field: Dept. of Computer Science
Dept, CEM. EE cs, PhD Laboratory: PL/VT
3200 Willow Creek Road
Embry-Riddle Aeronautical Univ Vol-Page No: 3-24
Prescott, AZ 86301-0000
Bellem, Raymond Field: Dept. of Computer Science
Dept, CHM. EE cs, PhD Laboratory: /
3200 Willow Creek Road
Embry-~Riddle Aeronautical Univ Vol-Page No: 0-0
Prescott, AZ 86301-0000
Bhuyan, Jay Field: Computer Science
Assistant Professor, FhD Laboratory: PL/WS
Dept. ofComputer Science
Tuskegee University Vol-Page No: 3-33
Tuskegee, AL 36088-0000
Biegl, Csaba Field: Electrical Engineering
Assistant Professor, PhD Laboratory: AEDC/
Box 1649 Station B
Vanderbilt University Vol-Page No: 6- 2
Nashville, TN 37235-0000
Biggs, Albert Field:
Professor, FhD Laboratory: PL/WS
Electrical Engineering
Univ. of Alabama, Huntsville Vol-Page No: 3-34
Huntsville, AL 35899-0000
Blystone, Robert Field: Dept of Biology
Professor, PhD Laboratory: AL/OE

Trinity University
715 Stadium Drive Vol-Page No: 2-37
San Antonio, TX 78212-7200

Branting, Luther Field: Dept of Computer Science
Assistant Professor, PhD Laboratory: AL/HR

PO Box 3682

University of Wyoming Vol-Page No: 2-26

Laramie, WY 82071-0000

Bryant, Barrett Field: Computer Science
Associate Professor, PhD Laboratory: RL/C3

115A Campbell Hall

University of Alabama, Birming Vol-Page No: 4- 1

Birmingham, AL 35294-1170




Callens, Jr., Eugene
Assocition Professor,
Industrial

Louirsiana Technical University
Ruston, LA 71270-0000

PhD

Cannon, Scott
Associate Professor,
Computer Science
Utah State University

PhD

Logan, UT 84322-0000
Carlisle, Gene

Professor, PhD

Dept. of Physics

West Texas State University
Canyon, TX 79016-0000
Catalano, George

Associate Professor, PhD
Mechanical Engineering

United States Military Academy
West Point, NY 10996-1792

Chang, Ching

Associate Professor, PhD
Euclid Ave at E. 24th St
Cleveland State University
Cleveland, OH 44115-0000

Chattopadhyay, Somnath
Assistant Professor, PhD

University of Vermont
Burlington, VT 5405-0156

Chen, C. L. Philip
Assistant Professor, PhD
Computer Science Engineer
Wright State University
Dayton, OB 45435-0000

Choate, David

Assoc Professor, PhD
Dept. of Mathematics
Transylvania University
Lexington, KY 40505-0000

SFRP Participant Data
Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Aerospace Engineering
WL/MN

5-43
Computer Science/Biocphys.
PL/VT

3-25
Killgore Research Center
PL/LI

3-8

Department of Cival &
AEDC/

6~ 3

Dept. of Mathematics

WL/F1

5-17

Mechanical Engineering
PL/RK

3-14
Electrical Engineering
WL/ML

5-26

Mathematics
PL/LI

3-9




Chubb, Gerald

Assistant Professor, PhD
164 W. 15th Ave.

Ohio State Uni-rersity
Columbus, OH 43210-0000
Chuong, Cheng-Jen
Associtae Professor, PhD

501 W. lsat Street
University of Texas, Arlingtoen
Arlington, TX 76019-0000

Citera, Maryalice

Assistant Professor, PhD
Department of Psychology
Wright State University

Dayton, OH 4-5435
Collard, Jr., Sneed
Professor, PhD

Ecology & Evolutionary Bi
University of West Florida
Pensacola, FL 32514-0000

Collier, Geoffrey

Assistant Professor, PhD

300 College 3t., NE

South Carolina State College
Orangeburg,, SC 29117-0000

Cone, Milton

Assistat Professor, PhD

3200 Willow Creek Road
Embry-Riddel Aeronautical Univ
Prescott, AZ 86301-3720

Cundari, Thomas
Assistant Professor, PhD
Jim Smith Building
Memphis State University
Memphis, TN 38152-0000

D'Agostino, Alfred
Assistant Professor, PhD
4202 E Fowler Ave/SCA-240
University of South Florida
Tampa, FL 33620-5250

SFRP Participant Data

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:
Field:
Laboratory:
Vol-Page No:
Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Dept. of Aviation

AL/HR

2-27

Biomedical Engineering
AL/CF

2- 8

Industrial Psychology
AL/CF

2- 9

Biology
AL/EQ

Dept of Psycheology
AL/CF

2-10

Electrical Engineering
WL/AA

5- 2

Department of Chemistry
PL/RK

3-15

Dept of Chemistry
WL/ML

5-27



Das, Asesh
Assistant Professor,
Research Center
West Virginia University
Morgantown, WV 26505-0000

PhD

Delyser, Ronald

Assistant Professor,
23950 3. York Street
University of Denver
Denver, CO 80208-0177

PhD

Vito
PhD

DelVecchio,
Professor,
Biology
University of Scranton
Scranton, PA 18510-4625

Dey, Pradip
Associate Professor, PhD
Bampton University

s - 0

Ding, Zhi
Assistant Professor,
200 Broun Hall
Auburn University
Auburn, AL 36849-5201

PhD

Doherty, John
Assistant Professor,
201 Coover Hall

Iowa State University
Ames, IA 50011-1045

PhD

Dolson, Davad
Assistant Professor, PhD
Wright State University
, - 0

Dominic, Vincent
Assustant professor, Ms
300 College Park
University of Dayton
Dayton, OH 45469-0227

SFRP Participant Data

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:
Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol -Page No:

Concurrent Engineering
AL/HR

2-28

Electrical Engineering
PL/WS

3-38

Biochemical Genetics
AL/AQ

2- 1

Computer Science
RL/IR

4-16
Electrical Engineering
WL/MN

5-44
Electrical Engineering
RL/OC

4-21
Chemistry
WL/PO

5-56
Electro Optica Program
WL/ML

5-28



Donkor, Exic

Assistant Professor, PhD
Engineering

University of Connecticut
Stroes, CT 6269-1133

Driacoll, James

Associate Professor, PhD
3004 FXB Bldg 2118
University of Michigan
Ann Arbor, MI 48109-0000

Duncan. Bradley
Assistant Professor, PhD
300 College Park
University of Dayton
Dayton, CH 45469-0226

Ehrhart, Lee

Instructor, MS
Communications & Intellig
George Mason University
Pairfax, VA 22015-1520

Ewert, Daniel
Assistant Professor, PhD
Electrical Engineering

North Dakota State University

Fargo, IN 58105-0000

Ewing, Mark

Associate Professor, PhD
2004 Learned Eall
University of Xansas
Lawrence, KS 66045-2969

Foo, Simon

Assistant Professor, PhD
College of Engineering
Florida State University

Tallahessee, FL 32306-0000

Frantziskonis. George
Assiatant Professor, PhD
Dept of Civil Engrng/Mech
University of Arizona
Tuson, AZ 85721-1334

SFRP Participant Data

Field: Electrical Engineering
Laboratory: RL/OC

Vol-Page No: 4-22

Field: Aerospace Engineering
Laboratory: WL/PO

Vol-Page No: 5-57

Field: Electrical Engineering
Laboratory: WL/AA

Vol-Page No: 5- 3

Field: Electrical Engineering
Laboratory: RL/C3

Vol~Page No: 4~ 2

Field: Physiology
Laboratory: AL/AO

Vol-Page No: 2- 2

Field: Engineering Mechanics
Laboratory: PL/SX

Vol-Page No: 3-22

Field: Electrical Engineerang
Laboratory: WL/MN

Vol-Page No: 5-45

Field: College of Engrng/Mines
Laboratory: WL/ML

Veol-Page No: 5-29




Frenzel III, “ames
Assaistant [ _.ofessor, PhD
Dept of Electrical Engnr
University of Idaho
Moscow, ID 83844-1023

Fried, Joel

Professor, PhD

Chemical Engineering
University of Cincannati
Cincainnati, OH 45221-0171

Friedman, J:ffrey
Assistant Professor, PhD
Physaics

University of Puerto Rico
Mayaguez, PR 681-0000

Fuller, Daniel

Dept. Chairman, PhD
Chemistry & Physics
Nicholls State University
Thibodaux, LA 70310-0000

Gao, Zhanjun

Assistant Professor, PhD
203 W. 0O1d Main, Box 572S5
Clarkson University
Potsdam, NY 13699-572S

Gavankar, Prasad

Asst Professor, PhD

Campus Box 191

Texas A&l University
Kingsville, TX 78363-0000

Gebert, Glenn

Assistant Professor, PhD
Mechanical

Utah State Universaity
Logan, UT 84339-0000

Gerdom, lLarry
Professor, PhD
Natural Science
Mobile College

Mobil, AL 36663-0220

SFRP Participant Data

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Electrical Engineering
WL/AA

5- 4
Polymer Science
WL/ PO

5-58

Physics/Astrophysics
PL/GP

3- 1

Chemistry
PL/RK

Mechanical/Aeronautical E
WL/ML

5-30

Mech & Indust Engineering
WL/MT

5-54
Aerospace Engineering
WL/MN
5-46
Chemistry
AL/EQ

2-20



Ghajar, Afshin
Professor, PhD
Mech. & Aerospace Enginee
Oklahoma State University
Stillwater, OK 74078-0533

Gopalan, Kaliappan
Associate Professor,
Dept of Engineering
Purdue University, Calumet
Bammond, IN 46323-0000

PhD

Gould, Richard

Assi:stant Professor, PhD
Mechanical & Aercspace En
N.Carolina State University
Raleigh, NC 27695-7510

Gowda, Raghava

Assistant Professor, PhD
Dept of Computer Science
University of Dayton
Dayton, OH 45469-2160

Graetz, Kenneth
Assistant Professor,
300 College Park
University of Dayton
Dayton, OH 45465-1430

PhD

Gray, Donald
Associate Professor,
PO Box 6101

West Virginia Unicersity
Morgantown, WV 20506-6101

PhD

Green, Bobby

Assistant Professor, MS
Box 43107

Texas Tech University

Lubbock, TX 79409-3107
Grubbs, Elmer
Assistant Professor, M8
Engineering

New Mexico Highland University

Las Vegas, XM 87701-0000

SFRP Participant Data

Field:
Laboratory:

Vol-~-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:
Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Field:
Laboratory:

Vol-Page No:

Mechanical Engineerang
WL/PO

Mechanical Engineering
WL/ PO

5-60

Computer Information Sys.
WL/AA

5- §

Department of Psychology
AL/HR

2-29

Dept of Civil Engineering
AL/EQ

2-21

Electrical Engineering
WL/FI

5-18

Electrical Engineering
WL/AA

S5- 6




Guest, Joyce

Assoiate, PhD

Department of Chemistry
University of Cincinnati
Cincinnati, OH 45221-0172

Gumbs, Godfrey

Professor, PhD

Physics & Astronomy
University New York Hunters Co
New York, NY 10021-0000

Hakkinen, Raimo
Professor, PhD

207 Jolley Eall
Washington University

St. Louis, MO 63130-0000

Hall, Jr., Charles
Assistant Professor, PhD
Mech & Aerospace Engr.
North Carolina Univ.
Raleigh, NC 27695-7910

Hancock, Thomas
Assistant Professor, PhD

Grand Canyon University
, - 0
Hannafin, Michael

Visiting Professor, FhD
305-D Stone Building, 3030
Florida State University
Tallahassee, FL 3-2306

Belbig, Herbert
Professor, PhD

Physics

Clarkson University
Potsdam, NY 13699-0000

Henry, Robert

Professor, PhD

Electrical Engineering
University of Southwestern Lou
Lafayette, LA 70504-389%0

SFRP Participant Data

Field: Physical ChemIstry
Laboratory: WL/ML

Vol-Page No: 5-31

Field: Condensed Matter Physics
Laboratory: WL/EL

Vol-Page No: 5-12

Field: Mechanical Engineering
Laboratory: WL/FI

Vol-Page No: 5-19

Field:
Laboratory: WL/FI

Vol-Page No: 5-20

Field: Educational Psychology
Laboratory: AL/ER

Vol-Page No: 2-30

Field: Educational Technology
Laboratory: AL/HR

Vol-Page No: 2-31

Field: Physics
Laboratory: RL/ER

Vol-Page No: 4- 8

Field: Electrical Engineering
Laboratory: RL/C3

Vol-Page No: 4- 3




Hong, Llang

Assistant Professor, PhD
Dept of Elecxrical Engin
Wright State University
Dayton, OH 45435-0000

Hsu, Lifang
Assistant Professor, PhD

Le Moyne College
’ - o}

Huang, Ming

Assistant Professor, PhD
500 NW 20th Street

Florida Atlantic University
Boca Raton, FL 33431-0991

Humi, Mayer

Professor, PhD

Mathematics

Worchester Polytechnic Institu
Worchester, MA 1605-2280

Humi, Mayer

Professor, PhD

Mathematics

Worchester Polytechnic Institu
Worchester, MA 1609-2280

Jabbour, Kamal
Associate Professor, PhD
121 Link hall

Syracuse University
Syracuse, NY 13244-1240

Jaszczak, John

Assistant Professor, PhD

Dept. of Physaics

Michigan Technological Univers
Houghton, MI 49931-1295

Jeng, San-Mou

Associte, PhD

Mail Locaticn #70
University of Cincinnati
Cincinnati, OB 45221-0070

SFRP Participant Data

Field: Electrical Engineering
Laboratory: WL/AA

Vol-Page No: 5- 7

Field: Mathematical Statistics
Laboratory: RL/ER

Vol-Page No: 4- 9

Field: Mechanical Engineering
Laboratory: AL/CF

Vol-Page No: 2-12

Field: Applied Mathematics
Laboratory: PL/GP

Vol-Page No: 3- 2

Field: Applied Mathematics
Laboratory: /

Vol-Page No: 0-0

Field: Electrical Engineering
Laboratory: RL/C3

Vol-Page No: 4- 4

Field:
Laboratory: WL/ML

Vol-Page No: 5-32

Field: Aerospace Engineering
Laboratory: PL/RK

Vol-Page No: 3-17




Johnaon, David

Associate Professor, PhD
Dept of Chemistry
University of Dayton
Dayton, OH 45469-2357

Karimi, Amir

Associate, PhD

Division Engineeraing
University of Texas, San Anten
San Antonio, TX 7824-9065

Kheyfets, A;kady
Assistant Professor, PhD
Dept. of Mathematics
North Caroclina State Univ.
Raleigh, NC 2769%5-7003

Koblasz, Arthur
Associate, PhD

Civil Engineeing

Georgia 3State University
Atlanta, GA 30332-0000

Kraft, Donald

Professor, PhD

Dept. of Computer Science
Louisiana State University
Baton Rouge, LA 70803-4020

Kumar, Rajendra

Professor, PhD

1250 Bellflower Blvd
California State University
Long Beach, CA 90840-0000

Kumta, Prashant

Assistant Professor, PhD
Dept of Materials Science
Carnegie-Mellon University
Pittsburgh, PA 15213-3890

Kuo, Spencer

Professor, PhD

Route 110

Polytechnic University
Farmingdale, NY 11735-0000

SFRP Participant Data

Field: Chemistry
Laboratory: WL/ML

Vol-Page No: §-33

Field: Mechanical Engineering
Laboratory: PL/VT

Vol-Page No: 3-26

Field:
Laboratory: PL/VT

Vol-Page No: 3-27

Field: Engineering Science
Laboratory: AL/AO

Vol-Page No: 2- 3

Field:
Laboratory: AL/CF

Vol-Page No: 2-13

Field: Electrical Engineering
Laboratory: RL/C3

Vol-Page No: 4- 5

Field: Materiels Science
Laboratory: WL/ML

Vol-Page No: 5-34

Field: Electrophysics
Laboratory: PL/GP

Vol-Page No: 3~ 3




SFRP Participant Data

Lakeou, Samuel

Professor, PhD

Electrical Engineering
University of the District of
Washnington, DC 20008-0000

Langhoff, Peter
Professor, PhD

Indiana University
Bloomington, IN 47405-4001

Lawless, Brother

Assoc Professor, PhD
Dept. Science /Mathematic
Fordham University

New York, NY 10021-0000

Lee, Tzesan

Asscciate Professor, PhD
Dept. of Mathematics
Western Illinois University
Macomb, IL 61455-0000

Lee, Min-Chang

Professor, PhD

167 Albany Street
Massachusetts Institute
Cambridge, MA 2139-0000

Lee, Byung-Lip

Associate Professor, PhD
Engineering Sci. & Mechan
Pennsylvania State University
Oniversity Park, PA 16802-0000

Leigh, Wallace

Assistant Professor, PhD
26 N. Main St.

Alfred University
Alfred, NY 14802-0000

Levin, Rick

Research Engineer II, MS

EM Effects Laboratory

Georgia Institute of Technolog
Atlanta, GA 30332-0800

Field: Electrical Engineering
Laboratory: PL/VT

Vol-Page No: 3-28

Field: Dept. of Chemistry
Laboratory: PL/RK

Vol-Page No: 3-18

Field: Box 280
Laboratory: AL/OE

Vol-Page No: 2-38

Field:
Laboratory: AL/OE

Vol-Page No: 2-39

Field: Plasma Fusion Centerxr
Laboratory: PL/GP

Vol-Page No: 3- 4

Field: Materials Engineering
Laboratory: WL/ML

Vol-Page No: 5-35

Field: Electrical Engineering
Laboratory: RL/ER

Vol-Page No: 4-10

Field: Electrical Engineering
Laboratory: RL/ER

Vol-Page No: 4-11




i, Jian

Asst Professor, PhD

216 Larsen Rall

University of Florida
Gainesville, FL 32611-2044

Lilienfield, Lawrence
Professor, FhD

3500 Reservoir Rd., NW
Georgetown University
Washington, DC 20007-0000

Lim, Tae

Assistant Professor, PhD
2004 Learned Hall
University of Kansas
Lawrence, KA 66045-0000

Lin, Paul

Associate Professor, PhD
Mechanical Engineering
Cleveland State University
Cleveland, CH 4-4115

Liou, Juin

Associate Professor, PhD
Electrical & Computer Eng
Oniversity of Central Florida
Orlando, FL 32816-2450

Liu, Davad

Assistant Professor, PhD
100 Institute Rd.
Worcester Polytechnic Inst.
Worcester, MA 1609-0000

Losiewicz, Beth

Assistant Professor, PhD
Experimental Psychology
Colorado State University
Fort Collins, CO 80523-0000

Loth, Eriec

Assistant Professor, PhD

104 8. Wright sSt, 321cC
University of Illincis-Urbana
Urbana, IL 61801-0000

SFRP Participant Data

Field: Electrical Engineering
Laborxatorxry: WL/AA

Vol-Page No: 5- 8

Field: Physioclogy & Bio; s
Laboratoxy: WHMC/

Vol-Page No: 6-14

Field: Mechanical/Aerospace kngr
Laboratory: FJSRL/

Vol-Page No: 6- 8

Field: Associate Profeasor
Laboratory: WL/FI

Vol-Page No: 5§-21

Field: Electrical Engineering
Laboratory: WL/EL

Vol-Page No: 5-13

Field: Department of Physics
Laboratory: RL/ER

Vol-Page No: 4-12

Field: Psycholinguistics
Laboratory: RL/IR

Vol-Page No: 4-17

Field: Aercnaut/Astronaut Engr
Laboratory: AEDC/

Vol-Page No: 6- 4




Lu, Christopher
Associate Profesasor, PhD
300 College Parxk
University of Dayton
Dayton, OH 45469-0246

Manoranjan, Valipuram
Associate Professor, PhD
Neill BEall

Washington State University
Pullman, WA 99164-3113

Marsh, James

Professor, PhD

Physaics

Univerasity of West Florida
Pensacola., FL 32514-0000

Massopust, Petex
Assistant Professor, PhD

Sam Houston State University
Buntsville, TX 77341-0000

Miller, Arnold

Senior Instructor, PhD
Chemistry & Geochemistry
Colorado School of Mines
Golden, CO 80401-0000

Misra, Pradeep
Associate Professor, PhD

University of St. Thomas
’ - 0

Monsay, Evelyn

Associate Professor, PhD
1419 sSalt Springs Rd

Le Moyne College
Syracuse, NY 13214-1399

Morris, Auguatus
Assistant Professor, PhD

Central State University
‘ - 0

SFRP Participant Data

Field: Dept Chemical Engineering
Laboratory: WL/PO

Vol-Page No: 5-61

Field: Pure & AppliedMathematics
Laboratory: AL/EQ

Vol-Page No: 2-22

Field: Physics
Laboratory: WL/MN

Vol-Page No: 5-47

Field: Dept. of Mathematics
Laboratory: AEDC/

Vol-Page No: 6- 5

Field:
Laboratory: FJSRL/

Vol-Page No: 6- 9

Field: Electrical Engineering
Laboratory: WL/AA

Vol-Page No: 5~ 9

Field: Physics
Laboratory: RL/OC

Vol-Page No: 4~23

Field: Biomedical Science
Laboratory: AL/CF

Vol~Page No: 2-14




Mueller, Charles
Professor, PhD

W140 Seashore Hall
University of Iowa

Iowa City, IA 52242-0000

Murty, Vedula
Associate Professor, MS

Texas Southern University
- 0
’

Musavi, Mohamad
Assoc Professor,
§708 Barrows Hall
Cniversity of Maine
Orono, ME 4469~-5708

PhD

Naishadham, Krishna
Assistant Professor, PhD
Dept. of Electrical Eng.
Wright State University
Dayton, OF 45435-0000

Noel, Charles
Associate Professor,
151A Campbell EHall
OChio State University
Columbus, OH 43210-1295

PhD
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Development and testing of DNA probes specific for Escherichia coli strain
0157:H7, Ureaplasma urealyticum, and Mycoplasma hominis.

Vito G. DelVecchio
Professor of Biology
University of Scranton
Scranton, PA 18510

Abstract

Escherichia coli strain 0157:H7 is enterohemarrhagic causing severe bloody
diarrhea in humans. [t is often contracted by ingestion of contaminated
hamburger meat. Present methods used for diagnosis of this pathogen are time-
consuming, expensive, and not of great sensitivity. Attempts to develop a DNA
probe for this plasmid-borne virulence were initiated to circumvent these
problems and to provide better patient care.

Ureaplasma urealyticum and Mycoplasma hominis are among the smallest of
all free-living organisms. They have been implicated as the etiologic agent
for a variety of disease conditions. DNA probing systems, which are specific
for these suspected pathogens, have been developed. These probes were applied
using in situ hybridization and DNA amplification assays. Approximately 80
clinical specimens were used to test the accuracy of these systems. The

results obtained were in complete agreement with results obtained from

cultural diagnosis.
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Development and testing of DNA probes specific for Escherichia coli strain

0157:H7, Ureaplasma urealyticum, and Mycoplasma hominis

Vito G. DelVecchio

Introduction

Enterohemarrhagic Escherichia coli (EHEC) 0157:H7 was first recognized in
1982 during an outbreak of severe bloody diarrhea caused by contaminated
hamburger meat. Infection is commonly associated with the consumption of
undercooked ground beef but can also occur from drinking raw milk or sewage
contaminated water. Infection not only leads to bloody diarrhea but also
abdominal cramps and sometimes hemolytic uremic syndrome (HUS). HUS is
characterized by destruction of red blood cells and kidney failure.
Currently, there are several clinical tests available for EHEC but they are
relatively expensive, time-consuming, and not always accurate. The lack of
standardization of these assays from one laboratory to another represents an
obstacle in diagnosis of EHEC. The genes for EHEC virulence reside on a 60
megadalton (mD) plasmid. A DNA probe specific for EHEC would circumvent these
problems and also result in more rapid therapy for patients. The present
study is concerned with development of a DNA probe for EHEC strain 0157:H7.
Such a diagnostic assay would include in situ hybridization and nucleic acid
amplification of EHEC 0157:H7. DNA probes are economical and highly specific

ways of diagnosing illness.

Methodology
Plasmid DNA from E. coli strain 0157:H7 was isolated using the Magic

Miniprep Method kit (Promega). The 60 mD plasmid was separated from genomic
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DNA and other plasmids by agarose gel electrophoresis using a 1% agarose gel.
The resulting band of plasmid DNA was excised from the gel and filtered
through a 0.45 um Ultrafree-MC Filter Unit (Millipore). The plasmid DNA was
precipitated in 7.5M ammonium acetate and 95% ethanol followed by
centrifugation at 14000xg and resuspension in distilled water. It was then
hydrolyzed with the restriction endonuclease Pst I. The resulting fragments
were Genecleaned (Bio 101) and ligated into the plasmid vector pUCl18, and the
recombinant DNA molecules were cloned into £. coli DH5« competent cells.
These cells were transformed by the method of Hanahan (1983) and grown on
Luria-Bertani agar containing ampicillin in the presence of X-gal (5-bromo-4-
chloro-3-indoyi-B-D-galactoside) and IPTG (isopropyl-B-D-thiogalactopyranoside).
Colonies containing plasmids with inserts appeared yellow in color and non-
recombinants were blue. The recombinant plasmids were isolated from each
clone by the miniprep boiling lysis method of Holmes (1981), hydrolyzed with
Pst I, and electrophoresed on a 1% agarose gel containing ethidium bromide.
DNA was visualized using an ultraviolet trans-illuminator and sized by

comparison with a standard 1 Kb DNA ladder (Gibco-BRL).

Results

Several attempts were made at forming a clone library of the 60 mD plasmid
of EHEC. The majority of clones contained inserts which were identical in
size (3600 bp) some clones contained additional DNA segments which ranged in
size from 100 to 3600 bp -~ however there was not a great diversity of insert

sizes.

1-4




Discussion

The reason for the general lack of variation in insert size is not known
at this point. The use of other restriction endonucleases to generate
libraries or electroporation to cause transformation may result in more
diverse jibraries.

To2 resulting library for EHEC 0157:H7 specific genes will be analyzed as
follows: Recombinant plasmids containing inserts will be blotted onto
positively charged nylon membrane (Boehringer Mannheim) by the method of
Southern (1975). Probing with DNA of other diarrheagenic strains (£. coli
strains 188, 189, 194, 221) will detect inserts which are not EHEC-specific.
Those inserts which do not hybridize with these strains will be considered
possible EHEC probing candidates.

The Southern blot will be probed with digoxigenin-labeled DNA probes. The
The hybrids will be detected by complexing digoxigenin DNA with anti-
digoxigenin antibodies complexed with alkaline phosphatase. The presence of
hybridized probes will be signaled by the action of alkaline phosphatase on
Lumi-Phos 530 (Boehringer Mannheim). The enzyme causes the hydrolysis of
Lumi-Phos 530 which resulits in the emission of photons which are analyzed on
Fuji Medical X-Ray Film (Fuji Photo Film Company). Clones of interest will be
sequenced to determine the nucleotide content of the insert DNA.

Sequencing will be accomplished using a non-isotopic DNA Sequenase Imaging
System (United States Biochemical Corporation) in conjunction with the Auto
Trans 530 direct transfer electrophoresis system (Betagen). After the
sequence has been read, PCR primers will be synthesized and amplification
studies will be done. At this point polymerase chain reaction (PCR) analysis
of EHEC strain 0157:H7 can be accomplished and used as a diagnostic tool.
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Since the 60 mD plasmid is found in multicopies in £. coli, in situ DNA probe
analysis is also possible. Fluorescent-labeled oligonucleotides specific for
0157:H7-unique 20 mers on the plasmid can be used to diagnose the presence of
this strain of £. coli. In situ detection can be used in conjunction with PCR
or by itself. Thus the two different probing systems can easily be adapted to

most clinical laboratory settings.

PCR Detection of Mycoplasma hominis and Ureaplasma urealyticum in Clinical
[solates.

Introduction

Mycoplasma hominis and Ureaplasma urealyticum have been associated with
infertility, pregnancy wastage, pelvic inflammatory disease, pneumonia of
neonates, and non-specific urethritis. There has been no satisfactory method
for the direct identification of these organisms in clinical samples since
culture assays involve complex media, lengthy incubations, frequent growth
failure and contamination; therefore their total involvement in the disease
process has never been elucidated. With this in mind we have established DNA
Jibraries of these organisms in £. coli. These libraries have afforded a
probes collection of varying specificity and sensitivity as defined by
hybridization and visualization by the use of Lumi-Phos 530.

Since PCR has become available to researchers and clinicians, the
application of this technique has revolutionized diagnostic medicine for it
offers the most sensitive, rapid, and less labor-intensive means of detecting
specific nucleic acid segments. Thus we applied this technique’s sensitivity
to detect the cloned Ureaplasma and Mycoplasma sequences present in clinical

samples.




PCR is based upon the natural DNA replication process since the
number of DNA molecules doubles after each cyclie. Target DNA is first
denatured, or converted from the double-to-single-standard state, at a high
temperature (95° - 100° C). The denatured single-stranded DNA will then
anneal to complementary primer once the temperature of the reaction is
lowered. Primers are single-stranded oligonucleotides which limit and define
a target DNA segment of gene or organism. Primers are added in molar excess
so that they may easily anneal to disassociated target single-stranded DNA.
Once annealing has occurred, the enzyme DNA polymerase catalyzes the synthesis
of new strands of target DNA segments. The synthesis occurs by the DNA
polymerase adding nucleotides which are complimentary to the unpaired DNA
strands onto the annealed primers 3’0H. After 30 cycles of denaturation,
linker annealing and primer extension a single target DNA can be amplified or
duplicated up to 1,000,000 copies in the space of 3 hours. The amplified DNA
can then be identified via agarose gel electrophoresis or hybridization

techniques.

Methodology

Clinical samples used included: throat swabs, blood samples, tracheal
aspirants, lung biopsies, urethral and vaginal swabs, and placental tissue.
The specimens were shipped in various types of transport media, including:
Mycotrans transport media (Irvine Scientific), Remel Arginine broth (Remel),
and Remel 10B media. Mycoplasma hominis identification was done by

microscopic observation of colony characteristics on Remel A8 media and

Mycotrim GU media (Irvine Scientific).
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Clinical samples were prepared for PCR analysis by aliquoting 1 .. of
transport media into a microcentrifuge tube. This was centrifuged it 14,000
x g for 15 minutes in a microcentrifuge. The supernatant was discarged and
the remaining pellet was resuspended in 100 ul of sterile distilled water,
boiled for 10 minutes, and stored at -20° C until use.

Clinical samples containing cotton swabs were placed in 1 ml of sterile
distilled water and vortexed gently for 15 seconds. The swab was then
discarded and the liquid portion was centrifuged at a low speed for 3 min.
The supernatant was transferred to a microcentrifuge tube, boiled for 10
minutes, and stored at -20° C until use.

PCR amplification was done using the Gene Amp Kit with AmpliTaq DNA
Polymerase (Perkin Elmer-Cetus) in the Techne PHC-3 Dri Block Cycler (Techne
Corporation). Twenty-five ul of isolated clinical sample was added to 75 ul
of PCR reaction mix containing: 50 mM Tris (pH 8.3); 1.5 mM MgCl; 200 uM
dNTP’s; 0.25 ul of Taq Polymerase; and 0.15 mM 20-mer primers Mh-2 (5°-
GGTGATTCACGTTGTATGC-3’) and Mh-3 (5’-GGTCCTAGACAACTTATAAG-3’). The PCR
reaction mix was overlaid with 50 ul of sterile mineral o0i) (Sigma Chemical
Company). PCR times and temperatures were as follows: initial denaturation
at 95% C for 3 min; amplification using 35 cycles of: denaturation at 94° C
for 1 min, annealing at 60% C for 1 min, and extension at 72° C for 1 min. An
additional 5 min at 72° C was added at the end of the 35 cycles to allow for
complete extension of the primers.

Twenty-five ul of amplified PCR product was electrophoresed for 60 min
using a 2% Nu Sieve agarose gel (FMC Bioproducts). The gel was prepared with
Tris-Acetate-EDTA (40 mM Tris, 20 mM Acetic Acid, 1 mM EDTA, pH 8.3),
containing ethidium bromide. The PCR ampiicons were visualized on an
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ultraviolet transilluminator (Fotodyne) and sized by comparison with the

standard 100 bp DNA ladder (Gibco BRL).

Results

Those amplicons which tested positive for M. hominis displayed the 152 bp
band. A total of 82 clinical samples were tasted for M. hominis and the PCR
based results were in 100% accordance with the media based results recorded in
the Epidemiologic Research Division/Bacteriology Section at Brooks Air Force
Base, San Antonio, Texas, as is indicated in Table 1. PCR products resuiting
from amplification of U. urealyticum target segments resulted in a band
consisting of 186 bp. The ciinical samples tested were in total agreement

with the cultural assay as can be seen in Table 2.

Discussion

The specificity and sensitivity characteristics of the M. hominis
and U. urealyticum diagnostic PCR assay was confirmed. All results were in
accordance with data recorded using the cultural diagnostic assays. PCR
diagnosis for the presence of these bacteria is a considerable improvement
over the cultural systems for diagnosis can take place in as few as 8 hours.
PCR assay predicted the outcome of the cultural assay days before results were
obtained. In summation, the DNA probes are specific, sensitive, rapid, and

not labor-intensive. Routine application of the PCR assay is now beginning.
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TABLE 1 Clinical Data
Mycoplasma hominis

No. Sample No. Medla PCR Culture

| 924 108

] 928 Arg. Broth + .

3 1231 Arg. Broth . - q
4 2087 Arg. Broth

S 1239 Arg. Broth + +

6 2513 Arg. Broth + +

7 2672 108

8 2463 Arg. 8roth + +

9 2044 Arg. Broth + .

10 1641 Arg. Broth

1 2016 Arg. Broth

12 2017 Arg. Broth

13 2018 Arg. Broth

14 2019 Arg. Broth

18 1293 Arg. Broth + *

16 1498 Arg. Broth + .

17 2183 Arg. Broth

'8 2116 Arg. Broth * + H
19 523 Arg. Broth

20 2838 Arg. Broth . .

2! 1048 Arg. Broth + +

22 2645 Arg. Broth . + I
23 2447 Arg. Broth

24 788 Arg. Broth + +

eS 2451 Arg. Broth . -
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No. Sample No. Medla PCR Culture
26 2603 Arg. Broth + +
27 2696 Mycotrans
28 2960 Mycotrans
29 2448 Mycotrans
30 1286 Mycotrans * .
3 3562 Mycotrans
32 3563 Mycotrans
33 2115 Mycotrans + -
34 3299. Mycotrans
35 1292 Mycotrans
36 1438 Mycotrans
3? 2450 Mycotrans
38 1569 Mycotrans
39 1309 Mycotrans
40 3453 Mycotrans
41 1074 Mycotrans
42 1913 Mycotrans
43 1565 Mycotrans
44 1513 Mycatrans
45 710 Mycotrans
46 1672 Mycotrans
47 329 Mycotrans
48 2242 Mycotrans
49 1768 Mycotrans
] 1034 Mycotrans .
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No Sample No. Media PCR Culture
81 787 Mycotrans 4
52 18318 Mycotrans
$3 1713 Mycotrans
I 54 1839 Mycotrans
1 1847 Mycotrans
[ 56 1916 Mycotrans + +
I §7 1782 Mycotrans
58 2802 Mycotrans
s9 1751 Mycotrans
80 1794 Mycotrans
61 2807 Mycotrans
62 95 Mycotrans
L 63 1666 Mycotrans
- 64 2270 Mycotrans
65 2292 Mycotrans
66 2428 Mycotrans
67 2849 Mycotrans
L 68 65S Mycotrans
69 2700 Mycotrans
70 1679 Mycotrans |
7 1882 Mycotrans 1
72 3444 Mycotrans I
73 2695 Mycotrans I
74 1844 Mycotrans + + ]
75 194$ Mycotrans + + 1
76 1948 Mycotrans
77 1939 Mycotrans |
78 1968 Mycotrans . J
79 1968 Mycotrans
80 2003 Mycotrans |
81 2006 Mycotrans I
1592

Arg. Broth . . l




TABLE 2 Clinical Data
Ureaplasma yrealyticum

No. Patient No. Date Media PCR Culture
1 2696 10/31/92 M

2 2643 10/08/92 M . .

L 3 2017 08/18/92 M . .

4 07/29/92 M

5 2594 10/05/92 M

6 2521 09/29/92 M

7 2016 08/19/92 M . R
8 2019 08/19/92 M

9 1239 04/18/91 Arg . +
10 1286 05/07/93 Arg ’ .
" 2513 10/13/92 Arg

12 1592 06/10/93 M

13 1604 06/11/93 M . .
14 1264 05/04/93 M

15 3300 12/04/92 M

16 3092 11/16/92 M

17 2018 08/19/92 M

[ s 2118 08/27/92 M

19 2116 08/27/93 M

20 788 03/19/93 MT

21 1744 05/09/92 M

22 2450 09/24/92 M N .
23 2849 12/22/66(DOB) M . .
24 1293 03/10/93 M R R
28 1338 04/21/93 M + +
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No. Patient No. Date Media PCR Culture
26 1292 05/06/93 M + +
27 1565 06/08/93 M
28 1610 06/15/93 U. Media + +
29 1438 03/25/93 M . +
30 1074 04/14/93 M - -
31 1313 06/02/93 M . +
32 610 03/02/93 U.? + -
33 1263 05/04/93 M - +
34 323 02/04/93 M + +
35 112 04/21/93 M + +
36 1048 04/13/93 M

37 1513 06/02/93 M + +

38 sample contamination

39 1672 06/21/93 M

40 1666 06/21/93 M

41 1783 06/29/93 M -

42 1758 06/29/93 M

43 1772 06/30/93 U. Media

44 1776 06/30/93 M + +

45 1779 06/30/93 M + +
Jﬁ 46 1679 06/23/93 M + +

47 1794 07/01/93 M + +

48 1794 07/01/93 108 + +

49 1838 07/07/93 M + contaminated

50 1894 07/07/93 M - ‘ +
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No. Patient No. Date Medla PCR Culture
51 1777 05/27/92 U. Media
s 2047 08/20/92 U. Media
53 1883 08/03/92 U. Media
f se 9 01/12/93 MT + +
| s 1592 06/10/93 Arg
[ s 1590 06/10/93 108
57 655 03/05/93 MT ’ .
58 1074 04/10/93 108 . .
59 2002 10/06/92 Arg N .
60 2285 . 07/23/92 108 . N
61 710 03/12/93 MT N .
62 877 03/26/93 108 . .
63 3175 11/20/92 108 . .
64 06/04/92 M
6s 1892 07/09/93 M
66 1916 07/12/93 MT . +
I 67 2006 07/19/93 M + +
68 1965 07/15/93 M . +
69 2021 07/21/93 M
70 2028 07/21/93 M
}_ 7 2019 07/21/93 M
72 1939 07/14/93 M
73 1948 07/14/93 M
74 1971 07/13/93 M
7s 1782-84 06/30/93 M . .
1-15
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ABSTRACT

The primary aim of this research is to develop mathematical descriptions of the
entropy generation of the cardiovascular system. To accomplish this aim, the
cardiovascular cycle is modeled by four discrete thermodynamic components - left and
right heart, systemic and pulmonic circulation beds. Using the first two laws of
thermodynamics, mathematical expressions for the irreversibility of the components are
obtained. Blood flow pressure drop and extraction of metabolic fuel largely contribute to
the irreversibility of the cardiovascular cycle. For the left and right heart the irreversibility
is found to be due to compression losses in the ventricles, metabolic losses, and fluid flow
pressure drop. In the systemic circulation, irreversibility was primarily due to fluid flow
pressure drop and oxygen and fuel exchange with the tissue. Pulmonary circulation
irreversibility was comprised of fluid flow pressure drop and oxygen exhange.




INTRODUCTION

Purpose: ) )
The objective of this research was to describe, in mathematical terms, the entropy

generated by the cardiovascular cycle.

Background:
The primary question that motivated this research was: how is the heart

hydraulically coupled to its vascular load? Hydraulic coupling theories based on maximum
first law thermodynamic efficiency or maximum external work transfer have been
proposed (Suga et al, 1985). However, it appears that these approaches are not sufficient
to describe the hydraulic coupling in every situation (Hayashida et al,1992). Another
approach seemed warranted.

In an excellent review, Gibbs and Chapman (1979) detailed early thermodynamic
approaches to cardiac and skeletal muscle tissue. Much useful work has been done in the
biothermodynamic analysis at the tissue level. However, the authors performed muitiple
automated and manual literature searches for previous work in which the cardiovascular
cycle (CVC) was analyzed for entropy generation, lost available work, irreversibility,
exergy or second law views, but found none.

In contrast, much second law analysis has been performed on engineering
thermodynamic cycles such as Otto, Brayton, and vapor compression. It is a well-
accepted approach for obtaining additional information about the performance of such
systems. (Black and Hartley, 1991, Van Wylen and Sonntag, 1991) Therefore, it is
puzzling that this approach has not been used to analyze the CVC. One good reason for
studying the CVC from an entrepy generation viewpoint is that to minimize irreversibility
in a cycle, means that the fuel obtained by the cycle is utilized as effectively as possible. A
good strategy for survival is to use what energy one has as effectively as possible - given
certain life supporting constraints. Other reasons supporting this approach are that:

2) second law analysis relies on a relatively simple model where a few
measurements of state properties can yield much information

3) viewing CV performance from this perspective may help obtain an increase in
G-tolerance of tactical aircraft pilots.

4) viewing CV performance from this perspective may help improve clinical
diagnosis and therapeutic approach of the general cardiac patient.

Scope of Report:

This report will discuss the basic thermodynamic laws which form the foundation
for the mathematical development. Next, the development of the CVC model will be
discussed. Then, the mathematical equations describing the entropy generation of each
component in the CVC will be developed. Finally, the utility and future promise of this
approach will be discussed.




BASIC THERMODYNAMIC LAWS

In this section, the general laws of thermodynamics will be shown along with
certain simplifying assumptions which allow for a more convenient mathematical form.

1st law of Thermodynamics for a control volume:

. d v2 -
Qv= E{éep dV+[J;(h+7-+gZ)pUm dA+wC.V.

Where:
Q.. = rate of heat transfer into the control volume (c.v.) surface.
p = density of fluid
e = energy contained in volume, dV
L. = enthalpy of substance
v = velocity of substance
g = gravitational constant
Z = elevation of substance
Vrn =

outward-directed normal velocity
dA = areaof flow, m

Wcv = done by the control volume.

In words the first law states for a control volume ...

rate of heat transfer = rate of energy stored + rate of
net energy entering + power produced

For uniform states of mass crossing the control surface, the first law becomes ...

2

o [ ] Y dE ® 02 ®
Qcv.+2m hi+—2‘—+gZi = d‘ivwz:me he+—2"—+gze + Wew.

Where:

B8
i

= mass flow rate into control volume

g
1]

mass flow rate out of control volume

Furthermore, if one assumes steady energy content in the control volume, that the
control volume does not move relative to the coordinate frame, and that the mass flux and

[} [ ]
its state do not change in time, and finally, that Q¢ v and W¢ v_remain constant, one
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obtains a steady state steady flow (SSSF) equation.

® [ ] 02 o Uz Y

If a chemical reaction takes place or if there is a transformation of material, the
enthalpies take the form:

mihj =Hj=nh, +n,h,+..+n h,

Where:
n, h » = product of moles and molar enthalpy of species n
and
h n= hfo +A H
n
Where:

hfo = enthalpy of formation at reference pressure and temperature

Ah

enthalpy change due to non reference pressure and temperature.

Thus, under SSSF conditions and neglecting kinetic energy and potential energy ...

Qcv.+ Znih_ﬁ Zﬂeﬁg +Wcew.

Certainly, the CV system does not operate under SSSF conditions over a heart
beat. The ventricles produce flow intermittently and the condition of the system
fluctuates. But over a "sufficiently" long time, the CV system approaches a SSSF
condition. It is not necessary to limit the thermodynamic analysis to SSSF conditions, but
it helps to focus on the important issues, by taking this simpler approach. Just as Poiselle's
law (valid for steady flow conditions) has great utility in explaining nonsteady
hemodynamics, the authors believe that a SSSF approach can be of great utility in
explaining CV thermodynamics as well.

2nd Law of Thermodynamics for a control volume (general form):

o /

Q/ .
d%jspdV+jSpvr_n_dA=j % +j % \'
v A A v
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Where:
§ = entropy
T = Temperature
LW = lost work due to irreversibility

In words, the second law states that for a control volume the ...

rate change in entropy + net entropy leaving = entropy due to heat transfer + entropy
generation

For a SSSF process ...
° ° X /
ZmeSe—ZmiSi—I —;rA—~ =g
A
\
Where:
o = rate of entropy generated

entropy exiting the control volume
entropy leaving the control volume

Se
5

mon o

Continuity Equation (general form):

The continuity equation for a control volume is:

%ﬁ)dv + {pur.ndA=0
v

For SSSF conditions:
2 mi=) me
Where:
m=pAv

Now these SSSF equations can be applied to the CV system and in the next
section the CVC model will be developed.

CVC MODEL
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The CV system is thermodynamically represented by four compartments. These
are 1) left heart, 2) systemic circulation, 3) right heart, and 4) pulmonic circulation. The
CV system schematic is shown below. A control surface is drawn around the outer
surface of the heart.

Systemic Circulation

N Coronariesﬁ/
/AN

@ Left\ [ /Right @
Heart Hear

Ol | O™

Pulmonic Circulation

Figure 1 - CV system schematic

While the coronary flow is part of the systemic circulation, it is included with the
heart as a separate flow from the "systemic circulation" compartment so that the overall
thermodynamics of the heart can be determined. Note that the systemic circulation can be
subdivided into individual organ systems so that the organ thermodynamics can be
determined in a similar manner as the heart.

Now that the CVC has been thermodynamically represented in schematic form, it
can also be represented on a fluid property diagram, such as a temperature-entropy (TS)
diagram. However, unlike a common fluid such as water, blood is not truly a
thermodynamically pure substance. A thermodynamically pure substance is one that has a
homogeneous and invariable chemical composition and blood is actually a suspension.
Also, since blood carries reacting and reacted components in it, blood cannot be
considered a simple compressible substance. A simple compressible substance is one
where knowing two independent variables, say pressure and specific volume, a third
variable is automatically known, say temperature, through an equation of state or property
chart. Unfortunately, to the authors' knowledge, an equation of state or property chart
does not exist for blood. But later it will be shown, that to an engineering degree of
accuracy, under certain conditions, blood may be considered a thermodynamically pure
substance and a simple compressible substance. Once an equation of state or property
chart for blood has been developed, the analysis suggested in this report will become much
more straightforward.

LEFT AND RIGHT HEART
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Consider the following model of the heart as two pumps with the energy for the

pumps derived from a fuel/oxygen reaction taking place in the cardiac muscle (supplied by
the coronaries).

/N Coronaries\VV

N
@J_eft Righ

Heart > Hea
o1 e

Figure 2 Left and Right Heart Schematic

Using SSSF assumptions and neglecting changes in potential energy and kinetic
energy the following relations can be obtained.

Continuity Equation (Hean):

Conservation of mass yields the following equations.

L]

m,=m,+mMmg
m,+meg=m,

m,=m, .. M,=m

Ist Law of Thermodynamics:

Application of the 1st Law produces ...
Q+ %:N,'[h;’ +Ah). = W+ ZP'.Ni[hf" + Ah];

Where, R = reactants and P = products

Expanding the summation signs and assuming heat and work transfer rates are
negligible across the outer surface of the heart ...

N Cz[h: + Ah]Cz +N l[h: + Ah]l +N 3[h; + Ah]3 = I:I C)[h; + Ah]cs + I:J Z[h? + Ah]: +N ‘[h: + AhL
where:

¢, = coronary inf low




¢, = coronary outflow

Substituting the followmg
mcHV N c.lhf e, - N ol ],

chh=Nc3[Ah]c —-\Ic,[Ah]
m,, Ahy, = N, :[Ah],— N,[Ah),, where N,[h,] [h, l,
M gyt Ahgy = N, [Ah],- [Ah] where N;[h7], = N.[h?],

and where under SSSF conditions ...

Yields ...

m. HV = m cAhg + m, | Ay, +Ah,,

At this point, it may be helpful to view the coronary flow and its thermodynamic
equations by examining the schematic in Figure 3. Here Q3 is the heat that is lost either
across the outer surface of the heart or that which is lost to the blood in the atria or
ventricles. Since the control surface was drawn at the outside surface of the heart and
Qc.v. = 0, Q3 is heat transferred to the blood in the atria and the ventricles. Practically,
this is probably very small compared to the heat transferred to the coronary blood, Q. W
is the work performed by the heart on the blood in the atria and ventricles.

w Q2

N HV-W ‘t‘
e
Heat Pressure

——{ Combustion ——

Transfer Dro
heo ha hg P hes3

FIGURE 3 Coronary Flow Schematic

If one assumes that state point A is at the same temperature and pressure as state
point c2 then hep - hp = HV. It s also apparent that HV = W + Q2 + Q. State point B
may be at a higher temperature than A, so that hg - hp = cAT,, where c is specific heat
of coronary blood. Block 3 accounts for any pressure drop in the coronary flow.

Thus,




Ahcz.cz = Ahr\,cz + Ahe_a T Ahcs.a

and
i Ahg, 5 = 0, Throttling process

Aucyp = -VAP,
Ahcs oy =-HV + Ahg 4

Ahc:;'cz =-HV + CATB,A
Ahcs oy =-HV +cATes 0y
Ahc =-HV + CATC

mcAh, = -r;1CHV + mC(SA'l'c

1 and with substitution and rearrangement

Representing the total enthalpy increase of both left and right hearts as ...
Ah, =(h,-h)+(h,~h)
(h, - h)) =cAT,, + VAP,
(h, = h;) = cAT, + VAP,

next applying the 1st law to all the flows of the heart one obtains...
m, V(AP + APy,) = m_HV - m AT - m, [C(AT,_H + ATy )

Compare this equation with the equation below.

W=m.HV-Q -Q,.

This equation shows that the power output of the heart (left side of equation) is
the total heating value of the fuel less some energy loss terms. These loss terms represent
the net power change in the coronary flow due to heating from waste heat of combustion
and pressure drop, and the net change in energy of the blood due to temperature increase
of the blood as it is pressurized in the heart ventricles. If there were no loss terms, all the
fuel could be converted to power output of the heart. But because of thermodynamic
energy losses when energy is transformed from one form to another, such as metabolism,
friction, and heat transfer, the power output is less than the energy content in the fuel.
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Second Law of Thermodynamics:

o =Zr;15*2r;15—2%-
g n 1 1
Assuming that ...

Z%=O,because Q, << Q
! 1

G = mMc(Sc3—Scz) + My (S2 + 54— 5, —53)
6 = m¢(Asc) + my(Aspy + Asgy)
Recall, the TAS formulations ...
TAs= Ah+VAP + Y piAN;
TAs = Au—PAv + )" PiAN;

Z“.AN, = AG);p

where G is the Gibbs' free energy function...
Thus,

TAs,, = Ah,, - VAP, =cAT,,
TAs,, = Ah,, - VAP, = cAT,,

+AG),,

cl.C3

TASC = Ahcs.cz - VAPcs‘c: - ZP.ANl =-HV + vAP,

6 =-HV+AG);; +VAP,, ., +cAT,; + cATy, + cAT,
Since
AG)T,p = Wrev
and
Wact = HV ~ CAT, assuming Q,= 0

O, = Wrey — Wyt + VAP,
Lost Work (LW) = Wrey-W,ct

G, = LW+ UAPCZ,C3
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6. = Lost work due to combustion inefficiency and coronary flow pressure drop.
6=0c+c(ATLH + ATRY)

SYSTEMIC CIRCULATION

The analysis for the systemic circulation follows closely the analysis for the
coronary flow. First, a model will be defined.

Systemic Circulation

Using SSSF assumptions and neglecting changes in potential energy and kinetic energy
the following relations can be obtained.

Continuity equation (systemic Circulation)

Conservation of mass yields the following equation.

m3 =r12

First Law Analysis (systemic circulation)

At this point, it may be helpful to view the systemic flow and its thermodynamic
equations by examining the schematic in Figure 4. Here Qg N is the heat that is lost to
the outside tissue and Qs is the heat that is returned to the capillary across the control
surface. We.v. = 0.

Oskin

AT\W /N

N\
HV 7 Qg

Heat Pressure
hE Transfer hF Drop

e

—>— Combustion

FIGURE 4 Systemic Block Diagram

If one assumes that state point E is at the same temperature and pressure as state
point 2 then hy - hg = HV. State point F may be at a higher temperature than E. so that
hf - hg = CATgg. Block 3 accounts for any pressure drop in the systemic bed.
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Thus,
Ahs, = Ahg; + Ahgg + Ahsp

Ahyp = 0, Throttling Process
Ausp = -vAPsp

Ah32 = —HV + AhFE
Ah32 = —HV + CATFE

and with substitution and rearrangement
my Ah,;, = my (-HV+cAT,,)

This equation shows that the enthalpy change is the heating value of the fuel less
the heat returned to the systemic circulation.

Second Law Analysis

c1'=st—st—Z%i
ou = -

o=mH<Asn>—%

where Qg is the heat transferred across the circulatory system vessels.
Recall, the TAS formulations ...
TAs= Ah+ VAP + " ;AN
TAs= Au-PAv + Z': HjAN;

ZuiANi = AG)T.P
Thus,




TAs,. = Ah,, ~ VAP, = 3 p AN, =—HV +cAT,, + VAP, + AG),,

o= rns(—HV +cAT, + VAP, + AG)TV,,) —%

c= [;ls(-Hv + AG + VApzs)T.P)

PULMONARY CIRCULATION:

Shown below is the schematic of the last component of the CVC system.

A\ /N

Opien O

Pulmonic Circulation

Figure 5 Pulmonary Circulation Schematic

The control surface for the control volume was drawn around the pulmonary
circulation. It was assumed that the boundary work done on the pulmonary circuiatory
system is much smaller than the amount of heat transferred across the control surface.
Given these constraints, a thermodynamic block diagram similar to the systemic circulation

was used.
02 COz ung
H2 0
. Mass Heat Pressure «
h‘: Transfer hG Transfer hy Drop h:

The first block represents products of metabolism entering with enthalpy hy The
fluid gains oxygen (a reactant). For simplicity, it was assumed that the blood also acquires
fuel at this point. While physiologically, the fuel is acquired by a number of methods and
anatomical locations, thermodynamically it is a good approximation to have the fuel enter
with the oxygen. Physiologically, this is termed the energy equivalent of oxygen and is
about 4.8 Calories/L oxygen. Furthermore it was assumed that state 4 and state G are at
the same temperature and pressure. State H is typically at a lower temperature than G and
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JRPUURE N —

state 1 is at the same temperature as H but a lower pressure.

Using SSSF assumptions and neglecting changes in potential energy and kinetic energy
the following relations can be obtained.

Continuity equation (Pulmonary Circulation)

Conservation of mass yields the following equation.

ms=m

First Law Analysis (Pulmonary circulation)
Ah,y =0, Throttling Process
Auyy = -VvAPy = VAP,

Thus,
Ahy = Ahgy + Ahyg + Ahy

Ahg, =HV

Ahl4 = HV + CATHG =HV + CAT14
and with substitution and rearrangement
QLL’NG =My CATN

This assumes that most of the temperature change is due to heat-transfer with the
pulmonary gases and not from metabolic waste heat from the lung tissue.

Second Law Analysis (Pulmonary Circulation):




Recall, the TAS formuiations ...
TAs= Ah+VAP + ) piAN;
TAs= Au-PAv+) AN

Z“lANi =AG);p
Thus,

TAs,, = Ah, - vAP, - >t AN, = HV + ¢AT, + VAP, + AG),,

G= r;m(HV+cATH + VAP, + AG)T,P) _ QL';'NG

c= r;ln(HV+ VAP, + AG)T.P)

CONCLUSIONS

The CV system was modeled as a thermodynamic system to investigate the
theoretical foundations of irreversibility minimization as a control strategy for the
circulatory system. Simplifying assumptions, such as SSSF conditions, were imposed. As
one might suspect, irreversibility was generated in each component from fluid flow
pressure drops, metabolic processes and mass transfer. Although much more work needs
to be done, the foundations of the concept have been developed.
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WHITE-NOISE ANALYSIS OF CAROTID BARORECEPTCR FUNCTION
IN BABOONS

Arthur J. Koblasz
Associate Professor
School of Civil Engineering
Georgia Institute of Technology

Abstract

A white-noise protocol was evaluated for characterizing
carotid baroreceptor function in three adult male baboons. The
white-noise (pseudo-random binary) stimulus was created by varying
the pressure in the right carotid sinus. The pseudo-random
stimulus was sustained for a period of 3 minutes at 2 different
mean levels-- 40 mm Hg, 70 mm Hg and 100 mm Hg. The karoreceptor
response at each mean level was indicated by continuously measuring
the pressure in both the right atrium and the aorta. First-order
Wiener Kernels were calculated from this stimulus-response data
{see Appendix A for analytical details). The first-crder Wiener
Kernels were then used to predict the pressure changes in the right
atrium and aorta which would result from a pulse of pressure at the
right carotid sinus.

The white-noise protocol reveals that th carotid
baroreceptors are still effecting right atrium pressure more than
50 seconds after the pressure in the right carotid has been pulse
modulated. If our predicted responses are correct, then the time-
constants for g-induced cardiovascular changes can be much longer

than expected. Also, the delayed response 1is in the wrong
direction-- a positive pulse at the carotid sinuc causes
vasoconstriction.

These unexpected results could be the result of reduced p02 at
the right carotid sinus, which is a common situation in prolonged
air combat. Other investigators have reported that the carotid
baroreceptor response 1is entirely eliminated under similar
conditions. In future experiments, we will investigate the effect
of p02 on carotid baroreceptor transduction speed. WwWe will also
use aperiodic pulse stimuli, i.e. random intervals retween the
pulses, and will continue to measure the response to each pulse
stimulus for 100 seconds after each stimulus.
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Figure 1.

The white-noise method for characterizing nonlinear
bioclogical systems has been successfully demonstrated in
catfish retina studies (Marmarelis and Naka, 1973), in human
ERG studies (Koblasz, et al, 1980) and in a variety of other
vertebrate studies (Marmarelis, 1976). Similar nonlinear
characterization schemes have been demonstrated using random
square wave stimuli (Yasui and Koblasz, 1984) and random
pulse sequences (Fricker and Sanders, 1975).

Recently, a white-noise protocol has been demonstrated in a
study of aortic baroreceptor function using in vivo rabbit
preparations (Masaru, et. al., 1990). The aortic pressure
was modulated by electrically stimulating the right
ventricle using pacing electrodes triggered at a constant
frequency of 400 beats per minute. The pacing was sustained
for variable durations of greater than 1 second per burst,
and the interval between bursts was varied to produce aortic
pressure fluctuations with a fairlv flat power spectrum over
the frequency range of DC to 1/2 Hz. (In our protocol, we
will block the normal pulsatile flow into the left carotid
artery and will then modulate the left carotid pressure to
produce a stimulus power spectxrum which is very flat over
the frequency range of DC to 5 Hz.)

In Masaru's protocol, the aortic pressure was measured using
a high-fidelity micromanometer (Millar MPC-500), and the
baroreceptor response was measured using Ag/AgCl bipolar
electrodes positioned at the distal end of the (desheathed)
left aortic depressor nerve. Linear transfer functions
were calculated using these stimulus/response data. The
resulting math model characterized the combination of aortic
wall mechanics followed by neural transduction and encoding
mechanisms.




EXPERIMENTAL PROTOCQL

Three adult male baboons were anesthetized with
Ketamine (30mg IM) followed by periodic doses cf
a-Chloralose (50mg/kg for the first dose and 20 mg/hr
thereafter). Pancuronium Bromide (.1lmg/kg IV) was also
given to each animal to reduce muscle activity. A 3-French
Millar pressure transducer (single-tipped) was inserted into
the right femoral artery to record systemic pressure changes
resulting from the pressure stimuli applied to the right
carotid sinus. EKG was also recorded to indicate changes in
heartrate. Figure 1 presents a collection of photographs
which were taken during the animal surgery.

In the first set of experiments, the variations in
carotid pressure were produced by randomly varying the flow
rate of IV fluid injected intoc the common carotid artery.
The flow rate was modulated using a stepping motor connected
to a linear hydraulic valve, as depicted in Figure 2. At
periodic intervals, equivalent volumes of blocd were removed
from the right femoral vein. Unfortunately, the
relationship between the volume of blood injected into the
carotid artery and the carotid sinus pressure is much more
complicated than we had expected. Futhermore, it is
difficult to maintain a constant total blood volume during a
prolonged experiment.

In the second set of experiments, the rignt carotid
sinus was isolated by ligating all incoming and outgoing
vessels approximately 1 cm above and below the carotid
sinus. A small catheter was then inserted into the carotid
sinus, along with a 2-French Millar (single-tipped) pressure
transducer. The catheter was connected to a Skinner three-
way hydraulic valve (Type Bl4), which allowed the catheter
to be switched between two reservoirs of warmed
physioclogical saline solution. The reservoirs were
positioned at different heights above the carotid sinus;
hence, switching between the two reservoirs produced step
changes in pressure inside the carotid sinus. Since the
carotid sinus was completely isolated, the pressure shifts
occurred nearly instantaneously with no signifi- :nt flow of
saline into or out of the sinus.

The circuit shown in Figure 3 was used to create a
pseudo-random binary (two-level) signal and was also used to
generate periodic step and pulse signals-- the latter being
more conventional stimuli. The pseudo-random binary signal
was used as a control input to the three-way hydraulic
valve, thus producing pseudo-random binary pressure changes
inside the carotid sinus. The more conventional step and
pulse stimuli were also generated to validate the pseudo-
random data (see report for Summer 1992).
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FIGURE ?
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During each period of data acquisition, the pseudo-
random binary stimulus was sustained for three minutes . In
the first run, the two reservoirs were positioned to provide
a mean carotid pressure of 4&Omm Hg, and the random binary
stimulus fluctuated about the mean by + 20mm Hg. In the
second run, the mean was raised to 70mm Hg, and the rinary
fluctuations were first set at + 20mm Hg and then increased
to + 50mm Hg. In the last run, the mean was set at 100mm Hg
and the binary fluctuations were + 20mm Hg.




RESULTS

Figure 4 shows a plot of the carotid pressure (i1.e. stimulus)
during the first run on the third animal, when the mean was set at
40mm Hg, and the random binary fluctuations were + 20mm Hg. Figure
S is a log-log plot of the power spectrum of this signal. The
pressure stimulus appears to be flat over the bandwidth, DC to
.75Hz.

Figure 6 presents a plot of the pressure measured in the right
atrium (i.e. response) during the same period of time as Figure 4.
The low frequency periodic component (approximately .2 Hz) is
related to respiration, and the high frequency component
(approximately 3 Hz) is the typical systolic/diastolic waveform.
Figure 7 is a plot of the EKG interval during this same period.

Figure 8 displays the first-order Wiener kernels (see Appendix
A for formula) for each of the animals at the same stimulus mean
level of 70mm Hg. These transfer functions were calculated by
defining the pressure in the carotid sinus as the stimulus and the
pressure in the right atrium as the response. The response data
was low-pass filtered (corner=1.5 Hz) to remove the
systolic/diastolic fluctuations-- without attenuating the lower
frequency, respiratory-dependent fluctuations. Figure 9 shows the
comparable plots of the first-order kernels when the aortic
pressure is considered to be the :«sponse.

Under certain conditions (see Appendix A for details), the
above first-order Wiener kernels predict the response to a pulse
stimulus occurring at the origin of each plot. In all of the
kernels presented in Figures 8 and 9, the predicted responses occur
more than 50 seconds after the hypothetical pulse stimulus. This
unexpected long time-constant is undoubtedly the result of reduced
pO2 in the carotid sinus. It is also surprising that the predicted
pulse responses are in the wrong direction; a positive pulse at the
carotid sinus causes vasoconstriction. Since the predicted
negative pulse response 1is nearly the same, the carotid
baroreceptors may be only responding to the negative-going edge of
the stimulus.

Figure 10 shows how the first-order Wiener kernel changes wheu
the mean pressure level in the carotid sinus is changed. At the
higher mean levels, the latencies appear to be smaller. Hence, the
longest time-constants occur at low pO2 and low mean carotid
pressures, which is a common situation in prolonged high-G combat.
Figure 11 presents these same Wiener kernels in a different
perspective-- the peak values are shown for each respiratory
period.

The obvious next step in the analytical progression 1is to
calculate the average responses to the pulse and step stimuli which
were used-- comparing the measured pulse/step responses with the
predicted responses obtained from the white-noise data.
Unfortunately, we were not expecting latencies as long as the above
white-noise data indicates; therefore, the pulse and step stimuli
were presented with short intervals-- an order of magnitude smaller
than we needed. In future experiments it will be important to use
aperiodic pulse and step stimuli with much longer intervals between
stimuli.
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Carotid pressure measured during white-noise protocol
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Figure 6
Pressure measured in Right Atrium during white-noise experiment
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INTERACTION BETWEEN NITRIC OXIDE AND OXYGEN
DURING HYPERBARIC OXYGENATION

Edward H. Piepmeier, Jr.
Assistant Professor
College of Pharmacy

University of South Carolina

Abstract

The interactions between oxygen, nitric oxide and some of the effects of these
interactions on the immune system and inflammatory response were identified. Hyperbaric
oxvgenation treatment was used to alter oxygen levels both in chronic and acute studies jn vivo
in both a human and rats. Microwave treatment was used to induce a shock response in rats.
In vitro studies were used to supplement information gained from in vivg studies.

The effects of hyperbaric oxvgenation treatment and microwave exposure on mitogenic
stimulation of lvmmphocytes. nitrate production of macrophages. and time to induction of
shock and death were determined in rats. The effects of hyperbaric oxygenation treatment on
CD4/CD8 surface protein ratios, mitogenic stimulation of lymphocytes, and nitrate
production of macrophages was tested in a human. Finally. the mitogenic and toxic effects of

nitric oxide, 3-amino-tyrosine and glucose on human lymphocytes were measured.
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INTERACTION BETWEEN NITRIC OXIDE AND OXYGEN
DURING HYPERBARIC OXYGENATION
Edward H. Piepmeier, Jr.
INTRODUCTION
Nitric oxide and oxyvgen both have vasopressive cffects. Nitric oxide causes
vasodilation and oxygen causes vasoconstriction. An imbalance in these molecules may be
responsible for the lethal effects associated with shock. In shock, vasoconstriction is followed
by vasodilation which may be followed by visceral blood pooling. The rapid reperfusion

associated with this action can result in tissue damage and ultimately death.

The interaction between nitric oxide and oxygen is unclear. Superoxide complexes with
nitric oxide to form the peroxvnitrate ion. If superoxide dismutase levels are induced then the
depletion of superoxide may result in increased concentrations of nitric oxide. Alternately
nitric oxide may decrease due to an increase in superoxide resuiting from depleted superoxide

dismutase.

This study examined the effects of induction of the shock response with microwaves in
conjunction with hyperbaric oxygenation therapy in rats. Rats were monitored for changes in
time to shock and time to death following exposure to 350 GHz both with and without prior
hvperbaric oxygenation treatment. Changes in response of the mitogenic response of rat

lymphocvtes was monitored. The production of nitrates by macrophages was also measured.

Human lymphocytes were stimulated with different amounts of nitric oxide or 3-amino
tvrosine to identify a mitogenic response which may be associated with elevated levels of each
mosecule. The activity of lymphocytes and macrophages in a hyperbaric oxyvgenation patient
were observed before and after therapy. Changes in the CD4/CD8 receptor ratio. mitogen

induction. of lymphocytes and nitrate production by macrophages were monitored.

4-3




METHODS & RESULTS
All cells were grown in RPMI-1640 with 10% fetal bovine serum and without phenol

red. Concanavalin A was made up at 3.0 mg/ 100 ml of RPMI and diluted to 6ug/ml in each well
for determination of the effects of mitogenic stimulation on lymphocytes. Nitric oxide was
measured indirectly by monitoring its spontaneous oxidation products NO;-, and NO3-. One
hundred microliters each of 0.8% sulfanilic acid and 0.5% N. N- dimethyl-aipha-
naphthyvlamine, both in 5 N acetic acid were added to one hundred microliters of the cell
sample. Nitrates concentrations were determined colorimetrically at 570 nm after incubation
of the mixture for ten minutes at 37°C. Cell proliferation was determined manualily with a
hemacyvtometer and all counts are base upon one hundred microliter samples. The CD4/CD8
ratio was determined with the Becton Dickenson FACScan and CellFit software. Antibodies to
CD4 labelled with fluorescein isothiocyanate and CD8 antibodies labelied with phycoerythrin
as well as a non specific control were used in counting cells with CD4 and CD8 receptors.

Blood samples were taken prior to HBO therapy (predive). during the final minutes of the third
thirty minute oxygen inhalation period (oxygen), immediately following the first dive (post
dive) and following the third dive 7/21/93 (post therapy). Another sample was taken before
and after HBO therapy five days following the final treatment of the previous week

The results are listed in table 1 below.

Table 1

Blood Sample Cell Count nitrate (48 hours) Cell Count (48 hours) CD4/CDS8 ratios
(n=3) (n=3) (n=3) (n=2J

Con A + predive 7.5x104 21+4.9 20x104

predive 7.5x104 -0.6+1.2 6.5x104 1.165. 1.125

Con A + oxygen 7.0x104 5.3+0.5 9.8x104

oxygen 7.0x104 -0.8+2.4 4.6x10%

Con A + post dive 7.2x104 0.67+0.8 5.3x104

post dive 7.2x104 -4.3+2.25 3.9x104 1.216. 1.308

Con A + post therapy 8.0x104 na 7.4x104

post therapy 8.0x104 na 4.4x104

Rats were used to determine the effects of microwave and hyperbaric oxygen therapy on
mitogenic stimulation of lymphocytes and macrophage nitric oxide production.

Concanavalin A stimulation and nitric oxide determinations were carried out as described for
human lymphocytes. Tables 2 & 3 list data obtained from four control rats.
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Table 2

Date 7/23 7/26 7/27 7/28
Treatment start end start  end start  end start end
Control 81 90 46 30.23 17 33 42 36
con A control 81 89 46 27.28 17 35 42 3
Shock 81 28 14 23.23 13 34 53 48
con A shock 81 57 44 19.54 43 13 53 4
Death 81 55 45 26,2325 59 26 45 32
con A death 81 59 45 35.6400 59 7 45 2
Table 3

Date 7/23 7/26 7/27 7/28

Treatment nitrate nitrate nitrate nitrate

Control 14 9 4 4

con A control 7 11 4 17

Shoc:: 10 10 0 2

con A shock 5 12 2 12

Death 16 14 50 4

con A death 11 2 56 11

One rat (acute} was cannulated and then entered hyperbaric oxvgen therapy prior to receiving
microwave exposure (Table 4). Four rats received hvperbaric oxvgenation treauments for four
days prior to cannulation and exposure to microwave Table 5 & 6). Hyperbaric oxyvgenation
treatments consisted of 60 minutes at 3 aunospheres absolute at 100% oxvgen. Microwave
exposures consisted of 350 GHz irradiation until the animal exhibited signs of shock as
indicated by the blood pressure falling below a predetermined level. Lvinphocyte stimuiation
by concanavalin A and nitrate production by macrophages were monitored as described
previously. Time to shock from beginning of microwave exposure and time to death following
shock were measured for sixty control rats, one acute rat and four chronic rats (Table 7)

Table 4

single hyperbaric treatment prior to microwave exposure
8/4 8/6 nitrate

Treatment start end 8/6 8/9

Control 80 35 161 153

con A control 80 20 78 183

Shock 80 31 98 129

con A shock 80 10 75 134

Death 80 27 57 103

con A death 80 22 78 89
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Plate B
8/9 nitrate
end
4 606
6 1421
7 249
3 214
26 231
23 677
Plate B
8/6 8/9 nitrate
start end
73 17 322
73 19 312
20 15 193
20 12 221
104 23 51
104 18 50

Time to death following shock
13.4422.49
12

Table 5
Four hyperbaric treatments prior to microwave exposure
Plate A
8/5  8/9 nitrate 8/5
start  end starn
Control 68 7 756 73
Con A control 68 8 1016 73
Shock 53 5 1397 20
Con Ashock 53 3 1068 20
Death 65 15 1387 14
Con A death 65 18 1706 104
Table 6
Plate A
8,/6 8/9 niate
start end
Control 68 32 199
Con A control 68 17 203
Shock 53 17 199
Con A shock 53 10 195
Death 65 32 207
Con A death 65 37 84
Table 7
Treatment Time to shock
Controi (n=60} 36.68=0.72
Acute (n=1) 29
Chronic (n=4} 28.45=7 46

7.7524.95

The stimulation of lymphocyte cell growth was identified through propidium iodide staining

of cell nuclei following fixing with 70% ethanol for four hours. Nitroprusside \.+P) was used as

a nitric oxide emitter and 3-amunotyrosine (3AT)} and glucose were alsc used to determine their

effects on the lvinphocvte cell cvcle. The percentage of cells which were in the G2 phase are

listed in Table 8.

Table 8
The percent of cells in the G2 phase

30 min. Pl stain
Cell Count; 50.000 50.000
Model; RFIT SFIT
Control 31 38
30 mM NP 02 0.0
300 uM NP 42 28
2 mM 3AT 0.1 02
0.5 mM 3AT 0.4 06
300 mg% glucose 37 28

4 hrs Pl stain
200.000 200.000
RFIT _SHFIT
52 48
0.1 00
46 37
0.0 00
05 00
33 37



CONCLUSIONS

These studies demonstrate the complexity of the interaction between rutric oxide.
oxvgen derivatives of nitric oxide and oxvgen. and enzymes which modulate the
concentrations of these molecules. The results from these studies indicate the need for further
investigation of the enzymes associated with the modulation of oxygen and nitric oxide
concentrations ar- the physiological effects associated with the effects of the interactions
between oxygen. nitric oxide and associated enzymes. In addition, these studies indicate that
the functionality of the immune and inflammatory response is altered directly as a result of
this complex interaction. These studies demonstrate that functionality of the immune svstem
may not be identified solely through monitoring the expression of leukocvte surface proteins.
The overall etfect of the response of immune function may not solely be correiated to

macrophage production of nitric oxide and the corresponding toxicity to lymphocytes.

Continued studies must be made .nto the effects of hyperbaric oxygenation on the
function of the immune response and inflammatory response. The global effects which occur
during an initial exposure may be different than those encountered following repeated

exposures as demonstrated by this study.
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ABSTRACT

The primary aim of this research is to develop mathematical descriptions of the
entropy generation of the cardiovascular system. To accomplish this aim, the
cardiovascular cycle is modeled by four discrete thermodynamic components - left and
right heart, systemic and pulmonic circulation beds. Using the first two laws of
thermodynamics, mathematical expressions for the irreversibility of the components are
obtained. Blood flow pressure drop and extraction of metabolic fuel largely contribute to
the irreversibility of the cardiovascular cycle. For the left and right heart the irreversibility
is found to be due to compression losses in the ventricles, metabolic losses, and fluid flow
pressure drop. In the systemic circulation, irreversibility was primarily due to fluid flow
pressure drop and oxygen and fuel exchange with the tissue. Pulmonary circulation
irreversibility was comprised of fluid flow pressure drop and oxygen exhange.
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INTRODUCTION

The objective of this research was to describe, in mathematical terms, the entropy

generated by the cardiovascular cycle.

Background:
The primary question that motivated this research was: how is the heart

hydraulically coupled to its vascular load? Hydraulic coupling theories based on maximum
first law thermodynamic efficiency or maximum external work transfer have been
proposed (Suga et al, 1985). However, it appears that these approaches are not sufficient
to describe the hydraulic coupling in every situation (Hayashida et al,1992). Another
approach seemed warranted.

In an excellent review, Gibbs and Chapman (1979) detailed earty thermodynamic
approaches to cardiac and skeletal muscle tissue. Much useful work has been done in the
biothermodynamic analysis at the tissue level. However, the authors performed muitiple
automated and manual literature searches for previous work in which the cardiovascular
cycle (CVC) was analyzed for entropy generation, lost available work, irreversibility,
exergy or second law views, but found none.

In contrast, much second law analysis has been performed on engineering
thermodynamic cycles such as Otto, Brayton, and vapor compression. It is a well-
accepted approach for obtaining additional information about the performance of such
systems. (Black and Hartley, 1991, Van Wylen and Sonntag, 1991) Therefore, it is
puzzling that this approach has not been used to analyze the CVC. One good reason for
studying the CVC from an entropy generation viewpoint is that to minimize irreversibility
in a cycle, means that the fuel obtained by the cycle is utilized as effectively as possible. A
good strategy for survival is to use what energy one has as effectively as possible - given
certain life supporting constraints. Other reasons supporting this approach are that:

2) second law analysis relies on a relatively simple model where a few
measurements of state properties can yield much information

3) viewing CV performance from this perspective may help obtain an increase in
G-tolerance of tactical aircraft pilots.

4) viewing CV performance from this perspective may help improve clinical
diagnosis and therapeutic approach of the general cardiac patient.

Scope of Report:
This report will discuss the basic thermodynamic laws which form the foundation

for the mathematical development. Next, the development of the CVC model will be
discussed. Then, the mathematical equations describing the entropy generation of each
component in the CVC will be developed. Finally, the utility and future promise of this
approach will be discussed.




BASIC THERMODYNAMIC LAWS

In this section, the general laws of thermodynamics will be shown along with
certain simplifying assumptions which allow for a more convenient mathematical form.

1st law of Thermodynamics for a control volume:

. 2 :
Qev=Edt-fepdV+J'(h+%—+82)90mdf\+wc.v.
A% A

Where:

= rate of heat transfer into the control volume (c.v.) surface.
density of fluid
energy contained in volume, dV
enthalpy of substance
velocity of substance
gravitational constant
elevation of substance

outward-directed normal velocity
area of flow, I

2]
<

N® c e o.

(=4
o
=]

It .|||

dA

Wecv = done by the control volume.

In words the first law states for a control volume ...

rate of heat transfer = rate of energy stored + rate of
net energy entering + power produced

For uniform states of mass crossing the control surface, the first law becomes ...

L] L4 0_2 dE o DZ .
Qcvy + Zmi(hi +—2'—+ gzi)z _%+Zme(he +—i9- + gZe)+ Wcev.

Where:
®

mi = mass flow rate int¢ zontrol volume
®

me = mass flow rate out of control volume

Furthermore, if one assumes steady energy content in the control volume, that the
control volume does not move relative to the coordinate frame, and that the mass flux and
. .
its state do not change in time, and finally, that Q¢ v and W¢ vy remain constant, one
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obtains a steady state steady flow (SSSF) equation

L4 o 2 ] 2 ]
Qc.vami(h,' +32_L+ gZi)= Zme(he +32°-+gle)+ Wewv.

If a chemical reaction takes place or if there is a transformation of matenal, the
enthalpies take the form:

mjhj = Hi =n,h, +n,h,+...+nh,

Where:
n,,E,, = product of moles and molar enthalpy of species n
and
ﬁ n= hto +A H
n
Where:

hfo = enthalpy of formation at reference pressure and temperature

Ah

n

enthalpy change due to non reference pressure and temperature.

Thus, under SSSF conditions and neglecting kinetic energy and potential energy ...

Qcy+ Znhi=Yn .+ Wev.

Certainly, the CV system does not operate under SSSF conditions over a heart
beat. The ventricles produce flow intermittently and the condition of the system
fluctuates. But over a "sufficiently” long time, the CV system approaciics a SSSF
condition. It is not necessary to limit the thermodynamic analysis to SSSF conditions, but
it helps to focus on the important issues, by taking this simpler approach. Just as Poiselle's
law (valid for steady flow conditions) has great utility in explaining nonsteady
hemodynamics, the authors believe that a SSSF approach can be of great utility in
explaining CV thermodynamics as well.

2nd La v of Thermodynamics for a control volume (general form):

d 6',{ LW
a;fspdV+ J‘spvr'n.dA=j - +J' = \'
v A A
5
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Where:
s = entropy
T = Temperature
LW = lost work due to irreversibility

In words, the second law states that for a control volume the ...

rate change in entropy + net entropy leaving = entropy due to heat transfer + entropy
generation

For a SSSF process ...

/
Q

Zr:leSe*Zr:nsi-{ /'T‘

=0

Where:
o = rate of entropy generated
Se = entropy exiting the control volume
s; = entropy leaving the control volume

Continuity Equation (general form):

The continuity equation for a control volume is:

—d—J‘pdV+ J'pur ndA =0

dt o

v A
For SSSF conditions:
2 =2 e
Where:
m=pAv

Now these SSSF equations can be applied to the CV system and in the next
section the CVC model wiil be developed.

CVC MODEL
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The CV system is thermodynamically represented by four compartments. These
are 1) left heart, 2) systemic circulation, 3) right heart, and 4) pulmonic circulation. The
CV system schematic is shown below. A control surface is drawn around the outer
surface of the heart.

Systemic Circulation

A\ Coronaries\

@—:_e N Rim

Heart Hea

@] [ =®

Pulmonic Circulation

Figure 1 - CV system schematic

While the coronary flow is part of the systemic circulation, it is included with the
heart as a separate flow from the "systemic circulation” compartment so that the overall
thermodynamics of the heart can be determined. Note that the systemic circulation can be
subdivided into individual organ systems so that the organ thermodynamics can be
determined in a similar manner as the heart.

Now that the CVC has been thermodynamically represented in schematic form, it
can also be represented on a fluid property diagram, such as a temperature-entropy (TS)
diagram. However, unlike a common fluid such as water, blood is not truly a
thermodynamically pure substance. A thermodynamically pure substance is one that has a
homogeneous and invariable chemical composition and blood is actually a suspension.
Also, since blood carries reacting and reacted components in it, blood cannot be
considered a simple compressible substance. A simple compressible substance is one
where knowing two independent variables, say pressure and specific volume, a third
variable is automatically known, say temperature, through an equation of state or property
chart. Unfortunately, to the authors' knowledge, an equation of state or property chart
does not exist for blood. But later it will be shown, that to an engineering degree of
accuracy, under certain conditions, blood may be considered a thermodynamically pure
substance and a simple compressible substance. Once an equation of state or property
chart for blood has been developed, the analysis suggested in this report will become much
more straightforward.

LEFT AND RIGHT HEART
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Consider the following model of the heart as two pumps with the energy for the
pumps derived from a fuel/oxygen reaction taking place in the cardiac muscle (supplied by
the coronaries).

4K Coronaries\y

—
@ eft\ [ 1 /Righ @
Hea Hea

Figure 2 Left and Right Heart Schematic

Using SSSF assumptions and neglecting changes in potential energy and kinetic
energy the following relations can be obtained.

Continuity Equation (Heart):

Conservation of mass yields the following equations.

m,=m,+ m¢

m,=m, .. m,=m,

1st Law of Thermodynamics:

Application of the 1st Law produces ...
Q+ ENi[hP +Ah]; = W+ %Ni[hf + A,

Where, R = reactants and P = products

Expanding the summation signs and assuming heat and work transfer rates are
negligible across the outer surface of the heart ...

N [he +ahle, « N (b + Ah) + N {hg + Ah], = Ny[he + Ah], + N[he + ah], + N [he + ah],
where:

¢, = coronary inf low




c, = coronary outflow

Substituting the following ...
mcHV = N [h e, - N, [ ],
mcah = N [Ah]e, - N, [ah]c,
m,, Ahy, = N{Ah], - N [Ah],, where N [h?], = N[h¢ ],
Mgy Ahgy = N5 [AR], - No[ah],, where  N,[h?], = N.[he],

and where under SSSF conditions ...

. .

M, =Me=m,.
Yields ...
m. HV = mcAhe + my, {Ahg, +Ah )

At this point, it may be helpful to view the coronary flow and its thermodynamic
equations by examining the schematic in Figure 3. Here Q5 is the heat that is lost either
across the outer surface of the heart or that which is lost to the blood in the atna or
ventricles. Since the control surface was drawn at the outside surface of the heart and
Qc.v. =0, Q3 is heat transferred to the blood in the atria and the ventricles. Practicaily,
this is probably very small compared to the heat transferred to the coronary blood, Q. W
is the work performed by the heart on the blood in the atria and ventricles.

w Q2

™ Hv-w +
) {\/Q
Heat Pressure

—>— Combustion S —

Transfer Dro
heo ha hg P he3

FIGURE 3 Coronary Flow Schematic

If one assumes that state point A is at the same temperature and pressure as state
point c2 then hp - hg = HV. It is also apparent that HV = W + Q4 + Q. State point B
may be at a higher temperature than A, so that hg - hp = cAT,, where c is specific heat
of coronary blood. Block 3 accounts for any pressure drop in the coronary flow.

Thus,




and

Ahgyc: = Ah, ., +Ah,, + ANy,

Ah, = 0, Throttling process

Auc; s = ~VAP;,

Aheycy =-HV + Ahg 4

Ahcyc; =-HV +cATg 5
Ahcycy = -HV +¢ATes ¢,
Ahc = —HV + CATC

mAh, = -m¢HV + m.CAT,

and with substitution and rearrangement

Representing the total enthalpy increase of both left and right hearts as ...

Ah, =(h,-h)+(h,-h))
(h, - h,)=cAT,, + VAP,
(h, = h,) = cAT,, + VAP,

next applying the 1st law to all the flows of the heart one obtains...
m, V(AP,, + AP,) = m_HV - mcAT - m,, [c(ATw + ATRH)]

Compare this equation with the equation below.

W=m.HV-Q -Q,.

This equation shows that the power output of the heart (left side of equation) is

the total heating value of the fuel less some energy loss terms. These loss terms represent
the net power change in the coronary flow due to heating from waste heat of combustion
and pressure drop, and the net change in energy of the blood due to temperature increase
of the blood as it is pressurized in the heart ventricles. If there were no loss terms, all the
fuel could be converted to power output of the heart. But because of thermodynamic
energy losses when energy is transformed from one form to another, such as metabolism,
friction, and heat transfer, the power output is less than the energy content in the fuel.
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Second Law of Thermodynamics:

O’=ZI';IS~ZI;IS- %—
T3 F 1

Assuming that ..

%=0,because Q. << Q
R

*
6 = mg(Sc3— Sc2) + My (S2+ 54— 51— 53)

0 = Mc(As) + My (Aspis + Aswa)
Recall, the TAS formulations ...
TAs = Ah+vAP + Z HiAN;
TAs= Au-PAv + z HiAN;

> nAN, =AG);,

where G is the Gibbs' free energy function...
Thus,

TAs,, = Ah,, - VAP, =cAT,
TAs,, = Ah,, — vAP,, =cAT,,

C

TAs, = Ahcz.cz - VAPCI,C: - Zu.AN: =-HV + VAPcz.cs + AG)T.P

o =-HV+AG),, + VAP, ; +cAT,, +cATy + cAT

Since
AG)T_P = \Vrev

and
Wact = HV -~ CAT,, assuming Q,= 0

o, = Wrev ~ Wyt + VAP,
Lost Work (LW) = Wyey-Wycy
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0. = Lost work due to combustion inefficiency and coronary flow pressure drop.
o =0t (AT H + ATRH)

SYSTEMIC CIRCULATION

The analysis for the systemic circulation follows closely the analysis for the
coronary flow. First, a model will be defined.

Systemic Circulation

Using SSSF assumptions and negiecting changes in potential energy and kinetic energy
the following relations can be obtained.

Continuity equation (systemic Circulation)

Conservation of mass yields the following equation.

m3 =m?2

First Law Analysis (systemic circufation)

At this point, it may be helpful to view the systemic flow and its thermodynamic
equations by examining the schematic in Figure 4. Here Qg N is the heat that is lost to
the outside tissue and Qs is the heat that is returned to the capillary across the control
surface. Wc.v. = 0.

QEikin

AW A
N
HV 7 /l/QS

Heat Pressure
hE Transfer hF Drop

__)_‘ Combustion

FIGURE 4 Systemic Block Diagram

If one assumes that state point E is at the same temperature and pressure as state
point 2 then hy - hg = HV. State point F may be at a higher temperature than E, so that
hf - hg = ¢ATgg. Block 3 accounts for any pressure drop in the systemic bed.
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Thus,
Ah;, = Ahg, + Ahgp + Ahye

Ahyg = 0, Throttling Process
Ausp = -vAPsp
Ah32 = -HV + AhFE
Ah32 = -HV + CATFE

and with substitution and rearrangement
m, Ah,, = m, (-HV+cAT,))

This equation shows that the enthalpy change is the heating value of the fuel less
the heat returned to the systemic circulation.

Second Law Analysis

cs=st—st—Z%i
o m RS

o =m,(4s,) - =
T
where Qg is the heat transferred across the circulatory system vessels.
Recall, the TAS formulations ...
TAs = Ah+vAP + )" 1;AN;
TAs= Au-PAv+ Z': HjAN;

Z“.ANx = AG);p
Thus,
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TAs,. = Ah, - vAP, - D nu AN, = -HV + cAT,, + vAP, + AG).,

o= r;k(—HV +CcAT, + VAP, + AG)T.P) - %-

c= I;ls(—HV'k- AG + VAPB)”,)

PULMONARY CIRCULATION:

Shown below is the schematic of the last component of the CVC system.

A A
O —

Pulmonic Circulation

Figure 5 Pulmonary Circulation Schematic

The control surface for the control volume was drawn around the pulmonary
circulation. It was assumed that the boundary work done on the pulmonary circulatory
system is much smaller than the amount of heat transferred across the control surface.
Given these constraints, a thermodynamic block diagram similar to the systemic circulation

was used.
02 C 02 01.ung
H2 0
Mass Heat Pressure 5
; T T f D
h4 ransfer hG ransfer hH rop h1

The first block represents products of metabolism entering with enthalpy hy The
fluid gains oxygen (a reactant). For simplicity, it was assumed that the blood also acquires
fuel at this point. While physiologically, the fuel is acquired by a number of methods and
anatomical locations, thermodynamically it is a good approximation to have the fuel enter
with the oxygen. Physiologically, this is termed the energy equivalent of oxygen and is
about 4.8 Calories/L oxygen. Furthermore it was assumed that state 4 and state G are at
the same temperature and pressure. State H is typically at a lower temperature than G and
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state 1 is at the same temperature as H but a lower pressure.

Using SSSF assumptions and neglecting changes in potential energy and kinetic energy
the following relations can be obtained.

Continuity equation (Pulmonary Circulation)

Conservation of mass yields the following equation.

mq=m

First Law Analysis (Pulmonary circulation)

Ah,y; =0, Throttling Process
AulH = -VAPIH = VAP,“

Thus,
Ahyy = Ahgy + Ahyg + Ahyy

Ah“ = HV+AhHG
Ahl4 =HV+ CATHG = HV+CATI4

and with substitution and rearrangement

QLUNG =my CATu

This assumes that most of the temperature change is due to heat-transfer with the
pulmonary gases and not from metabolic waste heat from the lung tissue.

Second Law Analysis (Pulmonary Circulation):

G=Zr;xs—>:r;1s—2%
out m ' 1

QLL’.\'G

G‘:mﬁ(Asu) - T
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Recall, the TAS formulations ...
TAs= Ah+VvAP + ) ;AN
TAs=Au-PAv+) AN

Z #,AN, = AG);p
Thus,

TAs,, = Ah, - VAP, - > p AN =HV +cAT, + vAP, + AG),,

o = mu(HV +cAT, + VAP, + AG),,) - QuTm

o= T;1H(HV+VAP‘4 +AG)TJ>)

CONCLUSIONS

The CV system was modeled as a thermodynamic system to investigate the
theoretical foundations of irreversibility minimization as a control strategy for the
circulatory system. Simplifying assumptions, such as SSSF conditions, were imposed. As
one might suspect, irreversibility was generated in each component from fluid flow
pressure drops, metabolic processes and mass transfer. Although much more work needs
to be done, the foundations of the concept have been developed.
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Abstract

The Articulated Total Body (ATB) is a rigid body dynamic model of the human body used
at the Armstrong Aerospace Medical Research Laboratory (AAMRL). The model is used to
determine the mechanical response of the human body in different dynamic environments such
as aircraft pilot ejection, sled test, etc. In order to predict the response accurately, however, a
rigid body dvnamic model may not be sufficient. This is particularly true for the relatively "soft"
segments such as the neck and in high speed applications. In this study, a flexible body model
of the ATB is presented which incorporates small linear deformations of individual segments in
the model. The finite element method is used to develop linearly elastic models of the flexible
bodies. Mode shapes and structural stiffness and damping characteristics are determined using
modal analysis. The information generated by the finite element models 1s then fed into the
revised version of the ATB model. This report presents the analytical formulation of the coupling
between the gross motion of the human body and small deformation of individual flexible

segments.




MODELING OF FLEXIBLE BODIES
FOR THE ATB MODEL

Hashem Ashrafiuon

Introduction

The Articulated Total Body (ATB) 1s used at the Armstrong Aerospace Medical Research
Laboratory (AAMRL) for predicting gross motion of the human body under vanous dynamic
environments. The model treats the individual segments of the overall system (in this case the
human bodv) as ngid bodies. However, the response predicted by the model may not be accurate
particularly in high speed applications since it ignores the effects of small deformanons within
the individual segments (Winfry, 1971). Small deformations of some of the segments influence
the dynamic response of the system to such an extent that their exclusion from the analysis may
lead to substanual error in the solution. Hence, in order to have an accurate prediction of the
response, it may be necessary to model the "softer” segments or segments which undergo
relatively high speed motion as flexible bodies.

It 1s assumed that the deformation of a flexible body relative to its own reference frame is
small and linear. Therefore, linear elastic displacement field of a segment may be defined by
linear combinations of vibration normal (deformation) modes. In order reduce the size and
complexity of the problem, a small number of modes may be selected to approximate the
displacement field using Ritz approximation (Wilson, et al. 1982). The vibration normal modes
are determined using finite element modal analysis of the flexible bodies.

First, the coupled equations of motion of a flexible body undergoing gross motion are
developed. Then, the constrained equations of motion of a system of interconnected flexible
bodies are developed. The equations are then decoupled to have the same form as the rigid body
model. This allows for convenient inclusion of flexible body equations into the rigid body
formulation. Finally, an example is presented to show the effect of small deformation on the

gross motion of the human body.




Kinematics of a Flexible Body
To define the gross motion of a flexible body an xyz reference frame is attached to the

unreformed state of the body and its location (x) and onentation (D) is specified with respect to
an inertial reference frame XYZ. The elastic displacement field of a flexible body (u) may be
represented as a linear combination of a set of selected deformation modes determined by finite
element modeling and Ritz approximation. Assuming the body is modeled with n nodes and m
modes are selected, the displacement field containing nodal translations and rotations of all nodes

1S wntten as:
u = Ya (1)

where a 1s an mx1 modal coordinate vector and ¥ is a 6nxm modal matrix. Therefore as shown

in Fig. 1, the position vector of a node k on the body may be written as:
x,=x +DTs, = x + D(s,p+¥,a) (2)

where s, and s, are the position vectors of nodes k in the undeformed and deformed states with
respect to xyz, D' is the transposed of the direction cosine matrix, and Y, 1s a size 3xm
translational modal submatrix corresponding to node k. Taking the first and second time

denvatives of Eq. (2), velocity and acceleration vectors of node k are written as:

£, =+ D(-§,0+¥,4) 3

£, =%+ DT[-5,0+9,8 + @(ds,+2¥,4)) (4)

where © is the angular velocity vector about xyz axes, and "~" operating on a vector produces a

skew-symmetric matrix for cross product representation in matrix algebra.




Equations of Motion of a Flexible Bodv

The vananonal equatons of motion of a flexible body at time t, for a virual displacement

field that is consistent with the constraints, is (Shames and Dym, 1985):
~[odxiEdv + [sxifdv = [se;xdv (5)
v v v

where p 1s matenal density, f, is the body force at node k, 8x, 1s virtual displacement of node
k consistent with constraints, V is the undeformed volume, and 1, and ¢, are defined as stress and
strain variation vectors.

Taking the vanation of Eq. (2), virtual displacement of node k is wntten as:
8x, = dx + D'(-§ 3n+y,da) (6)

where 07 is a virtual vector along the axis of rotation and its magnitude 1s the angle of rotation.
For small deformations, the linear strain-displacement relation may be wrntten in terms of

constant modal strain matnx B:
¢ = B %a @)

Also from linear elasticity, the material property matrix D, relates the stress and strair vectors:
t = Dje = DBa ®)
Substituting Eqs. (4) & (6-8) into Eq. (5) and using the fact that the resulting variational

equation must be valid for all admissible dx, dx, and da, the equations of motion of a flexible

body can be written as:

M,x+Ma+Ma+c =u

ME+Mo+Ma+e =u, (9)
M3+M£é+Mmd+ca=ua

where ¢, ¢, and ¢, are the kinematic constraint forces. Elements of Eq. (9) and their lumped mass

approximations are listed below (Yoo and Haug, 1986):




N
M, = [pdV I, = Im I,
|74 -l

L
M, = -D[p§,dV = -DTEm§,
v k=1

(10a)
M, - DTfpy,dV = DT‘Z‘mky,
v k=1
M, = -[ps§dV = -Imiz,
v k=1
\ (10b)
M, - fps'kt,,dV = Lmd,¥,
. k=1
M, - [o¥lwgv = Emuly, (10c)
v k=1
u, = [£,dv - D'[padsdy - 2D%6 [pw,dV
‘: 4 . : (11a)
= Xf, - D'@dLms, - 2DToXmyy, d
k=1 k=1 k=1
u, = [$DfdV - [o5,00s,dV - 2[ps, 0w,V &
4 v v (11b)
= LiDf, - Lmgs,bds, - 2Lm§,o¥, d
k=1 k=1 k=1
u, = ft,fo,‘dV - f p¥iads,dV - 2J‘ p¥owdY - fBTDOBdVa
v 14 4 4 (11c)

= itf,ka - f:m,‘tféé)st
k=1 k=1

R
-2Ymy,09,6 - ¥K¥ a
k=1

where I, is the 3x3 identity matnix, K| is the finite element stiffness matrix, and WK,V represents

the modal stffness matrix.




The modal damping forces are also defined in a similar manner as the modal suffness matnix:
. T, .
f,=¥C¥é (12)

and then subtracted from the LHS of Eq. (11¢). Modal suffness and damping matnces are mxm

diagonal matrices written as (Clough, 1971):

PIC ¥ = diag[2{,0,;, - 2{0®p]

* (13)
¥R = diaglwl, . sl

where v_ and ( represent structural natural frequencies and damping ratios. Note that, ¥ contains

the selected vibration modes normalized with respect to the finite element mass matrix

Kinematic Constraints

Two types of kinematic joints are considered: free or ball and socket joints and pin joints.
Free Joints: Consider flexible bodies 1 and j connected by a free or ball and socket joint,
as shown in Fig 2 For a free joint, the joint attachment nodes for the two bodies must coincide.

Therefurs, the three constraint eqrations are:
- Te - D% = 14
x -x;+Dis; - Djs; = 0 (14)

where

$; =80T ¥8; (15)
S; =80 * ¥

i

and v, and v, are the modal submatrices corresponding to the transiational components of joint
attachment nodes of bodies i and j. Taking the first and second time denvauves of Eq. (14),

results in the kinemanc velocity and acceleration equations:

i -% -Df§w +D§e +Dws - D)wg, =0 (16)




Figure 1. Kinematics of a Flexible Body

Figure 2.

Free or Ball and Bocket Kinematic Joint
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- To . _ pTc. T, - T, -
¥ -%-D§sio, D50, +Dwa, - Di¥a, =

: Fhd s T (a7
-Diafas+2¢a) + Djéj(éjsjdtjdj)
Based on the above equation the following submatrices are defined for the joint:
i J
B, =1L, -1
i Jj
T T-
B, = [-D;§, , D;s) (18)

i J
Bla = [D‘T"‘ ’ 'DjT*J]
v, = -D@(@s+244) + D[@(ds+2¥4)

Pin Joints: This type of joint introduces two more constraints in addition to the three

imposed by a free joint. The direction of rotation h must be the same for both bodies:
Dk, - Dk, = 0 (19)

where

h; = (13+4:’i)hio K A (20)
hj = (I3+¢j)h ’ ¢j = ""Jaj

The terms inside the parentheses is the transposed of direction cosine matrix of the joint
attachment nodes small rotations in body i and j reference frames (Greenwood, 1988). Kinematic

velocity and acceleration equations are given as the first and second denvatives of Eq. (18):

-Dikw, + Djh @, - Dl ®, + Djhyb, = 0 1)

Dk, + D,’ﬁjaj - DR b, + D,’rijoi;, = D@k, 2k $) - Dfél(l;jojﬂﬁﬁbj)
(22)




Since there are only two independent constraint equations, three independent equations are
obtained by taking the cross product of Eq. (21) with h and adding Ahh"t. Note that, the
component of the reaction torque in the pin direction must be zero and A is an arbitrary number;

i.e., Ah't = 0. The final form of the acceleration equation is:

(I,-hh"\D{d>, ~ (I,-hh™D]éd>, - DiRk A ua, + Dk, @, + ABRTT =

_ e (23)
Dik & (hw+2h ) - DIk (h o2 )
Again, based on the acceleration equations the following submatrices are defined:
i j
T.
By, = [(I,-kk")D] , (I,-kh™)D])
i J
i y
B,, = [-D;hhp, , Dihhpl (24)

B,, = AhkT
v, = Dih@ (k0 +2h,8) - Dk (he2h,$)

System of Interconnected Flexible Bodies

Considering Egs. (9), (17), and (23), the constraint equations of motion of a system of
flexible bodies are written as:

M+ Mo+ MG+ Af

= u’
ME+Mo+MG+Af+Ax=-u, (25)
Mg+ Moo + M, G +Af+ Ayt = u,
and the kinematic constraint equations are:
B,% + Bj,a + B, @ = v, (26)
B,o + B, g + Byx = v,

In the above equations, all system matrices are defined in terms of submatrices in Egs. (10),
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(11), (18) and (24) and
T T
A“=Blr,,A2,=B,2,An=Bzrz,Ad=B,T,,Aaz=Bu (27)

Equation (25) may be decoupled with simple manipulations to have a similar form to the

equations of motion of systems with rigid bodies as presented by Fleck and Butler (1981):

M3 + A\f + Ayt = 0

Jo + Ayf + Apt = w, (28)
Mg+ Auf + Ayt =u,
where
- -1,T
M = du - dxzd'zzdxz
J = dy - dpdyd,,
dy, =M, - M MM, (29)
dy, = M, - Mm!'l:sza
dy = M, - M M_M,,

A=Ay - MMA, - dlzdg(AIl—MmM;tleal)
Az = - MMA, - 4y M MA) ©9)
W=, - MM, - dody@, -M M)

Ay = Ay - M M_A, - didi(A,-M _MoA,)
A = Ay - MMA,, - didil( -M M_A ) 3D
u, - M Mg, -dd\@u, -MMi)

F

Au = Ay - MM Ay - MoJ" Ay
Ay = Ay - MM Ay - M F Ay (32)
wy = u, - MM'w - My

Solving Eq. (28) for the accelerations:




-1

=M W - Ayf - ApT)
w D = J" (1 - Ayf - ApT)
! G = M (u, - Af - Ay)

e 1.1

Substituting Eq. (33) into Eq. (26) results in a system of linear simultaneous equations which can

be solved for f and t:

Cof + Cpt = vy

(34)
Cof + Cpt = v
where
) . . a,
Cy = ByM Ay, + Bl Ay + BMA, (35)
. -1 -1 -
| w =B Mu +BJw + BmMaf,u’, -V
; S -1, -1,,
‘ Cpo = ByM Ay + Bl Ap + B M A, (36)
-1 -
Cp, = B Ay + BMMA:A’GJ
-1 ’ -1 [
Cyp = Bl Ay + BM A, - B, (37)
v, =Bl 'wy, +B M, -v,
Example

Figure 3 shows the fifteen segment ATB model that is commonly used in car crash and
aircraft ejection simulations. The model has 14 joints all of the free type except for the knees
(Js & J;) and the elbows (J,, & J,,) which are pin joints (Obergefell, et =' 1988).

The basic sled test simulation presented by obergefell et al. (1988) is used here as an standard
to show the effect of small deformation on gross motion of human body. The two lower leg
segments (7 &10) are treated as flexible bodies. Due to lack of time and availability of a finite

element software, the two bodies are modeled as identical simple cantilever beams fixed at the
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knee ends and free at the ankles. A simple finite element program was developed to determine
the mode shapes, stiffness. and damping characteristics of the beam using fourteen 3D beam
elements (15 nodes).

The nernal reference frame is selected such that Z-axis points downward, X-axis points
forward, and Y-axis 1s the lateral direction by the right hand rule. Therefore, the forward motion
of the vehicle 1s in the positive X-axis. Figures 4 through 8 show the comparison between the
rigid and flexible lower leg models. Figures 4 and 5 are the plots of the right lower leg's center
of mass forward velocity and acceleration. Figure 6 shows the right lower leg's angular velocity
about the lateral axis. Figures 7 and 8 are the plots of right knee joint reaction force in forward
direction and reaction torque about the lateral axis.

It can be seen from the figures that the segments may experience accelerations and of larger
magnitude than those predicted by the nigid body model. Similarly, joints may also experience

larger forces than those predicted by the rigid body model.

Conclusions

The Articulated Total Body (ATB) model has been revised to incorporate the small elastic
deformation effects of its individual segments. The finite element method has been employed
to determine the mode shapes and modal stiffness and damping characteristics of the flexible
segments. It is shown through a simple example that a flexible body model may be necessary
to accurately predict the gross motion of the ATB particularly its segment accelerations and joint

forces.




v
Joint j connects segment JNT(j) with segment j+1
INTG)=123416719103123 14

Figure 3, Fifteen Segment Body Configuration
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Abstract

Central and autonomic nervous system measures of mental workload were examine
concurrently during tasks that varied in their perceptual/cenwmral and physical demands. A cognitive
arithmetic and continuous manual tracking task were performed singly and together. The
perceptual/central demand of the cognitive arithmetic task was manipulated by varying the number
of addition and subtraction operations required to solve a problem. The physical demand of a
single-axis, second-order compensatory tracking task was manipulated by varying the amount of
force operators had to apply to the joystick. Multiple psychophysiological responses were
recorded during task performance including: electroencephalographic, cardiovascular. pulmonary,
and eye blink measures. Data will be collected from twenty-four subjects, but only preliminary

analyses on a subset of responses from selected subjects are available at this time.
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MULTIMODAL MEASURES OF MENTAL WORKLOAD DURING
COMPLEX TASK PERFORMANCE

Richard W. Backs and Arthur M. Ryan

Introduction

Mental workload (MWL) has been described as an intervening variable that reflects the
extent to which the information processing abilities of an operator are actively engaged during task
performance (Gopher & Donchin, 1986). MWL is a multidimensional construct that has been
assessed using performance. subjective. and physiological measures that have often been observed
to dissociate during task performance (see O'Donnell & Eggemeier (1986) for a review). Some
investigators have emphasized that these between-class dissociations are important sources of
information regarding the structure of cognitive resources underlying complex task performance
(Wickens, 1990; Yeh & Wickens, 1988). Measure dissociation can also occur within each of the
performance, subjective, and physiological classes that may elucidate cognitive resource structure.
Of interest in the present study is the pattern of association and dissociation observed among
physiological measures, specifically the relation between measures of central nervous system
activity (i.e., the electroencephalogram and event-related potential) and measures of autonomic
nervous system activity (i.e., the electrocardiogram, impedance cardiogram. and respiration).

In the present study, MWL is assumed to result from the consumption of limited capacity
cognitive resources, where increased resource utilization leads to increased MWL. The structure of
these resources is assumed to conform to Wickens's (1980; 1984) multiple resource model.
According to this view, attentional capacity is considered to be limited within three independent
resource dimensions: processing stages (perceptual/central, response); processing codes (verbal,
spatial); and input/output modalities (auditory and visual input, manual and speech output). The

present study focused on task demands that affect resources along the processing stage dimension.
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Historically, event-related potentals (ERPs) have played a prominent role in demonstrating
the veracity of the processing stage dimension (e.g., Isreal, Chesney, Wickens, & Donchin, 1980,
Isreal, Wickens, Chesney, & Donchin, 1980; Sirevaag, Kramer, Coles, & Donchin, 1989). For
example, manipulations of tracking system order increase the demand upon perceptual/central
resources and reduce the amplitude of the P300 to a secondary task, while manipulations of
disturbance bandwidth increase the demand upon response resources and do not affect the P300 to
a secondary task. The effects of these manipulations on cardiovascular measures is unclear. On
the one hand, many cardiovascular measures (e.g., heart rate: Jennings, 1986ab; heart rate
variability: Mulder & Mulder, 1981; Grossman & Svebak, 1987) are thought to index central
processing and would be expected to correlate positively with ERP measures. On the other hand,
Backs, Ryan, and Wilson (in press) did not find that heart period or heart rate variability were
sensitive to racking system order.

A cognitive/energetic approach to information processing may be useful in understanding
central and autonomic dissociations. According to Kahneman's (1973) energetic resource model,
total information processing capacity can vary, with the capacity limit determined by the operator's
state of arousal. Autonomic measures are considered to reflect the regulation of the capacity limit.
As tasks increase in difficulty they consume more resources; however, if the resources available
are sufficient to perform the task the capacity limit will not increase with increased task difficulty.
In the case of perceptual/central resources, the ERP measures would be expected 1o vary with task
difficuity, but not the autonomic measures. Only when perceptual/central resource availability is
not sufficient to perform the task, and more resources are needed, will the limit increase. In this
case, both the ERP and the autonomic measures would be expected to vary with task difficulty.

Alternatively, central and autonomic nervous system measures may dissociate as a result of
the dual innervation of the autonomic nervous system. Effector responses such as heart period are
determined by a combination of sympathetic and parasympathetic inputs that may cancel each other

under some circumstances. Thus, when cardiovascular measures based upon heart period
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dissociate from the ERP it may not be because the heart was unaffected by the by the task. but
because of the autonomic mode of control operating during 1ask performance (Berntson. Cacioppo,
& Quigley, 1991). Only when the sympathetic and parasympathetic inputs are separated will task
effects be apparent.

A difficulty with the use of autonomic responses, and with heart period in particular, is that
MWL effects upon the response tend to be small in relation to the primary, metabolic, function of
the physiological system. Effects of MWL may be masked by homeostatic adjustments of the
autonomic response 1o variables such as the physical workload required tc maintain task
performance and the level of arousal or stress, which may or may not be associated with task
performance. Thus, the signal-to-noise ratio of the MWL effects on the autonomic response may
decrease as background activity due to variables such as physical workload increases. However,
heart period responses to MWL may still be able to be separated from responses to physical
workload by their autonomic mode of control.

In the present study, central and autonomic measures were examined concurrently while
perceptual/central processing resource demands of a cognitive arithmetic task and the physical
demand of a second-order compensatory manual tracking task were varied. Participants performed
the cognitive arithmetic task and the tracking task singly and together. The central measures were
expected to be sensitive to the perceptual/central demand of the arithmetic task. but not to the
physical demand of the tracking task. The sensitivity of the cardiovascular measures was assessed
separately for the individual effector responses and for the sympathetic and parasympathetic inputs
as determined statistically across the measures (Backs, in press). Specifically, perceptual/central
demand was expected to elicit primarily sympathetic activity consistent with the central measures,
while physical demand was expected 1o elicit primarily parasympathetic activity independent of the

central measures.




Method

Subjects

Sixteen subjects (9 female) from the subject pool maintained by Armswong Laboratory
participated have participated in the experiment. A total of 24 subjects will be run.
Apparatus

The electrocardiogram (ECG), electro-occulogram (EOG), and electromyogram (EMG)
data were amplified by Grass amplifiers (Model P511K) and sampled at 1000 Hz by the
Psychophysiological Assessment Test System (Wilson & Oliver, 1991). The impedance
cardiogram (ZCG) was collected using a Minnesota Impedance Cardiograph (Model 304B), and
stored on magnetic tape for later analysis. Respiration was collected using a Respitrace (Model
10.9000). The electroencephalogram (EEG) was collected at 100 Hz with a Biologic Brain Atlas
topographic mapping system.

The task was controlled by a microcomputer. The joystick was a Measurement Systems
(Model 446) force joystick.
Tasks

The cognitive arithmetic task was the Math Processing task from the Criterion Task Set
(Shingledecker, 1984). Perceptual/central processing was varied across two levels using the
medium and high difficulty Math Processing tasks. These tasks consist of two (medium) or three
(high) operation additi~n and subtraction problems, where the operator's task is to decide whether
the answer is greater than or less than five. The Criterion Task Set version of the task was
modified for use in the present study so that the proportion of addition and subtraction operations
and the proportion of problems that required carry operations was balanced within each task.
Thirty-six problems were visually presented at a fixed interstimulus interval of 5 s in each 3 min.
trial. All operators responded with the first (greater than) and second (less than) fingers of their
left hand. Problems were terminated after the button push or 4 s, whichever came first.

Participants were instructed to respond as fast as possible while maintaining 100% accuracy, and
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given performance feedback after each trial.

The physical demand of a single-axis, second-order compensatory manual tracking task
was varied at two levels. The input to the racking system was scaled so that either 4 or § 1bs. of
force was required for full range movement of the joystick. The tracking cursor changed color
when operators applied too much force to the joystick. Operators performed the tracking task with
their right hand. Performance feedback regarding tracking error and whether too much force was
applied was given at the end of each trial.

Procedure

Operators participated for four sessions distributed over successive days. The first three
sessions (1.5 hrs. each) were practice; panticipants received 20 3-min. trials on each day. A total
of 20 single task trials were presented: 4 medium and 6 high difficulty cognitive arithmetic; 10
tracking, 5 each at 4 Ibs. and 8 1bs. of force. A total of 40 dual task trials were presented: 9
medium and 11 high difficulty cognitive arithmetic with each tracking force condidon. Participants
wore the physiological transducers on Day 3 for adaptation purposes. On the test day, participants
performed one trial of each of the eight task conditions, where condition presentation order was
balanced across participants with a Latin square. The block of task conditions was preceded and
followed by a 3 min. eyes-open resting baseline.

Dara Reduction

Performance. Reaction time in ms for correct trials was measured for the cognitive
arithmetic task. Probability correct was examined as a manipulation check to make sure that no
speed-accuracy trade-off occurred. Root mean square (RMS) error was measured for the tracking
task. Stick RMS was measured as a manipulation check on the force manipulation.

Subjective. The NASA Task Load Index (NASA-TLX, Hart & Staveland, 1988) was
collected after each test trial. The NASA-TLX contains six subscales that are each given rated on a
scale from O to 100: mental demand, physical demand, temporal demand, performance, effort, and

frustration level. The mean of the six subscales was used for analysis, where higher scores mean
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greater MWL. The physical demand scale was examined separately as another manipulation check
on the tracking force level.

EEG. EEG was filtered to pass between 1 to 30 Hz with the 60 Hz notch filter in. The
middle minute of the trial was submitted to power spectral analysis.

ERP. Artifact-free trials were converted to source derivations (Hjorth, 1975, 1980) and
averaged to obtain the ERP.

ECG. ECG was conditioned with a gain of 2,000 and a half-amplitude bandpass of 10 -
100 Hz. Heart period was defined as the time between successive heart beats measured in ms from
the R wave-to-R wave interval (i.e., the interbeat interval (IBI)). Mean IBI across the trial was
analyzed. Two measures of heart rate variability were derived from the IBIs across the trial, the
Traube-Hering-Mayer (THM) wave (0.06 - 0.14 Hz) and respiratory sinus arrhythmia (RSA, 0.15
- 0.4 Hz).

ZCG. Systolic time intervals were derived from ensemble-averaged ZCG (Kelsey &
Guethlein, 1990). Pre-ejection period (PEP) was used as a measure of cardiovascular sympathetic
activation.

Respiration. Respiration rate in breaths-per-minute and tidal volume in mi. were measured
across the 3-min. trial.

EMG. EMG was conditioned with a gain of 10,000 and a half-amplitude bandpass of 1-

1000 Hz. Total power (uv2) from 1-500 Hz was summed for analysis.

Results
Due to equipment failure, only a subset of data from selected subjects was currently
available for analysis.
ERP
Twelve subjects were available for analysis, but not all are represented in the data for each

experimental condition: seven subjects for the single task medium difficulty cognitive arithmetc
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task: ten subjects for the high difficulty cognitive arithmetic task; eleven subjects for the 4 lbs.
force-medium cognitive arithmetic dual task: eleven subjects for the 4 Ibs. force-high cognitive
arithmetic dual task: ten subjects for the 8 1bs. force-medium cognitive arithmetic dual task; and
eleven subjects for the 8 Ibs. force-high cognitive arithmetic dual 1ask. Since we were interested in
a central nervous system measure of perceptual/central processing, we focused our analyses on the
P300 component. Topographic maps of the P300 are presented in Figure 1 for the single tasks and
in Figure 2 for the dual tasks.

Because the P300 is most prominent over the parietal cortical area, we selected the P3, P,,

and P4 electrode sites for closer inspection. Group mean Hjorth-corrected amplitudes from the

three sites in each of the six tasks are presented in Figure 3. Several trends are apparent in the
figure. First, P300 amplitude is greater in high difficulty cognitive arithmetic (MH) than in
medium difficulty cognitive arithmetic (MM), consistent with the interpretation that more
perceptual/central resources are required to process more difficult arithmetic problems. The second
trend is that P300 amplitude to the arithmetic problems is reduced during the dual tasks compared
to the single tasks. This reduction in P300 amplitude was greatest for the high difficulty cognitive
arithmetic dual tasks (4H and 8H for the 4 and 8 1bs. force conditions, respectively) compared to
the cognitive arithmetic single task (MH); the reduction for the medium difficuity dual tasks (4M
and 8M for the 4 and 8 1bs. force conditions, respectively) compared to the cognitive arithmetic
single task (MM) appeared to be smaller than for the difficult cognitive arithmetic task. This
pattern of results is also consistent with the interpretation that the tracking task also requires
perceptual/central processing resources, and when tracking and cognitive arithmetic are performed
currently they compete for these resources. Further, resource competition was greatest for the high
difficulty cognitive arithmetic task. Even though the cognitive arithmetic task was treated as having
the highest priority, there appears to be insufficient perceptual/central capacity to allocate the single

task level of resources to the arithmetic problem in the dual task.
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Figure 1. Topographic maps at 300 ms after the onset of the arithmetic problem for the medium

(left) and high (right) difficulty cognitive arithmetic single tasks.
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Figure 2. Topographic maps at 300 ms after the onset of the arithmetic problem for the cognitive
arithmetic dual tasks. The top row is medium and the bottom row is high difficulty cognitve

arithmetic. The left column is 4 lbs. force and the right column is 8 lbs. force tracking.
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Figure 3. P300 amplitudes across the parietal electrode sites for the six experimental conditions:
MM = medium difficulty cognitive arithmetic single task; MH = high difficulty cognitive arithmetic
single task; 4M = medium difficulty cognitive arithmetic with 4 lbs. force racking dual task; 4H
high difficulty cognitive arithmetic with 4 lbs. force tracking dual task; 8M = medium difficulty
cognitive arithmetic with 8 lbs. force tracking dual task: and 8H = high difficulty cognitive

arithmetic with 8 Ibs. force tracking dual task.
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ECG

Heart period from the six experiment conditions in which P300s were collected was
available five subjects. As can be seen in Figure 4, group mean heart period is shorter (i.e., 17ster
heart rate) in the high (MH) than in the medium (MM) difficulty cognitive arithmetic single tasks
consistent with the P300 results. Also like the P300, heart period was faster for the dual tasks than
for the single tasks. The results for heart period across the dual tasks were different from the P300
results, however. While heart period was faster for the high than the medium difficulty cognitive
arithmetic task, it was also faster for 8 Ibs. force (high physical demand) than for the 4 lbs. force
(low physical demand) condition. Further, the difference between high and medium difficulty
cognitive arithmetic tasks was considerably reduced in the 8 lbs. force than in the 4 Ibs. force
conditions. This interaction illustrates the difficulty of using heart period to isolate MWL effects
from background physiological activity driven by physical demand. Since heart period is sensitive
to both mental and physical demand, the size of the MWL effect is reduced when physical demand

is high.

Conclusions

Even with this small sample, it can be concluded that the experimental manipulations
effectively established conditions in which our questions regarding central/autonomic nervous
system interactions can be answered. Future analyses of the ZCG, heart rate variability, and other
measures will provide a greater understanding of when and why psychophysiological MWL
measures dissociate. This study will also help to clarify theoretical issues with regard to the effects
of environmental variables such as physical workload upon cognitive processes. These effects are
especially critical in operational settings where the environment is constantly changing. To be
effective in the field psychophysiological measures of MWL must be robust across dynamic
environmental conditions. This study will provide important information about how: to increase the

sensitivity and diagnosticity of psychophysiological MWL measures.
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Figure 4. Mean heart period for the six experimental conditions in which P300 data were collected:
MM = medium difficulty cognitive arithmetic single task; MH = high difficulty cognitive arithmetic
single task; 4M = medium difficulty cognitive arithmetic with 4 Ibs. force tracking dual task; 4H
high difficulty cognitive arithmetic with 4 Ibs. force tracking dual task; 8M = medium difficulty
cognitive arithmetic with 8 Ibs. force tracking dual task; and 8H = high difficulty cognitive

arithmetic with 8 Ibs. force tracking dual task.
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A REVIEW OF FLAIL AND WINDBLAST INJURIES
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Abstract
During an open seat ejection escape from a disabled aircraft, a
crew member 1s exposed to high velocity airstream abrupt.y. Severe
limb flail {windblast) injuries can occur as a result of this
exposure. Typical injuries are described as muscle tears,
dislccaticn and/or long bone fracture. This report reviews various
aspects ¢ limb flail injury from available literature and repcres.
Tcpics incliude injury description, statistics, mechanisms, and
measurements of flail loading. To fully understand the zransient
physical event of flail injuries, a finite element modeling effort is
planned. Mechanical properties of relevant biological saft tissues

and hard tissues are also reviewed and summarized in this repcrt and

they wilZ be used as the database for continuing modelirng effcrt.




A REVIEW OF FLAIL AND WINDBLAST INJURIES

C.J. Charles Chuong
Introducticn

During an open seat ejection escape from a disabled aircraft, a
crew member is exposed to high velocity airstream abruptly. Severe
limb flail {windblast) injuries can occur as a results of this
exposure and typical injuries are described as joint dislocaticr
and/or long bone fracture.

The rrimary reason for flail injury is that the limbs are
subjected to a much higher deceleraticn force than the bcdy terso and
that they are moved cutward and backward with respect to the zzrso at
high velocities from their stowed or initial position. The resultant
relative movement cf the limbs can quickly exceed the normal ranges
of motion ieading to tears and permanent injuries of muscle groups,
ligament, zendon, and/or dislocation of joints in severe cases. The
fast and freely swing motion of limbs are only stopped by a cocllision
with seat structure or other body parts, which commonly resul:ts in
long bone fracture.

The trobability for flail injury increases as the airspeed
becomes higher {3]. Under combat conditions, almost half of alil the
ejectees suffer £lail injury or death [24]. The performance and
capability of ejection seats are thus limited at higher speeds by the
possible cccurrence of flail injuries.

To improve the protective equipment and restraint systems for
open seat ejection it is important to analyze and understand the
mechanism of flail injuries in quantitative terms. With this

objective in mind, a review of various aspects of flail injuries is




made in this report. Reviewed topics include injur. Zescription,
statistics, mechanisms, and loading measurements. To fully

understand the transient physical event of flail injuries, a finite

tt

element modeling effort is planned. Mechanical properties c
relevant biological soft tissues and hard tissues are alsoc reviewed
and summarized in this report and they will be used as the database

for continuing modeling efforc.

Injury description
Typical flail iInjuries for head-neck, upper and lower
extremities are summarized in the following table:

TABLE 1 A summary of flail injuries at different part of the body

Body parts IInjury descriptions
Head-neck Mandible fracture

Sprain at neck

Laceration and/or contusion at head

Cervical cord transection, subluxation

Cervical disk rupture, hernia, crushing

Tearing of paracervical muscle/ligament

Fracture of spinous process

Upper extremity Shoulder dislocation

Clavicle fracture, scapula fracture

Rib fracture, ribs separation

Fracture at humerus, ulna, and/or radius

Elbow fracture, dislocation

Disrupted or torn brachial plexus

Lower extremity Pelvis fracture

Fracture at femur, fibula, and/or tibia

Dislocation at hip joint, knee, or ankle

Fracture at anterior malleolus, metacarpals
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Treceding or rarallel o the occurrence of trauma atc skeletal
structures, over-stretch cor even tears of soft tissues, namely,
muscle grouprs, nerves, ligament, and tsndon etc. have alsc zeen
reported. Dlepending on the extent of severity, injury may range from
soft tissue contusion or laceraticn to major debilitating .zng kone
fracture, or joint dislocation. Commonly, multiple occurrences cf
these injuries were reported.

Spinal injury and vertebrae fracture at cervical and :thoracic
levels rave also keen documented [=.g. 10,11,12,13]. These :trauma
have reen attributed to the rapid acceleration loading during the
ejecticn prhase. It is very likely that the windblast lzading cn the
body tcorso and the rapid flailing movement of the limbs can easily
worsen the spinal injury and vertebrae fracture.

Buschman and Rittgers [3] analyzed the records of all the non-
combat ejection escapes occurring during the 1957-70 pericd and found
the predilection of injuries at the proximal portion of extremities,
particularly, the xnees and legs. In another study, Ring =t al [27]

reported 1) an absence of major head neck flail injury, 2)

W

predominance of proximal cver distal injury, and 3) a slight
predominance of upper over lower extremity flail injury, wnich is in
contrast to the former study. The difference may ke attriktuted to
several reasons, including slightly different injury criteria and
classification, different restraint system, aircraft, and eijection

seat used.

Injury statistics data
The occurrence of injury is dependent upon many flight

parameters, including types of aircraf:, types of seat, airspeed at
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ejection, and altitude, among others. Payne and Hawker [23]
attempted to quantify the relationship between flail injury and
escape sreed in probablistic terms. They analyzed the incidence of
flail iniury for USAF non-combat cpen seat ejection that cccurred
cduring 1364-70 rericd and compared their data with early British
experience. Their results showed that the probability cf flail
injury is normally distributed by the square of the indicated
airspeed (Fig. 1) and that the prcbability of leg flail was about the
same as arm flail inzjury. Additicnal statistics cf USAF ncn-combat
eiacticn experience during the period 1968-73 showed the incidence

cse drzmatically akbcve 300 XIAS (knots indicated air sgeed!, clearly

"

n

indicating that £lail injury is a significant problem a: higher

airspeecds [27].

—wm— - ——= Normal Distribution, u = 517 Knots, o = 136 Knots

Equivalent Variation Normaily Correiated Against (Speed):, , - = 496 Knots
- = ==« Early British Variation Normally Correlated Against (Speed)~, . = 442 Knots
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Fig. 1 Probability of flail as a function of airspeed at the time

of ejection, from ref [23].
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Others have raviewed the occurrence of flail injury from combat
or POW exterience Zor botn USAF and the US Navy (7,8,14,15,16,30,32]
and these results showed a much higher injury risk probability and a
higher degree of saverity in resulting injuries [24].

Belk studied the limp flail injuries and the effect of
extremity restraints from a database covering the duration of 1971-78
[1]. He also used the probability approach to correlate the incurred
injuries with the types cf aircraft, XIAS cn ejection, and the method
of initiation. Cocmparisons of arm flail probabilities showed little
difference between seats activated with D-ring and side arm controls.
Seats with active leg rsstraints, however, were found tc have a
significant reduction in the frequency of lower extremity injury as
well as an apparent reducticn in the severity of injury.

Delgado [5] used the same criteria as Belk to analyze the
records cI injury incurred during the pericd of 1979 -1985. The
effect of aircraft type, seat type, and airspeed on the probability
of occurrence was studied but his results showed a lower mean

airspeed Icr injury, possibly due to the use of ACES-II seats.

Mechanisms

When the ejection sequence starts, the seat occupant is exposed
to high velocity airstream abruptly and large drag forces develop
instantaneously. Throughout the deceleration phase, the seat
occupant 1s subjected to the combined loading of forward acting
inertial Zorce and resisting drag forces, which varies in magnitude
and direction through the whole sequence. Limb flailing injury is a
consequence of different and inappropriate deceleraticns experienced

by different body components during this time interval.
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The initiaticn of flailing movement arises from the intriasic
instability of the coccupant/seat system, which includes body torso,
seat structure to which the torso is strapped, limbs, and th
helmeted head. Because different components in the system have
different geometric shapes and (surface area)/mass ratio, the
aercdynamic drags developed are of different characteristics
(magnitude, direction, and time histories). Further, because cf
varying stiffness and mass distribution, these body components have
different dynamic response characteristics, e.g., frequency
responses, structural damping, etc. Limb flailing movement, arising
from these intrinsic instabilities, is easily triggered ty the
relative competition between the forward acting inertial force and
the aerodynamic drag forces. 1In fact, high frequency oscillating
forces acting at the limbs and the head have been reported kased on
laboratory experiments ([20].

In theory, the drag forces tend to decelerate the occupant/seat

system. The resulting deceleration can be written as:

Deceleration M C, - (ﬁf_ef) 1 p V2
Mass Mass 2

where C, is the drag coefficient, which depends on the geometri
shape of the body components; and 1/2 p V* denotes the dynamic
pressure. Payne first attributed the flailing movement of the limbs
to their higher deceleration than the torso for their larger
(Area/Mass) ratios [21,22). Because of the differences in
deceleration, limbs are pushed ocutward and backward with respect to
the body torsoc at a relatively high speed. Using a potential Zlow
solution, Schneck estimated the pressure gradient sufficient to lift

the lower arm and to push it outward when a seated man is subjected

8-8




to windblast loading instantaneously i{23]. Later, w~ith tnz addition
consideraticn of shear forces, he showed a possible formacion of
dcuble vortex sheet on the ccwn stream side of the limbs, which can

result in oscillating forces tending te cause lateral vipration of

Once the limb flailing motion starts, the roles of anatcmical
mepility and constraints of body components (joint, muscles,
ligament, etc.) should be taken into consideration, as they affect
the subsequent dynamic response and deceleration history zf the limb
structure. Through the limb flailing rotion, besides the translation

limb structure and the rctational movement at joints, z 1imb

cI
structure 3.SO experiences rending moment, torsion, and ax:ial forces,
which cause deflection, angular twist, and axial
shortening/elongation. The resultant motion and deformaticn of a
limb structure can quickly exceed its normal ranges of motion and
deformaticn limits, lead to overstretch and/or tears of muscle
groups, ligament, tendon, and joint capsule dislocation i severe
cases.

The motion set off can only be stcpped by a collisicn with the
relatively rigid seat structure or with other body parts _=ading to
long bone fracture. During the impact, forces of large magnitude
develop at the impacting site since there is a rapid transfer cf
kinematic energy from the fast moving limb to the target structure.
This impacting force, transmitted into the long bone, can lead to
pronounced bending and torsion loading to cause instantaneous bone
fracture in tensile mode and shear mode.

In summary, the occurrence of limb flail injury are subjected

to two constraints: anatomical and external [27]. Anatocmical
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constraint means the resistance of muscle groups (including coth
passive stiifness and active forces), ligament, tendon, as well as
the limitation on the degree of freedom of a jcint capsule. External
constraint Teans the impact and subsequent contact with the seat
structure aiter the anatomical constraints have been exceeded.

In qualitative terms, Kazarian and Smith-Lagnese (12,31}
attempted tc classify extremity wind flail injuries from a
biomechanical perspective and to correlate such mechanisms with
probable causal factors existing during the ejection sequence. They
found that the injury site, pattern, and severi:y depend heavily cn
the initial Zimb pcsition, airspeed at the time of ejecticn. and
angle of attack at wnich the body/seat =nter the airstream. A
quantitative assessment, however, is needed before we can fully
understand the physical event of flail :njuries, including che
interaction among the forward acting inertial forces, aerodynamic
drag, occupant/seat motion, limb flail movement, and the excess
mechanical stresses developed at the limb structures. With the
understanding of the entire physical event and injury mechanism, we
can then effectively improve the protection equipment and restraint

system for cpen seat ejection.

Measurements of flailing loading

Another important aspect to the understanding of flail injury
is the direct measurement of aerodynamic loading on the crew/seat
system during ejection escape sequence. Forces acting on the arms
and legs of test subjects seated in the F-105 and ACES-II eiecticn
seats have reen measured over a range ci speeds up to 183 ft/sec in a

wind tunnel ([25,26]. Because of the difficulty in determining a
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significant area t: speciiy wind flailing loading on z fzrearm or

xnee, a ta2rm "forces srea" defined as the rroduct cf drag coefficient

-s

Z. and efiective arsa was used:

- ; \ To drag force
Torce area) C,. {Effective area) tal drag forc

[

N -

Note that the force area is essentially the total drag Zorce per unit
dynamic pressure wihich depends on the square cf velocizv. Similarly,
the moment is defined as the product of force area and <Zistance.

with these cecnvent:ons, koth the outward Zorce area and moment area

(e}

at the knee were Icund to vary with yaw angles up to 3C°. Payne an

Q.

nls assoc:iates aisc measured flailing forces at the £sez, zands, an

lift forces at the nelmet. Extensive data were compiled in graphics

Bl
i .

M

form in wef [25,:Z2

At small pitch angle, the occupant of an ACES-II seat was found
to experience about 80% of the total drag force acting cn the
cccupant/seat assembly [2]. This percentage was found o decrease at
increasing pitch. On the other hand, it was found that the hand-up
forces decrease and the feet-up forces increase as the ritch angle
was increased up T2 §0°.

To measure the aercdynamic forces and limb flailing forces
acting on a crew member at transonic speeds and to learn the effect
of close proximity to> a cockpit, a 1/2 scale crew/seat —odel was
integrated to the Zorebody of an F-16 and wind tunnel Teasurements
were taken for the Mach number range of 0.4 - 1.2 [2,18]. Flail
cotential forces cf the upper arms were found to be dourled by the
presence of the fuselage. Similarly, there is a magnification of

upper leg flail fcrce in the lift direction, being apprcximately 600
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1b per leg at a Mach number ci 0.6. Through these measurements, it
was also fcund that a flailing leg and arm can cause a s:gnificant
increase i yaw moment, even though the change in limb rcsition is
small. This effect can lead tc destabilization of the cccupant/seat
svstem and an enhanced limb flail lcading. Magnitudes cZ flailing
force were fcund to depend on the Reynolds number [2], primarily
through the changes in loccl boundary layer flow and flcw separacion
over the surfaces of the arms, legs, and helmet/head.

Using a wind tunnel facility, these afore-mentionec scudies

measured the steady state loading on limbs and characterized the

effects c¢Z vitch, yaw angles, Ma.h number, Reynolds numcer, etc.
zfforts tc measure the transient loads during an ejecticn escare have

teen underway by the AL/CFB personnel using an instrumerzed
anthropomcrphic manikin (ADAM) ejected from an acceleratzd rocket
sled at the test facility of Holloman AFB, New Mexico. & systematic
integraticn of these data should allow us to assess the transient
aerodynamic loading surrounding the occupant/seat system during the
ejection saquence. Incorporation of these measurements Into a
computaticnal model for the limb structure should help us to
understand the transient interaction between limbs and external

loading, as well as tc understand the underlying injury mechanisms.

Measurements of force-motion relation for limbs and tissue properties

To fully understand the transient physical event of flail
injuries, a finite element modeling effort is planned. Force and
moment restonses of arms and legs tc mechanical loading Irom young,
health sukjects, measured by Engin [6], will be used to calibrate

this model. Extensive data include both passive and active force
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ccmronents were ccmpiled in graphics fzrm. A value of -~ 210 Newton

=

1

cr uprer extremizy and a value of 400 Newton fcor lcocwer

th

was found
extremity. These data measure the lcad carrying capacizy <f human
limbs under normal conditicrn and will be used to calibrate the model
to be develcped.

Mechanical properties, including eiastic property and failure
strength, Izr relevant biolccgical soft and hard tissues [£,:%
have keern rsviewed. Stress-strain respcnse for wet borne Is kncwn tc
rain-rate dependent (Fig. 2). EBoth compact and trazecular tone

tress levels when loaded at zigher

m

are xncwn 2 fail at higher

sTtrzin-rates (Fig. 2) gvicence of lcng tcne fracture zZz=r Ilzil
inciZence suggests different rossible failure modes (tens:ile,
compressive, cr shear), depending con the instantaneous _cading.

Elastic modules and failure strength, strain for wet ccmract Zcnes
are summarized in Table 2. Soft tissues, including musclss,
ligament, and tendon, are kncwn to ke ncnlinear wviscoelastic with a
relative insensitivity to strain rates. Table 3 summarizss

echanical rroperties for relevant soft tissues.
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Fig. 2 Strain-rate sensitivity in stress strain resgcnses ¢

human compact bone, from {17].
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Fig. 3 Influence of strain-rate on the ultimate strength of
compact and trabecular bone tested without marrow in
vitro, from [41.

Suggested future wcrk

To prevent the occurrence of limb flail injuries during
ejection escape it is important to understand the physical event
through the entire escape sequence and to know the interaction
between external forces and body structures. This understanding is
an essential step toward improvement of in the design of protective
equipment and restraint systems. With this objective, a finite
element modeling fcr the limb flail injury is planned. This model
should simulate the effects of flail loading, resultant limb moticn,
tissue deformation, and material/structural failure when the

developed stresses in tissue components exceed ultimate strengths.
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TABLE 3 TENSILE STRENGTH AND CORRESPONDING % ELONGATICN FOR XELEVANT

SOFT TISSUES

Tensile failure % elongaticn
strength at failure
(MPa) (%)
Skin 7.6 78.0
Tendon 53.0 9.4
Ligament 60 - 80 10 - 15
Cartilace 3.0 30.0
Skeleta. muscles 8 - 20 45 - 80
Cardiac —uscles 0.11 64.0

* Data ccndensed from ref [33].
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Department of Psychology
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Abstract
The multidiciplinary design team approach has several advantages over conventional
approaches to design. Yet is also has several potential drawbacks. These drawbacks
include: miscommunication, lack of coordination, and misanalogies. A research
paradigm was developed that examined these issues. The paradigm was based on
the Stasser’s (1992) hidden profile research. A fictitious design rationale is presented
to subjects and contains the shared information. Each individual also receives a
guidebook based on information from their own specialty or discipline. This
guidebook contains the unique information. Information sharing can be assessed by
examining the design rationales subjects provide for their design choices. Future

research questions that can be addressed with this paradigm are discussed.

AUTHOR NOTES: The author would like to thank Mike McNeese, Cliff Brown, Jon

Selvaraj, Randy Whitaker, and Brian Zaff for their help and support on this project.
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AUTOMATE: A RESEARCH PARADIGM TO STUDY
COLLABORATION IN MULTIDISCIPLINARY DESIGN TEAMS
Maryalice Citera

Introduction

Redesigns and long product life cycles can be very costly in product design.
According to Kochan (1991), United States and European designers spend, on
average, 50% of their time in redesign activities. In contrast, their Japanese
counterparts spend only 10% of their time on redesign. Similarly, the typical product
development lead time in Europe is 63 months, as compared to 43 months in Japan.

Concurrent engineering has been suggested as a way to get the product to
market quicker with fewer costly redesigns (Kochan, 1991; Sobieski, 1990). In
concurrent engineering, a multidisciplinary team of designers works together to
integrate knowledge from the various specialties (e.g., industrial engineering,
mechanical engineering, human factors, production manufacturing) early in the design
process. This approach shortens the product life cycle (product development from
inception to market) because tasks can be done simultaneously. Fewer redesigns are
necessary because designs are scrutinized from multiple viewpoints prior to fixing or
constraining the design.

In contrast, more traditional approaches generally involve design tasks being
completed sequentially and independently. Kochan (1991) refers to this as “over-the-
fence" engineering. Once a group of designers from a particular discipline completes

their "contribution” to the design, they pass it on (throw it over the fence) to the next
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department or group of designers.

The concurrent engineering approach is believed to be an improvement over
traditional approaches because: the product matches customer’s needs more
precisely, it shortens the time to market, it reduces the need for changes late in the
design process reducing developmental costs, and results in designs that are simpler
and cheaper to manufacture (Kochan, 1991).

As the popularity of the concwirent engineering approach and multidisciplinary
design grows, the need for better understanding of collaboration among design team
members is needed. One theory that can be applied to the understanding of
multidisciplinary design teams is situated problem solving. This perspective posits
that problem solving takes place within a particular context (i.e., the situated context)
and that this context shapes how the problem is approached and solved. A situated
context is one that involves social interdependence between actors who share
responsibility for solving the problem. Through social interaction, the individuals
construct a joint understanding of the problem, develop shared values and norms, and
become involved in a reciprocal exchange of knowledge (Lave, 1991). In this sense,
the situated context is not static, but always evolving and changing as the problem
and its solution unfold.

According to Young and McNeese (in press), there are 10 factors that
characterize situated problem solving. First, solving the problem must require the use
of multiple cognitive processes and muiltiple paths to the solution. Second, the

context in which the problem occurs will be complex and provides a wide array of
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perceptual cues that inform those involved about the possibilities that the situation
affords. Third, solving the problem involves identifying attributes of the problem and
separating the irrelevant from the relevant information. Fourth, several competing
solutions can be generated ior the problem. Fifth, given the uncertainty involved in
solving the problem and its ill-structured nature, the problem is best approached by
generating sub-problems. Sixth, the context is interpersonal and involves social
interaction. This social interaction defines the roles of the actors and the meaning of
their actions. Seventh, as the group works out the problem, they build a shared
perception or understanding of the problem and its potential solutions. Eighth,
situated problem solving involves the integration of distributed knowledge. Distributed
knowledge means that each individual brings to the situation unique information based
on past experiences and leamning opportunities. Across the group, this information
may reflect a variety of domains and specialties. The group must then share and
integrate each member’s unique information. Ninth, as the problem unfolds, the group
establishes a pattern of interactior. This pattern or developmental history becomes
part of the context and heavily influences later interactions and decisions. Finally, in
situated problem solving, the context involves values, intentions, and goals that have
personal and social significance. Thus, the situated context has important implications
for the individual's identity.

Multidisciplinary design is similar to situated problem solving because it can be
characterized as "a goal oriented, constrained, decision-making exploration, and

leaming activity that operates within a context that depends on the designer’s
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perception of the context* (Gero, 1990, p. 28). The design develops through the social
interaction of the team members. Because they come from a variety of disciplines,
knowledge is distributed across team members. Members of the team work on the
design task relying on their own unique information and other team members to
educate them.

Unfortunately, multidisciplinary design teams do not effectively share distributed
knowledge. According to Stasser (1992; Stasser & Titus, 1985; 1987), groups often
focus on commonly shared information and neglect to discuss unique or unshared
information.

One reason why team members may have difficulty sharing information is
because members of the team do not share a common framework. Often individuals
from different disciplines will speak at cross-purposes to one another. They
misunderstand and misinterpret what each other says. In other words, they speak
different languages (Boff, 1987). Each discipline has its own jargon, metaphors,
acronyms, definitions for words, labels etc. (Bucciarelli, 1988). In some instances, the
same label may be used to explain exact opposite things (Fotta & Daley, in press).
Without a common framework, the advantages of the multidisciplinary team approach
cannot be realized.

Second, designers often draw heavily on their previous design experience. So
instead of generating and carefully evaluating all possible design alternatives,
designers rely on a case-based design strategy (Gero, 1990; Klein, 1987). In case-

based design, desiyners draw analogies between their present design and previous
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ones. Case-based designs are efficient because features of a previous design can be
incorporated into the new design project. Unfortunately, unnecessary components of
the original design may also get incorporated. Because these features are spurious.y
associated with essential ones, they needlessly restrict the design options considered.
Designers may have trouble differentiating and articulating which features are
essential and which are not. The result may be misanalogies. Misanalogies occur
when previous learning is applied to a situation where it may be inappropriate or
conflict with other aspects of the design. Because misanalogies are difficult to
articulate, they add to the communication problems multidisciplinary design teams
face.

In addition, cross-disciplinary team members may work on different schedules
and be separated by physical distances. These disconnects may aggravate
communication and coordination problems. For example, anyone who has played
telephone tag, understands the frustration that can result from being unable to
communicate with another team member. Add to this time constraints and you have a
potentially volatile situation. The resuit may be that team members fail to
communicate with ornie another and decisions are made based on incomplete
information.

Although the multidisciplinary team may share a common goal, team members
may identify more strongly with their own discipline than with the team as a whole.
Bucciarelli (1988, p. 168) observed that “decisions made across disciplines are best

seen as negotiations among parties who, while sharing a common goal at some level,
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hold different interests." If communication is difficult, both a shared perception and a
shared identity may be that much more difficult to build. Because of the importance of
collaboration in building a shared identity among team members, it is important to
examine the nature of collaboration and tools to aid collaboration (e.g., computer-
supported cooperative work tools, groupware). To pursue this goal, I set out to
design a paradigm that can be adapted to examine design team collaboration.
Paradigm Development

The focus of the remainder of this report is on the development of a paradigm
to study collaborative design in an experimental research setting. Because one often
cited drawback of experimental research is the lack of contextual realism, particular
attention was paid to this issue.

Preliminary steps toward the development of a design paradigm were
completed by Citera and Selvaraj (1992). A research design problem was chosen
based on an extensive review of the literature and from responses to postings on
several computer bulletin boards. The problem, designing a component of an on-
board navigation system for an automobile, was selected because it: 1) was based on
a "real world® design problem, 2) was multidisciplinary in nature, 3) could be
completed in an individual or team context, and 4) would be familiar to both university
students and design professionals.

Citera and Selvaraj (1992) elicited knowledge about potential tradeoffs involved
in designing a navigation system for an automobile from design experts. This

information was collected to establish a realistic base of information on which to build
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the task. To elicit knowledge from design experts we used a technique called
Concept Mapping (McNeese, Zaff, Peio, Snyder, Duncan, & McFarren, 1590; Novak &
Gowin, 1984). Concept mapping is an interactive interview methodology. During the
exchange, an interviewer converted the elicited information into a graphical network of
concepts nodes (i.e., & concept map). Thirteen design professionals were
interviewed. The design professionals included human factors psychologists and
engineers, a software specialist, a display hardware specialist, an electrical engineer,
and an industrial engineer. We felt it was necessary to understand the concems and
requirements of different perspectives before building the task. As part of this data
collection, three key disciplines likely to be represented in a multidisciplinary design
team were identified: human factors, computer programming/engineering, and
marketing/business. The task was built around these three disciplines. The elicited
information focused on potential tradeoffs involved in designing an automobile
navigation aid within a multidisciplinary team context and was useful in identifying
issues and conflicts that designers of such an aid would face.

After examining the information provided by the experts, the design problem
was narrowed down to the issue of designing an auditory display to accompany the
navigation aid. The problem has been named AutoMate and a description of it is
included in Appendix A.

Task Rationale
The task is based on Stasser’s (1992; Stasser & Titus, 1985; 1987) work on

information sharing. In Stasser’s paradigm, groups of subjects are given information




about a problem (i.e., information about job candidates). Shared information is given
to all subjects. Unique information is given to individual subjects. Built into the
information is a hidden profile. The shared information favors one decision, whereas,
the unique information favors another. in the AutoMate task, unique information
derives from information specific to each discipline. Thus, subjects get unique
information relevant to their area of expertise. The shared information is given to all
subjects in the form of design rationale for a past design case.
Design Rationale--Shared Information

As previously stated, design is often approached from a case-based
perspective. Unfortunately, subjects in the experimental situation come from a variety
of backgrounds and there is no way to assure that they have equivalent prior
experiences in design. One way to establish a common reference point for all group
members is through the use of design rationale. Design rationale is a means of
preserving the reasoning behind design decisions (Candy, 1993). It is not only a
record of what final design choices were made, but also of what alternative options
were considered and the criteria used to choose between the options. Design
rationale can serve as an archival, community memory. By recording design rationale,
collaboration can take place across time (or history). By this I mean that design
rationale for one project can be used by an entirely new set of designers as a case-
based reference.

We chose to buil.. the design rationale on a related but different problem. The

design problem was developing an auditory waming display for a cockpit. The past
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design case, contains some information that is directly applicable to the AutoMate
(i.e., the transfer or new) design problem and some that is not. (For an example see
Appendix B). The applicable information can be considered direct analogies for the
new design problem. The non-applicable information can be considered
misanalogies. Since all members of the design team will receive the case information,
this information is shared. The team must attempt to separate the relevant parts of the
case from the irrelevant parts based on the unique information.

Specialized Expertise--Unique Information

The unique information subjects receive will be based on their expertise in
their own field of specialization (i.e., human factors, computer
programming/engineering, marketing/business). Each team member will be given a
guidebook relevant to his/her own perspective. The guidebook will contain
information based on that perspective that identifies a misanalogy in the design case.
(See Appendix B for excerpts from tizs.)

Dependent Measures

Ideally, one would want to measure the amount of information shared in the
group discussion. Stasser, in his original work, used a measure of recall to assess
shared information. Subjects were given a free-recall test prior to discussion and
following the group discussion. The amount of information gained from pre- to post-
test recall was considered the amount of information shared. Similarly, subjects in the
AutoMate task make initial decisions based on their information packets (prior to

group discussion) and record their design rationales. Following team discussion,
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individuals again indicate their design choices and record their design rationale.
Information sharing would be assessed by the change in information used in the design
rationale. In other words, the gain in information is indicated by changes in the
decision rationale. Shared or joint understanding of the problem would be indicated
when the design rationales converge (become more similar) across team members.
Team decisions could also be examined to determine whether unique information was
shared and misanalogical parts of the problem identified and correctly addressed.
Also, the confidence subjects have in their decisions might indicate the amount of trust
individuals have in their team’s ability to adequately share its expertise.
Applications

This approach to studying collaboration can be used to examine a variety of
issues. For example, in distributed teams (i.e., teams that are physically separated by
space whose members predominantly communicate through electronic means) does
more or less unique information get shared? On the one hand, team members may be
less likely to compete for limited air space and feel less evaluation apprehension and
thus, share more information. On the other hand, these team members have few
feedback cues available (because of lack of nonverbal cues such as head nods) that
indicate what has been understood, and thus, may share less information.

Also, of interest would be to examine how the distributed context affects the
development of trust and confidence in other team members. Furthermore, computer-
supported collaborative aids might be tested to see if they improve the sharing of

information and the joint construction of meaning.
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Appendix A

Design Specifications for the AutoMate Audio Display

This report summarizes the technical details of the audio display design fcr the
AutoMate system.
Background:

Several major automobile manufacturers have started to develop in-vehicle
navigation aids. These aids assist drivers in planning and driving to a destination.
Many of these systems include moving map displays that visually display a map of the
area and show the automobile’s location and heading. The automobile’s location is
determined from distance and heading, satellite technology, or a combination of the
two. Location is generally checked against the map database to assure that the
information is accurate. Another feature of some systems is route planning. The
driver simply inputs into the system his/her destination and the computer calculates
the quickest route. The driver is sometimes given the option to select the most scenic
route, the route without highways or tolls. Some systems offer a guidance display that
gives turn-by-turn directions to the driver about how to get to a particular destination.
Some systems feature traffic updates that are broadcast from a central location. These
traffic updates can warn the driver of potential traffic delays along their route and may

even be able to reroute the driver around heavily congested areas.

AuntoMate:

AutoMate is a computerized navigation aid designed for a mid-size automobile (in the
price range of $22,000 to $25,000). The market for this automobile is a combination of
private owners, business sales fleets, and car rental companies. Typical usage varies
according to the type of owner. With car rental companies, out-of-town visitors use
the system to locate hotels, restaurants, and business locations. These users will be
unfamiliar with the area and will rely on the system to give them directicns. Since

they are already familiar with the area, private owners rely less on the guidance
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feature and place a greater value on the traffic update information. Business sales
fleets will use the system to locate customer/client addresses and to avoid traffic
congestion.

In the original AutoMate version (V1), the following features were included: a
visual moving map display, route planning, directions and guidance visual displays,
traffic information updates, and a menu of local hotel and restaurant addresses. The
AutoMate system consisted of a computer equipped with a 386 Central Processor Unit
(CPU), a 200 mg hard drive, a GPS (Global Positioning Satellite) board, a map data
base of the purchaser’s local area (e.g., the Greater Dayton area), and a CRT
(Cathode Ray Tube) color monitor with a touch screen for input. The map data base
listed the longitude and latitude coordinates and names for every highway, street, and
alley. Also, stored in the database were the exact locations of each intersection and
highway exit. In addition, a GPS antennae, a compass, and wheel sensors were

included to determine the location of the automobile.

Problem Description:

AutoMate (V1) is being redesigned to resolve some of the weaknesses identified with
the original version. One deficiency is AutoMate’s (V1) lack of an auditory display.

An auditory display, in this case, would involve presenting the route information and
directions verbally to the driver. The display might also be useful for giving the driver
information about current location and heading. Although an auditory display was

considered for the original AutoMate, it was not implemented.
A muitidisciplinary design team is being formed to develop an audio display for

the updated version. You have been selected to be part of this team. This team

includes a human factors specialist, a computer engineer, and a marketing specialist.
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Appendix B
Bxample AutoMate Decision: Choice of a Speech Processing Board

Cased-based information:

Design Rationale for the Auditory Warning Display in the C152 Cockpit
1.1 Requirement: Speech Processing Board
The speech processing board should be able to produce speech that is intelligible to
the pilot, operate under normal conditions found in the cockpit, and draw no more
than S0mA of current.
1.2  Options:
Three different speech processing boards were considered: a 12 kHz board
manufactured by Sound Products (SPR112), a 12 kHz board manufactured by

TechSound (TS312), and a 10 kHz board manufactured by Vocoder (VOC510).

1.3 Criteria

The SPR112 was chosen based on the following criteria:

131 The sampling rate (12kHz) was the best available on the market at the time.
Sampling rate represents the number of samples taken per second. High quality
sound depends on the rate at which sound is sampled. The higher the sampling rate
the better the sound quality. For example, CD (Compact Disk) quality sound is
sampled at a rate of 44.1 kHz. The VOC510 was only a 10kHz board.

1.32 The board had to withstand extreme operation temperatures. In the summer, a
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cockpit sitting on the tarmac in the sun all afternoon can reach temperatures of up to
150° F. In the winter, cockpit temperatures can drop to as low as -30° F. The TS312
could not withstand this range in temperatures. It had an operational temperature
range of only -10° F to 130° F.

1.33 The specifications indicated that the board could draw no more than 50 mA of
current. The TS312 was disqualified because it drew 100 mA of power.

Information from the Human Factors Guidebook

Under optimum conditions (i.e., low noise, low distractions, etc.) a message with a
frequency range of 200 to 6100 Hz will be about 95 percent intelligible. Reducing this
rate will produce a decrease in intelligibility, particularly of consonant sounds such as

“th* which are composed largely of higher frequencies.

A good rule of thumb to follow is that sound should be sampled at about 3 times the
highest sound frequency that you are interested in. The intelligibility of speech
increases up to about the 22 kHz sampling frequency and then levels off. This means
that higher sampling frequencies do not have a significant impact on intelligibility.

Three methods are available for measuring speech intelligibility:

a. The ANSI standard method of measurement of phonetically balanced (PB)
monosyllabic word intelligibility. This method uses “phonetically balanced" lists of
words, i.e., the words in each list are chosen so that all speech sounds are
represented according to their frequency of occurrence in normal speech. Scoring is
on the basis of percent correct.

b. The modified rhyme test (MRT) should be used if the test requirements are
not as stringent or if time and training do not permit the use of the ANSI method. For

the MRT the listener must correctly perceive only one phoneme in each test word and
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the listener has a printed list of words so that he can check the word that he thought
was correct. Although the lists of words in the MRT are not phonetically balanced to
represent everyday speech, the MRT is efficient and useful because it requres
perception of consonantal sounds important to intelligibility. Scoring is corrected for
chance.

¢. The articulation index (AI) should be used for estimations, comparisons, and
predictions of system intelligibility. The Al is highly correlated with the inteiligibility of
speech perception tests given to a group of talkers and listeners. The Al is computed
from acoustical measurements or estimates of the speech spectrum and of the
effective masking spectrum of any noise which may be present along with the speech

at the ears of the listener.

The Table below shows the intelligibility criteria for voice communication systems.

COMMUNICATION SCORE
REQUIREMENT
PB MRT Al
Exceptionally high intelligibility, 90% 97% 0.7
separate syllables understood.
Normally acceptable intelligibility; 5% 91% 0.5

about 98% of sentences correctly
heard; single digits understood

Minimally acceptable intelligibility; 43% 5% 0.3
limited standardized phrases
understood; about 90% sentences
correctly heard (not acceptable for
operational equipment)
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Estimated Intelligibility Resuits for Different Sampling Rates using the Al

Sampling Frequencies Articulation Index
kHz Percent
5 .15
10 .25
12 3
18 5
22 15
32 .16
44 .16
Shared Information: Detaiis on Speech Processors
Speech Processors
SPR vocC RL DM voC SPR
100 525 658 637 522 820
Maximum 50mA 4mA 10mA 4mA 55mA 12mA
Current
Sampling 41012 4 to 22 4 to 32 4to44.] | 41t022 4 to 32
Rate kHz kHz kHz kHz kHz kHz
Program | Program | Program | Program | Program | Program
mable mable mable mable mable mable
Operation -55t0 185 | -55t0 170 | -40to 140 | -40to 185 | 0 to 130 -40 to
Temp °F 185
Speech Yes Yes No Yes Yes Yes
Recognition
Possible
R S e e e |
Price per $23.75 $42.50 $47.00 $52.50 $37.50 $50.60
Chip
(Quantity)
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SOURCES AND PATTERNS OF REACTION TIME FLUCTUATION USING A
CONTINUQUS SUSTAINED REACTION TIME TASK

Geoffrey L. Collier
Assistant Professor
Department of Psychology

South Carolina State University
300 College Street NE
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29117

Abstract

Fluctuations in attenuion through time was operationalized in terms of reaction times
to continuously presented stimuli. Auditory and visual stimuli were presented for six or
16 minutes. at an isochronous rate varving between 800 and 2000 mulliseconds.  Six of the
eight subjects were capable of adequately performing the task. which required high rates of
continuous vigilance. Diverse trend patterns were observed. but overlaid on the trend were
local fluctuations. as indexed by autocorrelational patterns. These appeared to be strategic
rather than stnctly endogenous.  Evidence of periadicity in the 3 to 5 minute range was
found. but this evidence will require replication. A PRP tpsychological refractory period)
effect was round. such that subjects could not keep up with tast stimulus presentation rates
even when response times were consistentlv less than this presentation rate on blocks with

slower presentation rates.
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The studv of fluctuations in attention across several minutes of vigorously sustained
attention 15 both theoretically and practically important. Practically, understanding such
sustained attention pertormance is necessary for understanding human performance in highly
stressful environments were obligatory stimuli bombard the human operator. The cockpit of a
fighter jet 1s certainly one such environment. Theoreucally. it 1s important to understand what
consistent tactors control tluctuanons in performance across stretches ot time.  Iniually. we
can ask a very basic question: does performance on a given trial depend on performance on the
prior trial?  If so. what 1» the nature of that dependency! One possibility is that response
speed will vary in a pertodic or cvelical fashion. for example. 1f there are regular endogenous
oscillatory mechanisms that control the fluctuat. n ot atttention. Alternatively, there might be
irregular stochastic fluctuanons in performance due to vanability in the degree of attention (or
probability of attending. in a discrete attentional model) over an extended duration.

The current experiments looked at these issues by using a continuous sustained attention
task. On each trial ~ubjects were presented with one of two stumuli. and had to respond
rapidly. indicating which ot the sumuli had occured (1.e.. two choice reaction time task). Each
block of tmals consisted of i continuous train of these trials. presented isochronously (equally
spaced in ume). The presentation of a stimulus occured at its expected time regardless of the
time of response (or none-response) to the preceding suimulus. Thus there was considerable
time pressure. as subjects had no control of the onset of the sumuli.  Two tasks were used. a
visual task (letter idenutication) and an auditory task tpitch discnmination).

The requirement of the sustenance of vigilance highlights the similanity between this task
and those normally used in vigilance paradigms.  The critical ditference. however, is that
traditional vigilance tasks require a responses tusually simple reaction times) to a series of
temporally unpredictibic events. whereas the current task requires continuous choice responses
to a series of pertectly temporally predictible events. Thus reaction times to the regular event
train provide a time series. To the extent that these reactuon times operationalize momentary
attentional capacity. this senes then has the potential ot providing a continuous portrait (a
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“movie”) of endogenous attentional fluctuations. Furthermore. by manipulating the faig of the
isochronous stimulus train (the “frame rate”) it was hoped to observe the interplay between
exogenous and endogenous factors in the maintainance of sustained atienuon.

Expeniments 1 & 2

Two experiments were performed, using four subjects in each.  Since the two
expeniments differed principally only in the length of the trial blocks. they will be for the most
part analvzed and discussed together.

Design

imull 1pm

Each trial consisted of a s1x minute isochronous pulse train of stimuli. preceded by four
isochronous stimuli whose tunction was to prepare the subjects and entrain the rhythm.

In the visual condition the four entrainment pulses consisted of asterisks flashed in the
center of a VGA monttor. in the standard tvpeface and size. The duration of the asterisks was
always 100 milliseconds. Tne event rate was manipulated by varving the ume between the
offset of each stimulus «nd the onset time of the following stimulus (the off time). The target
stream consisted of a series of X's or O's.  Half of the total number of events were X's, the
other half O's. Within this restriction. the order of the stimulus events was randomized. This
randomization was pertormed uniquely for each trial. generated by algorithms which used the
compiler's natve random number generator (Borland C). seeded by the system clock.

The auditory entrainment ~tream consisted of four 30 ms. 1300 hz square wave beeps,
generated by the internal speaker of the Gateway 486 computer on which the experiment was
run. As above. the rate was manipulated by varying the ottset times. The target stimuli were
high (1700 Herz) and low (00 Hz.) beeps. differing from the entrainment beeps in frequency
only. Randomization ot stimulus presentation was the same as in the visual condition.

Subjects responded to the stimuli on a keypad. A tab was affixed to the keypad for each
trial. indicating which key was the X and which was the O (in the visual condition), or which
key was the high beep und which was the low beep (in the auditory condition;.

In experiment 1 cach block of trials was six minutes long. and four baserates (IST's)
were used: 800, 1200. 1600, and 2000 milliseconds. Since trials were kept at a constant
duration of six minutes. slower baserates resulted in tewer stimulus events per trnal.  The
totals were 450 trials 1X00 ms... 200 trials (1200 ms.). 225 trials 11600 ms.). and 180 trials
(2000 ms.)
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In experiment 2 cach block of trials was 16 minutes lony. and two baserates were used:
1200 (800 trials per block) and 18(X) ms (334 trials per block).

In experiment | the stimulus-response mapping was varied by reversing it at each new
block. In expeniment 2. the mapping was constant.

s

Eight subjects. four for each experiment. from the Wnight-Patterson AFB subject pool
were used. Musical experience was examined with a musical background questionnaire.
Each subject participated in four one hour sessions (except when equipment failure required an
additional session), for which they were paid $5 per hour.

Design

A within-subjects design was used. In expennment | there were four baserates and two
stimulus modalities. while in experiment 2 there were two baserates and and two modalities.
Baserate was a within session tactor. while modality was o between session tactor. Subjects
participated in tour daily sessions. In experiment | cach session included four six minute
blocks. one for each baserate. resulting in a total of 16 Flocks across all sessions.  Each trial
was preceded by a pracuce block of about 32 trials. Subjects could repeat the practice blocks,
if desired. This was usually only necessary during the first session. In experiment 2 each
session included two 16 minute blocks. resulting in a total ot X blocks across all sessions.

In experiment 1 sumulus-response mapping was alternated between trials. to prevent the
formation of automaticity between trials (and thus the confounding of automaticity with
baserate within each session). At the outset of each trial. the experimenter would stick a label
on the response kevs. This label marked which kev was "X and which was "O". or "high"
and “low"” tor the auditory conditions. Thus. dunng the practice trials. subjects would have to
learn the new stimulus-response mapping. as it was reversed from the preceding tmal.

In expennment | the order of the baserates was altered between subjects according to a
latin squares design. Subjects participated in four sessions. two for each of the two modalities.
The two sessions in the same modality were replications. except that the order of the baserates
was reversed. The order of the sessions for two of the subjects was AVVA (A=auditory.
V=visual). while tor the other two 1t was VAAV.,

In experiment tw o subjects performed four blocks (in two sessions) in one modality and

then four blocks in the other. Two subjects performed each of the two orders.  The two
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baserates were presented i1n an arch form. that is, eitner 1300 1200 1200 1800. or 1200 1800
1800 1200. Two subjects had the first order mapped onto the auditory modality and the other
two had the reverse mapping.

Results
M s of an

Each block of data ranged from 180 to 450 trials. and thus presented a complex picture.
Thus each block was analvzed separately. Statistics summanzing various facets of the data are
presented in tables one and two. Since the data analyses were a bit complex. they described in
detail here.

The data were analvzed within a particular conceptual framework. According to this
framework. fluctuational patterns in reaction times could result from several conceptually
distinct sources. These ~ources can be broadly classified into two categories: short term and
(relatively) long term  The short term component i~ hvpothesized to be comprised of local
tfluctuatons in attention due to tatlures ot concentration. dayvdreaming. etc.

In contrast. the primary components of long term changes are performance decrements
due to fatigue. and pertormance improvements due to the development of simulus-response
automaticity. Thus. 1t ix hvpothesized that over the course of a single trial these two forces
will tend to have monotonic but opposite effects. The sum of the two effects will depend on
their relative efficacies. which in turn might depend on subject. condition and random factors.
If only one effect is present, then a monotonic increment or decrement in RT is expected.
However. if both are present. then the pattern will be more complex.

According 1o this two-component model the snort term rluctuations are predicted to be
superimposed on top of the longer term changes.  In order to extract these short term
fluctuations. it was necessary to look at the residuals from the long term fluctuation:
However. the framework describes these latter in merely qualitative terms. vielding no
parametric predictions about performance. Thus. long term tluctuations were fit
nonparametrically, using Cleveland's LOWESS smoother (tension=.6). which fits the general
form of the changes in reaction umes. as can be seen tor example in figure 1.

The residuals from the smoothed data were extracted. and subjected to autocorrelational
analysis. If there were short term fluctuations in attention. resulting in changes in reaction
times. the reaction times should be autocorrelated.  On the otner hand. if the time series are a
purely noise series. no such autocorrelations should be observed.  Furthermore. the extraction
of trend from the smoothing operation will tend to remove spurious autocorrelation due to
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rend. Thus. the autocorreiational analysis was relauveiy conservauve: the removal of trend
would tend to decrease them. so that evidence of autocorrelation in the residuals would be
stronger evidence tor short term tluctuatons in performance ability.

In addition to the foregoing. several other summary staustics of the performances were
derived. such as mean and standard deviation reaction times, percent correct. and several
others. These are presented in tables 1 (experiment 1) and 2 (experiment 2). described in
detail in the table notes. Since the tabled data are fairlv voluminous. the key trends are
surnmarized and discussed below.

Results - summary.
Acruracy,

Two of the eight subjects performed inadequately. so that their data will in the main not
be considered. Pertormance levels for the remaining six were quite high.  Table 3 displays
grand mean percent corrects and reaction times for each subject.  Mean accuracy ranges from
90% to over 99% correct. However, some b (but see the note to tables | and 2). Indeed.
subject DMS maintained a 99.1% accuracy rate on the 7 out of 8 blocks in which performance
was acceptable. Mean reaction times range from 344 to 433 ms. In general. then, these six
subjects were able to maintain surprising performance levels. in spite of the difficulty of
maintaining continuous attention to a repetitious task tor 6 or 16 minutes.

Across subjects. there was a strong monotonic relationship between accuracy and
reaction time (Spearman’s R=.X3). implying a strong speed-accuracy tradeoff across subjects.
Thus. even though initial differences among subjects in the mean were relativery small.
equating for the speed-uccuracy tradeoff would probably turther reduce these differences.

A lagged analysis of errors was performed. including all blocks ot trials. Mean reacuon
times on error trials and the tour trials preceding each error were calculated (excluding all cases
in which one of the four prior tnals was an error trial).  The results are presented in figure 2
(by wudject), figure 34 (by modalitv), and figure 3b (by baserate). The same pattern was
obtained regardless of mode of analysis. The error trials themselves (denoted as lag(0) in the
figures) are quite fast. a~ 1s typically observed. [nterestingly. though. the reactions on correct
trials leading up to the error trials were also fast. Here. t0o. a speed-accuracy tradeoff is
probably at work. Subjects displaved local fluctuatons in overall speed (see below). When
they became particulariy fast. the errors resulted It is rrequently observed in the literature that

fast error trials are tollowed by 4 compensatory slowing down of the reaction times. Here. we
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have the converse: evidence of speeding up prior to the error trials. This etfect disappears at
the 2000 MS baserate. u» overall reaction times are slower.

an reacuon fimes

Overall mean reactuon times by baserate and stimulus modality are plotted in figure 4. In
general. the visual task was faster than the auditory task (although the difference was small),
and reaction times slowed down with presentation rate.! Mean reaction time across all subjects
and blocks tor the auditory condition was 409 ms., and for the visual condition it was 381 ms.
The difference between the modalities is not surprising, given that the auditory task involved an
unfamiliar (to the nonmusical the subjects) unidimensional discrimination. while the letter
identification was a familiar multidimensional categonization task. The effect of baserate
shows that time pressure can increase or decrease reaction times. However. subjects found the
fastest rate (800 ms.) 10 be difficult to "keep up with”. Two of the three subjects who
participated 1n this condition (experiment 1) frequently failed to meet the deadline ti.e., the
onset of the next stimulus) in this condition. As a result all but one of these blocks for these
two subjects could not be analyzed. The subject who could perform adequately at this pace
was the one with large amounts of musical training. Interestingly. though. she performed
adequately 1n the visual as well as the auditory condition.

It might be inferred trom the foregoing that in response to increasing time pressure.
subjects decrease response times until they can no longer do so. at which point they stop being
able to meet the deadline. That is. once the reaction ume distribution is as compressed as is
possible. further increases in the presentation rate serve to cut off the longer tail of the reaction
time distmbution. However. a closer analysis reveals a more complex and interesting picture. It
frequenty was the case that the majority of the reaction times at a presentation rate slower than
800 ms. were less than 800 ms. A good example is in the contrast between subject JPB's
auditory performance at rates of 800 and 1200 ms. Excluding one response that missed the
deadline. the entire distnibution at the 1200 ms. rate was less than 726 ms (mean=372. s=101,
accuracy=96.3 percent correct). Yet. he could not keep up with the 8(X) ms. presentation rate.
In other words, had JPB been able to instantiate his 1200 ms performance for the 800 ms
presentation rate, his performance would have been quite good.

I Analysis of vartance was not pertormed. because missing cells fead to an unbalanced design. and

more seriously, subjects participated 10 some conditions more than once.  Treating these as replications
would have violated the independence assumpuion, while the number ol replicauions was 100 small to permit
the treatment of subjects a~ a factor. Therefore. summary results are presented heurisucaliy.
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This phenomenon implies that subjects are not tully prepared to process a stimulus the
moment they respond to the preceding one. This 1s a kind of true PRP (psychological
refractory period) etfect. Welford (1968) noted a similar ettect in early PRP studies. Reaction
times to the tirst ot two stimuli continue to improve as the IS between sumuli is increased.
even bevond the point at which the second stimulus 1s occuring after the response to the first.
Welford speculated that subjects need time to process the selt-generated feedback from the first
stimulus and the ensuing response before commencing the processing of the second one. This
paradigm provides important additional data on this point.

Trend

An iniual quesuon to be addressed 1s of the general trends in teh reaction umes across the
trals in each block. That v did performance generally remain constant. get worse (fatigue).
IMProve (automaticits +. or some combination?  In tact. patterns in trend were somewhat
idiosyncratic to each block.  Distmbutions of Spearman’s rho where roughly symmetrical
about () tor both experments (figure 3).

Going bevond monotonicity. the lowess-smoothed curves that were fitted to each RT
time series were inspected by eve tor general patterns. but no single preferred pattern emerged.
For example. 24 of the blocks showed an initial positive trend (increase in RT). followed by
continued positivity. tlat RT. or negativity: an almost equal number (24) showed an 1nitial
negative trend. We can onlv conclude that general trend patterns are fairly idiosyneratic to the
block.

Penodicity

The performance of the f¢ egoing trend analvsis was not primarily motivated by an
interest 1n the trend patterns themselves. but rather 1o remove the trend so that the residuals
could be analyzed. Each block of trials was subjected to a fast Fourier transform. using the
residuals from the Lowess-smoothed fit. The data for the three subjects in the second
experiment. who had the longest and theretore most reliable (in this context) blocks. are
summarized in table 4. It was predicted that an endogenous periodicity - i.e. one not controlled
by the stimuli - would manifest tself in an invariant frequency across baserates.  With respect
to the FFT. this predicts that when comparing the faster baserate (1200 ms) to the faster one
(1800 ms). there would be a shift in energy to the higher frequencies/shorter wavelengths.
This is because the ume unit upon which the FFT'« were performed was the event marker
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(1,2.3.4 ....1. not the actual time. Therefore a given periodicity represented in these event
units at the slow rate would be equivalent. in real time. to a longer periodicity at the fast rate.

Table 4 represents the magnitudes of the first 15 components of the FFT, separately for
each subject and rate but averaged across modality and replication, while table 5 summarizes
the tendencies ot the subjects. Subjects SLP and DMS show weak tendencies in the predicted
direction. For subject DMS maxima are spread across 255 .170 and 128 for the fast rate, but
shift more strongly to 170 and 128 for the slower rate. However, there is another maximum
for this subject at 64. The energy is spread more evenly for subject SLP, but there is a slight
tendency in the predicted direction: from a maximum at 170 for the fast rate to 128 at the slow
rate. On the other hand. subject HLW has maxima at 256 tor both rates although there is more
energy at 171 and 128 at the slow rate than there is at the fast rate, which is in the predicted
direction. Here too. though. there are other maxima at taster rates: 73 and 51.

Thus we can conciude that there is a hint in the data of a consistency of cycle lengths
across rates. in the range of roughly three to tive minutes.  However. this hint is weak and

replication would be regutred to make this convincing. perhaps at a variety of baserates.

To look at faster. more local and not necessaniy periodic fluctuations in reaction time,
autocorrelations were calculated tor the residuals trom the smooth fit. The first order
autocorrelations are summarized in table 3. column X. Across all subjects there is a tendency
for positive first order autocorrelations to predominate.  Twenty six of the autocorrelations
were not significant. five were significantly negauve. while twenty eight were significantly
positive. Furthermore. the fact that trend patterns were removed betore these were calculated
make this a fairly conservative test of their preseiice.

There were some individual differences in these results. though. For example. subject
SLP displayed no signiticant first order autocorrelations. Interestingly. there is a tendency for
the presence of positir ¢ autocorrelations to be associated with accuracy: SLP was on average
the least accurate subject. while the most accurate subiects showed the most significant positive
autocorrelations.

Frequently. autocorrelations were significant at lags greater than one. Subject DMS
showed this effect parucularly strongly. In his eight blocks. positive autocorrelations were
significant at anywhere from two to elever. consecutive lags. The partial autocorrelation

showed significance ut ~econd or third order lags. indicating the possible inadequacy of a first
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order autoregressive model to tit his behavior. However. the length ot the autoregressive
effect did not appear to depend on modality or baserate.

We can conclude that subjects do show consistent tluctuatons in reaction time that persist
across @ number of consecutive tals.  Several factors hint that this might be srategic:

. If we assume that the best subjects will have the most strategic control of their
performance. then the tact that they showed the strongest autocorrelations might imply that
these result from strategy.

2. Secondly. if the fluctuations were due to a strictly endogenous drift process
(1.e.. not strategic and not stimulus driven) then we might expect that the the size of the first
order autocorrelation would decrease with increasing baserate. This hypothesis is based on
the assumption that the drift rate would be invariant across rates of stimulus presentation. and
thus would have strengths that decrease as a funcuion of increasing temporal distance.
However. baserate w.as not monotonically related to the size of the first order lagged
autocorrelauon (Spearman « Rho=-.035).

3. Finally. we note the earlier finding that error trials tend to be preceded by tmals
that svstematically decrease in speed.  Thus the fluctuations in reaction time might be due to
svstematic and controlled decredases in reaction time. up o the point that an error OCCurs.

Although all of these inferences are indirect. thev point towards the conclusion that the
short term tluctuations 1n reaction time are strategic. rather than being due to a strictly

endogenous fluctuation of capacity. due. say. to changes n states of arousal.

neral discussion

The main conciusions of this report are summarized as tfollows:

h Two ot the eight subjects were unable to perform the task adequateiy. while the
remaining six displaved pertormances ranging from good to outstanding.  Thus. subjects with
modest amounts of mouvation can perform this rather difficult sustained attention task.

Overall levels ot pertormance for the six good subjects were similar. and much of the
differences in accuracy und reaction times appear to be strategic. that is. different subjects were
setting different speed-accuracy tradeoff criteria. On the other hand. individual differences
could be observed in the details of the performance. such as in the trends.

2) There was weak evidence of periodicity that was invariant across baserates. in
the range of about three to five minutes. However. this would need to be replicated. using a
broader range of baserates. 1n order to be convincing.

)] There were local tluctuations in reaction times. 1n the range of a several or more
trials. Consecutive positive autocorrelations were found at lags to as far back as lag 11.
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Three facts argued that these posiuve autocorrelations were due to strategic control of response
time. rather than being a stnictly endogenous phenomenon:

A). The size of the first order autocorrelation did not correlate with the
baserate. This argues against the view that the fluctuations are stimulus independent local
tluctuations in arousal or attention level.

B).  The autocorrelation was stronger with more accurate subjects. If better
subjects have better strategic control of response times. this would be consistent with the
SUrategic view.

C).  Reaction times lagged back from error trials were. like the error tnals
themselves. tast. This implies that subjects increase their response speed until an error occurs.

4). There was a PRP (psychological refractory period) effect. When the rate of
stimulus presentation was very fast (800 ms). subjects had difficulty keeping up and
responding by the deadline. that is. the onset of the next stimulus.  This was true even when
the deadline contained most or all of the reaction time distnibution for slower presentation rates.
This implies that subjects are not fully prepared to process a stimulus at the moment that they
have responded to a prior one.

This has important implications for the presentation of information in sumulus displays in
a man-machine environment.  Estimates of the temporal stimulus density that the human
operator can handle which are based on reaction time distributions will not be accurate:

recovery time must be allowed for.
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Subjecublock number.

Block# within session.

Number of trials. NG (no good) indicates too many late-response errors. block not
nalysed.

Modality (A=auditory, V=visual).

Baserate (ISD) in ms.

¢ correct. not including responses that were 100 late (see note below).

Mean reacton rime.

¥ SD. reaction time.

9. SD. residuals from a smooth curve fit to the data using Cleveland's LOWESS
smooth estimator.

10. RMS residual from AR(1) model fit to the residuals trom the Lowess fit. When the
AR(1) model 1s not significant. this can exceed slightlv the SD estimate in the preceding
column due to differences in the esumation procedurc.

11, Spearman’s rho between tnal number and RT. used a~ an index of monotonicity.
This staustic should be interpretated with caution. since manyv blocks displaved more
complex trends which were (in some cases) supenimposed on @ monotonic trend.

12, Lag(l) autocorrelatnon (*=significant at the .03 level).

13, Coefficient for a tit of a tirst order autoregressive model (AR(1)) to the residuals
tfrom the LOWESS ftit ( *=signiticant at the .03 level).

~ A de B LD —

NOTES FOR TABLE ONE AND TWO.

Only blocks with high performance levels were anaivzed. There were a number of
blocks in which the subjects’ responded after the deadline. 1.¢.. atter the presentation of the
next stimuius. Due to a software bug, these were recorded as times longer than the
baserate. rather than as nussed trials.  Thus these mustakes are not reflected in the percent
corrects (column 6). However. these were noted on the basis of visual inspection of the
scatterplots. and when 1t was deemed that the number ot these trials was sufticiently large
as to make analysis problematic. these blocks were dropped from the analvsis. These
almost invaniably occured at the fast sumulus presentation rates. These blocks are marked
NG (no good) in column 3 of the data tables.  The blocks that were analyzed were deemed
to have. for the most part. sufficiently few of the outiving tnais that the computed summary
statistics would not display qualitative changes with the omission of these tnials.

In experiment 2. subject MLB's data were analvzed. but most of the blocks
displayed unacceptable pertormance levels. Also in this experiment. subject HLW was
unavailable for two ot the blocks.

» P<.05. «« P<O.

§ Singular Hessian: standard errors not computable (KAB13. experiment 1).

§§¢ First auditory block for this subject (JPBS. experiment 1), high error rate and
large reaction time vanability.
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Table 1. summary of expenment 1.

1 2 03 4 3 Iy 7 8 9 10 11 12 13
JPBI I 180 V 2 100.0 319.0 103.5 938 940 43e 0012 0.010
JPB2 2 W0V 1200 98.7 4574 91.1 859 841  -1Te 0212« 0.210e
JPB3 3 XSV 1600 99.2 4764 1069 782 69.2 59es  0.465¢ 0.470e
JPB4 4 NGV ~00

JPBS 1 88§ A 1600 798 367.2 203.0 2023 202 -10 0.023  0.020
JPB6 2 NG A ~00

JPB7 3300 A 1200 96.3 3724 101.S 942 9472 260 -0.054 -0.050
JPB8 34 180 A 2000 944 3994 0928 85.0 852 23 0027 -0.030
JPB9 1 180 A 2000 994 3536 073.5 73.1 732 .00 0.054  0.050
JPBIQ 2 00 A 1200 980 3343 0666 66.2 658 .03 0.120=  0.120+
IPBIl 3 NG A SO0

JPBI2 1 225 A 1600 982 3366 0674 674 674 .01 0.066  0.070
JPBI3 I NG V A0

JPBI4 2 235V A0 892 3757 0629 623 623 - 13 0.058  0.060
JPBIS X 0V 0 9a7 1087 0776 T43 720 35 ().256 ().26(e
JPBI6 4 180V SO0 uAT 050 (S84 3SR O33R I8¢ 0058  0.060
KABI | <30 A S0 1000 3435 0553 454 364 70 (15906 (.583e
KAB2 2 180 A 2000 993 4737 0389 375 3TT 0 dpes 0010 0.012
KAB3 3 235 A 1600 1000 1598 0714 67.1 603 Slee  0340e (1441
KAB4 4 00 A 00 Y97 4055 7354 T1T T S L0040 -0.044
KABS 1 00 V 1200 930 3204 0620 603 S92 .0 0190« ().193
KAB6 2 450 ¥V ) X318 3286 1597 1590 1513 fSes 3 - 3]2e
KAB7 3 180 V T 1000 1265 0754 6%l 649 - 14 0310 0312
KABS§ 4 25 Vv 1600 996 3678 0637 631 609 -3 0280  ().279¢
KAB9 I 235 V 1600 975 3614 105.2 1050 1022  1d4e  -0240e (3.237s
KABIQ 2 180 V 2000 994 120.7 0800 7.5 T18 .02 0.390= ().378e
KAB11 3 450 V x(X) 936 236 086.5 BS99 B36 A7es  0.090  0).087
KABI2 4 300 V 1200 997 3740 059.3 387 S3° .03 0.410e  0.405¢
KABI3 1 300 A 1200 1000 376.3 0453 427 3K 1Yes  0.450s (1,454
KAB14 2 225 A 1600 o000 3782 0636  SS 43°2 RQee (13900 () 4RRe
KABIS 3 180 A 2000 100.0 3343 150.8 1464 3 4 ).5700  ().565¢
KABI6 4 430 A SO0 94 3282 0694 637 S48 08 1.5200  00.520
KCG1 1t 00 A P00 9T 4022 1200 1196 1179 02 0177+ -0.18
KCG2 2 235 A 1600  9X7 1995 1099 110.0 110.1  -14¢ 0050  0.060
KCG3 3 180 A 2000 900 5159 1908 1895 IRR.S e 0,127 0.130
KCG4 4 NG A ~(0)

KCGS | 225 V 1600 979 3795 0721 T01 683 - lde  (0.232« (1.230
KCG6 2 180 V 2000 v2 3517 0701 66.6 654 ) 0).203« (.20«
KCG7 3 NG V ~(X)

KCG8 4 00 V 1200 w40 3378 0751 750 744 .07 ).145¢  ().15¢
KCG9 1 300 V 1200 w77 3283 (§3.7 832 S23 L) (0.201e  (0.20 »
KCG10 2 450 V 500 X78 2109 099.1 UR.2 9R2 ke 0034 -0.020
KCG11 3 180 V OO0 VAT 3350 061.0) &0 3RT 02 0,219« {).22e
KCG12 4 230 V IR 0TS 3225 (05700 STSOS1 L3 112 0120
KCGI3 1 NG A ~(X)

KCG14 2 180 A 000 9% 4127 130.5 1310 13t -0 0.079  .080
KCGIS 3 236 A 1600 9%7 3965 102.0 1008 1008  -0S 0.060  0.060
KCG16 4 3 A 1200 0s7 3§04 (948 V37 U1 7 08 -0.05% -0.060
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Table 2. ~ummary ot experiment 2. Columns are as in table 1.
1 23 4 g 6 7 8 9 10 11 12 13
DMSI 1 34 A 1800 Y98 1967 1201 1120 1065 -0.10 035 1 32
DMS2 2 N\ A 1200 996 4833 1184 1119 1024 D28 003036 " i
DMS2 3 NG A 1200
DMS4 & 334 A 1800 Y98 4135 1100 107.5 1020 -03lee 0317«  0D.32e
DMSS 1 s \Y% 1200 980 3052 935 933 w26  0.05 0.126+  0.13-
DMS6 2 334 \" 1300 996 4407 975 97.3 933 -0.02 0.286+ (0.29e
DMS7 3 334 \ 1800 993 4043 886 8%6.7 %31 013 0283 029
DMS8 <4 X0 \Y 1200 978 3804 843 832 796 0.18= 0293+ 112G
MLBE 1 SBAD V 1800 R%8.8 422.5 203.0 202.7 2028 -0.06 -0.027 -0.03
MLBY 2 NG \ 1200
MLBIY 3 NG \ 1200
MLBY 534 \Y 1RO 2.3 2 A 1387 I3RS 13IK4 D09 -00AQ .06
MLBS I NG A 1204}
MLB6 2 NG A 1800)
MLBT Y some A [XOO w24 3664 2325 231K N 0.038 0013 .01

rad

nals
MLBR 2 NG A 1200
HLW1 | 334 A IR0 ©X 9 2740 1332 1332 1270 000 0303 .30«
HLW2 2 NG A 1200
HLW3I 1 =) A 1200 933 312 1266 1238 1220 O ldee D73 .17
HLW4 2 333 A IS0 w9 X 3526 I512 J480 1325 007 0274 1127
HLW3S 1 not

run
HLW6 2 not

run
HLW7 3 334 V 80 Vo8 4267 1152 1110 1112 033 0022 1.02
HLWSR 4 800 \% 1200 Vi 3650 973 970 951 006 0293 023
SLP1 | 00 V 1200 s6.6 0 23R 10K 1076 1076 -01be 0008 -001
SLP2 2 334 V 1800 o6 0K8 787 83 TR 008 0091 0.00
SLP? 3 334 \ 1800 ©s 3 [543 1033 101.0 10089 020 -0.068 -0.07
SLP4 £ RO vV 12000 9l6 2495 972 9a 8 969 D0Re D002 0.0
SLPS | 33 A IR0 N9.5 3304 1519 1516 1515 04 -1).066 -0.07
SLP6 2 NG A 1200
SLP” 3 NG A 1200
SLPR < 334 A IROO 210 33085 1383 10 1dae 007 0073 007
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Table 3. Summary ot the performances of the six good subjects, based on data in tables
one and two.

NOTE: Numbers in columns 5 and 8 are positive, negative. non-s%niﬁcam.
Experiment Subject #blocks #good Trend Mean rand  # posiove

run blocks  (rho): PC on mean autocorrelations:
+/-(NS  good RT +/-/NS
blocks

] KCG 16 13 2/3/8 958 373 2/3/8
] JPB 16 12 572/S 96.4 400 1/0/8
1 KAB 16 16 7211 97.8 401 11/2/3
2 SLP 3 6 1/2/4 90.8 344 0/0/6
2 HLW 6 5 212961 412 47071
2 DMS 8 7 0/5/2 99 1 433 7/0/0

Table 4. Mean magnitude components of Fourier transtorms of the time series for
expenment 2. Means are averaging across replications and modality, but within subject
and baserates.

SUBJECT: SLP DMS HLW
Wavelength 1200 1800 1200 1800 1200 1800
oo 3.5 12.2 6.2 11.5 13.8 21.0
2.8 3.2 3.6 6.7 6.6 6.9 3.5
255.8 1.4 5.8 11.4 7.9 10.0 12.8
170.6 6.0 4.7 10.6 10.2 8.3 11.7
128.0 1.8 7.0 11.2 13.7 3.4 9.7
102.4 3.8 4.7 2.6 5.1 1.7 5.3
85.3 3.7 7.4 4.8 5.2 4.5 7.4
73.2 3.4 3.3 6.4 8.0 7.8 11.4
64.0 1.7 4.0 10.3 7.5 4.4 6.0
56.9 5.3 1.6 4.6 5.0 6.8 7.0
51.2 3.6 5.1 8.3 6.9 6.9 10.4
46.6 4.5 24 7.4 6.5 1.9 2.0
42.7 3.9 2.8 6.7 3.1 4.8 9.3
9.4 3.9 1.9 7.9 5.4 3.6 10.7
36.6 4.3 1.5 8.4 6.6 3.7 1.8

Table 5 Summary of the preferences (magnitude maxima for the subjects in experiment 2

1200 ms 1800 ms

Subject 1200 1800 secs mins  secs  muns
prefs  prefs

DMS 253 3060 3.1 0 0
DMS 170 170 2040 34 306 S
DMS 128 128 153.6 256 230.4 3%4
SLP 170 128 204.0 34 2304 384
HLW 256 256 307.2 512 160.8 76X
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Figure |. Times series plot of the data for KAB. auditory 800 ms. condition.
Curve fit uses Cleveland's lowess smoother.  The block 1s representative. except that most
blocks did not display as many changes (dy/di=0) in the fitted curve.
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Figure 2. Mean reacuon ume for error trials (lag 0) and correct trials lagged back from the
error trials. by subjects.
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Figure 3 A & B. Mean reaction ume for error tmals (lag ()) and correct trials lagged back
trom the error trials. bv modality (A) and baserate (B).

350 | B
| T T i 7 i
|
30+ .
| _ . . - ~ N
2000 - - ‘.
330+
R -
T ., - e L
O 1600 -~ ——r" .
¢ 800 ——
f 1200 ~
00
290 ‘ *
0 1 2 3 4
LAG

Figure 4. Mean reaction imes by baserate and sensorv modality. Includes error mals.
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Figure 5 Distribution of Spearman's rho between event and reaction times. Negauve
numbers indicate improvement (decreasing RT's), negative nuinbers. increasing RTs.
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Abstract

Identification of speakers using Bessel function
representation of speech signals was studied. Coefficients
in the Fourier-Bessel expansions of frames of speech with (a)
J.(t), and (b) J,(t) as basis functions were used as feature
vectors. 1In both cases it was determined that at least 20
coefficients that have the largest magnitude in the expansion
were needed to obtain a reasonable quality of synthesized
speech. Of the different feature vectors obtained from the
expansion coefficients, higher scores for speaker recognition
resulted with J,(t) than with J.(t). In addition, for the
same dimensionality, J,(t) expansion showed better speaker
identification scores than reflection coefficients from
linear predictive analysis.
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Introduction

Decomposition of speech signals using nonsinusoidal basis
functions has the advantage that the resulting representation
may have less dimension than the one using the periodic
sinusoidal functions. Since each of the Bessel functions of
the first kind, J.(t), n =0, 1, .. is qQuasiperiodic with the
interval between successive zero-crossings approaching T,
they have the structural similarity to short-time voiced
frames of speech. Based on this observation, representation
of speech and identification of speakers using J.(t) and
J,(t) can be achieved. The efficiency of these applications
may prove the viablity of the Bessel function decomposition
as an alternative to the common spectral domain methods.

Fourier-Bessel Expansion
Expansion of an arbitrary function x(t) in the interval 0 <

t < a using J.(t) (for a given n) is given by the Fourier-
Bessel series expansion (1)

x(t) = 6.7, ([xv/a).t), (1)
where ( x,, m = 1, 2, .. } are the roots of J.(t) = 0.
Using the orthogonality of J,([x./a).t) for a given n, the

coefficients C, in the expansion are given by
a

C. = (2/(2'3." (x) 1}Jt.x(t) .3, ([x/a].t)dt (2)
[-]
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Of particular interest are the zeroth and the first crder
functions, J,(t) and J.(t), because of their relative
simplicity in computation.

The coefficients using these two functions are, from Eq.
(2) and the Bessel function identities,
o

C.. = {2/[a=J;(m1>{t.x(t).J:(m/al-t)dt (3)
for J-(t), and J-(x) = 0, m =1, 2, ...

and
o

Coo = (2/12735(x) 1Mt x(t) .3, ([x/a]. t)dt (4)
-]
for J,(t), and J.(x) =0, m =1, 2, ...

The coefficients in the expansion, which are the peak
amplitudes of the corresponding Bessel functions, are clearly
unique for a given x(t). Therefore, speech signal may be
represented using J,(t) or J,(t) in accordance with the above
equations. Such a representation is useful in waveform
coding for efficient storage and transmission, speech

recognition, and speaker identification and verification
applications.
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Speech Signal Representation

As with sinusoidal representation, description of the
nonstationary speech signal is performed on a short interval
of speech to preserve the time-varying nature of the signal.
After experimenting with different intervals for speech
frames, with and without overlap, it was found that using 200
samples per frame, or segment, with 100 sample overlap was
computationally optimum. Each frame of speech data was then
multiplied by a 200-point Hamming window to preserve the
spectral characteristics of the signal.

Using the discretized versions of Egs. {(3) and (4) the
coefficients C,, and C,, (with basis functions J,(t) and J,(t))
were obtained for each of the windowed frame of sampled
speech data. Although Eq. (1) is an infinite series, it
approches x(t) rapidly with a finite summation using large
index m. Fig. 1 shows the 3-D plots of the first 20
coefficients, ¢, and C,,, m = 1, .. 20, as a function of time
(corresponding to frame index) and the index m for the same
utterance of a speaker. The coefficients in these plots
represent the relative (peak) amplitudes of the constituent
Bessel functions that decompose the speech waveform, similar

to the spectral energy displayed in a spectrogram.
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Fig. 1 Plots of the first 20 coefficients for the utterance

"We were away a year ago" by a male speaker: (a) C., (b) C
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Data Reduction

The effectiveness of the Bessel function representation of
speech was studied using different number of coefficients in
the summation given in Eg. (1). When 100 to 150
coefficients, from either J,(t) or J.(t), were used in the
summation, all the characteristics of the original speech,
including the identity of the speaker and the gquality of
synthesized speech, were observed to be present. This was
also confirmed by the spectrogram of the synthesized speech
which was close to that of the original speech. The speech
quality began to detericrate for M, the upper limit of m,
between 20 and 50; the message quality was still acceptabale,
however. At the low end of M, particularly at 20, the
identity or the gender of the speaker was difficult to
determine, although the message was still discernible with
background noise. Synthesized speech using only the first 10
terms had very little message quality with only the low
frequency components present.

The above observations were correlated by the spectral
characteristics of J,(t) and J.(t). Since both the Bessel
functions are bandlimted to

Woax = Xow/a, J.(X,) =0, m =1, 2, ...

and

€
|

wax = Xw/A, J:(Xe) =0, m=1, 2, ...

respectively, a finite number of terms, m = 1, 2, .. M in the
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summation in Eq. (1) limits the spectrum of the synthesized
speech to x./a, i = 0,1. Therefore, to retain the frequency
components up to 3 kHz, for example, upper limit for M such
that x., = 2m(3000)a must be used for both J.(t) and J.(t).
For the original speech sampled at 11000 samples per second,
using 200 samples per frame gives the range a as 18.2 ms.
Hence, x.,, = 342.72. Since the 109th roots of J-(t) and
J.{t) are close to this value, the finite summation must have
up to 109 terms to retain the spectral components up to 3
kHz. For M < 109, the synthesized speech loses the high
frequency information. At M = 50, for example, the spectral
energy of the reconstituted speech is limited to below 1500
Hz, which may be below the second formant for certain
speakers and/or phonemes; it certainly cannot have the
original speech quality of fricatives. The message content
may still be preserved, albeit with noise, depending on how
large M is; hence, a lower value of M (below 50) may be
acceptable for storage and transmission of speech using only
the first M coefficients.

Improvement in speech quality, particularly for fricatives,
requires certain amount of high frequency information which
correspond to higher value of M. If the high frequency
components are predominant in any frame in the original
speech waveform, they manifest in the form of large
coefficients C, (in magnitude) for large index m in the
Bessel coefficient domain. Therefore, by selectively
choosing the coefficients in each frame based on their
relative magnitudes, spectral energy at both low and high
frequencies may be retained in the synthesized speech. Thus,
at a little additional processing (arising from sorting of C,
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in each frame), higher speech quality can be achieved at
lower number of coefficients. This assertion was verified
using the top 50, 30, 20 and 10 coefficients from the J,(t)
expansion. It was found that a minimum of 20 sorted
coefficients were needed for an acceptable quality of speech
without missing the identity of the speaker. This compares
favorably with the requirement of more than 30 unsorted
coefficients for low noise in synthesized speech [2].

Speaker Identification

Since the coefficients C, uniquely describe the peak
amplitudes of the constituent Bessel functions J.(((x/a).t),
i = 0 or 1, their set for an entire utterance may be
considered a feature vector [3]. Clearly, the efficacy of a
feature vector depends on how well it can characterize or
synthesize the original speech. Having established that a
minimum of 20 coefficients - ordered or otherwise - were
needed for useful, synthesized speech, speaker recognition
was performed using different forms of the coefficients as
feature vectors. In each of the testing described below five
utterances of each speaker were used to form reference
feature vectors. A vector-quantized codebook was created for
each speaker using the set of five reference vectors. A
final codebook was obtained for the set of five speakers.
Feature vectors derived from the remaining utterances of the
speakers were used in a clustering process with the codebook
of vectors. The unknown speaker was identified as the one
whose centroid in the codebook is the closest to the unknown
vector. A total of 29 unknown utterances - 18 male and 11
female - were tested using the codebook.
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(a) Pirst 20 coefficients using J,(t) expansion: The
collection of the first 20 coefficients in each frame of
speech as reference vector was computationally fast and
simple. The following recognition scores were obtained using
this vector.

Speaker ml m2 m3 fl f2 Score
ml 1 - - 1 4 1/6
m2 - 5 - - - 5/5
n3 - 5 2 - - 2/7
fi -~ - - 5 - 5/5
f2 - - - - 6 6/6

Overall score 19/29

With coefficients using J,(t), the overall score was 15/29.

(b) 8sum of groups of five squared coefficients using J,(t)
expansion: This is analogous to the spectral energy in
different discrete frequency bands. With 150 coefficients in
each frame, the dimension of feature was reduced to 30 per
frame. The following is the score table.

Speaker ml m2 m3 f1 £2 Score
ml 6 - - - ~ 6/6
m2 - 5 - - - 5/5
m3 - 7 0 - - 0/7
f1 - - - 5 - 5/5
£2 - - - 1 5 5/6

Overall score 21/29
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Sum-square of J.(t) coefficients yielded the same overall
score.

(c) Twenty five selected coefficients: To include
coefficients corresponding to high and low frequency
variations of the signal, five sets of five coefficients each
were chosen in each frame in the following order: C.. to C,,,
Cy to C,, Cy to C.,, C... to C..,, and C.,, to C.,,. These
coefficients cover five bands of frequencies centered at
2pproximately 350 Hz, 1200 Hz, 2000 Hz, 2800 Hz, and 3600 Hz,
each with a bandwidth of about 110 Hz. Because of the
inclusion of higher frequencies, the feature vector of 25
selected coefficients yielded a higher score as shown below.

Speaker ml m2 m3 f1 f2 Score
ml -3 - 1 - - 5/6
m2 - 5 - - - 5/5
m3 2 - 5 - - 5/7
f1 - - - 5 - 5/5
£2 - - - - [ 6/6

Overall score 26/29

In the case of J,(t), the overall score was 15/29.
To study the effect of voicing information on the

identification of speakers, each of the above three feature
vectors was combined with the trajectory of voicing; only the

11.11




feature vectors corresponding to the frames having a
specified voicing probability of p or above were used as
final feature vectors. Test results for probability p =
0.75 and p = 0.9 showed virtually no change in the overall
identification scores for both J.(t) and J,(t). This is to
be expected since the entire sentence used contains mostly
voiced speech.

For comparison with the widely used linear predictive (LP)
analysis, reference vectors based on the reflection
coefficients of a 20th order LP model were used to form a
vector-quantized codebook. Speaker identification results
based this codebook are given in the following table.

Speaker ml m2 m3 f1 £2 Score
ml 6 - - - - 6/6
m2 - 5 - - - 5/5
m3 3 - 4 - - 4/7
f1 - - 3 2 - 2/5
£2 - - - - [ 6/6

Overall score 23/29

For the same dimensionality as the LP vectors, five groups
of four coefficients each, namely, C,, to C;,, C, to C,;, Cy to
Cy3, Cioc to Cyo3, and C,;, to Cy,; from the J,(t) expansion were
used as feature vectors. Identification scores are as given
below.
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Speaker ml m2 m3 f1 f2 Score
ml 6 - - - - 6/¢
m2 - 5 - - - 5/5
m3 3 - 3 1 - 3/7
£1 - - - 5 - 5/5
£2 - - - - 6 6/6

Overall score 25/29

Clearly, the selected set of 20 coefficients from the
expansion using J,(t) show better speaker identification
results than the LP reflection coefficients of the same size.

Conclusion

Based on the results for the small size of the data base,
the following preliminary conclusions may be reached. (a) A
reasonable quality of speech retaining most of the spectral
characteristics of the original speech can be synthesized
using 20 - 25 selected or sorted Fourier-Bessel expansion
coefficients with J,(t) as the basis function. With J.(t),
larger number of coefficients is needed for the same speech
quality. For improved quality in synthesized speech,
coefficients with higher indices must be includc i. (b)
Expansion coefficients using J,(t) serve as better feature
vectors for identification of speakers than those using
Je(t). Based on (a), coefficients bearing wider spectral
information must be used for higher identification scores.
In particular, selected groups of short range of
coefficients, covering discrete bands of frequencies over the
entire Nyquist range, yield better identification results.
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(c) Since the test sentence has mostly voiced sounds, it
appears that feature vectors using only the voiced frames in
any utterance, rather than the entire speech, are required
for speaker identification. Additionally, with voiced
frames, only certain coefficients in each frame, or their
indices may be necessary to represent a speaker - analogous
to spectral energy in the formants, or the frame to frame
trajectory of formants.

Further work relating fundamental frequency and formants of
a speaker in terms of the indices of J.(t) expansion
coefficient may lead to a compact representation similar to
the codes in a vector-quantized codebook. The indices-based
representation will be useful in secure speech transmission.

Processing complexity and the efficiency of representation
need to be investigated.

Characterization of phonemes using the indices of the peak
coefficients may be useful in speech synthesis.

11.14




References

[1}. I.H. Sneddon, Fourier Transforms, New York:
McGraw_Hill, 1951,

[2]. C.S. Chen, K. Gopalan and P. Mitra, "Speech Signal
Analysis and Synthesis via Fourier-Bessel
Representation, Proc. IEEE ICASSP, Tampa, FL, March
1985, pp 497-500.

[3]. K. Gopalan, "Discrete Utterance Recognition using
Fourier-Bessel Expansion," Proc. 28th Midwest Symp. on
Circuits and Systems, Aug. 1988, St. Louis, pp. 1086-
1088.

11.15




EFFICIENT COORDINATION OF

AN ANTHROPOMORPHIC TELEMANIPULATION SYSTEM

Ming Z. Huang
Associate Professor
Department of Mechanical Engineering

and Robotics Center

Florida Atlantic University
500 NW 20th Street
Boca Raton, FL 33431

Final Report for:

Summer Faculty Research Program
Armstrong Laboratory

Sponsored by:
Air Force Office of Scientific Research
Bolling Air Force Base, Washington, D. C.

and

Florida Atlantic University

July 1993

12-1




EFFICIENT COORDINATION OF
AN ANTHROPOMORPHIC TELEMANIPULATION SYSTEM

Ming Z. Huang
Associate Professor
Department of Mechanical Engineering
and Robotics Center
Florida Atlantic University

Abstract

This report documents the development of coordination algorithms for control impiementation
of an anthropomorphic telemanipulation system presently at Wright-Patterson Air Force Base.
The telemanipulation svstem, which is to be used as a research platform in facilitating studies
on human sensory feedback, comprises a 7 d.o.f, force-reflecting, exoskeleton master and a 6
d.o.f. articulated slave robot. The approach taken in the development emphasizes on the
practical issue of computation efficiency - a primary concern for satisfactory real-time
operations. The algorithms presented here have been fully tested and implemented on the
system. Implementation results indicate at least a five-fold improvement on the control
sampling rate has been achieved (from 11 Hz to 62 Hz on a 68020-based VME board). Other

practical issues of implementation are also discussed in this report.
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EFFICIENT COORDINATION OF
AN ANTHROPOMORPHIC TELEMANIPULATION SYSTEM

Ming Z. Huang
1. Introduction

Recently, studies in telepresence , which invoive “man-in-the-loop” control of sensoryv-
rich, remotelv operated robotic svstems. have emerged as a new critical area of research and
development. This is due to the increasing recognition and acceptance of telerobotic
manipulation technology as being a viable solution for remote operations in unstructured and/or

hazardous environments, such as space. undersea, or nuclear sites {1-3].

For vears, man-machine interface research has been a main thrust of the efforts in the
Air Force to improve performance and effectiveness of its crews. Under Crew System
Directorate of the Armstrong Laboratory at Wright-Patterson AFB, the Human Sensory
Feedback (HSF) research program is charged with the mission to investigate telepresence and
its related issues. Among the on-going research activities of the HSF program, main emphasis
is currently concentrated on characterization of the role of human sensory feedback in the
following three key aspects: namely, coarse positioning (large scale motion associated with the
human arm and wrist), fine manipulation (small scale motion associated with the human
hand), and tactile feedback.

A unique telemanipulation test platform has been designed and built to support the
research in the coarse manipulative human sensory feedback. The platform is unique in that it
uses a custom-built, anthropomorphic exoskeleton capable of force reflection as the master
control arm to command a kinematically dissimilar slave (a revolute-jointed industrial type)
robot. The Force-REFLecting EXoskeleton (FREFLEX') master is a seven degree-of-freedom,
cable-driven robot that was designed specifically to provide mobility and range of motion
similar to that of a human arm (Fig. 1). The use of such an anthropomorphic exoskeleton as the
master controller enables the operator to generate motions and to react to forces encountered
during manipulation in a natural way, a key functional requirement in human sensory feedback
studies.

Force reflection on the FREFLEX is achieved by its controller generating appropriate

antagonistic actions through cables (‘tendons’) and pulleys, driven by brushless DC motors.
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While use of cables and pulleys make it possible to drive distal links from actuators mounted at
the base, significantly reducing overall weight of the arm, such an actuation scheme, results in
severe cross-coupling between motions of the joints and, consequently there 15 coupling between
joint torque commands. Given a certain force/moment to be retlected by the FREFLEX it is
necessaryv to identify the coupling relationship in order to compute actual torque commands at

the actuators.

When performing telemanipulation it is desirable that the master controller appears
as being ‘weightless' to the operator. Besides the obvious benefit of reducing operator fatigue,
gravity and inertia compensation increases the fidelity of manipulative interaction and hence
the overall system performance. Update rate in the control system is another factor which also
affects the overail system performance. The system will feel sluggish or even become unstable
if the cvcle time is too large. In general, it is necessary to have an update rate of 20 to 200 Hz to

ensure satisfactory real-time performance.

In this report, we will present analyses and solutions to the problems of coordination
concerning the control implementation of the telemanipulation system as described above.
Specifically, kinematic models for both the FREFLEX and the slave (MerlinT™™ 6500 by
American Robot Corp.) and their related kinematics solutions (both position and velodty) will
be developed. In addition, algorithms for FREFLEX to compensate gravity loads and compute
joint torques, including identification of the kinematic coupling relationship relating the
actuators and the joints, will also be presented. It is noted that throughout the following
development of algorithms we have taken special care to optimize computational efficiency.
As a result, an five-fold improvement of the overall system update rate has been achieved

with their implementation.

II. Coordination of the FREFLEX Master Robot

Coordination for FREFLEX can be divided into the following stages of computation:
forward position kinematics, Jacobian, gravity compensation, kinematic coupling, and joint
torque decomposition. Note that for a single microprocessor system all of these computations
must be completed before next update to the controller can be made; in other words, the system
sampling rate is dictated by the overall efficiency of these computations. Consequently, when
formulating the solution to each stage, a sensible guideline would be to develop the algorithms
in such a way that all items should be computed only once and any computation which occurs in
the later stages should take maximum advantage of what has been computed before.

124
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Forward position kinematics refers to the problem that, given a set of measured joint
positions, compute the position and orientation of the FREFLEX hand grip (or any conveniently
chosen point of interest) in the Cartesian space. The resulting pose (combined position and
orientation) is then used in the inverse kinematics solution for the slave robot (to be described
later) to vield the corresponding joint commands for the slave to be driven to that same pose.
Note that this transformation of position command in Cartesian space is necessarv whenever

the master and the slave robots are of different geometries.

To establish a kinematic model for the FREFLEX, we adopt the so—cailed Denavit-
Hartenberg (D-H) modeling convention with the frame assignment scheme similar to that
adopted in {4] and [5]. Figure 2 shows a schematic of FREFLEX with definitions of all the
kinematic frames. Based on the above D-H convention, a 4x4¢ homogeneous transformation,
denoted as HTi, can be derived to represent the position and orientation of frame i relative to
the frame (i-1); refer to (4] or {5]. It can be easily shown that the coordinate transformation
representing position and orientation of the last frame (frame 7 for FREFLEX) relative to the

base frame {frame 0) can be obtained as:

0T7 =I—IHT; =OT1 sz'“éT7 (1)

1=l
or equivalently, in terms of ‘'R and '"'q, as:
°R, = R, 'R, R,

oq7 - '.-ql + oR!qu + °R:2q, R °R5"q7
where
fcB, -sBca;, sBsa, ach,
- = s8, cOca;, -cOsa; asH, _[ IR, "’qil
10 sy cop 4 | (000 1

0 0 0 1

It is remarked that, while both equations (1) and (2) are completely equivalent, the latter, Eq.
(2), results in better computation efficiency by separating the computations into rotational and
translational parts. By the author's own experience, the two-part form of (2) has also been

found to be more amenable to manipulate symbolically, particularly in deriving the inverse
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kinematics solution. For example, in FREFLEX, from its parameter table we nave:
nql = :qz = "q,5 =0. This immediatelv leads to a simplification on the transiational part ot

Eq.(2) to: Oq7 = 0R22q3 + ”R3"q4 + DquS + 0R:q7 which is clearly easier to manipuiate,
aithough the rotational part remains unchanged. The inverse kinematics solution tor the slave
robot (MERLIN) to be included later, was also arrived at based on the above procedure.

Note that if, instead of the last frame (frame 7), the position and onentation of frame
k is to be computed, both of the above equations still hold with only a change in the upper index
from 7 to k needed. It can be seen that an efficient way to compute the pose of any link frame 1s
to do so sequentially by starting with k=1 (from the base) and then progressing outward. In fact,
it is also desirable in practice to facilitate the forward kinematics computations so that the
positions and orientations of all the link frames (not just the hand grip) are easily accessible
should they be needed in subsequent computations. Based on Eq. (2), an outward iteration
algorithm which computes the pose of each link frame starting with the base frame can be

implemented using the following recursive relationships (i = 1 to k)

Oqu = nq|-l + OR -1!_lq1
{3)

R, ="R_ "R

Knowing the position and orientation of each link frame (relative to the base), it is now
straightforward to obtain the absolute position of any given point in any link. Let 'P be the
position vector of a point in link frame i, then its corresponding position in the base frame, P, is

given by:

= 'R 'p+°q (4)

In FREFLEX implementation, a forward kinematics solution has been developed using
the above recursive scheme. The solution for the pose of each link frame is obtained in the form
of explicit analytic expressions for optimal efficiency (see Appendix). It is recognized that one
may achieve reasonable efficiency by direct numerical computations using the same recursive
scheme with a carefully coded algorithm. However, to guarantee optimal efficiency one must
ensure all necessary terms are computed once and only once, which requires being able to
identify and eliminate redundant, repetitious computations of those common terms which may
be embeded in more than one expression. This can be accomplished only by going through the
process of analytic derivation. It is recommended that this be done whenever efficiency is a

critical factor in system performance.
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We have evaluated the computation efficiency of our algorithm in terms of the
required operation counts for addition/subtraction 1A), multiplication;division ' M) and
trigonometric function calls (F). For FREFLEX, the forward kinematics algorithm cails for a
total of (64A+133M+14 F), as compared to the (162A~ 216M~+14F) needed if implemented with

direct numerical computation using Eq. (3).
acobian Formulation

As is well known in robotics, Jacobian 1s a transformation matrix which relates
differential motions (linear and anguiar) of the robot end effector in the Cartesian space, to the
corresponding differential displacements at the joints. It is also known that in statics
consideration the same transformation can be used to relate the external force and moment
applving at the end-effector to the torques (or forces, if prismatic) at the joints.

Mathemaucallv, the above statements can be expressed using the following equations:

J' M =1
F (6)

J: the manipulator Jacobian

where

w, and v: the end effector angular and linear velocities, respectively

M and F: the resultant moment and force by the end effector, respectively
8: nx] vector of joint rates (n = manipulator’s d.o.f.)

1: nx1 vector of joint torques/forces

and superscript T indicates the matrix transpose operation.

Although the above relationships mayv have been seen in many texts, it would be
helpful to clarify a few points when considering their applications. First and foremost, care
must be taken to ensure that all vector quantities involved be formulated with respect to the
same coordinate frame of reference. In addition, point-specific vectors, such as linear velocity v
and moment M, must be given such that they are all relative to the same point of reference
which was used to formulate the Jacobian. In other words, the jacobian may take on various
different forms, depending upon the reference frame and the reference point chosen (to describe

v or M) during its formulation.
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To emphasize the distinction between the various available forms, we shall denote the
jacobian with ™J , in which the leading superscript, m, specifies the frame and the trailing

subscript, k, gives the reference point. In general, ™J, for a robot of n d.o.f. can be formulated

using the following:

) I B
— plxul s 1=1,2,...,11 (")

in which U, is the unit directional vector of joint axis i, and P, is the position vector of axis i
with respect to the reference point k; of course, both vectors are expressed in frame m. Note that
the above form of column vector in Eq. (7) only applies to robots with all revolute joints. In the

case for robots with prismatic joints, say joint j, then the j-th column should be replaced with
T
[0.0.00u].

For FREFLEX, we have chosen to use °J,, which is to formulate the Jacobian in the base

frame (frame 0) with its origin as the reference point. Again, the main consideration here is to
minimize computation cost. The reason to use OJO is two-fold: first, origin of frame 0 is the point
of concurrency of axes 1, 2, and 3; and second, all the terms required to formulate the Jacobian are
readily available from the forward kinematics procedure with no further manipulation

necessary. As a result, we arrived at the following 6x7 matrix as the Jacobian for FREFLEX:

-

0y = z, 1, . z, z, z, z,
0= 0 A 0 A 0 A 0 A 8)
0 0 0 ’"q,x2z, 'q,%xZ, "qcxZ; q4XZ (

where, referring to Fig. 2, Z,_, = U, (i= 1 to 7) which is the third column of °R , and °q, is, as
defined before, the position of the origin of frame i on axis (i+1); all of which can be obtained

directly from the results of the forward kinematics computation.

The Jacobian formulated here will be used in Eq. (6) to compute the necessary joint
torques in order to ‘reflect’ a certain external load (force and moment). Typically. the point at
which the load is to be reflected will not be the same as the reference point used by the
Jacobian. Therefore, before Eq. (6) can be applied it is necessary to transform the load wrench to
the same reference point, which is at the base frame origin. For discussion sake, let the load

reflection point be at the wrist center of FREFLEX - tvpically this will be the case since the
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external load will usually be measured using a force/torque sensor mounted at the wnst of the

slave robot. Then the following transformations are required:

°F, = "R, °F, ()

‘™M, = nRs ‘M, -~ °p, x F, (10)
where °F, and *M,, denote the measured force and moment in the sensor frame (s), ‘R, is the
coordinate transformation matrix from the sensor to the base frames, and ’p,, is the position of
the load reflection point, namely wrist center, relative to base frame. One can easily
generalize the above relationships to cases where the point of reflection is different, simply by
using the corresponding position vector of the new load reflection point and, if necessary, the

appropriate coordinate transformation matrix.

Gravity Compensation

To facilitate better utility and reduce operator fatigue, FREFLEX needs to support its
own weight as it is being moved about providing position commands to control the slave
manipulator. In general, the capability of gravity compensation is necessary for any master
robot used in telerobotic systems. During each sampling period, this requires computing first the
gravity loads at all joints and subsequently the torques needed from the motors to statically
counteract those gravity loads. In this section we will only address the former, which is the
computation of the gravity loads (torques) at the exoskeleton joints. The discussion of the
latter, namely the decomposition of these computed joint torques into the actual motor torques,

will be deferred to the following sections.

Consider the link connection at a revolute joint in a serial chain. The following
observations can be made: As a result of the serial chain configuration, the gravity load seen by
that joint will be due to sum of moments generated by weights of all the links outboard (farther
from the base) of it. And the load will vary as relative positions of links change from one

configuration to another; in other words, it is position dependent.

Let hic,,,- represent position vector of the center of gravity (CG) of link j relative to joint

axis i and the link mass be given as M,. Then, with origin of frame (i-1) as the point of

reference, we can write the moment at joint i due to weight of link j as:
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nx.; :hG-ixm:g (11)

Thus the total moment due to all outboard links (j 2 i), is:

,
ni=2n”=‘2(hg']xm:g) (12)

T=n -2 (13

It can be easily seen that computing g ; is the key step in the gravitv torque computation
procedure. The way in which they are computed directly affects the efficiency of this
algorithm. A logical consideration here is to take advantage of results available from the
previous forward kinematics procedure. This suggests that the computations should be made in
the base frame. We compute h | using the following relationshup:

OII'G_j = (°ql - °qi_,)+ 0Ri JI'G_j I ) (14)

where ‘I; | is the given position of CG for link j with respect to its local frame j, and °q). and "Rj
are, as defined before, position and orientation matrices of frame j, both of which are readilv

available from previous results.

To pursue the issue of efficiency a little further, computing in the base frame coordinate
has associated with it another added benefit. For the cross product calculation in Eq. (11) it is
only necessary to compute two out of the three components. This is because, when expressed in
the base frame, the gravity vector will typically have a nonzero component along only one
coordinate axis. For example, in terms of the FREFLEX base frame, g = {-g, 0, O}T, and thus the
cross product which results only has nonzero y and z components. As a result, Egs. (12) and (13}
for FREFLEX can be evaluated using the simplified component forms:

(

ni.x =O

7
n=4n,= _gZ(h:.zmj)
- (15)

]
i, = gz (h;.ymj)

=
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i Lz

T =n u,+0,u 16)

Implementation of the above equations, Egs. (14) to (16), has resulted in a highly efticient
gravity torque computation algorithm for FREFLEX which only requires (126M - 133A - CF) in

its calculations.

Based on the above computed resuits, ideally one should be able to completelv
compensate the weight of all the links. This of course assumes a-priori that the data on the
inertia properties (link masses and CG locations) of the system are correct, which unfortunateiv
is tvpically not the case. A practical method to deal with this problem is to experimentailv
‘'scale’ the values of computed gravity torques. Such constant scaling factors can be found one
joint at a time by adjusting from the last one inward until the link(s) supported by that joint in
effect begin to ‘float'.

Kinemati upling Relationshi

As alluded to in the introduction, the cable and pulley actuation scheme gives rise to a
complication of cross-coupling between motions at the joints on the FREFLEX and its actuators at
the base. Figure 3 illustrates the cable system arrangement used by the FREFLEX [6]. In the
present scheme, cables to drive a distal joint are routed via pulleys (idlers) through all inboard
joints which are more proximal to the base. As a consequence, when the motor for the distal
joint (the joint at which the cable terminates) is actuated, torque is transmitted not only to that
distal joint, but to each of the inboard joints of the arm, which in turn causes motions at ail
those proximal joints. This is in contrast to the conventional actuation scheme in which the

motion of a joint is dependent only on a single actuator driving that joint.

To control FREFLEX, it is necessary to identifv the above coupling relationship in order
to ‘decouple’ desired joint motions or torques into appropriate actuator commands. It should be
noted that the coupling as described here is kinematic in nature in that it arises solelv from
kinematic constraints due to cable routing, and should not to be confused with the inertia
coupling as seen in dynamics. Let A@ __ and AB jom TEPresent, respectively, the 7x1 vectors of
displacements at the motors and its corresponding displacements at the FREFLEX joints, then
they can be related by a (constant global) coupling matrix of 7x7, A, as follows:

Aeplm =A'Aemotor 17}

12-11




The above coupiing matrix is constant throughout the FREFLEX workspace, since it is only a
function of geometric attributes such as relative locations of the joints and pulleys, numbers of
pulleys used, and radii of pulleys [7]. Ideally, such a matrix can be expected to be lower

triangular.

In theory one can attempt a direct approach to derive the coupling matrix based on the
aforementioned geometric attributes. However, practical considerations—such as errors induced
by uncertainties as well as inaccuracies associated with geometric data, suggested that in fact
it would be more reliable to identify the coupling relationship indirectlv, using actual data of

joint and motor displacements measured experimentally.

Referring to Eq. (17), it can be easily seen that if sufficient measurements of Jal’) moor and
A9 jois are available (in this case the minimum number is 7), then identification of the coupling
matrix A amounts to solving a system of linear equations with its elements as the independent
variables. Furthermore, one can minimize the effect of measurement noises by using more
measurement data than the minimum and computing the generalized inverse solution of A. In
fact, such a solution, to be given below, represents physically the ‘optimum’ or 'best fit' set of

elements for matrix A in a least squares sense.

Let the number of measurement be, say, n (n > 7). By using the n measured joint
displacement vectors as columns, a 7xn joint measurement matrix, defined as C, can be formed.
Similarly, let B represent the corresponding 7xn actuator measurement matrix comprising the
correspondingly ordered actuator displacement vectors as columns. Then we can obtain the

least-squares solution of A by:
A=C BT (BB')" (18)

To acquire the necessary joint and actuator displacement data, the following process was
carried out on the FREFLEX. The FREFLEX was moved to take on different configurations
within its workspace. In the meantime, actual positions readings from potentiometers at the
joints and resolvers at the actuators were recorded at a constant sampling interval. Having
acquired the joint and motor position readings, the difference between each consecutive set of
data was computed to give the corresponding displacement vectors which can then be used in Eq.
(18) to solve for the coupling matrix. It should be noted that during these data collection
movements, it is important that care should be taken not to run any joint up to its mechanical
limits to avoid artificial bias of joint data.
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The following gives the result of the coupling matrix we have identified ior the

FREFLEX from a total of 16 position measurements, namely, 15 sets of displacement vectors.

[- 9617 .0548 -.0169 .0194 .0065 -.0024 -.0255°
9632 9711 .0039  .0001 .0045 -.0029 —.0046 |
- 0246 -.4294 9672 .0257 -.0231 .0177 -.0305 |
A= 0292 1976 .7246 ~.7250 -.0278 .0310 -.0408 |
0075 4336 .5890 .3732 -11949 -.0052 -.0032 |
0052 3139 -2185 .2192 12706 -1.5005 -.0062 |
0539 4949 -.3120 3114 0092 14494 -1.4256|

As can be seen from the result obtained here, the coupling matrix is in general agreement with
that expected from theory that elements in its upper half of the matrix above the diagonal,
while not ideally all zeros, all have relatively smail magnitudes compared to those in the
lower half. Furthermore, it can be seen that strong cross coupling exists between joints 3, 6 and 7
(as can be evidenced from unusually large values of (6,5) and (7,6) elements), a characteristics
which has been regularly observed from actual behaviors of the FREFLEX.

loint Torque Decomposition

The same kinematic coupling matrix developed in the previous section can also be used
to decouple the torques required at the FREFLEX joints into those needed to be applied at the
motors. By principle of virtual work, a corresponding static coupling relationship can be
arrived at in a straightforward way. This is illustrated as follows. Based on the input-output
relation of (virtual) work, we must have

-AQ =1

motor

T AO

motor Jjoint '

joint 19
And through the use of Eq. (17), one can easily arrive at:

_aT
Tmotor = A tjoml 20)
With Eq. (20), it is now possible to compute the torque commands which are necessary to
be applied at the motors so as to (1) counteract the gravity loads due to its own weight, and (2)

to generate the external load (force and/or moment) to be reflected to the operator. Designating
such motor torques in vector formas T, ..., We can combine Egs. (6), (16), and (20) to vield:
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For clarity the subscript 'gravity’ has been added to the first term in the parentheses to
delineate the joint torque vector due only to gravity, which is available from Eq. (16) directly.
Notice that this result is then negated to give the joint torques needed to equilibrate the
gravity loads before its decomposition into corresponding motor commands. Similarly, the
subscript ‘ext’ in the second term represents resultant load of force and moment (as given by Egs.

(9) and (10)) to be generated by the motors, in addition to the gravity loads.

III. Position Coordination for the Slave Manipulator

A MERLIN 6500 robot (by American Robotics Corp.) is used as the slave manipulator
which is controlled by the operator through the FREFLEX to interact with the environment.
The robot is a six degrees of freedom, revolute-jointed industrial robot with stepper motor
drives and a geometry similar to that of the commonly known PUMA manipulator. Typically
the MERLIN can be programmed to operate using its own specific programming system, AR-
SMART [8], provided by the manufacturer. In order to achieve necessary speed of response, the
programming system is bypassed and a direct communication link was implemented between the
FREFLEX and the MERLIN controllers through a high speed interface protocol (8].

During system operations, Cartesian position and orientation (‘pose’) data of the
FREFLEX master is sent to the MERLIN controller which in turn must drive the slave robot to
the same input position and orientation (which, of course, is now relative to the slave base
frame). Obviously, for the MERLIN controller, it is necessary to compute the corresponding joint
angles for a given pose command. Again, since these joint angles must be updated at every
sampling time as new commands to joint servos, the computations must be made as efficent as

possible.

In the following, we present the results from the inverse kinematics analysis developed
for the MERLIN to facilitate efficient computations. For reason of space limitation, details of
analysis in arriving at the solutions will not be reported here (see [9]). We note that the
approach taken follows the one alluded to in earlier discussion, in which the kinematic
equation is separated into translational and rotational parts. For MERLIN, based on the
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frames and D-H parameters defined in (9], we have obtained in explicit closed form the

resulting set of joint angle solutions. The complete solutions are given as follows.

Let the desired position transformation be given by:

dn Q2 Gy .
OTs =[Q r}= q21 9» Qy I
0 1 Qs 92 4y L
0 0 0 1
And define:
L —q,3de h,
h= r-; q23d6 - h?.
I —Qqpds h,
Then

8. =atan2(h..h,)-atan2 dT;-.c, 1—($) J

S
where N=vyh!+hi; o, =¢%]

8, =amn2(s,.c;)  where f=h,cos6, +h,sinb, ;. ©.,==l1

f'+hl-al-d? 5
Sy = B Bl €y =0,4l-5;
2a.d, ’

8, =atan2(s,.c,)  where

. _fdc, -hy(a, +ds,) . _hd.c;-f(a, +d,s,)

i b} +f? C hi +f°
Next form:
bn b b, CiCy §Cyy —Sy
B=ib, b, by|=|-s ¢ 0 |Q
by byn by CiSy3 §8y3 €y
Then:
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6, =atan2 (-b,,c, - b.:s, . by,)
8, =atn2 ((b,c, ~b,s,), (b, bys,))

It is important to note that the computations should be carned out in the same order as

presented above.

It might be helpful to make a few general comments concerning the practical
implementation of the inverse kinematics solution. Note that, although in theory multiple
solutions are possible to achieve a given end effector position (e.g., a total of eight solutions for
the MERLIN geometry), restrictions from physical and/or operational constraints will often
render fewer feasible solutions in reality. As a case in point, the MERLIN used here in this
study was physically constrained to maintain a 'left shoulder configuration, stipulating G,
being always positive. If, in addition, an 'elbow-up’ constraint (O, negative) is also imposed,
the number of feasible solutions then reduces to two, given by the remaining two values of O3
corresponding to different configurations of the wrist assembly. Which one out of the remaining
two to pick can depend on operational consideration such as to select the one closest to the

current positions, namely the one which resuits in the minimum joint motions.

Another seemingly trivial but nevertheless useful note concerns the way in which the
joint angle command is expressed. As a rule of good practice, one should express the angles
returned from trigonometric operation (e.g., atan2) in a sign consistent manner, i.e., between +/-
180 degrees, particularly when they are to be used as joint commands. This arises from the fact
that most joint servos are directional sensitive to the signs of angles; angular joint commands of,
say, 150 degrees and -330 degrees are likely to cause the motor to turn in opposite directions,
although they both will reach the same angular position eventually.

IV. Discussions and Conclusion

We have presented the development of coordination algorithms for control
implementation of a telemanipulation system consisting of an exoskeleton master and a
articulated slave manipulator. Physical modeling to analyze mechanics of each subsystem was

established and algorithms for its coordination was formulated subsequently. Throughout the
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development. special emphasis was placed on computation efficiencv due to 1ts role on system

performance.

The algorithms presented in this report have been fully tested and implemented on the
robot subsvstems and, as a resulit, significant improvements on the overall system pertormances
have been achieved. In an initial implementation on FREFLEX. using the same processor
(68020), over five-fold speed increase on computation cvcle time (from 90 down to 16 msec) was
achieved using the present algorithm as compared to an earlier one. One can further improve
the sampling rate by (1) using a faster processor, and (2) updating the gravity torque commands
(the most computationally intensive part) less frequently. The latter is justified in light of
slowly changing configurations of the FREFLEX when being controlled by the operator. Both of
the above steps have been done and, as of this writing, a FREFLEX motor torque update rate ot
287 Hz has been attained using a newly replaced 68030 processor and updating gravity torque
commands once every 10 cycles. The MERLIN inverse kinematics solution is computed on a 68030

processor in less than the minimum 4 ms MERLIN controller update period
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Abstract

The purpose of this project was to explore the possibilities of providing improved retrieval capabili-
ties to the CASHE:PVS system. That system currently provides access to human engineering studies and
allows users 10 navigate from one entry to another and to simulate ergonomic experiments in order to pro-
vide understanding and improved design. The use of keywords. weights, and fuzzy Boolean logic have
been explored in order to determine the feasibility of this approach, based in large part on the series of sam-
ple queries constructed for CASHE:PVS and known as the Design Checklist. Future steps necessary w0
continue to demonstrate the feasibility of this approach and to integrate this approach into the CASHE:PVS

system are presented.

13-2




An Exploratory Study of Weighted Fuzzy
Keyword Retrieval for the CASHE:PVS System

Donald H. Kraft

Introduction

The Computer Aided Systems Human Engineering: Performance Visualization System
(CASHE:PVS) has been developed and is being prepared to be marketed for use. CASHE:PVS consists of
a "multi-media ergonomics database containing the complete” Engineering Data Compendium (EDC) "and
MIL-STD-1472D, plus a unique visualization tool,” the Perception and Performance Prototyper (P°).
Through cooperation with NASA and NATO, plus Tri-Services, the EDC was produced to define
approaches to communicate human factors data to designers (levels of technical content, presentation for-
mat and style, and terminology) and to provide access to specific technical information relevant to design
problems. The MIL-STD-1472D is the military standard for human engineering design criteria, including
systems, equipment, and facilities. This standard includes over eighty figures and tables, and is used to
insure human-systems integration as well as efficiency, reliability, safety, trainability, and maintainability in
acquired systems [Boff91]. CASHE:PVS’s goal is to enable "ergonomics to be supported as a ’full parmer’
among other design disciplines within a computer-aided environment. By fully integrating ergonomics into
the systems design process, more effective buman-system designs can be visualized.”

Just over a decade ago, the Integrated Perceptual Information for Designers (IPID) project was
underway (o begin to aid the accessibility and use of ergonomics data in design. This included the identifi-
cation, collection, and consolidation of human performance data; the representation and presentation of
such data to designers (human engineering), the training of designers in the use of ergonomics data; and the
definition and evaluation of integrated media options to allow designers to access, interpret and apply such
data. Out of these efforts has come the CASHE:PVS system, which will soon be marketed as a commercial
product.

The heart of the CASHE:PVS system, which must reside on an Macintosh I computer, is the Book-
shelf, which consists of several databases, including the previously mentioned EDC and the MIL-
STD-1427D. The Bookshelf also contains User Project files, where individual users can customize the sys-
tem, adding annotations (perhaps to the research articles contained in the EDC entries), storing files, and
otherwise augmenting the reference databases. The Bookshelf also contains the P, the test bench simulator
mentioned above. A user interested in what types of alanms wouid be best in a noisy environment, such as
the cockpit of an airplane. can look up the appropriate article(s) in the EDC and peruse it (them). However,
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looking at charts and tables of data generated by human factors experts may oot provide the full under-
standing of what the numbers mean for a design engineer. Thus the P* allows the user o specify a given
level of noise and type of alarm and then hear for him/herself what the numbers "sound like.” Moreover,
users can construct additional simuiated tests to go beyond the entries for better design {Cona93}].

A sample of an EDC enuy [Boff88a] is in Appendix I of the set of Appendices for this Final Report.

The appendices are not attached to this Final Report, but they are available from the contact person for this
project, whose name and address are given below:

Donald L. Monk, Program Manager

Armstrong

Crew Systems Directorate

Human Engineering Division (AL/CFHD)

Wright Patterson AFB, OH 45433-6573

(513) 255-8814

dmonk @falcon.aamrl. wpafb.af.mil
There are up to ten sections of an EDC entry. These include a title with a concise description of the entry
content (including a number based on a topic outline); key terms to verify eatry content and to provide
access points to the entry via index search; a general description o summarize the entry content (findings,
results, conclusions, models, laws, or principles); an applications section W describe areas of application
for the entry (e.g., types of displays); a methods section to describe bow data was collected; an experimen-
tal results section that may contain graphics and tables with details on the results of data analysis; an exper-
imental validation section 10 show how a model, law, or principle was verified; a section on constrains o
show limitations in the application of the eotry results (e.g., criteria that must be met for proper applica-
tion); a set of key references with bibliographical citations to original literature with more detailed informa-

tion on the topics of the entry; and cross-references to other entries on the topics in the entry (Boff91].

The user can use the TextViewer component of CASHE:PVS to view the text entry from the EDC,
once an entry has been selected. Users can browse through any of the fields mentioned above. Users can
also navigate 1o other EDC entries. In addition, FigureViewer and TableViewer componenis of
CASHE:PVS allow the user to view the entry graphs and tables, respectively [Boff91]. In addition, as
mentioned above, CASHE:PVS users can simulate situations such as noise or vibration to sense directly
meaningful situations of the data in action. However, one component needing additional capability is the

provision of initial pavigation aids so that a user can begin to use the system properly.

The Weighted (Fuzzy) Retrieval Approach

In effect, CASHE:PVS is a multi-media system that allows a user to search through the EDC and
MIL-STD for ergonomic information that will be helpful in design. Users can navigate from one entry to

another via a number of paths, such as an index, a set of keywords and cross-references to other eatries.
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There are also links to the appropriate portions of the military standard (MIL-STD-1472D). Appendix II
contains the tabie of contents for the military standard, plus a sample entry from the standard. Appendix I
contains a portion of the back-of-the-book index for the EDC. This particular project is intended to explore
means of employing fuzzy set theory and other information retrieval mechanisms to better to allow a user
to specify one or more EDC entries of interest. The basis of this research project is the employment of key-
words and weights for those keywords in order to provide an appropriate match between a user request and
the EDC collection. Moreover, the focal point was the use of a Design Checklist, a series of queries hierar-
chically put together as sample user queries.

Let us first generate a model of information retrieval in order to better understand the background
from which this summer project has been developed. Information retrieval, unlike standard database sys-
tems, is in general concerned with the imprecise nature of determnining which textual records are relevant to
users in response to queries. Previous research has involved document representation (e.g., indexing) to
determine which terms to use for topicality. Of course, it is well known that relevance itself is an imprecise
concept, incorporating many factors other than topicality. Weights specifying a degree of "aboutness”, with
a fuzzy set interpretation, can be incorporated to induce a document ranking mechanism. Weights on terms
in the user query can also be added to specify a degree of relative term importance. Let us consider a
retrieval system as a set of records that are identified, acquired, indexed, and stored, plus a set of user
queries for information that are matched to the index to determine which subset of the stored records should

be retrieved and presented to the user.

We can begin to model the retrieval system by the following (Kraft85, Kraft83, Kraft93]. Consider
D to be a set of documents, or textual records, from which we wish to retrieve subsets of documents in
response 1o users. In order to match documents to user requests, we need to describe the contents of the
documents in some manner. A most common mechanism for doing this, especially in terms of doing this
automatically by computer, is through the use of keywords [Salton89]. Thus, cousider T to be a set of
index terms, i.e., keywords. It may be the case that some of the members of T are phrases (e.g., "informa-

tion retrieval”), but we will consider only single-word keywords.

The assignment of keywords to documents is a process often known as indexing. It is a difficult,
complex task, but can be represented algebraically as:
F: the indexing function, where F: D x T ---> {0,1}.
This implies that one takes a given document d and a given term t, indexes d with regard to t through the
function F that produces a 1 (t is used to describe d) or a 0 (term t is not used to describe d). Thus, for the
EDC entry in Appendix 1, whose title is "Measurement of Radiant and Luminous Energy,” we might use
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the term "illumination” (an F of 1) but not use the term "auditory” (an F of 0).

However, the notion of weights, i.e., fuzziness, has long been considered not only feasible but desir-
abie (Kraft85]. Thus, we can let the range of F be the continuous unit interval [0,1], so that partial indexing
is allowed. Thus, we might decide that the document in question is about the concept "irradiance™ 0.85.
while it is about "flux” 0.45. That is to say, the indexing function F maps a given document d and a given
indexing term t to a number between O and 1 (0 implies that the document is not at all about the concept(s)
represented by tenn t and | implies that the document is perfectly represented by the concept(s). Thus, we
have a fuzzy set with F being the membership function, mapping the degree to which document d belongs
in the set of documents "about” the concept(s) represented by term t

There are several means of estimating F for a given situation. Salton (Salton89] suggests a measure,

the inverted document frequency (IDF), defined as
f,,xlog{N /N,

where f;, is the number of times term t occurs in document i, N is the number of documents in the collec-
tion (database), and N, is the number of documents in the collection in which term t occurs at least once.
We note that Salton’s measure gives larger weights to terms that occur frequenty in the document in ques-
tion but do not occur at all in most documents, and furthermore that Salton’s IDF needs to be normalized to
be contained in the interval {0,1].

Most retrieval systems employ a stop list of common words (e.g., "a”, "an", "the", and "morcover™)
to be ignored, since these wonds are too common and convey little if any topicality information about docu-
ments that contain them. We also note that if one restricts F o the set (0,1}, one has the case of classical
indexing, where a specific term is either attached to the document (1) or it is not (0). By allowing F to also
take on values in the open interval (0,1), one can weight terms according to their importance or significance
in describing the content of a document in order to better retrieve it for users who want it. In this latter
case, F has been called an index term weight.

Now, let us define Q as the set of user queries for documents. This leads to the the need to represent

the query with a set of keywords. This is stated algebraically as
a: Qx T---> {0,1} = a(q,t) = the importance of term t in describing the query q

We note that the function a assigns a term t to the query (a = 1) or it leaves out the term ¢ (a = 0). However,
again we may wish (10 generalize this by incorporating weights on the terms to indicate relative importance;
thus we again let the range become the unit interval {0,1]. Clearly, not all terms are equally important in a
given query. In determining which houses to consider from listings in the real estate section of a newspa-
per, terms describing whether there is a fireplace or not may not be as important as terms describing the
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cost of the house.

It is here that one begins to introduce problems in terms of maintaining the Boolean lattice [Kraft83).
Because of this, certain mathematical properties can be imposed on F, but more directly on a and on the
matching procedure [Kraft85). To describe the matching procedure, consider the function g, defined as

g [0.1)x [0,1] --->[0,1]),
We have g(F.a) as the retrieval status value (RSV) for a query q of one term (term t) with query weight a in
terms of document d, which has index term weight F(d,t) for the same term . That is to say, g is the evalu-
ation of documeant d in terms of its estimated relevance with respect to this one-term query q. Kraft, et al.
(Kraft93] consider a variety of forms for g, striving to allow the function to reflect the semantics of the
query. The function g can be interpreted as the evaluation of the document in question along the dimension
of the term t if the actal query has more than one term. While many researchers have considered models
that do not use Boolean logic for the queries [Salton89], virtually all commercial systems use Boolean logic
for multi-term queries. For this case, let

e: (0,1]* > [0.1]
be the RSV for a Boolean query of many terms, where each term in the query is evaluated as a single-term
query against the document and then the total is evaluated using fuzzy Boolean logic (e.g., AND uses a
max function, OR uses a min function, and NOT uses a one-minus function). This notion of allowing e to

be a function of the various g values is based on the criterion of separability [Kraft83].

Evaluation of a retrieval system is often based on two factors, recall and precision. Recall is the per-
centage of the relevant documents that were retrieved, while precision is the percentage of the retrieved
documents that were relevant. Of course, other factors, such as cost, can enter into the evaluation of a
retrieval system. Moreover, it is well known that topicality is but one key facet of relevance; users are

influenced by other factors such as language, timeliness, and appearance.

Thus, the notion of using keywords to determine a small subset of the EDC entries is the object of
this summer project. It makes a good deal of sense to allow users to form a query and get a small handful
of entries to explore. The hyperiext navigational aids of CASHE:PVS will then allow the user to go from
there and find the proper design answers needed.

Methodology - Obtaining and Formatting the Data

The EDC entries are organized along a hierarchical outline as presented in the EDC Table of Con-
tents. The numbering system as part of the tie field reflects that hierarchical ordering. For example, the
entry in Appendix I is numbered 1.104; the category 1.0 reflects "visual acquisition of information”, and the

subcategory 1.1 reflects "measurement of light"; hence the entry on "measurement of radiant and luminous

13-7

____-A




energy” falls in this category and subcategory. The entire outline is presented in Appendix IV.

In order to make CASHE:PVS more useful to designers, a series of queries were generated. These
sample queries are there o serve as exampies of the kinds of questions designers might ask. Each query
coasists of one or more questions, such as "For extended light sources to be treated, with small error, as
point sources, how much greater than their diameter must their distance be from illuminated surfaces?".
Moreover, each query has a list of EDC entry numbers referring to those EDC entries that could answer the
question(s) in the query (e.g.. 1.104). There are 1,069 queries in the set, which is known as the Design
Checklist. The Design Checklist is ordered hierarchically by subject; however, this hierarchy is indepen-
dent of the EDC hierarchy. The hierarchical arrangement, with the query topic headers, is given in
Appendix V.

It was decided early on that the best approach, given the time constraint for this project among other
limitations, was to generate a keyword mechanism for access to the Design Checklist queries and then to
link the retrieved queries to the EDC entries. In order 10 understand the reasons for the approaches taken

with this project, we now need to consider the environment in which we were working.

The Design Effectiveness Technology Laboratory (DEFTech Lab) in the Paul M. Fitts Human Engi-
neering Building is primarily an Apple Macintosh shop. Thus, it is not surprising that CASHE:PVS has
been built to run on a Macintosh platform. Due to scarcity and personal preference, we were given access
to a Zenith microcomputer running 3.3 DOS. It was connected, via the software system known as Kermit,
to the VAX computer (from Digital Equipment Corporation or DEC) running VMS (rather than the pre-
ferred Unix operating system). The name given to the Vax was Falcon. In addition, we were able to cot.-
nect remotely from Falcon to one of the Louisiana State University (LSU) Department of Computer Sci-
ence Vaxstations running Ultrix, a version of Unix. The Zenith was used with Turbo Pascal 4.0 from Bor-
land to gencrate and test several Pascal programs to accomplish most of the tasks in demonstrating the fea-
sibility of keyword retrieval for CASHE:PVS. However, the limitations on size and occasionally on time
caused some difficulties. The LSU Vaxstation, known at LSU by the name "bit" so that formal access was
through the electronic address of "bit.csc.lsu.edu” under the login id of "kraft", was used to do some sort-
ing, and some retrieval analysis as will be discussed below. The Falcon Vax was used for intermediary
storage, word processing, and as an intermediary between the Zenith and the LSU Vaxstation. All files
stored on the Falcon computer are in the directory guestSdisk: [dkraft.cashe).

The first step was to get a copy of the Design Checklist, originally on one of the Appie Macintoshes,
for use in our retrieval experiments. After some difficulty, it was possible to transfer a copy to Falcon and
to store it in the file design.old. This file had portions of the topic headers given in the hierarchical
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classification of the queries, as well as the queries themselves. However, there were problems in that some
of the queries were over 255 characters in length, but the standard editor truncated those to the first 255
characters, thus losing data Moreover, the standard editor did not provide a wrap-around feature so that
only the first eighty or so characters could be viewed. Thus, we had to edit the file, using the hardcopy ver-
sion of the Design Checklist to provide the lost data, so that the new filc would have no line of more than
eighty characters. Care was taken to break the lines at reasonable points so that further processing could
take place such as recognition of queries versus topic headers. The new version of the Design Checklist file
that we used in subsequent processing is stored on Falcon in design.txt A page providing a listing of the
first few entries in design.txt is in Appendix VI.

Because of the size of the design.txt file, it was decided to not transfer it to the Zenith. Thus, since
Falcon did not have a Pascal compiler, a copy of design.txt was electronically sent to the LSU Vaxstaton to
be processed there. A Pascal program, a copy of which is stored on Faicon in header.pas, produced a file of
the topic headers from design.txt. The copy of this header file is stored on Falcon in header.&xt; moreover, a
page providing a listing of the first few entries in header.txt is in Appendix VII.

In addition, two other Pascal programs were run on the LSU Vaxstation to generate the queries from
the Design Checklist stored in design.txt. Copies of these two programs are stored on the Falcon in
quest.pas and questl.pas. These two programs both produce the set of queries. However, questpas gener-
ates the queries without query numbers and stores the result in a file (a copy of which is on Falcon under
the name quest.txt). A listing of the first few entries in quest.txt can be seen in Appendix VIII. Moreover,
questl.pas was created and used because it produces the more useful file of queries with query numbers
which can be used as primary keys for the query file. A copy of this second file is found on Falcon under
the name questl.txt, and a listing of the first few entries in this file can be found in Appendix IX. To illus-
trate, consider the quest].ixt entry:

Q123 For extended light sources to be treated, with small error, as point sources, how much greater
than their diameter must their distance be from illuminated surfaces? (1.0104)

We note that the query number, Q123, is present, as well as the question (note that this query has but one
question). In addition, the location of the EDC entry where the answer can be found is given (1.0104).
Further, we note that this query indicates only one EDC entry is to be sought, while some queries have
more than one. In addition, the format of the EDC entry number has been modified in the design.old file,
and bence the queryl.txt file, to have a four digit number (rather than three digits) to the right of the deci-
mal point.

Because the Design Checklist file had only partial headers, indicating only that a new subsection por-
tion of the full header, we had to expand the header.txt file to include the full header for each header. For
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example, the first header is:

| ‘1. Displays | A. Visual displays | 1. Image quality | a. Resolution |
1) Imaging properties of the eye | General'

while the second is but

| *Visual optics*
Thus, we had to create the file of full beaders, stored on Falcon in the file headerl.txt. The first full header
is now

| °1. Displays | A. Visual displays | 1. Image quality | a. Resolution |
1) Imaging properties of the eye { General*

and the second full header is now

| ‘1. Displays | A. Visual displays | 1. Image quality | a. Resolution |
1) Imaging properties of the eye | *Visual optics'

A listing of the entire headeri txt file is in Appendix X.

Next, the full headers had to be edited to remove unneeded punctuation, such as single reverse quotes
(), and the outline indicators (e.g., [. or A. or a. or 1)) In addition, the separator symbol (I) was deleted
from all headers except at the very beginning in order to establish that this was the beginning of each new
header. A Turbo Pascal program, stored in header12.pas on Falcon, was run on the Zenith, to edit the bead-
ers. A copy of the resuiting file is stored on Falcon in the file header2.&xt, and a listing of the first page of
this file is in Appendix XI. To illustrate, the edited full header for the
first entry in this file is:

| Displays Visual displays Image quality Resolution
Imaging properties of the eye

Methodology - The Invented File

Now, the next task was to generate an inverted file or index of the keywords in the headers and in the
queries under those headers. This meant that a merged file of edited full headers and queries would be
needed. In order 1o accomplish this, we had to generate a file in which the last query number under each
edited full header is presented. This particular file is stored as limits.txt on Falcon and is shown in
Appendix XII. For example, the last query listed under the first beader is Q8, the eighth query in the file.

One additional problem cropped up in that the query numbering scheme had a few inconsistencies.
Queries Q468, Q974, and Q1012 were "See Also” references. It was decided to add the keywords from
those references (o the header under which they occurred. Query Q704 occurred twice, once as a "See
Also™ reference and once as a real query. The terms in the "See Also” reference would have to be added W
the appropriate header, and the real query was treated like all other queries. Queries Q433, Q1064, and
Q1065 were listed under the wrong headers in the database when compared to the hardcopy version of the
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Design Checklist, and would have to be moved. Finally, there were two queries with the number Q1012,
each under a different header, and that problem had to be resolved. Thus, limits.txt and header2.txt had w0

manually edited to account for some of these inconsistencies.

A Turbo Pascal program was created. now stored as headerl.pas on Falcon, and run on the Zenith
that inputed the headers in header2.txt, the queries with query numbers in quest].txt, and the limits in lim-
its..xt  This program then produced a list of queries followed by the edited full header under which that
particular query was found in the original Design Checklist file. This new list was stored in hq.dat oo Fal-
con, and a sampie of the first few entries is found in Appendix XIII.

We then transferred a copy of hq.dat to the LSU Vaxstation, where a canned program was employed
to produce a list of question numbers, each followed by a set of keywords found in the appropriate header
and/or query. This canned program was written in C under Unix for the chapter on stop lists in [Frakes92;
Fox. C.. "Lexical Analysis and Stop List.”, Chapter 7]. For a copy of this program and of other retrieval
programs, one should contact:

Professor William Frakes

Department of Computer Science

Virginia Polytechnic Institute and State University

Northern Virginia Graduate Ceater

2990 Telestar Court

Falls Church, VA 22042

703-698-4712 voice

703-698-6062 fax

frakes @sarvis.cs.vt.edu
The authors of [Frakes92] provide a caveat in that their codes are intended to illustrate the concepts dis-
cussed in their book. Although the codes have been thoroughly tested, they are meant to be instructional
material only, and are not guaranteed to perform as intended by the authors. Thus, no warranty of the soft-
ware is stated or implied by the authors, editors, testers, publishers, or suppliers of the code. We used it
solely to experiment with and to demonstrate the viability of keyword retrieval for the CASHE:PVS sys-
tem. The list is stored on Falcon in the file bq.sto, and a sample of the first few entries are presented in

Appendix XIV. As an example, the first entry is:

ql
human eye displays visual displays
imagequality resolution imaging properties eye

In order to better group these entries, a Turbo Pascal program was created and run on the Zenith.
This program, a copy of which can be found on Falcon in header2.pas, formatted the hq.sto file in order to
produce a list of terms followed by the query number. The result is a file, stored on Falcon as hq2.sto. A
sample of the first few entries is found in Appendix XV. For an illustration, the first few entries are

human q1
eyeql
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displays ql
We then sorted the hq2.sto file in ascending, alphabetic order on the basis of the keywords, eliminating
duplicate words with the same query numbers. This result is stared in the file hq2.srt on Falcon, and a sam-
ple of the first few entries is presented in Appendix XVI.

A Pascal program, a copy of which is stored in inv.pas on Falcon, was created and run on the LSU
vaxstation. This program incorporated linked lists. and it was the size of these lists that necessitated the use
of the LSU Vaxstation, rather than the Zenith, in order 1o generate the inverted file. This invened file, or
index, is stored in inv.txt on Falcon. It is sorted on the keywords, and each entry consists of a keyword fol-
lowed by a list of query numbers in order. Moreover, asterisks indicate how many times each keyword (or
term) is repeated in the query and/or the header under which the query occurs. This method allows one 10
see how often each term is used as a measure of the importance of the term in indicating a reievant query.
A sample of the first few entries is given in Appendix XVII. As an illustration, consider the entry:

acceleration q376 g405 q418 q695 q703 q705 **q706 *q707 *q708 *q709 *q710
**q711 *q712 *q713 q714 q715 q915 q1045 q1050

Methodology - Querying the Query Index

Now, with the data acquired and formatied and the inverted file created and stored, we were ready 10
generate a mechanism for users to enter requests for the appropriate Design Checklist query or quenes. A
Turbo Pascal program was then created, which is stored on Falcon as query.pas. This program asks the user
for a single keyword (or term). The user can then decide whether or not he/she wishes the search to use the
term as it is or to stem it when making comparisons in the index. The stemming procedure was based on
the work of C. Paice, as encoded in a Pascal routine along with a set of rules to determine bow o strip off
suffixes (e.g., "s” from "pixels” (o get the stemn “pixel”™). A copy of Paice’s rules is stored on Falcon in
rules.txt. Paice’s stemming procedure is incorporated in its eatirely in the query.pas computer program.
However, one could use other algorithms and sets of rules, such as the code that accompanies (Frakes92;
Frakes, W., "Stemming Algorithms,” Chapter 8].

Once the system has found a match (or matches if stemming is used) between the request term and
the keywords in the inverted file (index), the system then searches through the list of query aumbers and
matches them with the query numbers in the query file (questl.ixt). This is a very slow process, due maily
to the fact that Turbo Pascal’s file handling capabilities do not allow for efficiencies in file searches: a sim-
ple term with but a few query entries in the index may take up to a few minutes to process. However, it
was the fact that the keyword search could be accomplished successfully that was important in this expen-
mental procedure. not its efficiency (which will have to be improved in future generations of
CASHE:PVS).
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The user can have the output directed (o the screen or to a file. To simplify matters here, the experi-
mental program always puts the output file in the Turbo Pascal directory under the name output.dat. Obvi-
ously, this can and should be generalized. Based on experiments with the query procedure, a colleague
suggested that the user should be able to get a list of the EDC entry numbers attached to the queries deemed
relevant to the user’s request term. Thus, the Turbo Pascal program, stored on Falcon in edc.pas, was cre-
ated and run on the Zenith to process the query output file output.dat and produce another output file, by
default entiled edcno.dat.  Asterisks are indicated to show how often a given EDC entry number is
repeated in the output.txt file.

Preliminary Results

In order to test the system, some sample user requests were performed, using the query.pas program
on the Zenith. The first term was "pixels” with stemming (producing the individual terms "pixel” and "pix-
els™). The results of that search yielded six queries from the Design Checklist (Q440, Q517, Q526. and
Q1002 for "pixel”, and Q428 and Q525 for "pixels”). A copy of the output file is in output.txt on Falcon
and is presented in Appendix XVIII. The use of edc.pas on this file produced a list of three EDC entries for
this request (10.0415 - which was repeated another three times. 11.0114 - mentioned once, and 11.0207 -
mentioned once). The output from edc.pas for this request is stored in edcno.xt on Falcon and is presented
in Appendix XIX.

Since the major objective is to eventually be able to link the retrieved Design Checklist queries to the
desired EDC entries, another test was run. For the stemmed request term "pixels,” as discussed above, the
three EDC entries were obtained in machine-readable form, as listed in edc.txt on Falcon. A listing of
edc.txt is found in Appendix XX. This file was then transferred to the LSU Vaxstation, where a list of key-
words in these three EDC entries were obtained via the same stop list program as used before. A sorted
version of the keywords, with duplicates eliminated, is found in edc.sto on Falcon, with a listing in
Appendix XXI. The stemming routine that accompanies (Frakes92) was used on edc.sto, the output of
which was again sorted to remove duplicates, and is presented in both edc.stm on Falcon and in Appendix
XX11.

A fortunate happenstance then occurred in that a colleague needed a search carried out for the
unstemmed term "auditory” for work she was doing in the DEFTech Lab. The results of that search are
stored in outputa.txt on Falcon, and a listing of the first few entries is presented in Appendix XXIII. We
note that "auditory™ is found as a term in some of the headers as well as in some of the queries, and as such,
is much more common than the term "pixels”. Thus, there are many more queries with the term "auditory”,

making the file outputa. txt much larger than output.txt.
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Methodology - Adding (Fuzzy) Weights

In order to improve retrieval performance, weights shouid be added refiecting the relative frequency
of occurrence of keywords in the queries and/or query headers. As mentioned above. this is a long-
standing view, and has the advantages of being able to represent partial reievance and also being able w
rank the output. It was decided (o incorporate Salton’s inverted document frequency (IDF) formula. as pre-
sented above, for the weights. A Pascal program was written to work as does the inv.pas program dis-
cussed above, except that IDF weights are incorporated instead of asterisks. The program is stored in
winv.pas on Falcon, and the weighted index (inveried file) is stored in winv.txt on Falcon. A listing of the
first few entries in winv.txt is found in Appendix XXIV.

With the weighted index constructed, the Turbo Pascal program stored i wquery.pas on Falcon was
writen and run on the Zenith in order to perform single term requests. This program parallels the
unweighted query program query.pas except that the weighting mechanism has been incorporated. The
results of the stemmed search for "pixels” is stored in wouput.txt on Falcon, and the listing for woutput.txt
is in Appendix XXV. One notes that the listing provides the same resuits in terms of the queries that were
found in output.ixt, the unweighted search result. Further, the queries are not ranked as presented. this fea-
ture should be added with the choice of either being in order of query number or of weight being given to

the user.

In addition, the resuits of the unstemmed request "auditory” are given in the file woutputa.txt on Fal-
con, and a listing of the first few entries in the results file are presented in Appendix XXV1. When our col-
league saw these results and analyzed them to an extent, she requested another search be done on a term
that occurred frequently in queries that had relevant EDC entries, that term being "intelligibility”. The
results of that search are shown in woutputi.txt on Falcon, with a listing of the first few entries being pre-

sented in Appendix XXVIIL.

In order to generate the weighted list of EDC entries mentioned in the Design Checklist query output,
a Turbo Pascal program was written that paralleled the unweighted mechanisms in edc.pas. This new pro-
gram, stored in wedc.pas on Falcon, produces a ranked list of EDC entry numbers, ranked in EDC entry
number order. The resuits of this program for the stemmed term "pixels” is found in wedcno.ixt on Falcon,
with a listing in Appendix XOXVIII. The results for the unstemmed term "auditory™ and for the unstemmed
term "intelligibility” are found in wedcnoa.ixt and wedcnoi.txt, respectively; both on Falcon. In addition, a
listing of the first few entries of wedcnoa.txt is seen in Appendix XXIX; while a listing of wedcnoi.txt is
found in Appendix XXX.
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In order to verify the observations of our colleague further in terms of correlations among tenms. we
generated the list of keywords in the file woutputa txt, the results of the weighted search for the unstemmed
request "auditory”. The stop list program accompanying [Frakes92] run on the LSU Vaxstation was again
employed (o accomplish this, the file was then sorted, and the net result is stored in the file saud.txt oo Fal-
con. Moreover, the first few entries are listed in Appendix XXXI. A Turbo Pascal program, stored as
count.pas on Falcon, was wrilten and run on the Zenith to produce a count of how often each term in wout-
puta.txt was seen. That output is listed in the file saudc.txt, stored on Falcon, with the first few entries
listed in Appendix XXXII. The file saudc.txt was then sorted in descending order on the basis of the count
10 see which terms co-occurred with "auditory”. The results of that sort are stored in the file saudcs.txt on
Faicon, with the first few entries presented in Appendix XXXIII. It can be seen that the most common co-
occurring term is "displays”, which occurs as a very frequent header term, followed by “speech”, “audi-
tory”, "signals”, "signal”, "noise”, and then "intelligibility". This confirms our colleague's contention that
"intelligibility” would be a good term under which to do further searching of the Design Checklist file.

Based on another suggestion by our colleague, we decided to improve the output generated from the
weighted search of the Design Checklist queries. We decided to add to the output the topic header under
which each retrieved query was listed in the Design Checklist. This gives each retrieved query a context in
terms of the outline of the overall Design Checklist, aiding the user in terms of understanding just what has
been found for him/her. Thus, another Turbo Pascal program, stored in wgh.pas on Falcon, was generated
1o produce the list of queries from woutput.dat (or its equivalent) merged appropriately with the headess
attached to those queries as found in hq.dat The results for the stemmed request "pixels” is found in gh.txt
on Falcon, a listing of which is seen in Appendix XXXIV. The results for the unstemmed requests "audi-
tory” and "intelligibility” are found in gha txt and ghi.txt on Falcon, respectively. The listing of the first
few entries of gha.txt and of ghi.txt are in Appendix XXXV and in Appendix XXX VT, respectively.

Methodology - Adding Boolean Request

Finally, it was decided to demonstrate that it was possible to handle more complex requests of many
terms via Boolean logic. The constrainis on time and computer capacity forced us to consider only
requests of two terms, using only the Boolean connectives AND and OR. The use of fuzzy logic was
employed for the weights [Kraft83, Kraft85, Kraft93). By this we mean that if two terms were ANDed in
the request, the minimum of the weights of each term as assigned to a given Design Checklist query was
used to evaluate that query. Moreover, the maximum of the weights of each term was used when the terms
were ORed in the request Of course, a term that did not occur at all in the Design Checklist query or
appropriate header was assumed to have a weight of zero.
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The Pascal program, stored as bool.pas on Falcon, was generated to produce the output queries from
a simple Boolean request of two terms linked by AND or by OR. The output for the unsiemmed request
"pixels AND symbol”, which was processed on the Zenith microcomputer is stored in the file bools.tst on
Falcon. The output for the unstemmed request "auditory AND intelligibility” is stored in the file bools.txt,
also on Falcon. This latter request had to be processed ou the LSU Vaxstation due to the size of the output.
The listing for bools.tst is in Appendix XXXVII, vhile the listing of the first few entries in bools.txt is in
Appendix XXX VIII.

The final computer program, a Turbo Pascal program stored in wbedcno.pas on Falcon, was gener-
ated. This parailels the wedc.pas program to produce a weighted list of EDC entry numbers, but with
Boolean requests. The output for the unstemmed request "pixels AND symbol” is in the file wbedcno.tst on
Falcon. The output for the unstemmed request "auditory AND intelligibility” is stored in the file wbed-
¢no.txt on Falcon. The listing of wbedcno.tst is in Appendix XXXIX, while the listing of the first few

entries of wbedcnu.txt is in Appendix XL.

The output files wbedcno.tst and wbedcno.txt are sorted in EDC entry numnber sequence. A version
of wbedcno.ixt sorted on question weight can be found in the file wbedcno.srt on Falcon, and a listing of

the first few entnes is in Appendix XLI.

Summary, Conclusions, and Future Work

T+ is clear that keyword retrieval can and does work well in a variety of textual database environ-
ments. it has been shown that the possibility for such a system for CASHE:PVS definitely does exist. This
possibility is a strong one, and a system could be constructed that would be able to let users quickly and

easily find and use a few relevant entries.

However, a caveat must be expressed. The programs developed here were done to quickly demon-
strate the feasibility of such a system. The step-by-step development outlined above in a time sequence
needs to be submitted o0 a much more rigorous software engineering approach. A much more integrated
system should system be developed with more general capabilities along with appropriate systems and user
documentation. For example, the request processing mechanism needs to be able to handle requests of
arbitrary complexity, including negation (NOT) and as many terms as the user desires. In addition, the user
should be able (o refine a request, adding terms to add queries o or to delete queries from a given search

ouut.

Moreover, more research is needed. There are a variety of access points available to the
CASHE:PVS user. One can use the Design Checklist header outline, the Design Checklist queries. the
EDC Table of Contents outline, the EDC back-of-the-book index, and the impending keyword index of the
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EDC catries that is currently being developed. One needs to correlate these to see which ones are most
effective and how they can be integrated into a whole system for easy and efficient access for users. Fur-
thermore, one needs to confront the entire CASHE:PVS system with real end-users, i.e., the designers for
whom it is intended.
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A DESIGN FOR A SMALL, FORCE REFLECTING,
TWO DEGREE OF FREEDOM JOYSTICK

Augustus Morris, Jr.
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Department of Manufacturing Engineering
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Abstract

A force reflecting, two degree of freedom joystick was developed
at AAMRL, using servomotors as the torque actuators. This was a
second generation joystick, which evolved from a similar, one
degree of freedom joystick using a pneumatic actuator. The
current design is a portable version of the first design.
However, further miniaturization is desired to improve the
reliability and durability of the joystick during transport. The
focus of this work was to analyze the current design and make
recommendations on the design of a smaller version of the same
joystick. Details are given for a one half scale joystick
utilizing the same mechanism, actuated by smaller servomotors,

and interfaced to a microcomputer.
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A DESIGN FOR A SMALL, FORCE REFLECTING,

TWO DEGREE OF FREEDOM JOYSTICK

Augustus Morris, Jr.
Introduction
A dual axis force reflecting joystick was constructed at the
Armstrong Aerospace Medical Laboratory at Wright-Patterson Air
Force Base, Ohio in 1991. This is the second generation of a
similar device designed in the early 1980’s [1]. At that time,
the joystick was a single axis controller and the force

reflection was accomplished through a pneumatic actuator.

It was discovered in the 1980’s that by controlling the force
reflection envelope felt by the human at the controller, an
improvement in manual control efficiency was possible. For a
compensatory tracking task with a sum of sines disturbance input,
it was found that this first generation joystick allowed the
human operator to behave as an optimal controller (2]. This
prompted the Armstrong Laboratory to construct a smaller,
portable two degree of freedom joystick interfaced to a
microcomputer [3]. Since the construction of this device,
studies have been done to determine if such a controller could
also be useful to aid spastic individuals in controlling their
environment more efficiently [4]. A direct application of this
technology would be the use of such a joystick to control a
motorized wheelchair to give spastic individuals safe,
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independent transportation.

This has resulted in a need to further reduce the size of the
current design. Factors to be considered for this task would
include mechanism design, alternative materials selection, and
actuator selection. The use of a notebook computer or an
embedded digital processing system should also be considered.
However, experimental studies having spastic individuals use the
new design would be required to determine if the same

improvements in performance would result.

Approach

An analysis of the components of the current design was done with
respect to other design and technology considerations. The
components looked at in detail were joystick mechanisms,
actuators, computer interfacing, sensors, and control design.
Based on the results of the survey, recommendations were given

toward the construction of a smaller prototype to be tested.

Joystick Mechanism

The mechanism used for the current controller was very similar to
joystick mechanisms used for microcomputer video games. A gimbal
mechanism allowed the joystick to be moved in the roll and pitch
directions with independence. Either end along both axes of the
gimbal provided a coupling for a servomotor or a position and
velocity sensor. The mechanism provided approximately + 45
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degrees for roll and approximately + 60 degrees for pitch. The
joystick was constructed primarily from aluminum with some steel

components.

The mechanism was a sound design; however, tolerances and
alignment were rather restrictive. A stress analysis was done on
critical sites of the joystick. It was found that the strength
of the mechanism was more than adequate for the torque rating of
the servomotors used. However, evidence of wear and failure was
found. The wear was primarily due to errors on the tolerance
levels. Failure has occurred at a location where the shaft of a
servomotor was coupled to the joystick mechanism. The problem
was corrected. The failure was probably caused by large
impulsive forces produced in the mechanism when the servomotors
forcefully drove the joystick to the physical limits of the
mechanism. Soft mechanical stops or electrical limit switches

would easily eliminate this problen.

If the present mechanism were reduced to one half scale, the
strength of it would still be adequate for the same torgque
limitations. The availability of aluminum would still make this
the material of choice. Nevertheless, the use of composite
materials could be used on certain components without loss of

strength while reducing the weight of the joystick.
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Actuator Selection

The current joystick used two torque servomotors with a peak
torque rating of 4.8 ft-lbs (Inland model QT-3802-B) (5]. The
motors provided an adequate amount of torque; however, they would

take up too much volume for a scaled down version.

Alternative actuators for the smaller joystick were surveyed.
Typical alternatives include pneumatic and hydraulic analogs.
Even though a smaller pneumatic controlled joystick could easily
be designed, nonlinearity and noise considerations did not make
this selection an attractive one. Hydraulics were much better
suited for this application; however, the servicing of hydraulic
systems could become messy and dangerous. As a result, other

methods of actuation were sought.

Stepper motors and electromechanical brakes were surveyed for the
application. The low cost and availability of stepper motors
could make this an attractive avenue. The disadvantages of using
stepper motors would be the limits on the slip torque and the
complex control system that would have to be developed.
Electromechanical brakes also could be a good alternative. The
drawback in this case would be the lack of a means to give the

joystick a restoring spring force to center it.

Electrorheological fluids showed real promise of being an
alternate to the servomotor as the torque actuator. More
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theoretical and application studies were done using this
technology over the last few years. Electrorheological fluids
have the potential of providing all the impedance characteristics
of the joystick. However, until the technology in this area
matures more, this alternative would not be considered as a

possible torgque actuator.

The results of the survey of force or torque actuators suggested
that torgque servomotors should continue to be used as the
actuators for the smaller joystick. Linearity, ease of
programmability, and easy maintenance were major factors in the
decision. This conclusion was strengthened by the selection of
brushless, servomotors used to actuate a 6 degree of freedom
handcontroller, designed by Cybernet Systems Corporation, of

Michigan [6,7].

Computer Interfacing

The current joystick is interfaced to a PC compatible
microcomputer by means of an I/0 board. For the use of
experimentation, where data collection and storage are necessary,
this standard system would continue to prove adequate for the new
design. However, for the issue of ease of transport, the use of
a notebook computer could provide the same flexibility and power
of a standard desktop. The difficulty would be in finding an I/O
board for use with a notebook computer. The real possibility
exists that an I/0 board for this application would have to be
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designed.

A more attractive alternative would be to embed the entire system
with the use of a digital signal processing chip (DSP). There
are vendors available that have low cost DSP development systems
and kits in which the developed software could be downloaded into

an embedded system quite easily.

Sensors

Potentiometers and tachometers were used on the current design to
measure the position and velocity of the joystick. These signals
were used to modulate the force reflection of the joystick. For
a smaller joystick, these same sensors could be used. Only a
potentiometer could be used, but the velocity would have to be
derived by taking the derivative of the position signal. There
would be limits to the fidelity of this computed signal. 1In
addition, smoothing filters would be required to reduce the noise
produced. Only a tachometer could be used, but the position
signal would have to be derived by integrating the velocity
signal. 1In addition, a reference switch must be employed and

software developed in order to measure absolute position.

In some instances, the measurement of forces applied to the
joystick would be a useful signal to consider in modulating the
force reflection. The current design did not employ any force
sensors because the linear relationship between the motor current
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and torque produced was adequate to control the complete system.
Particularly in some systems which employ gear reduction
measures, controlling motor torque through a feedback system is
mandatory to keep the system stable. The reason for this is that
gear reduction could introduce large time constant delays due to

the increased effective moment of inertia of the joystick.

Control Design

The architecture for the current joystick is shown on Figure 1.
This would be very similar to the architecture for the new
design. The control laws for both axes were programmed on the
computer. For this system, all fundamental mechanical
characteristics of the joystick could be realized through a
standard PID controller. However, there is enough flexibility
for more complex control laws, including neural and fuzzy

control.

Two additional I/O channels would be required if force feedback
were to be included. 1In this case, it would be preferred to
employ a state space approach. More flexibility and modularity

in the software development would result.

Conclusions

The results indicate that scaling down the current joystick
design by one half is plausible for all components except for the
actuators. In order to employ servomotors of the same quality,
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size of the motor does not necessarily follow the reduction of
peak torque. Other means of actuation would be possible.
However, at this stage of development, the simplicity and

reliability of servomotors would be greater considerations.

Even though other materials could be used for the gimbal
mechanism, the cost of purchasing and processing these materials
may fall outside this particular phase of development. As an end
result, the use of these alternative materials could provide
equal or greater strength with a substantial reduction in mass.
However, for the interim, aluminum is readily available and would
be highly durable for a prototype joystick under rigorous testing

conditions.

As long as rigorous testing would be performed on the scaled down
joystick, the need for interfacing it to a notebook computer or
an embedded DSP system would not be practical. The use of a
standard microcomputer would suffice. However, if the joystick
would be transported with any regularity, the use of a notebook
computer would tremendously ease the transport and reduce the
risk of damaging the system. If certain control laws would be
proven highly desirable, the use of an embedded DSP system would

be justified.

If the force reflection of the joystick is provided by direct
drive servomotors, only kinematic variables need to be measured.
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The present design measures only position and velocity. The
performance of a smaller joystick under these conditions should

yield similar results.

However, if the new design includes gear reduction, analysis
would need to determine if the system would remain stable
measuring only position and velocity. If the system time delay
is too large, force feedback would be required and a force sensor
would have to be developed to measure the applied force on the
joystick. A direct drive system would simp.:fy the control
system where more attention would be given to the specifics of

the man-stick interface.

Recommendations

As a result of the research effort this summer, it has been
demonstrated that a need exist to initiate studies with a
smaller, more portable force reflecting joystick. Although many
design approaches were possible, the following recommendations

are given considering ease of synthesis, reliability, and cost.

1. The joystick gimbal mechanism should be reduced to one half
scale, constructed from aluminum.

2. Direct drive servomotors should be employed, realizing that
the torque rating required may result in motors that are
disproportionately larger than the joystick gimbal.
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3.

A standard, desktop computer system should be used for

careful experimentation; however, a notebook computer should

be employed if
Potentiometers
to measure the

Force feedback

transportation of the device is required.
and tachometers should remain the sensors used
stick position and velocity.

in the control system should not be considered

unless a gear reduction drive is employed.

All of the above items are within the budget limits of the

Summer Research Extension Program, and a proposal to continue

the work is recommended.
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POST~PROCESSING CF CYLINDRICAL HEAD SCAN DATA
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Abstract
Full field surface data cf cylindrically shaped objects, such as a
human’s head, can be acquired by rotating a triangulated laser and :Imaging
system abcut the subject. The method of acquisition is imperfect and requires
post processing of the data obtained. Some of the problems that must be

addressed rcy post-processing include: spikes, rough surface data, Irregular

h

surfaces 2nd missing data points. The problems require a variety of different

recessing to2ols, many of which are already used in the research community.
However, =he cylindrical nature of +the data presents problems with
implementation of these tools. This report presents recently <Zeveloped

software t20ls that are now available for editing and analyzing head scan data

as well as some likely applications.




POST~FPROCESSING OF CYLINDRICAL HEAD SCAN DATA

Joseph H. Nurre

I. Introducticn

The development of helmet systems has continued to evolve to meet the
challenges of even more sophisticated aircraft. Better performing helmets, in
terms of protection and head mounted sensory devices, require exact three
dimensional anthropometry. The latest research in this area has employed
computer vision and laser scanning of heads to achieve full field three
dimensional range data.

To acquire surface data, a laser light is projected along a known
trajectory and is located on the surface with an imaging camera. The search
for the laser :llumination proceeds from a maximum allowable radial Ziameter
to zero. AsS the subjects are scanned, stray external light sources, unexpected
surface reflections and suspended dust particles result in spikes and rough
surface data. These sources of error, as well as intentionally placed black
markers used for landmarking, ¢ > cause missing data points. Latex bald
caps are worn by each subject in an effort to capture cranium shape (hair does
not reflect weil) which quite often generates irregular surfaces. A subject’s
unintentional movement during the scanning process (approximately 15 seconds)
can also generate irregular data.

Post-precessing range data to compensate for unwanted defects nas been
an area of research for many years. The topic is usually included in the field
of image processing and many techniques are available. One unique feature of
the head scan data is its cylindrical coordinate system. This requires special
software design techniques. The Computerized Anthropometric Research & Design
Laboratory at the U.S. Air Force’s Armstrong Laboratory has been developing
software to manipulate and display the head scan data. The main program called
INTEGRATE has a wide variety of functions, implemented in a modular prcgramming
fashion. New modules were added to this program to address the data problems

mentioned above.
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In this report, the new data processing modules incorporated into
INTEGRATE will be described in Section II. Section III will discuss some
explicit examples of applications appropriate for the new modules. 3ection IV

will then present a discussion.

II., Dost-processing tools

Several new functions have been added to the INTEGRATE repertoire for
dealing with the head scan data. The first group of functions described are
general purpose image processing techniques, useful for performing experiments
and documenting results. Given below are descriptions of the commands and
examples of their use. All the examples presented in this Section refer to
Cbject 1. Object is the term used by INTEGRATE to refer to a head scan.
Cbiect 1 is shown in Figure 1. Additional information about the following

group of general functions can be found in several image processing

texts (1] [2] or by referring to the source code.

Figure 1. The Object 1 head scan, used in all of the examples.
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COMMAND: AND reference_object replace_object
This ccmmand performs a logical AND cperation on two objects. Feints
with a value of zero in the objects’ data are equated to binary zeros,
while ncn-zero values are considered binary ones. A reference object and
replace object, of the same size, must be specified. The values cf the
reference object are stored in the replace object, wherever the two
objects AND to a binary one.
Example: At the INTEGRATE command prompt, the user may input:
AND I 2

In this example Object 1 (given in Figure 1) remains unchanged.

“bject 2 is made up cf two smooth surface patches as shown in

Tigure 2. After the AND operation, Object 2 now ccntains the ncse

znd ears of Cbject 1, as shown in Figure 3.

Figure 3. After the AND
Figure 2. Cbject 2 contains two cperation, Object 2 has the nose
surfaces. and ear.

COMMAND: ABSSUB reference_object replace_object
This command performs an absolute subtraction on two objects. A
reference object and replace object ¢f the same size, must rce specified.
The results of subtracting these two objects are placed in the replace

object.
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Example: At the INTEGRATE command prompt, the user may input:

ABSSUB 1 2

Cnce again Object 1, in Figure 1, remains unchanged. Object 2 will

be the resultant of the AND example as shown in Figure 3. After

~he ABSSUB operation, the nose and ears have been subtracted from

Cbject 1, as depicted in Figure 4.

Figure 4. The absolute
subtraction of Object 1 from
Object 2.

COMMAND: HISTOGRAM object interval
This command creates a histogram of an object. The histogram is limited
to ten equally spaced, user specified intervals. The histogram is placed
in a file called ’'histogram.dat’. The software module then generates a
system call which activates ’'jot’, Silicon Graphics’ window tased
full-screen text editor. ‘jot’ will display the histogram iIn a new
window, making it available for editing.
Example: At the INTEGRATE command prompt, the user may input:
HISTOGRAM 1 10
Presented in Figure 5 is the histogram generated for Cbject 1 at

10 mm intervals.
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Example:

COMMAND: RUIN object object_copy

This command randomly creates void patches in an object. The command

requires both the object and a copy of the object tc cperate. After

executicn, the ccpy of the object will contain the data cf the newly

created voids.

At the INTEGRATE command prompt, the user may input:
RUIN 1 2

Before executing this command, it was assumed that bcth Object 1

and Object 2 are the head scan present in Figure 1. The results

of the RUIN are shown in Figures 6 and 7. The results differ each

time RUIN is executed.

Figure 6.
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Object 1 with randomly Figure 7. Object 2 now cecntains
inserted voids. data points voided from Object 1.

15-7




COMMAND: THRESHOLD object value {ABOVE|BELOW}
This command performs a threshold operation on an object. The object and
threshold values are specified by the user. The qualifiers ’above’ or
‘below’ refer to the values to be zeroed.
Example: At the INTEGRATE command prompt, the user may input:
THRESHOLD 1 82 BELOW
Figure 8 shows the results of thresholding Object ! where all

points below 82 mm were set to zero.

Figure 8. Object 1 with all radial data points less than 82 mm set to
zero.

The next group of commands, now available in INTEGRATE refers to an image
processing technigue known as morphology. Mathematical Morphology is the
proping of an image shape with a specified structuring element. The geometry
of the stiucturing element implies certain geometric characteristics about the
image being analyzed. For the morphological operations described below, the
structuring element used is shown in Figure 9. The element is the intersection
of a sphere at a specified radius, r,, and a cylinder at a specified radius, r..
The crigin of the structuring element is located at a distance of r. frcm the
top cof the sphere, along the cylinder’s center axis.

Two morphological operations, erosion and dilation will be Ltriefly
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Figure 9. The definition of the structuring element used fcr
morchological operations.

intrcduced telow. Further information on morphological techniques and the
theory of Mathematical morphology <can be found in publicaticns by
Dougherty(3][4]) and Serrai5].

As stated earlier, morphology concerns itself with the probing of a
signal with a geometric structuring element. To find the erosion of a signa.
by a structuring element, the element is placed below the signal and forced up
to the highest elevation which will touch but not cross the signal. The origin
cf the element Dbecomes the new signal value. The process 1is repeated
throughout the length of the original signal. During erosion, the structuring
element was always placed virtually below the smallest radial value for an
affected longitude in the scan. The element was pushed up from this point.
Because of the cylindrical coordinates, fewer points have an izfluence on the

structuring element as it moves up.

COMMAND: ERODE sphere_size cylinder size (MINUS)
This command performs a morphological erosion on an object. The
structuring element used is a cylinder with a spherical top. The user
specifies the radius of both the cylinder and the sphere. The default

erosion operation is positive. A negative erosion can te performed by
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adding the modifier "minus".
Example: At the INTEGRATE command prompt, the user may input:
ERCDE 10 10
Figure 10 shows the results of performing this erosion on Object 1.

The structuring element has r, = 10 and r_ = 10.

Figure 1C. The erosion of Object 1.

Dilation is the dual operation to erosion. When dilating a signal with
a structuring element, the signal becomes a path for the origin ¢of the element.
As the element translates its path, a new signal i3 created which is the
minimum sigral needed to bound the structuring element. A dilation can also
be found by reflecting the structuring element and finding the minimum signal

above the original signal in which the reflection will fit.

COMMAND: DILATE sphere_size cylinder size (MINUS)

This command performs a morphological dilation on an object. The
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structuring element used is again a cylinder with a spherizal tcp. The
user specifies the radius of both the cvlinder and the sphere. The
default dilaticn operation Is positive. A negative dilation can be
performed by adding the modifier "minus".

Example: At the INTEGRATE command prompt, the user may input:

DILATE 5 3

Figure 11 shows the results of performing this dilation on

Object 1. The structuring element has r, 5 and r. = 3.

figure 11. The dilation of Cbject 1.

The third group cf commands, now available in INTEGRATE perform standard
filtering operations. These commands r-place the cumberscme convolution
command sequence previously available. Both commands making 2o this group
rerform filter creation ana convolution in one stiep.

The primary difference between these two commands is their t2chnigue for

randlinrg boundary roints. On some occasions, it .s desirable 7: smocth ornly
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a perrion c¢f the head scan data. This is accomplished in INTEGRATE by trimming
the data. The outer most points of the trimmed segment make ur the boundary.
For the FILTER command, boundary points are smoothed by using ad3jacent cata
noirts, outside of the trimmed area. This may result in discontinuities when
the segment 1s re-integrated with the head. To help alleviate this probliem,
the FILTSEG command s«plicates the boundary point value and uses that value in
place of data points outside of the trimmed segment. This hrelps keep the
boundary pcints stationary and, hence, continuous with the rest of the head

scan.

CIMMAND: FILTER (GAUSS/DISCRETE|GREEN} scale {LON|LAT|ECTH}
This =:cocmmand filters the data with one of the currently availabple
smootning filters. tne user selects the type of filter and a scale
factcr zo determine the smoothing strength of the filter. (The larger
the scale, the larger the number of adjacent points involved in cthe
€ilter functaor). Cptions are: GAUSSIAN, DISCRETE, or GREEN filters.
GAUSSIAN refers to the standard analog Gaussian filter. DZISCRETE refers
to a discrete formulation of the Gaussain filter.{6) GREEN refers to
the Zreen filter. The filter may then be applied latitudinally,
long:tudinally or in both directions. Note: When using FILTER cn a
trimmed area, points cutside of the area are used in caiculations.
£xarcle: At the INTEGRATE command prompt, the user may inpuct:
FILTER GAUSS 1.2 BOTH
Tigure 12 shows the results of smoothing Object . with a Gaussian

filter.

CCMMAND: FILTSEG {(GAUSS|DISCRETE|!GREEN} scale (LON|LAT!BOTH}
This ccommand is identical to the FILTER command except that the edge of
a trimmed area is replicated and used in place of outside data points.

This relps to prevent discontinuity from the remaining head scan points.
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Figure 2. The results of smoothing Object 1 with a Gaussian filter.

Finally, one new command now available in INTEGRATE, can be classified

by itself. The INTERPOLATE command uses a regularization technigue o £ill
voids.[7] The results of the interpolation vary, depending on the filter used.
Currently =«hree filters are available. The first filter cpticn, L_INEAR,

generates a linear interpolation. Missing points are placed in a straight line
fashion Cetween bounding endpoints. The DO FILL command already present in
INTEGRATE rerforms the same function in a slightly less robust manner.
However, -0 FILL is much faster than INTERPOLATE and will provide adequate
results in most cases, when linear interpolation is desired. Use of the SMOOTH
filter generates a spline interpolation. This technique has been shown to
previde Cetter estimates of missing data points than _inear
interpolaticn. [8) The third filter, GAUSS, is experimental =zad not

recommenced for use at this time.
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CCMMAND: INTERPOLATE (LINEAR{SMOOTH|GAUSS}

This ccmmand replaces voids with approximated values based on surrounding
points. Three alternative methods are available for filling the voids:
LINEAR, SMOOTH or GAUSS. LINEAR interpolation fills in a straight line
between surrounding points. GAUSS interpolation provides a very nice
looking fill. SMOOTH interpolation provides the most accurate data point
estimation.
Example: At the INTEGRATE command prompt, the user may input:
INTERPOLATE SMOOTH

To appreciate the INTERPOLATE command, the Object must have random

voids. For this example, Object 1 was processed by RUIN Lkefore

interpolation. Figure 13 shows the results of estimating the

missing data.

Figure 13. Results from interpolating Object 1 after the RUIN
cperaticn.

I11. Specific Applications

One cgarticularly troublesome flaw discussed in <the Introductica 1is
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impulse noise or spikes. To remove these spikes and maintain the integrity of
the head scan data, a morphological opening can be performed. An cpening
operation is defined as an erosion operation followed by a dilation. Using the
structuring element presented earlier has been shown to e effective at
removing spikes. The technique can be justified based on skin thickness and
the topology of a human head.[9]

A radial value of 2 mm for both the spherical and cylindrical radius
effectively removes intermittent spikes from the head scans. A large group of
head scans, taken at the Eglin Air Force Base, was severely affected by an
external light source. To remove the large continuous spikes that were
generated, a cylindrical radius of 4 mm should be used. The opening should be
limited to the back of the head where most of these spikes occurred.

The group of surface filtering commands can be used <> smocth rough
surfaces and discontiguous surface data. Preliminary results show that a
DISCRETE filter with a scale factor between 1 and 2, results in a smooth scan
without compromising the head geometry.[10) DISCRETE which is a discrete
formulation of the Gaussian filter performs better than GAUSSIAN, its analog
counterpart. GREEN, the Green filter whose properties include preserving
corners in surface data, is still under investigation.

The use for interpolation is self evident. The structure of the
INTERPOLATE function allows different mathematical techniques for filling voids
t0 te tested without modifying the software. This flexibility is demonstrated

by the three currently available options.

IV. Zonclusions

New processing tools have been added to the range data handling software.
The tools have already been proven to be effective at eliminating spikes,

interpolating data voids and smoothing rough surfaces. Because of the

3

odularity and flexibility of the commands, future data prccessing applications
are certain to arise. With these enhanced features, the INTEGRATE software

will continue to be at the leading edge of cylindrical scan data analysis.
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EXAMINING THE ROLE OF JUDGMENT AND DECISION MAKING
IN THE EMERGING FIELD OF COGNITIVE ENGINEERING RESEARCE

Thomas E. Nygren
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Abstract

Ccanitive engineering is a term that has been applied o a new
approach To stusying the influence of information technology on the
~uman-macnine l.2., computer' work system. It suggests a rasearch
focus that 1lncorrorates but also goes beyond contemporary research in
human factors, ccmputer science, and cognitive psychology. s a
subfield cof cognitive psycholcgy, the study of judgment and Zecision
processes has, cwver the past Zwo decades, shown itself to te an
important component of the overall study of cognitive functiens. I will
attempt to show .n this paper that the study of decision processes
should be a sign:ficant component of the new field cf cognitive
engineering as well. In this paper findings from a number <f{ research
areas in the fieid of judgment and decision making ars summarized and
their relevance o cognitive engineering is described. Some general
proposais for additional research integrating decisicn making and

cognitive engineering are suggested.
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Introduction

Cognitive engineering is a term that has been used to descrite a
research focus that incorporates but also goes beyond ccntemporary
research in human factors, computer science, and cognitive psycholczy.
I will restrict for the most part the term cognitive engineering tz the
idea cI describing and studying the multi-faceted influence of
information technology on the man-machine work environment. In th:
paper, I will treat th: field of cognitive engineering as primarily
including, althecugh not limited to, the study of man-machine interZaces
and the cognitive functlons that produce and allow for necessary
interactions between the human operator and a machine/cemputer that :is
capab.e of exhibiting some ccgnitive behaviors. Such a definiticn,
nowever, 1s 1n many respects not far removed from that of traditicral
numan factors work in the sense that it suggests a primary focus c¢n the
numan-work system or work environment interaction. But 1t extends
ceyonrnZ this human-system interaction in that there is also the
fundamental emphasis on both human and machine informaticn processiz
compernents of cognition, ana the relationships among the specific
compornent cognitive processes.

nitial conceptualizations of cognitive psychology (Norman &
Rumeihart, 1975; Bourne, Dominowski, & Loftus, 1979) focused primar:ly
on such processes as perception and acquisition of new information,
storage and retrieval of information, short and long-term memory,
-anguage acquisition, concept formation, and reasoning. Higher crier
orocesses of judgment and decision making (J/DM) were largely igncred,
despite having a clear overlap with retrieval, concept formation and
reasorning. This is not surprising since at the time of the "cognitive
revolution"”, judgment and decision making research, other than the
prescriptive or normative modeling found in formal decision analys:s,
was at its infancy. largely ctecause of the important initial work c¢£
Kahneran and Tversky (1973; Tversky & Kahneman, 1973, 1974), judgment
and decision research has, cver the past two decades, now become a
promirent and established component of cognitive psychology and
cognitive science.

3asic and applied research on human decision making has focused on
three broad issues: {l) process or how people actually make decisicns,

{2) quality or how gcod their decisions are, and (3) improvement c- how
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“ecisicn cehavior can be made better. EFach »f these research domairs
has produced important work that has implications for the new fieid of
cognitive engineering. In the next sections I will illustrate the
importarce of this research with a discussion of seven specific sub-
areas ¢’ Zecision making research that cut across each of the three
croad tcrics mentioned above and that are relevant to the emerging Ileld
of cogrnizive engineering. In each case a brief summary of the current
research .s provided followed by a suggested research program relevant
=5 cognitive engineering. These topics are, of course, not meant tc be
exhaust.ve; they are merely an attempt to illustrate the need for
understanding the contribution of decision making processes as well as
gercept=zcn, learning, memory, retrieval, language, and reasoning in
designing and developing optimal man-machine systems.

1. Biases and Heuristics in Judgment and Decision Making.

Trnare 1s now a volume of published literature (see Kahneman,
Slovic, i Tversxy, .382) that clear.y demonstrates that people cIiten
intreduce biases in each stage of the decision making process. These
include ziases in the actual generation cf hypotheses about a risxy
decisicn making situation, in the percepticn of the likelihood cf the
plausizility of the hypotheses, and in the perception of likelihoods of
possitle outcomes associated with a chosen course of action. For
examp.e, cecause of confirmation bias, when generating potential
hypotheses relevant to a complex decision situation, people often will
show a Zar greater confidence or estimated probability for the most
likely rnupothesis than is actually warranted, and they generate only a
small numpber of the feasible problem~solving actions that may be
apprepriate for the given situation (see Kahneman, Slovic, & Tversky,
1582 £zr a review of this literature).

F:sks are also often inaccurately assessed throughout the decision
making process. Studies have shown that people do not make gocd
probability estimates (Fischhoff, 1977; Slovic, Fischhoff, &
Lichtenszein, .980, 1982; Slovic & Lichtenstein, 1983). People
overest-mate low and underestimate high probabilities and they ignore
base-rate information (Kahneman & Tversky, 1973; Bar-Hill, 1980); they
revise coinions too conservatively (Edwards, 1968); and they often
indicaze excessive confidence in their judgment (Fischhoff & Slovic,
1980), znd they are known to be subject to hindsight biases and the "I
knew .7 211 along" effect (Fischhoff, 1%75j.

Importance to Cognitive Engineering. Both laboratory and
field research have described many interesting situations where one
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expects human decision maxers to fail in making optimal choices among a
set of courses of acticn. Yet, despite this large research base,
Hogarth (13S1) has argued that "a serious criticism [of this research]
is the faillure to specify conditions under which people do or do not
perform well. There are many interesting phenomena, cut few attempts at
theoretical integraticn” p. 198). This statement is as true today as
it was a decade ago; we Lave identified many specific contexts in which
decision tlases can be rcbustly demonstrated, but we have not generated
an acceptable and cohesive theoretical explanation that would allow us
to generalize these pnencmena in such a way as to be useful to classes
of man-machine interacticns or work environments.

If ccgnitively-based system design 1s golng te lead to better
human machine/computer interaction, then it is critical to those
components of the nhuman-rachine interface that involve cynamic decisiocn
making with sericus time constralnts, that we knhow more about where

blases may De expected t: be used anascr are detrimental to perfcrmance.

Q.

This implies the need fcor models that can theoreticaliy relate cognitive
design with dynamic Zecis:on making. Zdwards :1988) has cocrrectly noted
that current decisicn models remain, Zcr all practical purposes, static
models. CZesplte some early initial efforts, most notably cn his part,
(see Edwards, 1962), adequate dynamic decision making models are simply
nonexistent, and useful methodological tools for studying dynamic
decision maxing have been very slow in developing. The advent of
inexpensive and easily programmable microcomputers, however, makes 1t
possible tc change this and for the first time to develop laboratory
studies that can model relatively complex cognitive environments for
which a malor component ¢? the human-machine interaction in a
dynamicaily changing judgment and decision making task.

Such studies are arguably an important component of cognitive
englneering work. For example, from a cognhitive engineering
perspective, two important questions related to understanding use of
heuristics decision bias in man-machine environments are " How can
systems te designed to take advantage ¢f individuals' use of some
heuristics as decision aids?", "How should human operators {or expert
system interfaces that they must rely cn) relate uncertainties to
observaticns of events so that biases can be minimized?" and "What
mental processes actually control the use of heuristics and blases in
operators' choices and judgments of uncertainties?" As Tversky and
Kahneman :1374) poilnted ocut twenty years ago, heuristics are "highly
economical and usually efficient, but they lead to systematic and
predictable errors. A better understanding of the heuristics and the
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ciases to which they lead could improve judgments and decisions i=
situations of uncertainty (p. 1131)."

Although the use of heuristics and biases is now clearly
sstablished in the J/DM literature, a next logical step 1s to study
their use in actual work environments. A goal should be the training of
~uman operators to become kbetter decision makers in the sense of
eliminating or reducing decision biases and optimally using simpi:Zying

neuristics as valuable decision aids.

2. Framing in Judgment and Decision Making.

By far the most significant work of the past several decades in
formulating a descriptive model of decision making, is Kahneman and
Tversky's prospect theory model (1979, Tversky & Kahneman, 1992). They
~ave shown that individuals can actually make opposite overt cholices
zetween a pair cf competing alternative if the situation is merely

Iramed differently. 7This i1dea of "framing" has since been widely

[$9)

studled and has tecome recognizied as an integral ccmponent oI tn

[l
-

(93]

om
tnitial phase ¢f many decision situations (Hersey & Shoemaker, 1%
&

)

(V4]
¥

3lovic, Fischhoff, Lichtenstein, 1982:; Redelmeier & Tversky, .2%2
It i1s prcposed as a csognitive operation that acts upon the components of
~he choice alternatives {i1.e., thelr outcomes and probabilities) so as
o often produce observable preference reversals.

Specifically, Xahneman and Tversky and others have repeatedly
found that when choice alternatives are framed in terms of what cculd be
gained, people are generally risk-averse. That is, they will often
choose a sub-optimal sure gain in order to avoid or reduce risk.
Zowever, when the same situation is framed in terms of what could be
_ost, people are often risk-seeking -- that is, willing to take a chance
sn a sub-optimal gamble in order to avoid a sure 1css.

Importance to Cognitive Engineering. Although the robustness of
zhis framing effect is now well-documented, it has also beccme clear
zhat not all individuals are susceptible to it, at least not to the
extent of actually prcducing observable choice inconsistencies :Tversky
& Kahneman, 1988). This implies that susceptibility to contextual
framing of choice situations may be at least partially controlled by
some predispositional factors within the individual decision maker. It
is somewhat surprising, then, as Schoemaker (1993) notes, that
individual differences variables like propensity tc be risk-seeking or
risk-averse, to be lcss-averse, or to be impulsive have not been
incorporated into information processing models explaining risky
decision making behavior. Indeed, despite their impressively extensive
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work, Twversky and Kahneman (288}, acknowiedge that "we nave i1zentified
severa. common rules of framing, and we rave demonstratea their sffects
on choilce, tut we have nct crovided a formal thec. , of framing .
156)."

It would seem that a formal theory of framing would be extremely
valuable to those cognitive engineers who must design human work svstem
interfaces where successful performance .s dependent on compiex
cognitive processing and dynamic decision making. Questions of interest
are whether some types of system interfaces might actually promote or
enhance the potential for sub-optimal framing effects in judgment and
choice tasks, and, 1f so, can these interfaces be designed tz reguce
operatcr framing effects? <Secondly, can training or experience reduce
or minimize framing effects and lead to better task performance?

irnally are there predictcr variables that can be developed to icentify
ceptibility to framing effects?
3. Reference Points in Judgment and Decision Making.
Trne cependence of the decision making process on dynamic
components has, until recently, also been largely ignored in current
2tilicy-bdased models of decision making. There is, of course, a
recognizion in SF. theory and newer models that are also based cn some
aspect oI the ma.imizatiocn of expected utility principle that the human
decisicn maker does, in fact, learn from his or her past experiences and
is affected by recent changes in his or her current state ie.g., 3Jains
and losses). This suggests that at any given point in time in a dynamic
or sequential declsion making task the decision maker must have a
psychological reference point. Research based on Kahneman and Tversky's
11979, 1392) prospect theory model, has shown that this reference point
1s critical; it defines the point at which, psychologically, perceived
gains are separated from perceived losses.

Importance to Cognitive Engineering. Clearly, this separation cr
locaticn of the reference point has been shown to have a streng
influence on overt choices. However, this model of a dynamically
changing psychological reference point has been developed and tested
largely in the context of laboratory-based gambling scenarics. As such
it too has a weak theoretical basis for describing how shifts in the
reference pcint might occur in other types of decision making under
uncertainty, time demands, or stress, and how such changes might affect
perfcrmance in sequentlal decision making tasks or environments. These
are the contexts of particular relevance to the field of cognitive
engineering. Nevertheless, the extensive robustness of framing ana
reference point effects in the decision making literature suggests their
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potentia. relevance to cognitive engineering and human/work system
interactizns. For example, an obvious extension c¢f the framing

literature might zsx whether performances gains and setbacks or losses

effects, and 1f sz, now could feedback be used effectively to minimize
sub-optimal behav:icr due to framing? Second, what are the mechanisms cy
which an cperator might initially set or dvnamically change hLis or ner
reference point? Third, can such reference point shifts be funcrticns cf

positive cr negat:ve affective components of the work environment or

machine :nterface’? If negative, how can the system be designed to
minimize changes :n reference points and framing effects?
4. Loss-aversion and Individual Differences in Decision Making.

Fecent stud.es in which individual utility functions have been
derived emplricaily ‘Isen, Nygren, & Ashby, 1988; Nygren & Morera,
%881, .rndicate trat large individual differences do cccur in the

supjective utilities that decision makers assign to outcomes and that
se diiferences are reflected in individuals' utility curves --
primarily in the Zdegree of loss-aversion shown in the functions. 3y
loss~aversion we mean that losses are psychologically more aversive than
are comparable gains. In gambling, the psychological discomfort felt
in losing $10 reiazive the elation felt In winning $10 is typically much
greater; -n work, the psychological disccmfort felt in poor performance
relative the elation felt in good performance is typically much greater.
Although most individuals' utility functicns do exhibit a common
"S-shaped” concave/convex form (i.e., ccncave in the positive or gains

end indicating risk-aversion and convex i1n the negative or lusses end

the losses end o:f Zhe function relative o the gains end. Some peopie
are much more loss-averse than others; that is, psychologically, Ilcsses
are more aversive Isr some individuals than for others.

Importance to Cognitive Engineering. This suggests that loss-
aversicn i1s more than an observable and measurable property of a utility
function. In a recent study, Nygren, Taylor, and Dulin (1992) found
that lcss-aversicn, and not risk-aversicn/risk-seeking, seemed to
describe a relatively stable psychological trait that lead individuals
to remain generally more (or less) sensitive to trhe negative affective
impact cf real or psychological losses across a wide range of decisicn
making situations involving risk, uncertainty, cr ambiguity. Loss-
aversion was propcsed to act primarily as an affective rather chan

cognitive influence on pre-chcice valuation of subjective judgments
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concerning the cutccmes and likelihoods associated with the choice
alternatives.

Alternatively, as Schoemaker (1993) notes, the work cf Kahneran
and Tversky (1979 and cthers c¢cn the framing effects descrited ear_.er
nas led to the predominant view in the behavicral decision theory
literature that risk-seeking and risk-aversion tendencies are not
affective in mature but are "mostly a function of the task, peoples'
decision frames, and their information processing strategies, rather
chan a function of individual predispcsitions" (p. 52). Risk-taking and
risk-aversion tendencies are the result of more context or task-specific
cognitive influences, particularly on subjective weightings of
iikelihoods of relevant outcomes, while loss-aversion, then, is more of
an intrinsic predispositional trait that can be observed and measured.
An indiv:idual who has a strong propensity toward loss-aversion may,
nevertheless, through the influence of cognitive framing, actually
exhibit In different contexts either relatively strong risk-seeking or
r1sk-averse benhavior.

Hence, the study of loss-aversion and risk-aversion are important
ZONsStructs 1ln cognitlive engineering research. Both loss-aversion and
risk-aversion could streongly influence decision making behavior in
dynamic decision tasks. These constructs are critical to linking toth
cognitive and aifective components of decision making to man-machine
interaction problems and need to be explored further. Of particular
interest are individual differences questions about the role of
propensity for loss-aversion or risk-aversion/risk seeking as an

influence on decision making in complex work environments.

5. Linking Emotional and Cognitive Components of Decision Making.

The previous discussion of loss-aversion and risk-aversion suggest
an affective-cognitive duality in human decision making that has bteen
largely unexplored. Some other affective-cognitive linkages, however,
nave been proposed and are relevant to cognitive engineering as well.
Tor example, Zajonc and his colleaques (1980; Zajonc & Marcus, 1982)
have suggested that decision representations are typically encoded by
decision makers both affectively and cognitively, and that these
encodings may be largely independent of one another.

Support for this idea comes from compelling evidence that decision
making processes can te influenced by such variables as one's affective
mood state. For example, Isen, Nygren, and Ashby (1988) have shown that
a positive mood state can lead decision makers to exhibit conservatism

in risky choice situations. They become overly sensitive to potential
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_osses and make decisions in such a way as to avoid losses. People in
negative moods also exhibit a cautious shift toward risk-aversion -=-
~heir actual choices, but they do so apparently through a differentc
mechanism. These individuals tend, wnen evaluating alterratives, =2
focus almost exclusively on negative outcomes and give them
dispreportionately more weight in the decision making process.

A growing body of literature suggests that a positive or necative
mood state can differentially influence other components cI the
cognitive processes associated with decision making under risk or
uncertainty as well. For example, subjects in a positive mood have been
found tc make significant over-estimations of likelihoods of positive
events and under-estimations of negative events (Mayer, Gaschke,
3raverman, & Evans, 1992; Wright & Bower, 1992) and subjects in a
negative mood have been found to show just the opposite trend (Johnson &
Tversky, 1983; Maver et al., 1992; Wright & Bower, 1992). Finallvy,
svidence 1s also strong that a positive affective state irnfluences risk-
taking attitudes as well as actuzl cheice behavic: {Isen, lvgren i
Ashby, 1%88; Isen & Geva, 1987; Isen and Patrick, 1.983).

Importance to Cognitive Engineering. De pite these and other
consistent findings on the influence of affect on decisicn making, it is
still not clear which components of either the pre-choice or overs
cholce rrocesses are actually being influenced or altered ty mood state
in a risky decision making task. For example, it 1s not clear whether
the increased conservatism in betting behavior often shown by posizive
affect subjects 1s attributable to an increased sensitivity to either
risk-aversion (i.e., to a greater weighting of perceived crobabilities
of losses relative to probabilities of gains) or to loss-aversion :i.e.,
t0o a greater weighting of perceived utilities of potentia. losses
relatlve to gains), cr both.

Positive affect may also impact on the subjective uzilities cf
perceived gains and losses differently. Isen et al. (1988) found zhat
in a risky decision situation where real loss was possible (subjec:s
were gambling with their credit hour for participating in the
experiment), positive affect, in comparison with a contrcl state, was
associated with an increased tendency to avoid losses.

An obvious issue relevant to cognitive engineering research is
whether these findings for effects of mood state on a gambling task
generalize to performance concerns in more complex dynamic decisicn
tasks. One would expect so as long as the task was one involving
significant perceived loss or risk. For example, we migh: ask whether,
as possible loss in performance on a task increcses, would a positive
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a‘fective szate accentuate an aversion tec choosing “riskier" <hcice

[+

lternatives or courses of action? Would sSperators 1in negative

ffective states focus more attention on .csses or inflated

[T

crobabilities of potential losses or on ccnsequences of poor perfcrmance
than is warranted? Furthermore, could a change in mood tunnel zn
individual operator's attention may be almost exclusively focused cn
losses as the Isen et al. .1988) study suggests with potential Impact on
performance? Would such behavior negatively impact on the operator's
situaticn awareness of the work environment? Finally, a comparable set
of concerns could be raised about the effects of negative affect caused
cy natural mood, mental cr physical worklcad, psychological stress, or
environment. All of these concerns are ilmportant to incorporatin

decislion process in cognitive engineering work.

6. Anchoring and Adjustment of Probability Weights in Decision
Making.

A recent:iy proposed model that inccrporates the influence cf a
_css-aversion tralt in the pre-choice judgment process 1s an extension
cf Hogarth and Einhorn's ({1989, 1992) venture theory. In venture
cheory, a declsion maker 1s assumed to fcrm subjective probability-iike
Jecision weights by first establishing some initial anchoring estimates
about the perceived likelihood of occurrence of relevant events and then
mentally adjusting those estimates either upward or downward. Hogarth
and Einhorn (13989) argued that the net adjustment made to a probability
anchor for an event A will be positive if more values above the anchor
are recalled, mentally evaluated, or "weighted in imagination" +than
those below it. Mentally evaluating more values below the anchor should
lead to the opposite result, a negative ret adjustment.

Hogarth and Einhorn (1989) suggested that for most of us there is,
in fact, a generally greater affective strength for our experiences of
losses or bad outcomes than there is for gains or good ocutcomes. Hence,
probability estimates greater than an anchor should be more likeiy to be
imagined and weighted in the adjustment process for losses for most
individuals, and less likely to be imagined and weighted in the
adjustment process for gains. The end result of this anchoring and
adjustment process for most individuals is expected to be two distinct
decision weight functions, one which regularly overweights probabilities
for perceived psychological losses or "bad" outcomes and one that
regularly underweights these probabilities for psychological gains or
"good" cutcomes.

Importance to Cognitive Engineering. This duality of procability
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weightirns was made explicit in Hogarth and Einhorn's 1989) venture
theory &~d has now been incorporated into the newest wersion of prospect
theory zs well (Tversky & Kahneman, 1992). If indivicuals do in Zfact
have a tsndency to judge and evaluate the likelihoods of "good" crx
positive cutcomes and "tad" or negative outcomes differently, then such
behavior could have very important implications for the design of work
environments where probability assessment is a critical component. Cf
interest Is whether critical events can be presented to the human
operator in such a way as to reduce or eliminate good or bad
connotat:ans. Alsc cf relevance is whether depersonalizing likelihood
judgments has an impact on judgment. For example, some of our current
work suggests that when individuals make impersonal likelihood judgments
they are less prone to an overconfidence bias than when the judgment :is
a persoral assessment. A continuation of this line cZ research in more
complex work environments would be important to the field of cognitive

engineer.ng.

7. Workload and Decision Making.

Trhe finali topic concerns issues of workload and decision making.
Human fzctors and ergonomics researchers have recognized for some time
the increasing importance of understanding the role of the construct of
mental workload in man-machine research. Current models of mental
workload suggest that it is a multidimensional and complex construct,
but it -s one that has proved difficult to precisely define. Because of
this difficulty, emphasis has often been placed on using direct reporcs
through subjective measures such as rating scales to assess levels of
mental workload. The Subjective Workload Assessment Technique, SWAT,
{Reid anz Nygren, 1988) was developed to provide a multidimensional
model cI mental workload that is based on an additive representation of
three dimensions -- perceived Time load, Mental Effort load, and
Psychoicgical Stress load. An aspect of SWAT that makes it uniquely
differenz from other subjective measures of workload is that it is based
on an explicitly testable psychological model of how judgments of mental
workloaa are formed and on a sound formal measurement system, conjoint
measurerent theory, that allows for meaningful interval scales. The
NASA Task Load Index (NASA/TLX, Hart and Staveland, 1988) has also been
shown tcz be a highly reliable and sensitive measure of perceived mental
workloaz.

Tne empirical use of subjective worklocad measures has largely teen
to provide estimates of the cognitive components of the actual mental
workload required for a task. However, some recent research (Nygren,

16-12




1990) suggests that these measures ray, i1n fact, have potent:ial 1n
accurately assessing the affective components of workload as weil. If
we assume that subjective measures of workload actually assess the
affective components <I wcrkload as well as the cognitive components,
~hen these measures cculd prove useful in relating workload tc decision
aking behavior llke risk-taking tendencies. For example, SWAT hazs
Jdimensional components that would allow one to measure the aifective
nature of an individual's subjective experience of workload, either
Dositive or negative. SWAT can also be used just as easily to establish
individuals' preferences for workload situations as it can fcr assessing
~heir actual experiences of workload. One might expect that zoth
experiences of workload levels and preferences for ideal workload levels
should be importanrt aspects cf the complex relation between worklcad,
decision behavicr, and performance.

Importance to Cognitive Engineering. Thus, one can argue that
sublective worklcad measures should be explored as potential .ndicators
oI affective biases that may actually 1influence changes in the dyramic
decision making strategies used by individuals in low and high worklead
environments, and individual workload preferences and tolerances for the
different workloaa factcrs that may affect actual operatcr perfcrmance.
Tor example, TLX and SWAT may te more likely to assess the positive and
negative feelings associated with varying workload levels, wnhich in turn
may potentially influence the decision making behavior that cirectly
bears on performance and safety issues. Pilots, for example, are often
called upon to complete many complex tasks that are high in mental
effort, stress, and frustraticn, and that have significant gynamic
decision making components -- often ones that involve risk as well.

There has been little systematic research investigating the
potential relationship between changes in workload and decision making
opehavior, particularly risk-taking behavior. A major component of
incorporating decision making in cognitive engineering research ought to
be a systematic examination cf the relationship between perce:ved
workload and decision making behavior. If subjective measures of
workload actually assess the affective components of workload as well as
cognitive components, then these measures should prove useful in
relating workload to a number cf decision making issues raised here
including: use of heuristics, framing and reference points, positive and
negative affect, stress and frustration, probability assessment, and
risk-taking/risk-avoldance.

Conclusions: Decision Making Resea.ch in Cognitive Engineering.
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The purpose of this paper was to begin to tle some current work in
che field cf judgment and deczision making to the emerging field of
cognitive engineering. Several subareas of J/DM research were examined.
A recurring theme of the paper is the need for J/DM research tc begin
Looking at such relevant :ssues as decision bias, framing and reference
voints, affect and stress, risk-aversion and loss-aversion, probability
sstimaticn, and personality and individual differences in new ways. we
need tc get J/DM research out cf the framework of gambling and similar
static decision making contexts and into the framework of more complex
dynamic decision making contexts with real~time constraints. Such tasks
although more complex and difficult to study than gambling tasks, are,
with the ald of microcomputers, now quite possible to design. 3Studies

of this type offer a great potential for linking the study of human

£
e
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cls:cn making to the cognitive engineering and use of efficient and
2ffecr:.ve computer-based work systems.

Zecision making 1s and will continue to remaln a critical

machine systems. TFortunately, cver the past twenty years there has reen
an expicsion of judgment and decision research that has added
significantly to our knowledge pase in cognitive psychology. It Is now
possircle and important to utilize this work and build cn it in new ways

in our efforts to create and design better work environments.
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MODELING OF THE EJECTION PROCESS

A. G. Ramm
Department of Mathematics
Kansas State University

Abstract

A pilot is ejected from the aircraft. The equations
modeling this process are written and solved analytically.

Recommendations are given for the safe ejection on th: basis of

the above analysis. Suggestions are made concerning the choice

of the optimal parameters for the safe ejection.
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Modeling of the Ejection Process

I. Introduction

Consider a pilot in an aircraft of length L moving with
constant velocity V at a certain constant height. This means
that no vertical movement of the aircraft takes place (or, if it
occurs it is assumed to be negligible). The pilot is rigidly
fixed in a seat. The upper part of the body of the pilot is
assumed to be connected with the lower part of the body (which is
fixed in the seat) by an elastic-damping mechanism.
Physiologically, this connection is done by the spine of the
»ilot. An ejection process we model consists of the following:

ail acceleration aft), where t is time, is applied vertically to
the pilot’s seat during the time perind [O#)], a(8)=0 for t>1,. As
a result, the pilot and the seat are moving vertically during the

period [O¢] and afterwards their vertical motion is goveruec oy

the gravitational acceleration and the initial conditions at 7.

Their horizontal movement is governed by the initial velocity at
t=0 and the air-resistance force. The condition for the safe
ejection of the pilot is that by the time the pilot moves
horizontally to the position at which the tail of the aircraft
is, the height at which the pilot's seat is should exceed the
height h of the tail of the aircraft. The other condition we are
interested in, is the condition which will allow to choose
acceleration a(t) in such a way that the maximal deformation of
the pilot's spine is minimized. This second condition leads to
physiologically optimal conditions of the ejection process. In
section II the basic notations are introduced and the governing
equations are derived and solved. In section III the limiting
case of the very short-time acceleration pulse is discussed. In
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section IV the conditions for the safe ejection are obtained.
section V the maximal drift time of the pilot is calculated.
section VI the results are summarized.

There is an extensive literature of the subject [1-5].

II.

1.

Basic Equations and Their Solutions

Let us fix the notations:

m,

Mo

- Mass of the upper part of the pilot's body

- Mass of the lower part of the pilot's body and the

seat

x,(t) - Vertical coordinate of m,

x,(t) - Vertical coordinate of the pilot's seat

l

A(t): = x,(t)-x,{t) -} A(0)=0

t
af)

kc

shoulders of the pilot)

(say the coordinate of the

- The length of the pilot's spine at rest

- Time

- Vertical acceleration applied to the seat during the
time [0,to], a(t)=0 for t>to,

- Elastic and damping parameters of the pilot's spine

- -k -
- """;p 0] ml: ‘l
- cj+c}
= Po*hy
-8

2

1

= (wp-a))?

—g‘. Jj=01
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a(t) =20,

a(0)=0

In
In




fo} = (& —a':’)é

-

t - Time for safe ejection

¢ - Critical time

%o - Time after which the acceleration at) vanishes
b - The coefficient in the drift equation

A, - The threshold

2. Let us derive the basic equations for O0stst,. The equation of

motion of the seat for 0<i<t, is

Zy=a(t), x,(0)=2,(0) =0, 0<1<t, (1)
Therefore
xt)= _/o'(t—r)a(r)dr, 0<t<t, (2)
Xofty) = _4"(:,, ~t)a(t)ds: %y (3)
ggy)agmng?h(ﬂdrﬁaw (4)

The equation of motion of m; (the upper part of the pilot's
body) is
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T

mX, =-m,g ~c[2,(t) Xo(t)] klx,(t) -x,ft) 1] (5)

x,(0)<, %,(0)=0 (6)

The term -mg is the gravitational force, the term

*[x,(t) -x,{t) -I]= *kA(t) is the elastic force, the term

—<[%,(t) %f8)]= <A(t) is the damping force. For 4(f) the problem (5)-
(6) takes the form
A+p,A+alA=-a(1)-g A(0)=4(0)=0 (7)

This problem can be solved explicitly:

A)-- 8, BEP(-ai)[Qcos(Q) +a,sin(Dyt)]

a;+@] 0/} +aj}) (8)
- fewt-a tt- o N i, 00,
Note that 1
0,-¢ "'[Qcos(Q,1) +a,sin(Q1)] 9)

Igin( O _
Je " sin(,)dy e

Using (8) one calculates
= = o, ~85),
4,=A(ty) = '&;-/o'e 'sin( Q,y)dy
-4 ~84lto~%) -
I_/o"e sin[Q,(ty-t)]a(t)ds,

(10)

where the first integral in (10) is calculated in (9), and
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A(t)=-Be*h ~L fof_g et
4,=A(t) =~ H5in(0,t, 2 /0"{ s
sin[ Q,(t,-t)] +Q,e " cos[Q,(t,~)]ha( 5)d*

{11)

Let us derive the basic equations for t>t,. If #>f, then a{t)=0 and

the equations of motion are

2+ P, [3,(8) 2of)] +wifx (1) %of0) 3] =8 (12)
2o~ B2, (t) 2f1)] ~wifx (1) X ) U =8 (13)

Subtract (13) from (12) to get

A()+BA()+&2A()-0 (14)

A@t)=4,, 4(t)=4, (15)

where the initial values 4, and 4; are given in (10) and (11).

The solution to (14), (15)is
A(t)=e . A,,cos(ﬂr) H4, +§Ao)ﬂ§12] {16)
where

T 21,20 (17)

The function Xft) for #>f, can be found from equation (13). Let us

write the equation as
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2= +BA(8)+@lAK): A1) 121, (18)

where Aft)is given by the formula (16) for t20, so that the
function A in (18) is known explicitly. One also has (see
formulas (3), (4)) Xoftd) Xy and XHit)=%,;. Solving equation (18)

with the initial conditions (3), (4) one gets

xa(t)=xw+txo,+_/:(r—sm:)ds. T=¢-1,20 (19)

III. Pulse-type acceleration

Let us discuss the case <, that is, accelerations acts during

a very short time. Assume, in the limiting case, that

a(t)=a,8(t), where &(f)is the delta-type function, A'J(t)dtd

for any €>0, fd(t)dt=0 for any 0O<e<b, ag,=<onst>0. 1In this case to
[

to<l
, and formulas (3), (4) yield

X0 Xop =4 (20)

while formulas (10) and (11) yield
8,0, 4,0 (21)

Formulas (16) and (21) yield:

A()=ar !ﬂaﬁﬂ 744,20 (22)

Thus, since 0,
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140) /2 -'/‘—"’!5@/. 0, 10 (23)

It is clear from this analysis that for fp«l the function [4(f)/
time

is determined basically by the initial velocity X5 at the

t,. If Ost,st, ty<l, then [A(8)/ is monotonically growing on the

max [A(t) |
>0

interval Ostst,. Therefore is attained for >f,.

IV. Conditions for Safe Ediection
1. The first condition for the safe ejection is given by the
inequality

x{t)>h, O<t<t, (24)

where !, is the safe ejection time , and f, , the critical time,

is calculated in section V. This is the time in which the pilot
moves in the horizontal direction during the ejection process to
the tail of the aircraft. This drift of the pilot is due to the
air resistance. Clearly the condition (24) should be satisfied,

otherwise the tail of the aircraft might hit the pilot.

Consider two cases. We always assume %<Q. First, assume that

that 0<§5%. In this case condition (24) and formula (2) yield

/:’(t,-r)a(r)dvh (25)

Since @(r)20, the left-hand side of (25) is monotonically

increasing function of #,.

Let a(t)=Aw(f), where A = const and W) is the normalized
acceleration which is a continuous function satisfying the
following conditions:
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0sw(t)s1 (normalization condition) (26)

and
w(0) =0 (27)
Condition (26) means that
A = max a(t)
>0 (28)

Condition (25) is satisfied if and only if

A> 5 , 4%,

A"(t,-r)w(r)dr (29)

Let us discuss the following question: how does one find among
all WMt) satisfying restrictions (26) and (27) the one for which
A is minimal and the safe ejection condition (29) is satisfied?

What is A, the minimal A? To answer these questions let us

note that Ag, equals to

A'h= h(sup o‘(t"‘fo)_l (30)
w

Since W satisfies conditions (26) and (27) one has
2
sup [, -epwede= [, sKds = 31)
0 ] 0 ( ] 2 (
w

This supremum is not attained in the class of continuous
functions satisfying the restrictions (26), (27): the function

wt)=l does not belong to this class. However, the function:
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(¢
T. ogg-

wo(t)= {1 t stst, ] (32)

1 /
"7’ E"-g g‘

| In

Where ¢, and t] are small numbers, 0<t,_, t./St,/Z allows one to

2
approach the supremum _t,_ as close as one wishes by choosing [,

2

and t,: sufficiently small. 1Indeed, a simple calculation (which

is left to the reader) shows that in the case t_=t: one has

2
L, 4
L= o'(f,"f)w,,(f)dl'——‘; T +7- (33)

»

4
Therefore I_-h; if t,~0,as claimed. The minimal value Ay is

given by the formula

2k
A

A= (34)

Let us give for comparison the values of A for the following

functions:

t,
w(t)ain—?—' and W(t)=w_(t) for t.#,/,=3-'. For the first function
s 93
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nh

w=sin£, a simple calculation yields A=—;-. For the second

L, t,

_ 3k

function, which is a triangular pulse, one has ==
tl

One can see that the gain in choosing optimal 4 is about 50%.
2. If one wishes to find among all continuous functions a(t),

satisfying the conditions at)20, a{0)=0, the one for which

A(t) =
;:a:/ @) [= inf (35)

One can use the results in section II to solve this optimization
problem numerically. Namely, the function A4(f) is calculated
analytically by formulas (8) and (16) for all 0. Therefore,

given a finite set of functions @(f) one can calculate the graphs

of the corresponding functions A4(f), find t>0/4(t)/ and choose a(t)

for which this guantity is minimal.
Analytical solution of the minimization problem (35) does not

seem to be feasible.

3. If t,>t,,, then the basic condition (24) and formula (19) lead

to the following condition for the safe ejection:
XKoo et (5, RAh 5= 1,4, (36)

In (36) the constants Xgpn and X, and the function ﬂt’)are

analytically calculated by formulas (3), (4) and (18), given aft).
If a(t)=Aw(t) and W(t) satisfies conditions (26) and (27) then

condition (36) is satisfied if
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A>4A_, (37)

where A, is calculated by the following method. Let us rewrite

(36) as
s A (38)
Kot vkt [ (5~ (FHT>g = +h
(] 2
where (cf(18))
£0:= )8 (39)
Note that Xy, X5 and f; (but not f) are linear functions of aff).
Therefore
g%
A': +h (40)
= (- *h/B

where B is, by definition, the left-hand side of (38) calculated
for a(t)= w(t) (that is, for the normalized acceleration). Note

that for > the threshold 4, is not proportional to h (in

contrast with the case g<%).

V. calculati ¢ he Critical Ti

In this section the critical time !, is calculated. Assume that

the motion of the pilot in the horizontal direction is governed
by the eguation

v= -3 W0)=V (41)

where v is the aircraft velocity, 8>»0 is the coefficient
proportional to the area of the projection of the pilot onto the

plane perpendicular to the direction of the horizontal velocity
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v, the velocity of the drift of the pilot. Problem (41) is easy

to solve analytically

Let us calculate the critical time as the time needed for the

pilot to travel the length L relative to the aircraft. It was
explained in the introduction that the inequality §<¢ is

necessary for the pilot to clear the tail of the aircraft in the
course of the ejection. The relative velocity of the pilot in

the coordinate system fixed at the aircraft is

bV (43)

V= -
v 1oVt

Therefore the critical time ¢, can be found from the equation

bV2ds 1
L=/" =V, In(1+b (44)
/; 1+bt  ° bV vl

Define the time needed for the aircraft to travel distance L
L
| 4

Then f, is the positive root of the equation

T=t - ;I;,WMWJ (46)

This equation can be easily solved numerically by the Newton

method. Denote
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bVe Z, bVT=Z, (47)

¥(2): <Z-in(1+2) -Z,~0 (48)

One can easily check that the unique positive root of the

equation (48) lies on the interval (Zp 2Z;), and that the function ¥(z)

is monotonically growing and convex ('”509 on this interval.

Therefore the unique root of the equation (48) can be found by
the Newton method

Z+1-zn- ¥, 7 27
g lim Z, (50)
R~w

The scheme (49) can be written as

2,,2,-12)1- 202} 7,02, (51)

l
The iterative process (51) converges rapidly and allows one to
calculate Z by formula (50). If Z is found then t. is easy to

calculate

(4

4
by

VI. Summaxry of the Results
Given a{t) one calculates Xyft) and 4(t) by formulas (2), (8), (15)

and (19) and checks the conditions (25) or (36) for the safe
ejection.
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If a(t)=A w(t) and W) is the normalized acceleration, then the
safe ejection is achieved for minimal amplitude A of
acceleration if A is chosen from the conditions (29) or (37).

If {2, then A_. is given by formula (34). A numerical procedure

is suggested for finding aftf) which solves optimization problem

(35). The critical time ¢ is calculated by formula (52). The

safe ejection time § has to be less than .
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Abstract

The oxidative redox capacity was determined for size-fractionated soil sediment samples by the method of
spectroelectrochemical coulometric titration. This method involves the measurement of absorbance of sediment
particle slurries at the wavelength absorption maxima of the optically detectable mediator-titrant (reporter) molecules
resorufin and methyl viologen as a function of the charge passed in a constant-potential coulometric titration.
Titrations were carried out on diluted samples of gravitationally sedimented particle fractions containing particles
smaller than 2 micrometers average diameter. The traction containing particles of size < 2 micrometers was 0.115
% by weight of the initial sample slurry, which was 4.3 % solids by weight. The total organic content of the <
2 micromenter solids was 3.5 % organic carbon by weight. Titration was carried out at a diluted sediment particle
concentration of 0.0128 % by weight. Resorufin was reduced first, followed by an irreversibly reducible sediment
component which was consistently observed to titrate between resorufin and methyl viologen, and finally methyl
viologen. The reducible component, which was absent from titration blanks, was not reoxidized when the methyl
viologen and resorufin were electrochemically reoxidized. The sediment fraction studied had an oxidative redox
capacity of 15 + 2.5 millicoulombs, corresponding to 0.65 milliequivalents per gram of sediment. The
heterogeneity of the original sample was evidenced by the observation that the whole sediment slurry became
reducing, whereas the fractionated < 2 micrometer particle slurry remained oxidizing.
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DETERMINATION OF THE REDOX
CAPACITY OF SOIL SEDIMENT BY
SPECTROELECTROCHEMICAL COULOMETRIC TITRATION
James L. Anderson

Tashia V. Sullins

Introduction

The redox capacity of a sediment is a measure of the number of electron equivalents which it may
donate or accept to reduce or oxidize a substance. This has become a topic of interest recently because
of the large number of groundwater and aquifer sites which have been contaminated by pollutants. There
is a growing need to clean up and prevent further contamination in such sites. The redox capacity is
considered because of the possibility of biological or chemical degradation of pollutants by the sediment(1).
Barcelona and Holm claim that "oxidation-reduction processes were mediated by natural microbial
populations that catalyze electron-transter reactions®(1). While both biological and chemical processes
appear to be involved in sediment redox processes, evidence suggests that many of these processes are
catalytic. Relatively large concentrations of electron donors and acceptors may be present, but their
reactions with the pollutant species are sluggish relative to the catalytically active species. In this manner,
the catalytic species can be recycled between reduced and oxidized states many times, until the supply of
electron donors or acceptors is exhausted. The extent of possible cleanup or other transformation of the
pollutant is limited by the overall redox capacity, which determines how many times the catalytic species
can be turned over. If the sediment is capable of naturally degrading the pollutant, the following questions
then arise. 1) Is it a biological or chemical process? 2) If it is biological, what organisms are involved?
3) Is the sediment a reducing or oxidizing agent? and 4) How much can it reduce or oxidize? Of course
all of these questions cannot be answered by one experiment, but by studying the redox capacity, the last
two questions can be answered, and give a good indication of the course to take to answer the others. We

present here the results of a study of the oxidative redox capacity of a size-fractionated sediment sample.

Methodology

The method of determining the redox capacity in this study was by spectroelectrochemical
coulometric titration. This method is an attractive one because low micromolar concentrations of spectrally
visible and invisible species can be studied, and reliable quantitative data can be obtained(2). In a
conventional chemical titration, acids or bases are used as the titrant. In an electrochemical titration,

electrons (measured by the charge passed) are used as the titrant. In this experiment, charge was added
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in fixed increments at a specific applied potential for both reduction and oxidation steps. The reduction
potential was -0.700V vs. a Ag/AgCl/1M KCl reference electrode with SnO, as the working electrode, and
the oxidation potential was +1.25V with Pt wire as the working electrode. Charge increments ranged
from 0.25 millicoulombs to 5 millicoulombs.

The progress of the titration was monitored spectrophotometrically after each addition of charge.
Two mediator titrants were used to help monitor the progress of the titration. Resorufin (concentration
10 micromolar) was used primarily as a reporter molecule, and methyl viologen (concentration 0.5
millimolar) was also used as a primary titrant to drive the reaction. The solutions of resorufin and methyl
viologen were prepared in Milli-Q deionized water and a pH 7 buffer solution of KH,PO, and Na,HPO,
(ionic strength 0.1). The buffer also served as an electrolyte, and a pH of 7 was chosen to maintain a
peutral solution. Both of these titrants exhibit different colors in their oxidized and reduced states.
Resorufin is pink in the oxidized state and colorless in the reduced state, while methyl viologen is coloriess
in the oxidized state and a deep blue in the reduced state. Because both of these mediators can be
spectrally detected, the absorbances of these substances can be studied during the titration. Resorufin
exhibits an absorbance peak at 572 nm, and methyl viologen exhibits two major absorbance peaks at 396
and 600 nm. The titrations began with both species in the oxidized state. The negative applied potential
of -0.700V was applied, and the reduction phase of the titration was begun. Once the reduction was
complete (when the absorbance peak of resorufin is extinguished, and the peaks for the viologen appear),
the applied potential was changed to + (.25 V and the oxidation begun. Oxidation was complete when the
viologen peaks were extinguished and the resorufin peak appeared and was restored to its initial amplitude.

Examples of spectra obtained during these titrations can be seen in Figures | and 2. Figure 1 represents
the reduction step and Fig. 2 represents the oxidation step. "Blank" titrations involving only the resorufin
and viologen (no sediment) were performed in order to determine the charge taken up by the resorufin and
viologen, and to ccrupere the titrations with and without sediment. The treatment of the sediment before
the titration is explaiicd in the following paragraph.

The sediment was collected from the Beaver Dam site in Athens, GA. The samples were collected
in Mason jars, wet-sieved in air with the surface pond water by a 1 mm mesh brass sieve to remove large
debris particles, and stored in sealed Mason jars. The sample to be studied was placed in an anaerobic
glove box under N,, CO,, H, atmosphere where it was then fractionated by gravitational sedimentation
to allow for the collection of particles smaller than 2 micrometers in diameter. The fractionation method
was adopted from "Methods of Soil Analysis” according to the equation t =18 n h / [g (p, p;)x?) where
t = time, = viscosity (poise, g cm’ s'), h = height (cm), g =980 cm/s?(acceleration due to gravity),
p,=2.6 glem?®, p, =1.0 g/cm’® (density of sediment particles and the aqueous medium), x = effective

184




particle diameter of the largest particle to clear (3,4). The settling time t was the variable solved in the
equation in order to determine how long the sediment should settle to retain only particles of size <2
micrometer in the top 10 cm of the jar. This time was determined to be 8.73 hr.

Sample containers were kept closed except during transfer. After the fractionation, samples were
collected from the top 10 cm of the jar by siphoning and placed into three smaller jars which were
crimped with a butyl rubber stopper and an aluminum cap. Samples were stored in the glove box until
ready for use. Final solution preparation was also carried out in the glovebox. For the titration, sediment
samples from these smaller jars were diluted with Milli-Q water in a 1:9 sediment to water ratio. This
ratio was chosen due to the extensive light scattering of the sediment particles. The diluted sediment was
mixed in a 1:1 ratio with the resorufin and methyl viologen solution described earlier, transferred
anaerobically to a degassing bulb and the cell on a nitrogen/vacuum train outside the glove box, degassed,
and titrated.

The total organic carbon (TOC) content of < 2 micrometer sediment slurries was determined
using a Shimadzu TOC-5000 Analyzer and ASI-5000 Autosampler. A TOC calibration curve was
obtained with KHP standards before the sediment samples were determined. Samples included with three
< 2 micrometer fractionated sediment samples were a Milli-Q water sample and a known 50 ppm total
carbon sample of KHP. The water sample showed a total organic carbon value of O ppm, the 50 ppm
KHP sample showed a total carbon value of 54.86 ppm, and the three sediment samples showed values of
44.73 ppm, 42.77 ppm, and 42.49 ppm (average value of 43.33 +/- 1.2 ppm ) for the sediment samples
corresponding to 3.5% of organic content referred to dry sediment weight.

The weight percent of solids was found to be 4.3% for the initial sediment slurry, and 0.115%
for the fraction with particle size < 2 micrometers. These values were determined by measuring the
mass of a 5 mL aliquot of undiluted sediment, placed in a previously weighed container, before and after
overnight drying in an oven at 100 °C.

Samples were thoroughly degassed before the titration(to eliminate O;) and to keep the solution
as anaerobic as possible. This procedure will be explained in explicit detail in the apparatus section,

because the procedure involves an explanation of the apparatus first.

Apparatus
The most important piece of apparatus is the vessel in which the titration takes place: the electrochemical

cell. A diagram of the cell is shown as Figure 3(2). The main body and the electrodes are composed of

Pyrex glass. The Pyrex valve at the top of the cell allows for filling and for closure after the cell has been
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filled with solution. The main chamber of the cell excluding the liquid in the sidearms, and at the tip of
the valve holds 1.864 + 0.0016 mL of solution. The reference electrode holds 0.2712 + 0.0003 ml.,
and the auxiliary electrode holds 0.4547 + 0.0017 mL of solution. The magnetic stirrer is a ca. 7 mm
long piece of steel paper clip encased in Pyrex glass and flame-sealed under vacuum. The Pt
potentiometric electrode is fused inside the cell in order to serve as a potentiometric or working electrode;
this electrode was used as the working electrode for the oxidation steps of the titration. The sidearms that
house the electrodes are also composed of Pyrex and incorporate porous frits that connect to the main body
of the cell. The working electrode for the reduction steps is a 2.5 cm square piece of SnQ, glass that has
been epoxied to the bottom of the main chamber of the cell with Devcon 2-Ton clear epoxy. The working
electrode is also used to aligu the cell in a positioning recess in the optical train of the spectrophotometer.
The reference and auxiliary electrodes are both made of Pyrex glass and join to the sidearms of the cell
by ground-glass fittings(size 10/30). The electrodes are filled with 1M KCI solution and a Ag wire
anodized in 6 M HCI to form a AgCl coating is inserted through a septum cap at the top of each electrode
compartment to make the Ag/AgCl electrode. Solution contact is made via porous Vycor frits epoxy-sealed
into the ends of the 10/30 joints. Light was passed through the main chamber of the cell to determine the
absorbance values. Because the cell is composed of Pyrex, light is detected mostly in the visible region
of the spectrum.

A schematic of the overall apparatus is shown as Figure 4. The electrochemical cell previously
described was placed in the spectrophotometer on top of a water driven magnetic stirrer and a plexiglass
platform that was designed to clamp the working electrode of the cell into place in order for the light beam
to pass through the main body of the cell. The water was circulated through a constant-temperature bath
to help thermostat the cell. A momentary contact switch connected a high-impedance digital voltmeter to
the cell when the potentials of the working and potentiometric electrodes were periodically measured during
the course of the titration. The spectrophotometer was a Perkin-Elmer Lambda Array 3840 UV/VIS
spectrophotometer and was interfaced to a Perkin-Elmer 7000 Series computer. Spectral data were
converted to ASCII format and transferred to a Sun Sparcstation for data manipulation using MATLAB
software. The cell was also attached to a BAS-CVIB potentiostat which was responsible for applying the
potentials during the oxidation and reduction steps. In order to determine the charge applied in each step,
an absolute value amplifier converted the potentiostat current output to a positive value and fed it to a
voltage to frequency converter . This conversion device was constructed in the laboratory of the
investigators (2). In order to count the frequency pulses, the converter was connected to an events counter
which allowed the frequency to be converted to counts of charge in millicoulombs with a conversion
factor of 100,000 couats per millicoulomb (Data Precision Model 5740).

18-6




The degassing procedure 1s described in the following paragraph. The electrochemical cell was
attached by a ground glass fitting to a cell adapter which was then attached to the degassing assembly. The
degassing assembly consisted of a Ridox catalyst, a nitrogen gas line, a2 water-filled bubbler to saturate the
gas with water, and a vacuum line trapped with liquid nitrogen. The cell could be either pressunized with
nitrogen or evacuated via a two-way valve on the degassing assembly. An O, trap was placed on the
copper-tubing gas line between the nitrogen cylinder and the degassing assembly as an extra precaution
against leakage. All pieces of the degassing assembly were joined by ground glass fittings greased with
Apiezon N. The two-way valve was connected to a vacuum system which consisted of a liquid nitrogen
trap, a vacuum flask, and a mechanical vacuum pump. These were connected by butyl rubber tubing.
Liquid nitrogen was placed in the trap and the valves and pump tumed on. The two-way valve was
switched to evacuate the solution degassing bulb/cell adapter and the cell for at least 15 min. The cell was
then purged altemnately with N, and the vacuum again for five cycles of 1-2 min. per cycle. The cell was
then left under N, , purged for 2 min. and the cell stopcock closed off. The degassing bulb was placed
on vacuum for 2 min. and closed off as well. A previously prepared solution of 1M KCl was degassed
for 15 min. by passing N, from the degassing assembly through a ground glass adapter made for that
purpose. Both the reference and auxiliary electrodes were degassed via a needle inserted through the
septum cap while attached to the cell using this same adapter. They were evacuated and filled with
nitrogen alternately for 2 min. for 5 cycles. After the electrodes had been degassed, they were filled with
the KCI solution by a 1 mL microliter syringe. If a bubble appeared in the electrode, the electrode was
emptied by the vacuum side and taken again through the procedure just described. Once the electrodes
were filled, the solution to be studied was introduced into the degassing bulb. The amount of solution
placed in the degassing bulb was 5.46 mL(half being diluted sediment, the other half being the
resorufin/viologen solution). Because the degassing bulb had been placed on vacuum before closing it off,
it was possible to place the solution in the side arm of the degassing bulb, and open the valve in air to
transfer the solution into the bulb. The valve on the degassing bulb was then closed and connected once
again to the two-way valve and the cell. A magnetic stirrer placed beneath the degassing bulb activated
& magnetic stirrer in the latter’s solution chamber to facilitate degassing. The two-way valve of the
degassing assembly was then placed on vacuum for 10 min. and the solution was degassed before putting
it into the cell. To put the solution into the cell, the valve between the degassing bulb and the cell was
opened and the stirrer removed from beneath the bulb. The cell and degassing bulb were tilted downward
and the cell was filled by purging both units with N.. To minimize bubble formation, the vacuum was
applied for § sec. and the apparatus purged with N, again. This procedure was continued until no bubbles

were visible inside the cell.
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Results/Discussion

After the titrations were performed, plots were constructed using the absorbance data for peaks
at 572 nm and 396 nm versus the total charge needed for the completion of the titration. Examples of these
plots are shown as Figs. 5-8. The plot of the absorbance at 572 nm versus the total charge represents the
titration of the resorufin while the plot of absorbance at 396 nm represents the titration of the methyl
viologen. Figure S represents the reduction of a "blank” (no sediment). The applied potential was -0.700V
and the working electrode was SnO,. This plot shows that the blank took up 13.5 millicoulombs of charge
before the absorbance of resorufin was extinguished. A significant fraction of this charge appears to be
due to residual oxygen. This plot also shows that once the resorufin was reduced, the viologen began to
reduce with no significant break in between the two. Figure 6 represents the oxidation of the same "blank®
solution. Here, the Pt wire was used as the working electrode with an applied potential of +1.25V. This
plot shows that it took approximately 1.75 millicoulombs to oxidize the methyl viologen, but once the
viologen was oxidized, the absorbance for resorufin began increasing. Figures 7 and 8 represent the
titration of the sediment and the mediators. Fig. 7 represents the reduction step and Fig. 8 represents the
oxidation step. The reduction plot of the sediment looks very different from the reduction plot of the
blank. This suggests that something in the sediment is being reduced. In the reduction of the sediment,
approximately 15 millicoulombs is taken up in the beginning of the titration. This can be explained by
residual O, which most likely occurred as a result of insufficient degassing. A similar quantity of charge
was observed for the blank. It can also be seen, however, that the charge consumed during reduction of
resorufin is increased relative to the blank, and 15 millicoulombs is taken up between the reduction of
resorufin and the reduction of methyl viologen. This significant charge uptake between titration of
resorufin and methyl viologen is attributable to a component of the sediment, since this region is absent
from a blank titration plot. Based on the relatively sharp transitions of the plots at the end of the titration
of resorufin {E* = - 40mV vs. normal hydrogen electrode (NHE) at pH 7], and the beginning of the
titration of methyl viologen ( E* = - 446 mV vs. NHE ), it appears that the nominal reduction potential
of the titrable sediment component lies approximately midway between these values. The oxidation of the
sediment looks much like the oxidation of the "blank”. Two millicoulombs were used to oxidize the
viologen, and at that point, the peak for resorufin began to appear. This implies that the component in the
sediment that was reduced was irreversibly reduced. To reinforce this idea, a second reduction was
performed on the sample after the oxidation. This reduction step proved to look just like the reduction step
for the "blank”. Therefore, whatever component was reduced in the sediment was reduced only once and

did not oxidize or rereduce. Figures 9-13 are three-dimensional representations of the data of Figs. 5-8.
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The three dimensional plots were constructed to see the relationship between the three vanables used for
the titrations (absorbance, wavelength (nm),and charge (mcoul)). In Fig. 9 (reduction of the blank), the
peak at 572 nm is reduced with the addition of charge. Once this peak is completely reduced, the peaks
at 396 and 600 nm begin to appear representing the viologen. In comparison, Fig. 11 (reduction of the
sediment) looks different because there is a space of about 15 millicoulombs between the reduction of the
resorufin and the appearance of the viologen. Figures 10,12, and 13, corresponding to oxidation of the
blank, oxidation of the sediment, and rereduction of the sediment respectively, exhibit behavior analogous
to the blank of the reduction. This implies that very little or no charge was taken up by the sediment
during the oxidation or rereduction process.

A preliminary examination of the heterogeneity of the sample was carried out in an anaerobic
glove box by adding an aliquot of the resorufin/methyl viologen/pH7 phosphate butfer medium to an
aliquot of the original sediment slurry after storage for several weeks following removal of the < 2
micrometer particle fraction. The volumetric proportions were comparable to those previously used for
the < 2 micrometer fraction. The resorufin was rapidly decolorized in the whole sediment fraction,
whereas the resorufin retained its pink color when added under identical conditions to the < 2 micrometer
fraction. Numerous factors may contribute to this observation. First, the total content of solids of the
whole sediment was much greater than the solids content of the < 2 micrometer fraction. However, it
is possible that the active species in the sediment may preferentially accumulate in particles of certain size.

Further studies are being initiated to assess the origin of this particle size-based differentiation.

Conclusions

In the studies of the redox capacity of the < 2 micrometer particle size fraction of Beaver Dam
sediment by spectroelectrochemical titration, it was determined that the sediment had an oxidative redox
capacity of 15 + 2.5 millicoulombs for a sample that was 0.118 % solids by weight in the sample diluted
to final concentration in a titration volume of 1.864 mL. It was not a reversible process because the
component could not be oxidized or rereduced. Barcelona and Holm reported in their study that oxidative
capacities averaged on the order of 0.3 to 0.4 mequiv/g of solids(1). The results in this report indicate
an oxidative redox capacity of the < 2 micrometer particle sediment to be 0.65 mequiv/g of solids. The
differences in these two numbers possibly arise from different types of sediment studied. Barcelona and
Holm worked with aquifer material which was very low in organic carbon content (ca. 0.1 % by weight),
while this study was done on pond material with a higher organic carbon content (ca. 3.5% by weight).

This relatively high value of 0.65 mequiv/g indicates a considerable capacity of sediment material to drive
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oxidative reactions. Although much work remnains, the spectroelectrochemical titration method has been
demonstrated to be a viable one for the determination of the redox capacity.  The approach should be
useful in evaluating the feasibility of possible remediation processes. The method studied in this project
can give an idea of the quantity of pollutant that can potentially be transformed by redox processes in the

sediment, as well as the potential range in which such processes may be expected to occur.
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(UROCHORDATA: ASCIDACEA: STOLIDIFERA) IN ST. ANDREW SOUND, FLORIDA
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Ab t

Stolidiferan sea squirts, Styela plicata and Molgula occidentalis
collected in the eastern arm of St. Andrew Sound, northern Gulf of Mexico, had
filtration rates of about 69 L d!/animal in phytoplankton concentrations of 4-
9 X 10° cells L'. Filtration rates and efficiencies were calculated by
measures of water clarity changes over time using time-lapse photography and
the presence/absence of bioluminescence in experimental v. control aquaria.
Fluorescein and rhodamine B dye observations confirmed filtering activity.
Microscopic examination of tunicate-filtered water for the presence of living
phytoplankton cells and sediments confirmed that filtration was efficient, and
that increased water clarity in experimental aquaria over time was not
attributable to the settlement of suspended sediments.

The number of S. plicata and M. occidentalis in the sampling area was
estimated to be 0.7 individuals m?, with a total population of about 846,000
of each species. Given obviously unrealistic assumptions of uniform
phytoplankton distributions and availability; uniform distributions of
tunicates; stable and continuous feeding rates and efficiencies; and
invariable environmental conditions, the 2 X 10° m’ (2 X 10° L) of water in the
sampling area could be cleared by the two species in about 17 4. In spite of
probable order-of-magnitude errors in estimates, the two species of sea
squirts clearly play an important trophodynamic role in the ecology of St.
Andrew Sound, and likely do so in other favorable, high salinity coastal
ecosystems.

High and efficient filtering rates coupled with the known ability of
ascidians to assimilate heavy metals (up to 10’ above ambient concentrations),
strongly suggests that sea squirts may be usefully employed as biological
indicators/ monitors in anthropogenically impacted marine ecosystems.
Ascidians may also provide a low-cost alternative to microbiologically-
mediated environmental bioremediation. Certain species may be harvested for
the extraction of strategic metals.

The major, possibly only significant predator of S. plicata in St.
Andrew Sound is the Florida crowned conch, Melongena corona, which also feeds
upon the tunicate’'s possibly mutualistic mussel symbiont, Musculus lateralis.
The relationship between sea squirt and mussel may be reciprocally beneficial
in terms of facilitating the disruption of an animal-water interface boundary
layer, which in non-turbulent conditions may impede the acquisition of food
and oxygen to the species pair.
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Styela plicata AND Molqula occidentalis
(UROCHORDATA: ASCIDACEA: STOLIDIFERA) IN ST. ANDREW SOUND, FLORIDA

Sneed B. Collard

INTRODUCTION

Ascidiacean tunicates are sessile, suspension/filter-feeding
planktivores usually referred to as "sea squirts“. As a group, the ascidians
are cosmopolitan, opportunistic colonizers of subtidal marine communities
containing hard substrata. They are found, for example, on rocks, shell hash,
compacted sands, and on the bodies of sessile plants and animals (e.g.,
seagrasses, mangroves, corals, oysters, other ascidians), and on some motile
species such as scallops and non-burrowing gastropods. Sea squirts may
dominate fouling communities on wood, plastic, teflon, glass and other
artificial substrata, such as the hulls of ships. The planktonic larvae of
some ascidians respond to specific environmental and/or chemical cues before
settlement on favorable substrata, while others appear to be opportunistic,
settling on a wide variety of substrate types. Many of the 2000 or so known
species of ascidians form encrusting colonies of hundreds or thousands of
small zooids. In contrast, the large and speciose order Stolidifera contains
non-colonial (simple, as opposed to compound) species which develop as
solitary individuals.

A rich literature exists on the structure and physiology of ascidians
(e.g., Berrill, 1950; Goodbody, 1974; authors cited in Morris et al., 1990).
In addition to the many unique features of adult sea squirts, their tadpole-
like larvae exhibit important characteristics of chordates with which
tunicates are phylogenetically allied. The recent development of a host of
sophisticated biochemical and immunological tools and techniques has
stimulated a resurgence of interest in the group. Current research on the
tunichromes; on tunicin; and on and the mechanisms by which ascidians and
their pelagic thaliacean and larvacean relatives accumulate and sequester
heavy metals, for example, should add significantly to our understanding of

the group (Michael and Pattenden, 1993).
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While information on the molecular-cellular biology of tunicates
continues to accumulate rapidly, knowledge of the functional, community-level
ecology of the group has not kept pace. The primary objective of the present
work was to gain additional knowledge about the ecological roles and functions
of wild populations of Styela plicata and Molgula occidentalis in St. Andrew
Sound, an undescribed, nearly pristine marine lagoon located in the central
panhandle of Florida. Space and formatting limitations permit no more than a
brief and incomplete discussion of new information obtained on these species,
and preclude the inclusion of a literature review. Observations on ascidian
inquilines, successional seres and community structure; phytoplankton species,
seagrass meadow ecoclogy, speculation that the Sound may be copper, zinc, iron
and lead-enriched, significant physicochemical and biological changes in the
Sound from 1992-1993, and other information will be reported elsewhere.

Study area -

St. Andrew Sound is a shallow, microtidal, marine lagoon about 14.5 km
long and 0.2-2.0 km wide lying between Tyndall AFB to the north and Crooked
Island to the south (Collard, 1992). The Sound communicates with the Gulf of
Mexico through "Hurricane Pass", a blowout near the center of Crooked Island
created by the passage of Hurricane Eloise in 1975 (Figs. 1, 2)'.

St. Andrew Sound (characterized by Collard, 1992) is a seagrasa-based
ecosystem used as a foraging area for juvenile and adult green, loggerhead and

Kemp's ridley sea turtles. The seagrass meadows support a diverse juvenile and

! Erosional longshore drift to the west and a winter storm in 1993 increased

the width of the pass from about 0.4 km in summer 1992, to 0.8 km in summer
1993, and decreased its depth from about 3-6 m (across its width) in 1992, to
2-3 m across a <50 m-wide, unstable channel in 1993. It is possible that
continued shoaling may impound and transform St. Andrew Sound into a

hypersaline, eutrophicated lake.
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adult ichthyofauna (Collard, 1992; Reisinger, 1993), as well as shrimp, blue
crabs, scallops and other important fisheries species. Large numbers of Styela

plicata and Molgula occidentalis live on seagrasses and unvegetated

sediments -- in single-species clumps (pseudocolonies) of adherent, but
physiologically independent (?) individuals, or in mixed-species clumps of
various sizes. The tests (tunics) of both species provide habitats for a

variety of epibionts and inquilines, including other ascidians.

Figure 1: Location of St. Andrew Sound
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Figure 2: Photograph of the sampling area in St. Andrew Sound

Figure 3: Underwater view of Styela plicata on pier piling




MATERIALS, RESULTS AND DISCUSSION

Calculations of some dimensions and quantities were based on scant
information (i.e., tidal prism, volume, surface area and bkathymetry of the
Sound), and estimates were made with unknown, but assumed errors of as much as
+ 25% in some cases. Phytoplankton cell counts and the filtration rates of

Styvela plicata are reliable within the limits of natural variation (e.g.,

differences in the size and physiological condition of individuals and clumps,
water temperature, time of day, etc.). The filtration rate of Molgula

occidentalis was usually observed to be greater than that of S. plicata, but

fewer measurements/observations were made, and the number reported is a
conservative estimate. For purposes of the present work, the magnitude of
probable error is considered acceptablc.

Dimensions and calculations -~

Using charts (Fig. 1), aerial photographs (Fig. 2), and known distances
between permane.t land features (radio towers, roads, etc.) the sampling area
(Davis Beach to the western end of Raffield Peninsula) was calculated to be
5.1 km long and 0.138-0.740 km (average 0.46 km) wide, with an average
submerged surface area of 2.3 X 10° m® (2.3 km‘).

The tidal prism was estimated using water marks and the vertical
zonation of barnacles, oysters and tunicates on pier pilings. The vertical
distance between the upper live barnacle horizon and the lowest zone of live,
adult oysters (50 cm) was used as the average width of the intertidal zone,
and the vertical distance between the uppermost zone of live barnacles and sea
squirts (80 cm) was considered to approximate the maximum (non-storm) tidal
range.

The bathymetry of St. Andrew Sound has not been charted. Average water
depth in the sampling area was estimated from several hundred measurements
taken with meter sticks, stadia rods and sounding leads on transects across
the Sound during June-August 1992 and June-August 1993. Water depths ranged
from 0.2-5.0 m, but most measurements (with respect to a tidal range of 0.8 m)

indicated depths of 0.5-1.0 m. Using an average of these most commonly
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measured depths, the sampling area was estimated to have a mean water depth of
about 0.75 m. Given a mean depth of 0.75 m and an average tidal range of 0.8
m, a subtidal area of 1.2 X 10° m* was estimated to be the total area available
for tunicate colonization. Based on these estimates, the average (zero-tide)
volume of water in the sampling area was calculated to be about 2 X 10° m® (2 X
10°L).

Phytoplankton collections -

Phytoplankton collections were made throughout the sampling period (mid-
June to late August 1993) from near the surface with a 5 gal bucket, and from
the water column (oblique tows from the surface to near the bottom in 1-3 m
water) with a 0.1 m, 63 nm mesh phytoplankton net. Live and preserved samples
were sent to K. Steidinger (FDEP Marine Research Laboratory) for
identification. Cell counts were made at 400X magnification with a Nikon
microscope using a hemacytometer, Sedgwick-Rafter cells, and a "micro-
aquarium" method suggested by Steidinger (pers. comm.). In the latter method,
a 22 cm® #1 glass coverslip was "tacked" with stopcock grease to a microscope
slide, and a measured volume (1-3 ml) of bucket-collected water containing
phytoplankton was pipetted into the resulting chamber. Cell counts using this
method were consistent in replicate sub-sample comparisons. The number of
cells L' ranged from 4.41 X 10° on 17 August (4:1 dinoflagellates) to 7.28 X
10° on 22 July (3:2 diatoms:dinoflagellates) (Collard and Steidinger, in
prep.).

Tunicate collections -

Most observations and collections of tunicates were made in the eastern
portion of the Sound: from a small islet west of Davis Beach, to the western
end of Raffield Peninsula. Wild Goose Lagoon (Fig. 2) was not adequately
sampled. S. plicata collected from boathouse pilings (Fig. 3) were used in
some filtration rate experiments, and for heavy metals analyses (Collard,
Cornette and Kirshharr, in prep.). Collections were made from a 16-ft boat
using a 10-ft otter trawl with a 1% in stretch-mesh net (no codend liner), and

by hand, using snorkeling gear. Very turbid water (secchi depths <0.6 m)

19-8




coupled with observations of large alligators and numerous reports of sharks
in the sampling area discouraged extensive in-the-water collections. One
*large” shark was seen at the boathouse by the author at 0700 on 24 July 1993
while retrieving an artificial substrate for inspection.

Twenty-one timed otter trawl tows were taken at irregular intervals in
July and August to estimate tunicate catch per unit effort. Permanent land
features were used to estimate the total distance trawled per unit time. Tows
were made in representative vegetated and unvegetated, shallow- and deep-water

regions throughout the sampling area. S.

plicata and M. occidentalis from each
tow were counted, as was the species composition and number of individuals
occurring in clumps. The number of S. plicata (the target species) was
calculated to be 0.7 individuals m™2, with a total population of about 846,000
in the sampling area. M. gccidentalis (not targeted) was undersampled, and its
distribution was patchier than that of S. plicata (0-59 m?, in 36 m’ transect-
plot collections; 0->100 m? in trawl collections; see Fig. 4). The habitat in
which M. occidentalis were most numerous (partially buried in, and loosely
attached to fine sediments in shallow water) was inefficiently sampled with
the otter trawl. These factors precluded an acceptably accurate (+ 25%)

estimate of the total number of M. occidentalis in the sampling area. Several

hundred hours of in-the-water observaticns suggested, however, that M.
occidentalis is at least as abundant as S. plicata in the sampling area except
on above-bottom substrata (pier pilings, PVC posts, crab traps) where M.
occidentalis was rarely found. While the two species often co-occurred, S.
plicata was not found in shallow muddy substrates or in Halodule wrightii

meadows.

Figure 4: Molgula occidentalis from an otter trawl collection




Figure 5: Boathouse laboratory
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Boathouse laboratory and aquaria -

S. plicata and M. occidentalis were placed in aquaria located in the

boathouse immediately after collection (Fig. 5). To determine the influence of
crowding on filtering rates/efficiencies, from 1-72 test animals were placed
in agquaria which, when filled to the level most often used, contained the
following volumes of water: 0.7, 1.4, 18, 23, 43, 65, 69, 79, 150, 430 and
6,051 L. With the exception of a 65 L plastic tub, aquaria from 0.7-79 L were
made of glass. Larger aquaria were plastic wading pools. Aquaria were filled
with ambient sea water collected from the boathouse docks by hand with clean S
gal buckets. None of the aquaria were equipped with filters or circulation
pumps. An air stone was occasionally used when it was necessary to hold a
large number of tunicates in a too-small aquarium for short periods of time.
Water pumps were initially employed to reduce the labor involved in changing
water in aquaria (usually from 900-2,000 gal or more per day). Pumped water
resulted in mass mortalities when large (> 400 L) aquaria were used, or when
only one or two tunicates were held in aquaria smaller than 23 L. With the
types of pumps used, water was forced to pass through impeller blades, and/or
was heated by the pump’s motor, killing most of the plankton. It was concluded
that when the volume of water in an aquarium exceeded the rate at which
tunicates could filter out dead plankters prior to their decomposition by
microbes, rapid reproduction of the latter reduced water quality and killed
the tunicates. In aquaria containing a volume of water that could be
completely filtgred by tunicates in 2-4 hr, no mortality was observed using
pumped water.

Figure 6: Styela plicata with siphons open and producing fecal pellets
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Tunicate filtering rates -

Tunicates were placed in aquaria with fresh, unfiltered sea water and
their behavior was observed and recorded after varying periods of acclimation
to aquarium conditions (glass substrates, fluorescent lights, often shallower
depth and still water). Animals were judged to be fully acclimatized when most
of the individuals in a given aquarium were observed to be actively filter-
feeding and producing fecal pellets (Fig. 6). Newly captured animals fully
acclimated in 2-6 hr, while those "used to" aquarium conditions began
filtering immediately after water changes. Acclimatization of Styela species
to aquarium conditions has been reported to take as long as several days; in
the boathouse environment used here (roofed, but otherwise exposed to ambient
environmental conditions), this period was greatly reduced. Filtering rates
were calculated as follows.

I. Water clarity comparisons -- Aquaria containing tunicates were filled with
freshly collected, turbid, phytoplankton-rich sea water (Forel-Ule color XIII
-- pea green), and observed at varying intervals of time until it appeared
(compared to control aquaria with no tunicates) to be crystal clear. In the
most frequently used "triple aquaria” each having a filled volume of 23 L each
(Fig. 6), water was (on average) completely cleared by 10-12 S. plicata within
3 hr; by 6-8 8. plicata within 3-4 hr; and by 2-4 S. plicata within 4 hr. Non-
linear differences in clearing rates/number of animals are attributed to
variation in the groups of test animals (e.g., sizes, ages, nutritional/
physiological/reproductive condition), and somewhat lowered efficiency due to
competition between individuals in larger clumps.

In three trials 72 individuals, the largest clump of S. plicata
collected, were unable to clear water in a 69 L aquarium in 24 hr (after which
the water was replaced). This unexpected result was tentatively attributed to
fouling of the water caused by the breakup and resuspension of fecal pellets
by the group's atrial siphon currents. Subsequent videotaped dye experiments
documented turbulence in the agquarium for several hours after water exchanges,

followed by decreased branchial siphon activity (i.e., animals closed their
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incurrent siphons for increasingly longer periods of time). Turbulence
throughout the aquarium, and fewer than the expected ("normal") number of
formed fecal pellets on the bottom of the agquarium supported this explanation.
In poor water quality conditions S. plicata were repeatedly observed to reduce
their filtering activity, then close their siphons until they died. The clump
of 72 Styela was narcotized with MS-222, and following preservation, examined
under a dissecting microscope. Individuals in the clump were heavily infested
with the nest-building commensal mussel, Musculus lateralis (Figs. 9, 10),
which suggested that the initial explanation (turbulence-induced fouling
prevented Styela from clearing the water) was inadequate (discussed below).

Water clarity in experimental and control aquaria was photographed at
the beginning and end of each trial using a Minolta Maxxim 7000 and/or a
Nikonos V camera and Scotch Chrome ASA 100 color film (Fig. 7). Photographs
were taken from above, and through the walls of aquaria, under differing light
conditions, with and without polarizing and ultraviolet filters. Six 4-8 hr
time-lapse videotape recordings were made of tunicates to document their
filtering behavior and changes in water clarity. Photographs and unedited
tapes are available from the author.

The bottoms of control and experimental aquaria lacked detectable
accumulations of sediments, confirming that turbidity in test water was the
result of dense phytoplankton accumulations.

1II. Dye experiments -- Fluorescein or rhodamine B dyes dissolved in sea water
were introduced via syringe and needle to aquaria containing either starved or
freshly collected tunicates to obtain unequivocal evidence that open branchial
siphons coincided with filtering activity. As clearly documented on real-time
videotapes, when a slow (low pressure) stream of dye was allowed to approach
within < 2 cm of the branchial siphon, a steady, non-turbulent stream was
drawn into the animal by ciliary action. Dyed water was quickly expelled
through the atrial siphon in 1-3 s, in a broad, turbulent, continuous high-
velocity stream. The velocity of the exhalent stream was not measurable

(Vogel, pers. comm.), but roughly corresponded to the distance that fecal
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pellets were ejected, always from 8-12 cm away from the animal. Strong
concentrations of dyes were used, and test animals allowed to remain in the
dye solution without water changes or aeration for >48 hr showed no detectable
ill-effects.

III. Bioluminescence -- It was noted earlier that dinoflagellate bloom
conditions occurred in the Sound throughout the summer months. These
dinoflagellates were bioluminescent. By chance it was discovered during an
early morning (0200) visit to the laboratory, that visibly clear water showed
no bioluminesce when mechanically agitated, and that control aquaria remained
brilliantly bioluminescent throughout and after test animals had presumptively
filtered out all or most of the phytoplankton. Samples of water taken from
cleared experimental aquaria (containing respectively, 7 and 11 S. plicata)
were examined under 400 and 1000X magnification and found to be devoid of
diatoms and dinoflagellates. Water taken from the bottom of these aquaria
revealed low numbers of empty diatom frustules, a few live diatoms, and no
dinoflagellates or sediments. Water had been changed in the aquaria described
at approximately 2300, three hours earlier.

Styela plicata aggregate filtering rates -~ Given a population of about 8.5 X
10° §. plicata in a sampling area containing 2 X 10° L. of water; an effective
filtration rate of 69 L %' (18.2 gal) per individual; and an average
phytoplankton density of 5.5 cells ', the standing Styela population should
clear the water column in about 34.5 d (58 X 10° L/day). This number
translates into 16 X 10° phytoplankton cells hr' tunicate'. In other words, a
population of about 1.1 X 10°®* 5. plicata could theoretically clear the Sound
of phytoplankton in one day assuming (unrealistically) that tunicates and
phytoplankton were uniformly distributed, that tunicate filtering rates were
constant, and that filtering was 100% efficient. Further speculating that
Styela plicata and Molgula occidentalis occur in roughly equal numbers in the
Sound, and that the species have comparable filtering rates, solitary
tunicates might clear waters of the Sound in as little as 17 days. Should this

astonishing number be in error by 1-2 orders of magnitude (or more), which is
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possible, the two species of ascidians nonetheless clearly play, in addition
to their other ecological functions, an important trophodynamic role in St.
Andrew Sound.
Observations --

Responge of S. plicata to cu nts

Numerous authors have reported that Stvela species orient with respect
to, and thereby feed more efficiently (actively?) in currents. Observations
made in still-water aquaria and on clumps of S. plicata living on pier pilings
(in currents), showed no detectable differences in their response to the
uptake of dyes, or in branchial siphon-open intervals. These observations were
unnecessary, however, for it is obvious that tunicates living in densely
packed clumps can not significantly change the direction of their branchial
siphonsg, and can not orient themselves to take advantage of ostensibly
favorable currents. S. plicata is often found, however, on unvegetated bottom
sediments, where current scour is evident. Given that orientation is not
possible, a possible adaptive advantage to living in clumps may be that
aggregated tunicates are less likely than individuals to be displaced or
stranded by currents.

The above observations notwithstanding, an experiment was done to
determine whether the behavior of S. plicata in aquaria with sand on the
bottom differed from that observed on the bottom of clean glass aquaria.
Results recorded on videotape showed that aggregates of five or more animals
remained in place. The limited movement of siphons suggested that clumps of
this size do not orient in response to environmental stimuli. Individuals
located in unfavorable positions on a clump die.

Observations made in the field suggested that two or three S. plicata
attached to each other occurred far more commonly than larger aggregates or
solitary animals. When placed in aquaria with sand, it was seen that the
strong jet of water produced during fecal pellet ejection caused the entire
clump to turn, thus re-orienting each member of the group, which were in turn

exposed to a different aspect of ambient currents. Orientation then, may occur
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Figure 7: Water clarity comparisons in experimental and control aquaria

Figure 8: Rotation of clump Figure 9: Musculus lateralis
due to atrial siphon currents in tunic of Styvela plicata
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as a by-product of optimal clump size which, in part, may explain the adaptive
advantage and commonness of aggregates of less than five or so individuals.
Inguilines and commensals of Styela plicata

The presence of toxic metals in ascidian tunics are believed to prevent
or discourage the settlement of fouling organisms on many species (e.q.,
Stoecker, 1980). In spite of above—ambient concentrations of vanadium, zinc,
copper, lead, iron, niobium and tantalum in S. plicata, and other metals in M.
occidentalis (reported elsewhere), the tunics of both species provided a
substrate for a diverse assemblage of epibionts including diatoms, ciliates
(Folliculina sp.) entoprocts, bryozoans, nematodes, polychaetes, at least four
species of colonial tunicates, and the filter-feeding mussel, Musculus
lateralis. Although this community will be described elsewhere (Collard, in
prep.), it is suggested here that Styela plicata and M. lateralis are
mutualistic symbionts whose relationship is adaptively advantageous to both
species. [Other aspects of the relationship between S. plicata and M.
lateralis are described in an excellent paper by Bertrand, 1971.)

As shown in Fig. 9, numerous M. lateralis (often > 50/host) lie embedded
in the tunic of §. plicata with their valve margins at the surface of the
host. These valves of these little mussels were most frequently observed to be
open with the proboscis extruded (i.e., suspension/filter-feeding) when the
branchial siphon of S. plicata was also open.

In the frequently still-water habitat (e.g., of S. plicata in St. Andrew
Sound), sessile, suspension-feeding species able to generate only weak food-
gathering currents are likely to become oxygen and food-limited due to thr-
formation of non-turbulent boundary layers (Vogel, 1981). In the absence ~.
water currents (e.g., Bretz, 1972), turbulence sufficient to disrupt such
boundaries must be generated by the affected organisms. It is suggested that
the presence of numerous suspension-feeding, current-producing Musculus
lateralis on the surface of S. plicata may facilitate the disruption of
boundary layers surrounding the bodies of both species. Exhalent currents

produced by S. plicata may, in like fashion, enhance disruption of a boundary
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layer that might otherwise impede or prevent the effective transport of small

prey organisms and oxygen to M. lateralis. While it is far from clear that

boundary layer problems favor the observed relationship between S. plicata and
M. lateralis, the speculation has interesting, more general ecological
implications, and deserves further investigation. Observations of a "halo" of
clear water surrounding clumps of S. plicata in large aquaria add support to
this view. Unfortunately, photographs of the "halo effect" did not confirm its
presence.

—— e R e XS

Dalby (1989) provided weak evidence that Melongena corona, the most

abundant large gastropod in St. Andrew Sound, preyed upon S. plicata in
coastal areas of northwest Florida. Experimental evidence gathered during the
present investigation confirmed this, and added Musculus lateralis to the
known list of M. corona food items. Observations in the field and in aquaria
showed that Melongena (even when completely buried in the sand) can rapidly
detect the presence of S. plicata at distances of 10 m or more. After
detection, snails approached S. plicata and either stopped when a few cm away,
or "crawled"” onto the test(s) of the solitary or clumped tunicates. In the
former case, M. corona positioned itself in front (downstream) of the siphons,
remained still until the one of the two siphons opened, then rapidly thrust
its proboscis into the branchial basket of S. plicata (Fig. 11). S. plicata
closed its siphon which more firmly held the snail in place. After a few
minutes tunicates appeared to relax (presumably narcotized by a substance
produced by its attacker), and the snail consumed the visceral mass of the sea
squirt. It took several hours for M. corona to consume the viscera, but when
the process was finished S. plicata tests appeared as flattened parchment.
When M. corona crawled onto the surface of S. plicata it moved slowly
over a period of several hours, then left the tunicate. In all cases observed,
the tunicate itself was neither attacked nor damaged. Examination of tunicates

after such an event showed that a majority or all M. lateralis were eaten by

Melongena (Fig. 11).
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The non-overlapping distributions of Melongena corona and Styela plicata
in St. Andrew Sound, when considered in light of the foregoing ocbservations,
strongly suggests that the distribution and local abundance of S. plicata is
in large part determined by the distribution and abundance of its only

observed predator, the Florida crowned conch.

Figure 10: Craters of Musculus Figure 11: Melongena feeding
eaten by M. corona on S. plicata

CONCLUSIONS AND COMMENTS

Populations of the tunicates, Styela plicata and Molgula occidentalis,
consume an enormous number of phytoplankton each day, and play an important
trophodynamic role in the ecology of St. Andrew Sound. In addition to the
removal of excess nutrients through the consumption of primary producers, they
clarify the water coclumn, which favors the growth of seagrasses and the
populations of fishes and invertebrates which depend upon them for forage and
refuge.

The ability of sea squirts to concentrate heavy metals may permit them
to be used as sensitive bicindicators of metals-enriched coastal ecosystems.
If the abundance of Styela, Molgqula or other species of widely distributed
eurytopic tunicates was increased using established, low-cost mariculture

techniques (Calinski, pers. comm.), it should be possible to improve the water
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quality of anthropogenically impacted estuaries and lagoons. Thus, an under-
investigated alternative to microbially mediated environmental bioremediation
gseems not only teasible, but practical. Further, it may be possible and cost-
effective to harvest tunicates during or after bioremediation and extract
metals of strategic value from them.

S. plicata thrives in periodically stagnant ecosystems, supports a
diverse community of inquilines, and has few known predators. The biology of
the symbiotic relationship between S. plicata and Musculus lateralis, as well
as the influence of boundary layers on the filtration efficiencies of both
species warrants additional research.
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Styela plicata AND Molgqula occidentalis
(UROCHORDATA: ASCIDACEA: STOLIDIFERA) IN ST. ANDREW SOUND, FLORIDA

Sneed B. Collard

ERRATA
Page 19-14 should read:

"III. Bioluminescence -- It was noted earlier that dinoflagellate bloom
conditions occurred in the Sound throughout the summer months. These
dinoflagellates were bioluminescent. By chance it was discovered during an
early morning (0200) visit to the laboratory that water presumptively cleared
of phytoplankton by tunicates showed no bioluminescence when mechanically
agitated, and that control aquaria remained bcilliantly bioluminescent. Water
from experimental aquaria containing, respectively, 7 and 11 S. plicata

was examined under 400 and 1000X magnification and found to be devoid of
diatoms and dincflagallates. Water taken from the bottom of thesa aquaria
revealed low numbers of empty diatom frustules, a few live diatoms, and no
dinoflagellates or sediments. Water had been changed in the agquaria described
at approximately 2300, three hours earlier."

"Styela plicata aggregate filteriug rates -- Given a ~»pulation of about 8.5 X
10° S. plicata in a sampling area containing 2 X 10° L of water; an effective
filtration rate of 69 L d' (18.2 gal) per individual; and an average
phytoplankton density of 5.5 X 10° cells L', the standing Styela population
should clear the water column in about 34.5 d (58 X 10° L/day)."
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AN SFE-GC METHOD FOR MONITORING
THE WEATHERING OF JET FUELS IN SOIL

Larry E. Gerdom
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Department of Physical Sciences

University of Mobile

ABSTRACT

An SFE-GC on-line procedure for the analysis of jet fuels in a soil matrix was
developed. The method has been found to quantitative for the volatile components of jet fuel
at the parts per million level. The on-line procedure directly traps the analytes from the
supercritical fluid extraction onto the head of the GC column. This is accomplished by using
a heated transfer line to transfer the SFE analytes directly to the injection port of a GC during
the dynamic extraction of a soil sample. The operating parameters and instrumentation are
detailed within this report. GC chromatograms for prepared standard samples are presented.
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AN SFE-GC METHOD FOR MONITORING
THE WEATHERING OF JET FUELS IN SOIL

Larry E. Gerdom

INTRODUCTION

Supercritical fluids are gases under high pressures(typically 100 atm or more) and
temperatures above their critical temperature. The unique solvent properties of supercritical
fluids stem from the fact that these fluids have densities comparable to liquids and mass
transfer properties similar to gases[1]. The supercritical fluid of choice for these studies
is carbon dioxide because it is nonflammable, chemically inert, there are no toxicity/pollution
considerations, and it is readily available as a high purity liquid specially formulated for
supercritical fluid extraction work[1].

The type of analysis described in this paper involves three basic steps{2]. First is
the extraction step. This involves using the supercritical fluid to dissolve and remove the
analytes of interest from the soil matrix. It is important that in this portion of the analysis
all of the analyte is extracted from the soil. The soil sample is placed into an extraction éell
that is contained in a temperature controlled oven. Extraction cells may have a volume of
from 0.5 to 50 milliliters. Supercritical fluid is pumped into the extracton cell at a controlled
pressure and temperature. The efficiency of extraction is directly related to density and hence
both temperature and pressure are important factors in the extraction process. Exmractions for
this work were performed at 400 atmospheres and 80 °C. Standard methods usually begin
with a static extraction of the cell. During this process supercritical fluid is pumped into the
extraction cell but no material is allowed to leave the cell. This step allows the supercritical
fluid to permeate the sample and to dissolve the analytes. The staic extraction is followed
by a dynamic extraction in which more supercritical fluid is pumped through the cell
removing the analytes fr"n the soil matrix. The analytes pass from the cell into a restrictor
line. The internal diameter of the restrictor line (5-50 uL) allows for enough back pressure

that the fluid passing through it remains supercritical until the tip is reached. Then the

20-3




carbon dioxide and analytes assume their standard physical states at room temperature. The
entire supercritical fluid extraction typically requires from 10 to 45 minutes.

The second step is the collection/concentration of the analytes. As the analytes leave
the end of the restrictor tubing they must be trapped for further analysis. There are three
standard methods commonly used for trapping. The analytes can be trapped by placing the
end of the restrictor into a solvent such as methylene chloride that will dissolve the analytes
similar to impinger methods for trapping impurities from air. Since the carbon dioxide is no
longer a supercritical fluid after leaving the restrictor but a gas, it is allowed to bubble
through the trapping solvent and escape. The trapping solvent chosen should readily dissolve
the analytes of interest which are generally not as volatile as the carbon dioxide; and hence,
these compounds become trapped in the solvent. A second method of collection that can be
employed involves using a cold surface as the analyte trap. The restrictor tubing is feed into
an empty vial that is submerged in liquid nitrogen. The analytes become trapped on the sides
of the vial along with some solid carbon dioxide. After the extraction is complete the vial
is warmed to room temperature and the carbon dioxide is allowed to escape leaving the less
volatile analytes adhering to the sides of the vial. A small amount of a suitable solvent (1-2
milliliters) is added to the vial to dissolve and concentrate the analytes for further analysis.
Both of these methods require the analytes to be relatively none volatile which is not the case
when analyzing jet fuels. Furtheniore, the analytes are trapped into a solvent with a volume
of at least 1 milliliter but only 1 microliter of this sample will be used in a typical GC
analysis. Hence, only one thousandth of the sample extracted is analyzed. A third technique
generally referred to as on-line extraction involves cryogenically trapping the extract directly
onto a GC column(3]. The extraction tube is attached directly to the injection port of a
gas chromatograph and the injection port is heated to minimize the Joule-Thompson cooling
which occurs when the supercritical fluid is decompressed. During the dynamic portion of
the extraction process the helium carrier gas is switched off and the carbon dioxide from the
extractor is allowed to pass through the GC as the carrier gas. The GC oven can be cooled
using liquid nitrogen to as low as -50 °C and the analytes of interest are trapped at the head
of the capillary column in the GC. When the dynamic extraction is complete the helium

carrier gas is turned back on and the GC analysis is performed. Coupled (on-line)
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supercritical extraction with capillary gas chromatography (SFE-GC) was pursued because:
there is no sample handling required between the extraction and GC analysis: the entire
extract is injected into the GC which enhances the sensidvity of the analysis; volatle analytes
should be trapped during the extraction with little or no loss of sample; and there are several
reports that extraction, concentration, and GC separation can be completed in approximately
an hour(4].

The third portion of the analysis involves the GC separation of the analytes. Gas
chromatography uses a non-reactive gas as the solvent phase which moves analytes through
a column lined with either a polar or non-polar compound referred to as the stationary
phase(5]. The time it takes a compound to move through the column is termed its retention
time. The GC is fitted with a detector at the end of the column that indicates that a
compound is exiting the column. It usually can not identify the compound but simply
indicates a compound is present. However, retention times are relatively constant given that
the column and chromatographic parameters are kept constant and the detector signals are
proportional to concentration. Using a GC/MS system the retention times for compounds of
interest can be identified and then a similar GC system can be used to quantitatively identify
these substances. Moreover, several different compounds can be analyzed simultaneously
within one GC separation provided that calibration curves have been formulated for each

compound of interest.

METHODOLOGY

Five standard solutions were prepared by adding benzene, n-octane, p-xylene, and n-
hexadecane (5 'L, 25 pL, 50 pL, 75 pL, and 100 pL) with 100 pL of 2,2,4,4,6,8,8-
heptamethylnonane to a 10.00 mL volumetric flask and diluting to volume with carbon
disulfide. Carbon disulfide was used because it has a low response in the FID detector being
used in the GC analysis and it has a low boiling point which means that it will come off the
column ahead of the sample of interest. The nonane compound was used as an internal
standard and the peak areas of the other four compounds would be compared to it to
determine if the method was quantitatively accurate for these standard solutions. The nonane

compound was selected because it will probably not be significantly present in most jet fuels
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that might be analyzed by this method and because it has a relatively high boiling point it
should not be lost during the trapping procedure. The other standard compounds were chosen
because they have retention times that do not overlap with a range of from 6.5 to 21.5
minutes in the GC analysis and hence we can determine if the method is quanttative for a
wide range of compounds (aromatic and aliphatic) with varying boiling points from 80 °C
to 287 °C. These standard samples were used to prepare calibration curves for benzene, n-
octane, p-xylene, and n-hexadecane. A sixth standard was prepared which consisted of 100
pL of the nonane compound diluted to volume with carbon disulfide for use in the JP-4
studies.

The soil used in this study was a sand as described in an earlier report{6]. These
experiments were performed using extraction cells with a total internal volume of 3.5
milliliters. A small amount of Whatman GF/C filter paper is used on each end of the
extraction cell to avoid direct contact between the extraction cell frits and the soil sample to
insure that the sand from the samples did not seep into the extractor fluid lines.

A Suprex SFE/50 supercritical extraction unit equipped with an optional 1.0 pL
sample injector and an optional SFE-GC Sample Transfer Line Kit was used to perform the
soil extractions. Just before each extraction was initiated the helium carrier gas to the GC
was shut off. The extraction method consisted of a 20.00 minute static extraction at 400 atm
and 80 °C. As soon as this static extraction was commenced a 1.0 uL standard sample was
injected into the carrier gas line for the extractor. This static extraction was folléwed
immediately by a dynamic extraction for 16.00 minutes at 400 atm and 80 °C. The
supercritical fluid extract from the extraction cell was transfered directly to a GC injection
port by using an SFE-GC sample transfer line which maintained a constant temperature of
100 °C along the transfer line. This transfer line was connected directly to the extraction cell.
The other end of the transfer line was inserted 35-40 mm into the split capillary injection port
of the GC. The GC was programm.ed to keep the injection port temperature at 270 °C. The
GC end of the transfer line was modified to control the rate of flow of fluid through the
transfer line. A pair of needle nose pliers were used to ¢ e line which slowed down
the flow of carbon dioxide into the GC injection port durir, ...c dynamic extraction of the

sample. This flow rate was measured with a gas bubble flow meter and found to be 115
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mL/min which was in the range of values suggested by the technical staff at Suprex
Corporation. At higher flow rates the extracted analytes were not efficiently trapped on the
GC column. The purge valve on the split injection port was set to activate at 20 psi. With
the helium flow shut off at the beginning of the extraction the pressure differential drops to
zero in the injector port before the dynamic extraction begins. During the dvnamic extraction
the pressure inside the injection port increases rapiidly to 20 psi. At the completion of the
dynamic extraction the GC analysis is ready to be started. The helium carrier gas is turned
on immediately after the conclusion of the extraction and the GC data acquisition is initiated.

A Hewlett/Packard 5890 Gas Chromatograph with optional cryogenic cooling ability
and an FID detector was used to perform the GC separation. The GC was equipped with a
capillary column from J&W Scientific. The column was a 20 meter fused silica column with
an internal diameter of 0.18 mm. The stationary phase was a 0.4 pm thick coating of DB-5.
The GC oven was programmed with an initial temperature of -50 °C and it maintained this
temperature for three minutes to allow the helium gas to be restored in the column following
the completion of the supercritical fluid extraction of the sample. At this point the GC was
programmed to increase the temperature to 40 °C at a rate of 50 degrees/minute. These
procedures were followed by a graduval temperature increased to 300 °C at a rate of 10 de-
grees/minute. The final temperature  "00 °C was maintained for 20.00 minutes to insure
that all of the analytes were purgec the GC column. The entire GC analysis required
50.80 minutes to complete.

This SFE-GC method requires a minimum of 86.80 minutes per analysis which is a
relatively rapid procedure for the investigation of compounds in soils. The above procedures
were based on similar reports in the literature{7,8,9]. However, this procedure is
unique in its ability to effectively extract, trap, and analyze volatile compounds generally

found in Jet fuels.

PROCEDURE FOR ANALYSIS
1. Prepare the injector on the extractor for the next run.
a. Put the injector into the load position.

b. Flush the injector with at least 500 pL of carbon disulfide.
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10.

11.

c. Switch valve one from load to inject with no extraction cell in place
and allow carbon dioxide to escape until the tubing tip just begins to
freeze then switch the valve back to the load position.

d. Flush the injector with 100 pL of the standard solution.

e. Carefully load a syringe with another 80-100 pL of standard and place
into the injector port but do not inject it into the port.

Load the extraction cell and immediately attach it to the SFE system.

Turn off the helium flow to the GC.

Press EQUIL on the SFE control panel and wait for the ready indicator to

appear.

When the system is ready press RUN on the SFE control panel.

Immediately inject the standard sample into the carrier gas line. While slowly

pressing down on the syringe press the switch to INJECT on the injector

control. Muke sure that no gas bubbles are in the injection valve when
making this injection.

During the static injection use the LDS system to set up the assign file for the

GC. Also check the pump flow rate on the SFE. It should drop to about

0.200 milliliters/minute or there is a leak in the system. If there is a leak,

immediately stop the extraction procedure to avoid the unnecessary loss of

supercritical fluid from the extraction system.

At the 15 minute mark in the static extraction turn on the cryogenic control

for the GC oven. The oven must cool to -50 °C before the dynamic

extraction begins for the SFE. The head pressure on the GC column must
also be at zero when the dynamic extraction begins which is usually the case.

When the dynamic extraction is complete, immediately turn on the helium

flow to the GC and press START on the GC control panel.

Press STOP on the SFE control panel and turn off the oven control unit to

allow the SFE oven to cool before the next run.

Remove the extraction cell from the SFE system and set the injector control

to load.
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12.  To save on liquid nitrogen set the cryogenic control to off for the GC oven

after the oven temperature reaches 5 °C and before the end of the GC analysis.

RESULTS AND DISCUSSION

This work is an extension of a project that was begun in the summer of 1992. These

studies were aimed at developing an efficient method for extracting jet fuels from a soil
matrix for qualitative and quanttative analyses. Although a supercritncal fluid extraction
procedure was developed last summer the sensitivity of the overall method suffered due to
the loss of analytes during the trapping procedure. A solvent capable of efficiently trapping
these analytes was not be found. In subsequent work the solvent trap was replaced with a
cryogenic trap utilizing liquid nitrogen. However, the volatile components of jet fuel sull
were not being quantitatively trapped by this method. The major problem appeared to be that
solid carbon dioxide is also trapped in the vile along with the analytes. When the vile is
heated to room temperature the carbon dioxide escapes from the vile and the volatile
components from the jet fuel are swept out of the collection vile as well. Given these results,
it was decided to investigate the possibility of developing an on-line SFE-GC method in
which the analytes would be collected directly onto a cryogenically cooled GC column as the
trzipping procedure.

It is not possible to give details of every step involved in the development of this
method within the space allocated this report. However, it should be noted that the major
obstacle to developing this on-line method was the proper interfacing of the out flow from
the SFE instrument with injector port of the GC system. The flow rate through the restrictor
line from the SFE into the injector port, the flow rate of gas through the purge valve of the
GC injector port, and the flow rate of Helium carrier gas for the GC can all significantly
effect the sensitivity of this method. Until these parameters were properly adjusted it was
not possible to get a quantitative response for these analyses.

The overall efficiency of the SFE-GC procedure was evaluated by preparing standard
solutions that contained four of the components found in JP-4 jet fuel as outlined in the
methodology section. Figure one is the GC chromatogram produced by this method for a

standard sample . This analysis was performed by injecting a 1.0 pL sample into the SFE
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system through the injector loop. The extraction procedure was followed as previously
described and the analytes were trapped using the on-line procedures developed. This
methodology was followed because the components in jet fuels are so volatile that it was
thought that a prepared sand sample would undergo sample loss from evaporation and this
would make it nearly impossible to verify the extraction procedure.

The FID detector for the GC gives a signal output that is proportional to concentra-
tion. In GC methodology the peak area for a given component is measured and this area is
used in formulating calibration curves. Five solutions were prepared with 5-100 pL of each
component and 100 {L of the internal standard as described in the methodology section. Fig-
ure two a plot of the detector response ratio verses volume of component for each of the four
components. This graph shows that over this concentration range there is a linear response
between peak height and sample volume. Figures three and four show calibration curves for
n-octane and p-xylene that can be determined from this data.

As stated earlier any on-line technique should be about 1000 times more sensitive than
other trapping methods because the entire extract is used in the GC analysis. The sensitivity
of this method is illustrated in figure five. These are the GC chromatograms for two different
sand samples. In earlier studies there were no organic components that could be detected in
the sand samples that had not been spiked with jet fuel. Figure five shows that sand that has
not been spiked will contain some organic compounds and that it will be necessary to
consider background interferences when using this method of analysis. Furthermore, in
studies that were conducted in the summer of 1992 it was not possible to measure fuel
components in spiked sand samples that had been exposed to weathering conditions after a
period of three days. Using this SFE-GC on-line method it was possible to get a detector
response for these fuel components after one year of weathering as evidenced by the top GC
chromatogram in figure five.

The overall goal of this project is to study the effects of weathering on jet fuel in soil.
Figure six is the GC chromatogram for JP-4 injected directly into the GC sample port. In
comparison figure seven is the GC chromatogram for a 1.0 uL sample that was injected into
the SFE system through the sample loop normally used to add the internal standard for an

extraction run which contained jet fuel and the internal standard. Although there are some
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differences in peak heights it is obvious that most of the JP-4 components; if not all, are
being detected in the GC analysis after the extraction procedure. Figure eight is the GC
chromatogram for an exwracted sand sample that has been spiked with a solution of JP-4 and
internal standard. This preliminary analysis indicates that the SFE-GC on-line method
developed can be used to qualitatively and quantitatively identify jet fuel components in a soil
matrix.

The slight differences in these three chromatograms may be as a result of not
adjusting the flow rate of helium gas to the GC system. The flow of gas through the purge
valve of the injection port is much higher when the helium gas flow is resumed after the
dynamic extraction. Since the flow of gas through the purge valve is not the same when
comparing the SFE-GC analysis to a simple GC analysis, it not unexpected that there will be
slight differences in the chromatograms produced. There simply was not enough time this
summer to lower the flow rate of the helium gas and to repeat the calibration experiments.
The method could also be significantly improved by adding the ability to automaticaily
control the flow of helium gas to the GC and to synchronize the start of the GC analysis with
the end of the SFE dynamic extraction procedure. This would allow the method to be fully
automated and it would decrease the amount of operator time required for the analysis.

The final results obtained from this study indicate that an SFE-GC on-line procedure
can be used to qualitatively and quantitatively identify jet fuels from a soil matrix. This
method will be used to collect data to be used in constructing a model of the effects of

weathering on jet fuels in a soil matrix.
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NUMERICAL MODELING OF GROUNDWATER FLOW
AND TRANSPORT AT THE MADE-2 SITE

Donald D. Gray
Associate Professor
Department of Civil and Environmental Engineering
West Virginia University

Abstract

Public domain computer programs were used to model the tritium plume observed
during Macrodispersion Experiment 2 (MADE-2), a field scale natural gradient
experiment conducted at Columbus Air Force Base, Mississippi. The finite
difference program MODFLOW was used to simulate the flow of groundwater through
a 330 m x 105 m computational domain. The grid had 66 rows, 21 columns, and 9
layers - a total of 12,474 cells. The 468 day experiment was simulated on a Sun
Sparcstation 2 in 37 minutes, assuming uniform hydraulic conductivity, and in
less than 6 hours with a more realistic, highly heterogeneous conductivity field
derived from 67 measured conductivity profiles. Both solutions had small mass
balance errors and appeared reasonable, but there was insufficient time to
perform satisfactory calibrations.

The mixed Lagrangian-Eulerian finite difference program MT3D was employed to
solve the contaminant transport equation using the MODFLOW-predicted flow field.
Dispersivities in the longitudinal, transverse horizontal, and transverse
vertical directions were assumed based on a previous analysis of the MADE~-2 data.
Computation times were excessive: to simulate 80 days required 6.4 hours for the
uniform conductivity model and 17 hours for the heterogeneous conductivity model.
In both solutions there were a few cells with negative concentrations, and the
mass balances varied erratically. Both models reproduced the general features
of the observed plume on simulation day 42, but the heterogeneous conductivity
plume was definitely more realistic. Both models exhibited excessive upstream
dispersion.

Further work is needed to establish a properly calibrated model for the MADE-2
experiment, and to develop practical modeling tools for the generic plume
prediction problem.
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NUMERICAL MODELING OF GROUNDWATER FLOW
AND TRANSPORT AT THE MADE-2 SITE

Donald D. Gray

INTRODUCTION

In order to more effectively and economically remediate groundwater pollution
on its properties, the Air Force has established a substantial program of
research on groundwater flow and contaminant transport. A major component of
this program has been participation, together with the Electric Power Research
Institute and the Tennessee Valley Authority, in Macrodispersion Experiment 2
(MADE-2). MADE-2 was a field-scale natural gradient experiment conducted in
1990-91 at Columbus Air Force Base in Columbus, Mississippi.

As the numerical suffix implies, there was an earlier macrodispersion experiment
conducted at the same location. The results of MADE-1 have recently been
documented in a series of journal articles (Boggs and others, 1992; Adams and
Gelhar, 1992; Rehfeldt, Boggs, and Gelhar, 1992; Boggs and Adams, 1992). The
data gathered in MADE-1, especially those which characterize the site, were
valuable in planning MADE-2 and in analyzing the results.

The MADE-2 test site was an area about 300 m x 200 m with about 2 m of relief.
It was covered primarily by weeds and brush, and contained no streams or ponds.
The upper layer of soil was a shallow alluvial terrace containing an unconfined
aquifer about 11 m thick. This was underlain by an aquitard of marine silt and
clay (Boggs, Young, Benton, and Chung; 1990). The aquifer soil was classified
as poorly sorted to well sorted sandy gravel and gravelly sand with minor
amounts of silt and clay. The aquifer was found to consist of irregular lenses
and layers having typical horizontal dimensions on the order of 8 m and typical
vertical dimensions on the order of 1 m.

Heterogeneity was found to be the outstanding characteristic of the subsurface
environment. The borehole flowmeter technique was used to measure the hydraulic
conductivity every 15 cm in numerous test wells scattered irregularly over the
site. Conductivity variations of up to four orders of magnitude were found in
individual profiles. Based on 49 profiles with a total of 2187 measurements,
Rehfelt, Boggs, and Gelhar (1992) computed statistical measures of heterogeneity
and compared them with values from other natural gradient macrodispersion
experiments. As Table 1 shows, the MADE-? site is much more heterogeneous than
the others. Both the variability of the conductivity and the scales over which
it is correlated are comparatively large.
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Table 1. Statistical parameters of the hydraulic conductivity field at MADE-2

and other macrodispersion experiments.
K = hydraulic conductivity (cm/s)
L, = horizontal correlation scale [m)
L, = vertical correlation scale [m)

location variance(ln(K)) L, L,

MADE-2 4.5 12.8 m 1.6 m

Borden 0.29 2.8 m 0.12 m

Cape Cod 0.26 5.1m 0.26 m

Twin Lakes 0.031 3.0m 0.91 m

The purpose of MADE-2 was to better understand the fate and transport of
dissolved organic compounds typical of jet fuels and solvents. To achieve this,
9.7 m’ of tracer solution was injected at a constant rate for 48.5 hours through
5 wells spaced 1 m apart. The solution contained tritiated water (essentially
a passive tracer), benzene, naphthalene, p-xylene, and o-dichlorobenzene. The
three dimensional spread of the plume was monitored for 15 months by analyzing
water sampleg drawn from up to 328 multilevel sampling wells (at up to 30 depths
per well) and 56 BarCad positive displacement samplers. Five comprehensive sets
of water samples (called snapshots) were obtained at intervals of about 100 days.
The isopleths of concentration at 59.5 m in Figure 1 shows that the tritium plume
spread in an essentially linear fashion during MADE-2. Figure 2 discloses a
complex vertical structure along the plume axis.

By numerically integrating the observed tritium activity distributions, Boggs and
others (1993) estimated that the ratios of observed mass to injected mass in the
first 4 snapshote were 1.52, 1.05, 0.98, and 0.77, respectively. The 52%
overestimate in the initial snapshot was attributed to preferential sampling
from more permeable zones and to vertical interconnections between sampling
points. The 23% underestimate in snapshot 4 was partially caused by the
migration of the leading edge of the plume past the farthest downstream samplers.
There was no attempt to define the entire tritium plume in snapshot 5.

My objective as a 1993 Summer Faculty Fellow was to assess how well the MADE-2
tritium plume could be predicted using available computer codes for groundwater
flow and contaminant transport. A second goal was to determine the degree of
accuracy which could be achieved in such a heterogeneous aquifer if extensive
The results
described here build upon my work as a 1992 Summer Faculty Fellow (Gray, 1992).

measurements of hydraulic conductivity were not available.
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FLOW MODELING

The density of groundwater depends on solute concentrations and on temperature.
Density variations cause buoyancy forces which affect the pattern of flow and
hence the spread of the solutes. If buoyancy effects are important, the
groundwater flow and solute transport equations are coupled and must be solved
simultaneously. But if the effects of density variations are small, the flow
equation can be solved first, without reference to the concentration field.
Based on this velocity field, the transport equation can then be solved for the
concentrations. This forced convection approximation greatly simplifies the
calculations and was adopted here. The computer programs used in this work were
MODFLOW for the flow problem and MT3D for the transport problem.

MODFLOW (McDonald and Harbaugh, 1988) is a U. S. Geological Survey (USGS) public
domain program for the solution of the groundwater flow equation. Coded in
Fortran 77, MODFLOW’s name refers to its modular structure which facilitates the
writing of new subroutines to handle specific tasks. Since 1988 several new
modules have been published which greatly extend the types of problems which can
be treated, but they were not obtained in time for use in this study.

The MODFLOW used here is essentially the version described in the 1988 report,
which solves a block centered finite difference approximation to the groundwater
flow equation on a variable cell size, three dimensional rectangular grid.
MODFLOW allows for anisotropy so long as the grid axes are aligned with the
principal directions of hydraulic conductivity. MODFLOW is noted for its
flexibility. It can solve either steady or transient cases and provides options
for recharge, wells, streams, and other hydrologic features. Both confined and
unconfined aquifers can be modeled. The block centered flow module used here
(BCFl) allows the dewatering of layers during periods of water table decline,
but cannot handle rewetting due to a rising water table. BCF2, one of the newer
modules (MacDonald, Harbaugh, Orr, and Ackerman; 1991), does allow rewetting.
Flexibility, robustness, clarity of coding, and outstanding documentation all
contributed to making MODFLOW a natural choice for this project.

To run MODFLOW, the user must specify the grid geometry, boundary and initial
conditions, values related to the principal hydraulic conductivities for each
cell, storage coefficients for each cell, and any sources of water.

The first step in applying MODFLOW to any problem is to define a suitable grid.
Given the heterogeneity of the site and the observations of the plume, it was
clear that a uniform three dimensional grid was needed. The chosen grid consists
of 9 layers, each containing 66 rows and 21 columns of 5 m x 5 m cells, for a
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total of 12,474 cells. The 105 m and 330 m sides of the computational domain
parallel the x and y axes of the MADE-2 coordinate system, respectively. The
origin of the MADE-2 coordinate system is at the center of the cell which
contains the S injection wells (row 61, column 11). In terms of MADE-2
coordinates, the domain extends from -52.5 m to +52.5 m in the x direction and
from ~27.5 m to +302.5 m in the y direction.

The computational domain is bounded below by an impermeable plane at 51.0 m MSL,
and the lower 8 layers are each 1 m thick. The top layer, whose base is at 59.0
m MSL, is unconfined and has an upper boundary which fluctuates with the water
table. In some cases cells in the top layer were as much as 6 m thick. This is
undesirable from the standpoint of accuracy; but it was unavoidable due to the
limitations of BCFl, which required that the lower boundary of the top layer be
low enough to insure that dewatering never occurred.

Piezometric heads were recorded continuously in 15 monitoring wells. In
addition, 17 manual surveys were made at intervals of about one month during
MADE-2. These surveys included up to 48 wells scattered irregularly over and
near the computational domain. The continuous and survey observations showed
good agreement. From the first observations, about 1 week before injection,
until about 180 days after injection, heads declined smoothly less than 1 m.
After that date heads underwent larger and more erratic changes. These results
showed that a transient model was essential to accurately simulate MADE-2.

The piezometric head surveys were krigged using the commercial program SURFER in
order to obtain water table elevations at each node in the top layer. The
results from the first survey were used to establish the initial heads at every
node. The krigged results from the later surveys were used to fix the boundary
node heads for each stress period using MODFLOW’sS General Head Boundary module.
In assigning the initial and boundary conditions, it was assumed that the head
was constant with depth. The krigging procedure used a linear variogram based
on the nearest points (up to 10 points) within 100 m in each octant. These
parameters cannot be rigorously justified. Figure 3 shows water table contours
from the first two surveys (June 19 and July 23, 1990).

The gain or loss of water through recharge was estimated from meteorological
data. Daily temperature and precipitation data were measured at the CAFB weather
station, less than 2 km from the test site. Daily pan evaporation data from
State University, about 35 km distant, was supplied by State Climatologist Dr.
C. L. Wax. Missing evaporation data were estimated from the daily maximum
temperatures using the empirical equation of Pote and Wax (1986). Based on the
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recommendation of Dr. Wax, a pan coefficient of 0.8 was used to estimate the
evapotranspiration. The net recharge was calculated for each day as the
difference between the precipitation and the evapotranspiration.

The 17 piezometer surveys and the two day injection period were used to define
18 stress periods during which all boundary conditions and water sources were
constant. Except for the injection period, the stress periods were approximately
centered on the survey dates. The recharge rates were the averages of the daily
values. Table 2 defines the stress periods used in MODFLOW. The injection
occurred at a rate of 4.85 m’/day on simulation days 15 and 16 into the cell at
row 61, column 11, and layer 2. A constant time step of 2 days was used in the
MODFLOW simulations reported here.

Table 2. Stress periods and recharge rates used in MADE-2 simulations.

stress starting starting period head survey recharge
period date sim. day length survey sim. day rate
number [days]) date number (m/day]
1 June 12 1 14 June 19 8 -0.00313
2 June 26 15 2 " " -0.00478
; inject.
3 June 28 , 17 36 July 23 | 42 -0.00148
4 Aug. 3 53 28 Aug. 13 63 ~-0.00409
5 Aug. 31 81 32 Sept. 17 98 -0.00286
6 Oct. 2 113 26 Oct. 15 126 -0.00107
7 Oct. 28 139 24 Nov. 7 149 -0.00071
8 Nov. 21 163 32 cec. 5 177 +0.00942
9 Dec. 23 195 32 Jan. 8 211 +0.00387
10 Jan. 24 227 30 Feb. 8 242 +0.00809
11 Feb. 23 257 28 Mar. 8 270 +0.00114
12 Mar. 23 285 30 Apr. 4 297 +0.00794
13 Apr. 22 315 24 May 10 333 +0.01022
14 May 16 339 18 May 20 343 +0.00357
15 June 3 357 24 June 13 367 +0.00046
16 June 27 381 34 July 9 393 +0.00273
17 July 31 415 32 Aug. 19 434 +0.00159
18 Sept. 1 447 22 Sept. 11 457 +0.00384
last day | Sept. 22 468




Hydraulic conductivity profiles were available from 67 wells scattered
irregularly over and near the computational domain. The data points represented
averages over successive 15 cm layers except for caps where the well screens were
jointed. The height profiled and the layer boundaries varied from well to well.
The gaps were filled in using the values immediately above and below in an
alternating manner. The profiles were extended upward to 60.0 m or to the next
higher integer elevation using the conductivity of the highest layer, and
downward to 51.0 m using the smallest detectable conductivity (8.64 x 10? m/day).

The extended profiles were averaged arithmetically over each MODFLOW layer to
generate horizontal conductivities. Assuming that each 15 cm slice of material
was isotropic, the extended profiles were averaged harmonically between the
midpoints of the MODFLOW layers to generate vertical conductivities. Exceptions
were made for the top layer in which the average extended to the top of the
extended profile, and for the bottom layer where the vertical conductivity
vanished by virtue of the underlying impermeable plane.

SURFER was used to interpolate and extrapolate these profiles horizontally so as
to obtain horizontal and vertical conductivities at each node. The measured
values were log-transformed, krigged, and transformed back. The transformation
was necessary to avoid negative values. The krigging was done using linear
variograms based on the nearest points (up to 10) in each octant. These
parameters cannot be rigorously justified, but they gave reasonable-looking
results. The inverse square gridding procedure was also tried, but produced
lumpier distributions. Figure 4 shows distributions of horizontal and vertical
conductivity in the top layer. In general, the conductivities in the lower
layers were much smaller.

For the top layer, MODFLOW calls for the horizontal transmissivity, which is the
product of the conductivity and the saturated thickness. Similarly, the program
calls for the vertical leakance, which is the vertical conductivity divided by
the thickness between adjacent nodes. Since the actual thickness of the top
layer was unknown and varied with time, a value of 1 m was arbitrarily used in
both cases.

In few practical cases would there be such extensive data on hydraulic
conductivity. Thus it is of interest to see how a s:.1ulation based on fewer data
would compare. At the MADE-2 site a traditional pump test (AT-2) provided the
data needed to investigate this question. The elliptical drawdown contours
obgserved in AT-2 indicated that the horizontal conductivity was heterotropic

21-8



with principal axes approximately aligned with the MADE-2 coordinate system.
Boggs and others (1990) reported principal conductivities K= 17.28 m/day, K, =
44.9 m/day, and K, = 2.42 m/day. These conductivities were used for every cell
in the uniform conductivity simulations. As there were no other measurements of
specific yield, the AT-2 value of S, = 0.10 was used as the primary storage
coefficient for every top layer cell in both the uniform and variable
conductivity simulations. For the lower layers in both simulations, a primary
storage coefficient of 0.0001 was assumed, based on textbook values for specific
storage (Anderson and Woessner, 1992).

The 468 day experiment was simulated on a Sun Sparcstation 2 using the MODFLOW
Preconditioned Conjugate Gradient solver option (PCG2). The uniform
conductivity model required 37 minutes to execute. The maximum volumetric rate
discrepancy in any time step was -3.05 %. The maximum cumulative volumetric
discrepancy was -0.45 %, and the final value was -0.35 %. The variable
conductivity model ran in less than 6 hours. The maximum volumetric rate
discrepancy in any time step was -7.02 %. The maximum cumulative volumetric
discrepancy was +1.93 %, and the final value was -1.93 $. These values indicate
acceptable levels of internal consistency, but there was not enough time to
calibrate the models.

Figure 5 presents the water table contours on July 23, 1990, (simulation day 42)
for both models. Both predicted water tables indicate a predominant flow in the
positive y-direction, bending toward the negative x-direction at large values of
y. The models generally agree within 0.1 m with each other and with the krigged
obgervations shown in Figure 3. The biggest disagreement is in the shape of the
61.6 m and 61.7 m contours. The constant head contours in vertical planes
indicate that the flow is predominantly horizontal.

TRANSPORT MODELING

MT3D is a public domain program developed for the U. S. Environmental Protection
Agency (EPA) to solve the three dimensional groundwater transport equation for
dissolved contaminants (Zheng, 1990). MT3D is coded in Fortran 77 and uses the
same modular structure as MODFLOW. In fact, MT3D accepts as input the head and
flux distributions computed by MODFLOW (or similar three dimensional,
rectangular grid, block-centered, finite difference flow models). MT3D then
predicts the concentration field of a single contaminant which undergoes
advection, dispersion, and chemical reactions. The program provides for various
types of point and area sources and sinks including wells, recharge, and flows
through the domain boundaries. MT3D Version 1.1 was used in this research.
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Because of the well known computational difficulties of numerical dispersion and
oscillation in advection-dominated flows, MT3D incorporates several options for
calculating the advectioui: term. The three preferred methods are Lagrangian
particle tracking schemes. The first, called the Method of Characteristics
(MOC), tracks a large number of imaginary tracer particles forward in time. A
second option, the Modified Method of Characteristics (MMOC), tracks particles
located at the cell nodes backward in time. The MMOC requires much less
computation than the MOC, but it is not as successful in eliminating artificial
dispersion, especially near sharp fronts. The Hybrid Method of Characteristics
(HMOC) uses the MOC near sharp concentration gradients and the MMOC in the
remainder of the domain. An Eulerian upstream differencing option is also
provided for problems in which advection does not dominate.

The dispersion terms are computed using a fully explicit Eulerian central
difference method. For isotropic media, the dispersion coefficients are based
on longitudinal and transverse dispersivities. For more complex situations, an
option which distinguishes horizontal and vertical transverse dispersivities is
provided. The use of an explicit finite difference formulation reduces the
memory needed, but requires limits on the time step to assure numerical
stability. Consequently each flow model time step may be automatically
subdivided into several transport steps in order to maintain numerical stability
in solving the transport equation.

MT3D allows both equilibrium sorption and first order irreversible rate
reactions. Equilibrium sorption reactions transfer contaminant between the
dissolved phase and the solid phase (which is sorbed to the soil matrix) at time
scales much shorter than those of the flow. These reactions may be described by
linear isotherms or nonlinear isotherms of the Freundlich or Langmuir types.
First order irreversible rate reactions are those in which the rate of mass loss
is linearly proportional to the mass present. Typical of this class are
radiocactive decay and certain types of biodegradation. MT3D allows different
decay rates for the dissolved and sorbed phases.

MT3D requires information beyond that needed for and calculated by MODFLOW. The
porosity of each cell must be specified in order to calculate seepage velocities.
Unfortunately porosities were measured at the site in only 4 core holes. The 84
samples had a mean porosity of 0.32, and so this value was assigned to every cell
in the grid. Based on the MADE-2 observations and an assumed two dimensional
analytical model for the plume, Boggs and others (1993) estimated the
longitudinal dispersivity to be 10 m and the transverse horizontal dispersivity
to be less than 2.2 m. The dispersivities used in MT3D were 10 m in the
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longitudinal direction, 1 m in the horizontal transverse direction, and 0.1 m in
the vertical transverse direction. For the purpose of calculating concentrations,
the top layer was specified to have a uniform thickness of 4 m, which is too
large for the period which was actually simulated.

MT3D was applied to predict the tritium plume only. The molecular diffusion
coefficient of tritium in water, calculated using the Wilke-Chang method, was
multiplied by an assumed tortuosity of 0.25 to yield the value of 2.16 x 10*
m/day for the molecular diffusion coefficient of tritium in a saturated porous
medium. The injected fluid had a tritium concentration of 0.0555 Ci/m’, and
the natural background was 2 x 10% Ci/m’. This background was assigned to all
natural sources, including recharge. Water leaving the domain carried the
concentration of the cell it last occupied. Sorption does not affect tritiated
water, but tritium is radioactive and decays with a 12.26 year half-life.

MT3D ran so slowly compared to MODFLOW that 1t was not practical to simulate the
entire MADE-2 experiment. In fact only the first 4 stress periods (80 days) were
computed. Due to a blunder in preparing the input file, only the first three
stress periods (52 days) are meaningful. The uniform conductivity model, using
the HMOC algorithm, ran in 6.4 hours and had a maximum cumulative mass
discrepancy of -6.07 %. The variable conductivity case, using the MOC method,
required 17 hours to simulate 80 days. It had a maximum cumulative mass
discrepancy of +6.43 %. In both cases a small number of cells experienced
negative concentrationg. Although these simulations were rerun using several
algorithms and convergence parameters, the results described were the best
achieved. Of course, many other choices could have been tried, and some might
have been more satisfactory. The mass discrepancies seem rather large, and
varied erratically, but that stems from the discrete nature of the particle
tracking methods. Dr. Chunmiao 2Zheng, the author of MT3D, has told the present
writer that discrepancies of up to 15 % are considered acceptable.

Figure 6 shows the contours of relative concentration in the top layer, and
Figure 7 shows the vertical profiles along column 11 for both models for
simulation day 42. The plume has a greater spread and dilution in the uniform
conductivity model. Comparing these predictions with the snapshot 1 observations
in Figures 1 and 2 shows that the variable conductivity model is much closer to
the real plume. Nevertheless, it shows too much spread, especially in the
upstream direction.
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CONCLUSIONS

1. Modelers should be involved in planning the monitoring network for field
experiments. The problems of defining boundary conditions and property
distributions could be reduced by considering the r2eds of numerical models.

2. Three dimensional groundwater flow simulations using MODFLOW are practical and
self consistent. The computational burdens of the flow calculation were large
but bearable.

3. The rewetting capability of the newer BCF2 module would add significantly to
the accuracy of modeling flow near a fluctuating water table using MODFLOW. This
capability should be exploited in future simulations of MADE-2.

4. Despite the satisfactory performance of MODFLOW, the model has not been
calibrated for MADE-2. Given the uncertainty of many of the properties and
boundary conditions, it is essential to investigate the sensitivity of the
solution to their values. The effect of mesh size should also be tested.

5. Three dimensional transport simulations using MT3D Version 1.1 do not seem to
be practical and may not be sufficiently self consistent. The transport
simulations required too long to run and exhibited too many anomalies to be
considered satisfactory. These problems may reflect the limitations of the
modeler rather than the model; but, if so, it is still fair to conclude that
MT3D is too difficult to use properly in applications of this type. Ob