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SUMMARY

This report derives expressions for the average probability of symbol error of a coherent M-ary
phase-shift-keyed (M-PSK) communication system operating under the following nonideal
conditions:

1. time-invariant multipath channel consisting of a direct path and a single multipath,

2. intentional/unintentional interference consisting of either a continuous wave (CW)
signal or a bandpass-filtered white Gaussian noise signal (bandwidth is variable), and

3. additive white Gaussian noise.

In particular, the effect each of these nonidealities, individually and in combination, has on the
performance of M-PSK communication systems is analyzed. The techniques used to derive these
results are not new; however, this particular application, which is common to line-of-sight (LOS)
radio is thought to be original. This report can be thought of as a follow-on report to NRaD Technical
Report 1510, "Effects of CW- and BPSK-Signal Interference on a Standard BPSK Digital
Communications System," written by Roy A. Axford in August 1992.

One particular example, LOS ultrahigh frequency (UHF) radio, is used extensively to exercise
the derived expressions and illustrate typical system perfornrance. The average probability of
symbol error is plotted as a function of M, transmit power, magnitude of the multipath, data rate and
interference power, bandwidth, and carrier offset frequency. It is found that for the "frequency
nonselective multipath" condition, the effects of the multipath on system performance oscillate
between constructively adding and destructively adding with the direct path. However, for the
"frequency selective multipath" condition, the effects of the multipath result in mostly destructive
only addition with the direct path. It is also shown that finite bandwidth interference can cause more
performance degradation than CW interference for the same signal-to-interference ratio. Finally, it
is shown that for constant data rates, the sensitivity to channel nonidealities increases dramatically as
M increases even though the symbol rate decreases as M increases.

It should be emphasized that these results pertain to a receiver with no means of compensation for
the nonideal channel conditions. The authors are presently investigating methods of compensation
for multipath and interference, like adaptive equalization, beamforming, spatial diversity, and
multichannel adaptive equalization. In addition, the authors are also analyzing a time-varying
multipath channel.



CONTENTS

1. INTRODUCTION ....................................................... 1-1

2. SIGNAL AND CHANNEL MODEL ........................................ 2-1

2.1 SIGNAL M ODEL ............................................... 2-1

2.2 FIR CHANNEL MODELS FOR MULTIPATH ENVIRONMENTS ........ 2-2

2.3 TWO-PATH CHANNEL MODEL .................................. 2-3

2.4 SIGNAL STATISTICS ............................................ 2-6

3. PERFORMANCE ANALYSIS OF BPSK SIGNAL ............................. 3-1

3.1 MATCHED-FILTER DETECTION OF BPSK WITH CW
INTERFERENCE ............................................... 3-2

3.2 TERM S IN EQ. (3.4) ............................................. 3-3

3.3 MATCHED-FILTER DETECTION OF BPSK WITH FINITE
BANDWIDTH INTERFERENCE ................................... 3-4

3.4 SUMMARY AND EXAMPLES .................................... 3-7

4. PERFORMANCE ANALYSIS OF M-PSK SIGNAL ............................ 4-1

4.1 MATCHED-FILTER DETECTION OF M-PSK WITH CW
INTER F ER NCE ............................................... 4-2

4.2 TERMS IN EQS. (4.4) AND (4.5) ................................... 4-7

4.3 MATCHED-FILTER DETECTION OF M-PSK WITH FINITE
BANDWIDTH INTERFERENCE ................................... 4-8

4.4 SUMMARY AND EXAMPLES ................................... 4-10

5. CONCLUSION ......................................................... 5-1

6. REFERENCES ......................................................... 6-1

APPENDICES:

A. COMPLEX BASEBAND REPRESENTATION ........................ A-I

B. PERFORMANCE ANALYSIS OF BPSK SIGNAL FOR rL > T .......... B-1

C. PERFORMANCE ANALYSIS OF M-PSK SIGNAL FOR rd > T ......... C-1

D. DERIVATIONS ................................................. D-1

FIGURES

2.1 Generation of bandpass-transmitted signal ................................... 2-2

2.2 Multipath band-limited channel model with additive interference and noise ......... 2-3

2.3 Continuous-time, bandpass model of communication channel .................... 2-4

2.4 Differential path length and delay spread for a two-path channel ................. 2-5

lii



CONTENTS (continued)

2.5 Channel impulse response and channel frequency response for a two-path
channel with ,rd = 5 n sec ............................................... 2-6

2.6 Channel group delay and phase response for the two-path channel in figure 2.5 ...... 2-6

2.7 Spectrum of finite bandwidth interference at bandpass ......................... 2-7

2.8 Components of eq. (2.21) for fcr, E {1, 2,...J and (a) r, = 2.5 T,
(b) rd = T, (c) r,, = 0.5 T ............................................. 2-8

3.1 Correlator implementation of matched-filter receiver for BPSK signals ........... 3-1

3.2 Desired and interfering baseband signals in [0, 71, 0 < rd :s T,
ak = + Lak.._ 1 = - 1 (from [1]) ......................................... 3-2

3.3 Possible demodulated bits during the interval [0, T] for a two-path
channel with 0 < r, _< T ............................................... 3-7

3.4 Effect of CW interference on the demodulated bits during the interval [0,1 ........ 3-8

3.5 Generation of the average probability of bit error for a BPSK
signal transmitted through a two-path channel with 0 < rd < T,
CW interference and AW GN . ............................................ 3-9

3.6 Generation of the average probability of bit error for a BPSK signal
transmitted through a two-path channel with 0 < r, -5 T, finite
bandwidth interference and AWGN ........................................ 3-9

3.7 Effects of multipath on BPSK, rd = 0.0077 T. ............................. 3-12

3.8 Effects of multipath on BPSK, (a) -r,, = 0.25 T, (b) rd = 0.5 T,
(c) r,, = 1.0 T ....................................................... 3-13

3.9 System performance of a BPSK signal transmitted through a multipath channel,
,Tr = 5 rlsec, for 1,10,50,100,150,200 Mbps data rates .................... 3-14

3.10 System performance as a function of data rate for a BPSK signal
transmitted through a multipath channel, r,, = 5 r/sec ........................ 3-15

3.11 BPSK probability of bit error for (a) CW interferer with no multipath, (b)
and (c) CW interferer with multipath, rd = 0.0077 T ........................ 3-16

3.12 BPSK probability of bit error for (a) and (b) CW or finite bandwidth
interferer with no multipath, (c) CW or finite bandwidth interferer with
multipath, •r4  = 0.0077 T .............................................. 3-17

3.13 BPSK probability of bit error as a function of (a) interference bandwidth
and (b) interference offset frequency for the case of no multipath ................ 3-18

4.1 Correlator implementation of matched-filter receiver for M-PSK signals .......... 4-1

4.2 8-PSK (a) constellation with decision boundaries, (b) bit-mapping using
Gray encoding ......................................................... 4-2

iv



CONTENTS (continued)

4.3 Possible demodulated symbols during the interval [0, 71 for a OPSK
signal transmitted through a two-path channel with 0 :s rd --- T ............... 4-10

4.4 Generation of the average probability of symbol error for an M-PSK signal
transmitted through a two-path channel model with 0 -! r.6 5 T and AWGN ...... 4-12

4.5 Comparison of exact (dashed) and upper bound (solid) expressions for

probability of symbol error .............................................. 4- 12

4.6 Generation of the average probability of symbol error for an M-PSK signal
transmitted through a two-path channel model with 0 - Td - T, additive
CW interference and AWGN . ........................................... 4-14

4.7 Generation of the average probability of symbol error for an M-PSK signal
transmitted through a two-path channel model with 0 -5 r', < T, additive
finite bandwidth interference and AWGN ................................... 4-15

4.8 Effects of multipath as a function of carrier frequency for (a) QPSK
S=5 dB, (b) 8-PSK S=10 dB, (c) 16-PSK S=20 dB and Tr = 0.0077 T. ......... 4-16

4.9 Performance of M-PSK for fixed data rate of 1.544 Mbps and (a) no
multipath, (b) H 2 = - 0.4 , -r, = 5 j7sec, (c) H 2 = - 0.8,r 4 = 5 ? sec ........ 4-17

4.10 Performance of M-PSK for fixed data rate of 10 Mbps and (a) no
multipath, (b) H 2 = - 0.4 , A = 5 ,7sec, (c) H 2 = - 0.8, '4 = 5 i7sec ......... 4-18

4.11 Performance of M-PSK for fixed data rate of 50 Mbps and (a) no
multipath, (b) H 2 = - 0.4 ,,r, = 5 j7sec, (c) H 2 = - 0.8, rd = 5 i7sec ......... 4-19

4.12 Performance of M-PSK for fixed data rate of 100 Mbps and (a) no
multipath, (b) H 2 = - 0.4, rd = 5 , sec, (c) H2 = - 0.8, r = 5 i7sec ........ 4-20

4.13 Performance of M-PSK for fixed data rate of 200 Mbps and (a) no
multipath, (b) H 2 = - 0.4,r4 = 5 rlsec, (c) H 2 = - 0.8,,rA = 5 i7sec ........ 4-21

4.14 Performance of M-PSK for increasing interference power and -20-dB
noise power (a) CW Interference, (b) B = 1-Hz interference,
(c) B = 10-MHz interference ............................................. 4-22

4.15 Performance of M-PSK for increasing carrier offset frequency
(a) CW interference, (b) 1-Hz bandwidth interference, (c) 10-MHz
bandwidth interference ................................................. 4-23

TABLE

4.1. Data rate, symbol rate, and rd /T for M = 2, 4, 8, 16 and r = 5 17sec ............. 4-13

v



CONTENTS (continued)

FIGURES-APPENDICES

A.1 Continuous-time, complex baseband model of the communication channel ........ A-2

A.2 Spectrum of finite bandwidth interference at baseband ......................... A-4

B.1 Desired and inttrfering baseband signals in [0, T], y T < rd < (y + 1)T,
ak-, = + 1, ak-(y+1) 2 - 1 ............................................ B-2

B.2 Generation of the average probability of bit error for a transmitted BPSK
signal through the two-path channel model with r, > T and additive
CW interference and AWGN . ............................................ B-5

B.3 Generation of the average probability of bit error for a transmitted BPSK
signal through the two-path channel model with r, > T and additive
finite bandwidth interference and AWGN .................................... B-5

C.1 Generation of the average probability of symbol error for a transmitted
M-PSK signal through the two-path channel model with rd > T and AWGN ....... C-4

C.2 Generation of the average probability of symbol error for a transmitted
M-PSK signal through the two-path channel model with r,, > T, additive
C interference and AW GN . .............................................. C-5

C.3 Generation of the average probability of symbol error for a transmitted
M-PSK signal through the two-path channel model with r, > T, additive
finite bandwidth interference and AWGN .................................... C-5

vi



1. INTRODUCTION

This report derives expressions for the average probability of symbol error of a coherent M-ary
phase-shift-keyed (M-PSK) communication system operating under the following nonideal condi-
tions:

1. time-invariant multipath channel consisting of a direct path and a single multipath,

2. intentional/unintentional interference consisting of either a CW or a bandpass filtered
white Gaussian noise signal (bandwidth is variable), and

3. additive white Gaussian noise.

In particular, the effect each of these nonidealities, individually and in combination, has on the
performance of M-PSK communication systems is analyzed. Let the reader be forewarned, the tech-
niques required to derive these results can get long and tedious. Every effort has been made to pres-
ent the results in a concise and readable form. While all steps are either shown explicitly or described
in the text, the unfamiliar reader might first start with [1]. This report is meant to be a follow-on to
"Effects of CW- and BPSK-Signal Interference on a Standard BPSK Digital Communications Sys-
tem" by Roy A. Axford.

The text is organized as follows. Chapter 2 introduces the signal model and the finite impulse
response (FIR) filter channel model. The FIR filter channel model is an intuitively good choice for a
multipath environment due to its similarity to the physical propagation modes in the channel. How-
ever, the FIR filter channel model is not a physical propagation model (sometimes called an atmo-
spheric model), but instead is meant only to describe the (possibly time-varying) frequency response
of the channel over the bandwidth of interest [2]. The interrelation between the two types of models
is not addressed here.

Chapter 3 derives expressions for the average probability of bit error for a coherent binary phase-
shift-keyed (BPSK) signal and a delay spread less than the bit/symbol duration, 0 < TJ < T.
Appendix B extends these results for rd > T. Chapter 4 and appendix C derive expressions for the
average probability of symbol error for a coherent M-PSK signal with 0 . rd -s T and r, > T
respectively. The problem of accurately computing the error probability of a digital communication
system with intersymbol interference (ISI) has been addressed frequently over the past 25 years (see
for example [3] for an excellent overview). Since the number of terms for I symbols of corruption in
a M-ary system is O(M1 ), in general either error bounds (see for example [4]) or approximations (see
for example [5]) must be made for tractable solutions.

The method used in this report is to treat the time-invariant two-path channel, thus 1=1, with
additive interference and additive white Gaussian noise (AWGN). While real channels will be time-
variant, this model provides tractable solutions as well as being valid over short time intervals in a
slowly fading channel. Future work will concentrate on removing the time-invariant channel
restriction. Exact solutions are derived in chapter 3 for coherent BPSK while both exact and upper
bound solutions (shown to be tighter than the Chernoff bound) are presented in chapter 4 for coherent
M-PSK. Finally, chapter 5 contains a summary of the important results.

It is expected that the information contained in this report can be applied to any time-invariant
two-path M-PSK communication channel with or without interference, for example HF, VHF, UHF,
or SHF LOS communication systems. One particular example, UHF LOS radio, is used extensively
throughout the text to support the UHF high data rate LOS communication project currently in
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progress at NRaD. A delay spread of r. = 5 ?1 sec is found in chapter 2 to be a reasonable value for
LOS communication between two ships and, thus, this value is used in many of the examples. To
fully exercise the rd /Tdependence of the derived expressions in the UHF LOS examples, the value
of the symbol rate, R = I1T, is increased while the delay spread, r,, = 5 ?1 sec , is kept constant.
However, for a delay spread of rT = 5 q sec, the data rate must get very large to illustrate the r, /T
dependence, for example when r, = T, R = 200 Msps. These extremely large symbol rates are
only possible with the assumptions made in this report, most notably, perfectly coherent demodula-
tion and a time-invariant channel. In practice, these conditions cannot be met exactly and will no
doubt limit the achievable symbol rates.
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2. SIGNAL AND CHANNEL MODEL

This chapter discusses the typical characteristics of multipath communication channels and
introduces some techniques used to accurately model these characteristics for the performance anal-
ysis presented in chapters 3 and 4.

2.1 SIGNAL MODEL

The received signal in a communication system is accurately expressed as being convolved
through the impulse responses of the transmitter, the channel, and the antenna receiver. In this text,
the effects of the transmitter, channel, and receiver are lumped into a single aggregate "channel"
impulse response, HQ). Thus, the real bandpass received signal, R(t), can be written as

R(t) = H(t) * S(t) + I(t) + N(t), (2.1)

where S(t), 1(t), and N(t) are the bandpass transmitted signal, interference signal, and additive noise
respectively. In a multipath environment, the channel-induced distortion creates ISI, which can be
thought of as correlated interference.

The transmitted communication signal can be written as

S(t) = a(t) cos(2jrfct + 0(t)), (2.2)

where the real envelope of S(t), aQt), and the phase of S(t), 0(t) bear the transmitted information and
fc is the carrier frequency. Eq. (2.2) can be rewritten using a trigonometric identity as

S(t) = a(t) cos(O(t)) cos(2,rfdt) - a(t) sin(O(t)) sin(2'rfct)

= x(t) cos(.,rfct) - y(t) sin(27rfct), (2.3)

where x(t) = a() cos(O(t)) is called the in-phase component and y(t) = a(t) sin(0(t)) is called the
quadrature component. Both x() and y(t) are real baseband signals, that is, each has a spectrum that
is symmetric about f = 0, and s(t) = x(t) + j y(t), sometimes called the complex envelope, is a
complex baseband signal. Using eq. (2.3), the transmitted signal can be generated by the block
diagram in figure 2.1. The spectrum-shaping filter is typically a Nyquist pulse-shaping filter that has
the property that at the ideal sampling instants, there are no contributions from data pulses other than
the one being detected [3].

For digital communication, the complex baseband transmitted signal is described by,

s(t) I s, PT(t - kT) (2.4)

k

where S is the average transmitted signal power, {sk} is a sequence of symbols transmitted at the
symbol rate of R = 11T symbols per second, and P2 (t) is a pulse with band-limited baseband
frequency response. The binary data sequence is encoded to form the symbol sequence, {sk}, by any
of numerous digital-modulation techniques like M-PSK and M-ary Quadrature Amplitude
Modulation (M-QAM). Thus, each symbol represents log2 Mbits of information. Each modulation
technique is defined by its discrete alphabet (or constellation) of complex numbers.
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in-phase component cos(2rffct)

x(t) a(t) cos(O(t)) Shaping

0-00 Sot)

y() = a(t) sin(0(t)) Shaping - 110,
Filter 

+

quadrature component sin(2rfct)

Figure 2.1. Generation of bandpass-transmitted signal.

2.2 FIR CHANNEL MODELS FOR MULTIPATH ENVIRONMENTS

All real world communication channels are nonideal. Sources of channel nonidealities are

numerous. They include:

1. frequency dependent channel

2. antenna spatial patterns

3. multiple propagation paths

4. additive interference and noise

5. transmitter and receiver equipment-induced distortions

6. receiver synchronization errors

This section will discuss methods of modeling common nonidealities induced by a multipath
communication channel.

A multipath channel with discrete and undistorted propagation paths can be modeled at time t as
an FIR filter with impulse response

N

H(t) = • Hx(t) 6(t - r) (2.5)
i-i

for N separate propagation paths [6]. Figure 2.2 shows the N propagation path channel model with
additive interference and AWGN. The tap-gain weights, H#)t, are typically modeled as either:

1. constants

2. time-varying deterministic variables, or

3. stochastic random variables.

Such a channel model is valid for band-limited channels over short time intervals only. The FIR
channel model is an intuitively good choice for a multipath environment due to its similarity to the
physical propagation modes in the channel.

2-2



The model described by eq. (2.5) is valid for narrowband signals only because each propagation
path is subjected to an (possibly time-varying) ideal filter response (filter response of a single tap-
gain weight), which is incapable of introducing any frequency-dependent amplitude or phase distor-
tions on the individual propagation path. The accumulation of individual propagation paths
introduces frequency-dependent channel distortions. Each propagation path of a broadband signal
can undergo additional amplitude and phase distortions requiring modification of the model pre-
viously introduced (see [6] for more details).

The model described by eq. (2.5) is valid for short time intervals because each propagation delay,
ri, is assumed to be a constant. This is only approximately true during short time intervals and, in
general, the propagation delays are also time-varying.

SW W M discrete propagation paths

channel input prop. delays TO0 OO "r°"*°"EO (t) N(t)
inefrne noise

tap-gain weights H i(t) U H2(t) 00. 0 HN(t) int; rence ne

channel output

Figure 2.2. Multipath band-limited channel model with additive
interference and noise.

2.3 TWO-PATH CHANNEL MODEL

This report will consider a channel consisting of two dominant propagation paths in a stationary,
deterministic channel environment shown in figure 2.3. Such a channel is frequently observed in
LOS radio and is called the "two-path" channel model ([2], [6] and [7]). This simplified model will
allow for the derivation of closed form solutions of performance measures in chapters 3 and 4. In
addition, it will provide insight into the mechanisms creating performance degradation due to multi-
path. Future work will concentrate on the N-path channel model with stochastic tap-gain weights.
The channel impulse response given by eq. (2.5) forN= 2 can be rewritten with respect to the shortest
path (called the direct path) as

H t = /6( 2 1 (2.6)

= H 16(t) + H 2 6(t-r4 ),

where ra = rd _ire, is called the delay spread. By taking the Fourier transform of eq. (2.6),
we find the channel frequency response equal to

W

H(J) = JHQ)( eCJ-vdt = H1 + H 2 e-j 2 ,fr. (2.7)
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Recall that the power spectral density of the channel output is related to the power spectral density of

the channel input by,

PSDh.sf) = IH(f)l 2 PSDsq) (2.8)

where for real tap-gain weights,

IH(t)12 = H2 + H2 + 2 H1H 2 cos(2 a f rd). (2.9)

The spectral nulls in eq. (2.9) are characteristic of a multipath channel. The depth of the spectral null
in the channel's frequency response increases as the value of H2 approaches the value of H 1. The
distance between spectral nulls decreases as the delay spread, r,, increases. For signals having large
bandwidths (where "large" signal bandwidth will be qualified in example 2.3 as BW - 2R ;! /rT),
the spectral nulls in the channel frequency response can result in distortion of the transmitted
symbols in the time domain.

The phase, 4H(), and group delay, g(f) 1 dZ.H() of the channel frequency response
x- df

in eq. (2.9) are given by (derived in appendix D)

[11(f -H2n(2s2 f;A) g(f) - H (2.10),•H(/)H + a- H 2 cos •(2"x f r'd' () I H 2 1• + IP + 2 HH2 cas(2 z f rd) 2.0

The nonlinear phase (and nonconstant group delay) introduces delay distortion in the received signal
that can create detection difficulties for angle-modulated data.

S -t - l multipath Interference AWGN

direct path ,t

Figure 2.3. Continuous-time, bandpass model of communication channel.

The following examples will help to add physical insight into the characteristics of the two-path
channel model described above:

Example 2.1 Ideal Channel

It's easy to show that an ideal channel is modeled by eq. (2.5) with N= 1 and H,(t) equal to a constant
(or by eq. (2.6) with H, = 0). An ideal channel is distortionless in that the frequency response of the
channel has constant magnitude and linear phase (constant group delay) over the frequency
bandwidth of the transmitted signal. Its impulse response and frequency response are given by

H(t) = H, 6(t - r1) H(f) = H, e-j 2' t l (2.11)

where H() = W(M1)I eJA'. Thus, we find that the distortionless channel has IH(M)1 = H,,
41H(f) = - 2 x f r, ,and go) = r, for all frequencies of interest.
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Example 2.2 Two-Path Over-the-Water LOS Channel

Consider the over-the-water LOS communication channel where the transmit and the receive
antenna are at equal heights above the water. Figure 2.4a shows a ray diagram of the two most
probable propagation paths. This channel clearlyfits the two-path channel model given by eq. (2.6).
Using the Pythagorean theorem and aflat earth approximation, it can be shown that the differential
path length is

d2 +r2  - r (2.12)

where r is the range between the antennas and equal to the length of the direct path. The delay spread
is simply r, = d4/c, where c - 3x10r m/s is the speed of the communication signal. Figure 2.4b plots
the differential path length in meters and the delay spread in nanoseconds for h = 45 meters ( - 150
feet). Note that the delay spread decreases with range. Figures 2.5 and 2.6 demonstrate the
characteristics of the two-path channel model for H, = 1.0. H2 = - 0.8, and r, = 5 rj sec. From eq.
(2.9), it's apparent that the null separation in the channel frequency response

null separation = (Hz) (2.13)

is a function of range in this example.

T direct path = range R

h = 45 meters multipath

1 meter = 3.28feet
1 nautical mile = 1852 meters

(a)

Differential Path Length / Delay Spread
100.0 333

10.0- 33.3

(meters) (nsec)
1.0- I 3.33

0.1. 0333
0 2 4 6 8 101214161820

range (nautical miles)

(b)

Figure 2.4. Differential path length and delay
spread for a two-path channel.
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Channel Impulse Response Channel Frequency Response1.0, 0

0.8
0.6-

0.4- -5

h(t) 0.2-
-0.2- (dB) -

-0.4-
-0.6- 

-15-

-0.8-
-1.0 -20 1

-5 0 5 10 15 0 100 200 300 400 500
time (nsec) frequency (MHz)

Figure 2.5 Channel impulse response and channel frequency response for a
two-path channel with rT -= 5 n sec.

Channel Group Delay Channel Phase Response5 60-

0- 40

20-5-
g() 4 H O') O-

(nsec) -10 (degrees)

-20-

-15 -40 NV

-20- , , -60- 1I
0 100 200 300 400 500 0 100 200 300 400 500

frequency (MHz) frequency (MHz)

Figure 2.6. Channel group delay and phase response for the two-path channel
in figure 2.5.

2.4. SIGNAL STATISTICS

Recall that the autocorrelation of a sum of signals can be written as the sum of the autocorrelation
of each signal when each signal is mutually uncorrelated. With this assumption, we can write the
autocorrelation of eq. (2.1) as

ORR(r) a E[R(t) RQ(t - r)= OH.SHST) + *,j(r) + 0,v(r) (2.14)

To proceed in evaluating these equations requires that some assumptions be made about the received
signal components.
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The channel impulse response to be considered in this paper is the two-path channel model with
time-invariant, discrete paths, normalized to the delay of the direct path as described in section 2.3.
With this channel model, it can be shown that

0HIs,.s(T) = H1H2 tIs,.+ T ) + (Hr2 + H2) Os,(<) + HIH2 Oss(r - 'rd) (2.15)

where for P 7(t) = 1 in the interval [0,T] and 0 elsewhere,

OSS(r) = ox%(r) cos(2xfcr) (2.16)

and rS (1- T_:_rsT

S= t(1o)) 0 otherwise

,A(r) is the autocorrelation of the in-phase signal component, T is the symbol duration, i the
transmitted signal power. Eqs. (2.16) and (2.17) have explicitly assumed that the power , -tra of
S(t) is symmetric about f=fc (as is typical for double sideband communication systems) and thus, it
can be shown that Ox,)(r) = 0 = Oy,(r) (see section 3.1 of [3]).

Two types of interference will be analyzed in this paper. The first is a CW interference given by,

l(t) =ff~i •cos(27r(fc + f4 )t + ,), where I, , 0 are the power, carrier offset frequency, and

phase of the interference respectively. The autocorrelation of the CW interference is found to be,

OXr) = I cos(2jr(fc + f4 )r). (2.18)

The second type of interference is bandpass white Gaussian noise with power spectral density shown
in figure 2.7 and defined by

fc+f 4 -B < 0 ff+fA +
PSDI - 2<2 2. (2.19)

0 otherwise

Its autocorrelation can be computed by taking the inverse Fourier transform of eq. (2.19)
N sin(jrBr)•

(bS(r) i NB (�s�i.B ) cos(2.r(fC + f1)r). (2.20)

This interference model encompasses both narrowband and broadband interference with a single
parameter, the bandwidth B. For very small, but finite B, eq. (2.20) reduces to eq. (2.18) where
I = N9B is equal to the total baseband interferer power.

Finally, the additive noise is assumed to come from a white Gaussian process with power spectral

density PSD,(J) = N0 /2 for all frequency resulting in its autocorrelation function being equal to

ON,-r) = 6(r) = N 0/2 6(r).

B PSD/J B

NB/ 2  - N1/2

-• II •f
- VfC + fd) fc + fd

Figure 2.7. Spectrum of finite bandwidth interference at bandpass.
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Example 2.3 Classification of Multipath Channels

Insight into the classification of multipath channels can be found from the autocorrelation of the
output of the two-path channel model. Using eqs. (2.16) and (2.17) in eq. (2.15), we find

#H.sj.s(,) = (H,H2) #.AT + TA) cos(2xffy + ri)) + (HI + H•) €Jr) cos(2xfcr)
+ (HIH 2) #.(T - r,) cos(2xfAT - Td))

=[(HjH2) S(I - ýr +rI cos(2xf~r.) + (H I + H 2) -( L~

+ (HH 2) S( I - T -~) cos(2zf.T4)] CoDS(2rfcr) (.1

- [(H,H,.) S(i - l +T'd') sin(2xfrj)
T (HIiH2) ,S( I - T iI sin(2xfcri)] sin(27tfr)

where the same notation as in eq. (2.17) is implied. Figure 2.8 plots the components of Ors•.T)
given in eq. (2.21) for H, = 1.0, H2 = - 0.8 and for the special case when fr e. {1, 2,...). Note that

the case when the delay spread is greater than the inverse of the signal bandwidth, 'r a -- = T, or
equivalently the null separation in the channel frequency response is less than the signal bandwidth,

!s 2R = is typically called "resolvable multipath" or "frequency selective multipath" [3].

This condition implies that the multipath channel may affect disjoint parts of the signal spectrum in
different ways. Thus, all figures in figure 2.8 are cases of "frequency selective multipath " with figure
2.8 (c) equal to the limiting case. For the case when r,, < - = 1, the channel is called "frequency

2.R 2
nonselective multipath " or "flat multipath. " This condition implies that the multipath channel will
affect all parts of the signal spectrum in a similar way.

h-s.VONs(T )components 's s(r)components oirs2.s(r)Ccomponents

1.6- 1.6 1.6

1.2 1.2 1.2

0.8- 0.8 0.8

0.4- 0.4 0.4

-0.0-, -0.0 -0.0
-0.4- -0.4 -0.4

-0.8. -0.8 -0.8

-1.2 T= 2 nsec 2.5 T -1.2 T = 5 nsec r T -1.2 T= 10nsec T

-1.6 A =5 nsec -1.61 r= 5 nsec -1.6 r= 5nsec 2

-15-10-5 0 5 10 15 -15-10 -5 0 5 10 15 -15-10 -5 0 5 10 15
time lag (nsec) time lag (nsec) time lag (nsec)

(a) (b) (C)

Figure 2.8. Components of eq. (2.21) for for 1 E {1, 2, ...} and (a) rj = 2.5 T,
(b) T, = T, (c) rd = 0.5 T.
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3. PERFORMANCE ANALYSIS OF BPSK SIGNAL

This chapter presents an analysis of the average probability of bit error for a BPSK signal trans-
mitted through the channel shown in figure 2.3 and received by the coherent matched filter shown in
figure 3.1. The receiver model consists of a correlator implementation of a coherent matched-filter
receiver for BPSK. While the analysis technique is well known, the particular example used in this
text is thought to be unique (see [81, [1] for closely related examples).

2 cos(2rf/t)

Rt 10 X t- 0 +0 - f( )d i~k < 0Sk

o oerent BPSK Demodulator Hard Decision

Figure 3.1. Correlator implementation of matched-filter receiver
for BPSK signals.

Using the two-path multipath channel model described in section 2.3, H(t) = H1
6(t) + H 2 6(t-r/t), the received signal can be expressed as

R(t) = HIS(t) + H 2S(t-r 4t) + A(t) + N(t), (3.1)

where

S(t) = a• PAQ - kT) cos(2rfct) (3.2)
k

is the BPSK transmitted bandpass signal, ak E{ + 1, - 1) is the kth bit, S is the transmitted signal
power, and P 7(t) the symbol pulse waveform. At most, one-bit transition of the multipath signal can
take place in the interval [0, 7] of the direct path signal. The following analysis will consider only the
case of 0 < rd < Tas shown in figure 3.2. The case of rd > Tis a straight forward extension and
detailed in appendix B. Using this assumption on the delay spread, the received signal during the
interval [0,T] can be written as

R(t) - HF 2 ak P0(t) cos(2Xfdt) + H2 F2S ak P1 Q - TA) cos(2nf,(t - rd))
+ H 2 V ak-I P 7(t + T - rd) cos(2xfct + T - rd)) + I(t) + N(t)

- [HI v ak PA(t) + H 2 V-S ak P7 (t - 'rd) cos(27rfcTr) (3.3)

+ H2 F ak_ 1 P 7(t + T - Tr) cos(2xfc(rt - 7))] cos(2nft) + I(t) + N(t)

using trigonometric identities and neglecting sin(2xfct) terms since they will be eliminated by the
coherent BPSK demodulator in figure 3.1.
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direct path i a t

I'd H 2 F-2 ak
multipath

Figure 3.2. Desired and interfering baseband signals in [0, TJ, 0 : z : T,
ak = + 1, ak -1 = -1 (from [1]).

3.1 MATCHED-FILTER DETECTION OF BPSK WITH CW INTERFERENCE

This section derives the probability of symbol error for the received signal given by eq. (3.1) with

CW interference, 1(t) = 1F2 cos(2x(f, + fd)t + 4$). Without loss of generality, consider the

interval [0,T]. The decision variable, i(k), in figure 3.1 can be written as

i(k) = JR(t) 2cos(27fct) dt = ak D(k) + ak Fl(k) + ak_ 1 F 2(k) + 1(k) + N(k) (3.4)

where the terms in eq. (3.4) will be defined in section 3.2. The conditional probability of bit error,
given the parameters of the channel model and interference parameters, is given by,

&0 + ½P,(- (3.5)-r,,1
Pe(H1 ,H2 1',T4 , If 4 , 4) - !P,(+ 1IHj,H 2,TA,I,f 4 ) +, 2 I- 1 H2 r,, 4 4) (3.5)

for equal probabilities of transmitting +1 and -1 bit. For the case when 0 < rT ! T
P,(+ l1Hf,H 2,r,Jf 4 ,4) -2 P(S() < 0 a- = - 1,ak + 1)

+ ½Pr(i(k) < 0I at_1 = + 1,ak = + 1). (3.6)

P.(- ll1,H 2 ,rdJaf,4)) = !pr(;k) > 0 a a = - 1,ak = -1)

+ ½Pr(i(k) > 0 I k- + 1,ak - -i). (3.7)

For the case when rd > T, eqs. (3.6) and (3.7) each contain 4 components since the two data bits in
the multipath are not correlated with the data bit in the direct path, ak, during the interval [0,71. This
is presented in appendix B.

The only random term in eq. (3.4) that is not being conditioned on is the Gaussian random
variable, N(k). Thus, the decision variable, i(k), will be a conditionally Gaussian random vari-

able with variance N2,, which will be calculated below. Recall that the cumulative distribution

function of a random variable X is defined in terms of its probability density function,
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x

cdf(x) = Pr(X 5 x) f J pdfxQ) dA. For a zero mean, unity variance, Gaussian random vari-
CD

able X

Pr(X :5 x) 72xPrX x)--(e 2 , tu (x). (3.8)
-- 0

Thus, rewriting eqs. (3.6) and (3.7) so that the Gaussian random variable has zero mean and unity
variance, we find that eq. (3.5) can be written in terms of eq. (3.8) as

p,(Hý,H21Ir4l, fA,) ='l14 _ + D(k) + Fl(k) - F 2(k) + I(k)
+lo- + D(k)+F)+2k+o~ l(k))

+10 l + D(k) + FI(k) + F2 (k) + 1(k))4ON /

+ 0- D(k) - FI(k) - F2 (k) + l(k)
4ON /O

++F 2(k) + 1(k) (3.9)

3.2 TERMS IN EQ. (3.4)

ak D(k) is the desired signal term from the direct transmission path. It can be found from inter-
preting figure 3.1 as

a f D(k) f H, v'• ak cos(2xfct) 2cos(2?rfct) dt

0

for P7(t) equal to a rectangular pulse during the interval [0,7]. Solving for D(k) we find

D (k) = H 1, FT (3.10)

since the high-frequency terms are removed by the integration.

ak F, (k) and at_ 1 F 2(k) are coherent interference terms (ISI) created by the multipath. They
are found to be

ak FI(k) = f H 2  _ ak cos(2xfcr 4 ) cos(2rfct) 2 cos(2,xfct) dt

ak...1 F2(k) f H2 1r ak-1 cos(2xfc(T-r,)) cos(2xfct) 2cos(2;rf•t) dt,
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which can be reduced to

Fl(k) = H 2Ji-E (T - T4) cos(2,rfcTr) (3.11)

F2(k) = H 2 VS (T4) cos(2xfc(T--rd)). (3.12)

For the CW interference, 1(k) is given by

1(k) f -2 cos(27r(fc + f4 )t + 0b) 2cos(2rfct) dt

0i- [sin(2,rfdT + 0) - sin()] (3.13)
i~l , 2XfA (.3

N(k) is the Gaussian noise term defined as

N(k) f= N(t) 2cos(2rfct) dt.

0

Since this term is a Gaussian random variable, it will be necessary to compute the first and second
moments of N(k). The mean is zero since E[N(t)] = 0. The variance is given by

(r2= f fE[N(tiwN(t2)1 2 cos(2xf4 ti) 2 cos(2xrft 2) dtldt20 T T"

= ff 0r2 6(tl - t2) 4cos(2'•rfc) cos(2x7ft2) dtldt2
0 0

-~ Jfcos2 t) t

- NOT (3.14)

since o2, N012.

Thus, the conditional probability of bit error for a BPSK signal transmitted through a two-path
channel with additive CW interference and white Gaussian noise is given by using eqs. (3.10) -
(3.14) in eq. (3.9). For the simplified case, of only a single channel, H2 = 0, this expression reduces
to eq. (11) of [1].

3.3 MATCHED-FILTER DETECTION OF BPSK WITH FINITE BANDWIDTH
INTERFERENCE

"The previous results are now extended to include a finite bandwidth interference. In particular,
the interference is generated by passing white Gaussian noise through an ideal bandpass filter result-
ing in the spectrum displayed in figure 2.7. In this case, both the interference and the noise are
assumed to be uncorrelated, Gaussian random variables. Thus, eq. (3.9) can be modified to find the
conditional probability of bit error, given the parameters of the channel model and interference
parameters as
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Pe(Hi,H2 1,T4 ,N8 ,f4 ,B) = 1.0.. + D(k) +F:~k) - F2 (k))

+10- + D(k)+F(k)+F 2 (k)) (3.15)

where
a.+N2 _2 2 (3.16)

All that remains to be computed is u2 since a2V = NOT was computed in eq. (3.14).

Let the received bandpass interference be written in terms of its in-phase baseband signal, x(t),
and its quadrature baseband signal, YA),

I(t) = x(t) cos(2x(fc + f4 )t) - A(t) sin(2.n(fc + f,4 )t)

= [x(t) cos(2xf4 t) - yt) sin(2xfdt)] cos(2xfct)
-[x() sin(2xf 4 t) + Y() cos f4 t)] sin(2rfct). (3.17)

Then, the interference component of the decision variable can be written as,
T

l(k) = J[x(t) cos(2'ft) - y(t) sin(2xf,dt)] cos(2xfct) 2cos(2xfct) dt

0
T

f [x(t) sin(2rf,4t) + yt) cos(2,fd4 t)] sin(2rfct) 2cos(2xfct) dt

0

Sf[x(t) cos(2 xrf t) - yt) sin(2xf, t)] dt (3.18)

since high-frequency terms are removed by the integration. The mean of eq. (3.18) will be zero since
E[x(t)] = E[yt)] = 0. Before proceeding to compute el, we first make several observations from
chapter 2 that will simplify the analysis (note that a similar analysis was completed in [9] for
f,d = 0). First, note that 0,,4(r) = 0 = Oyt~r) for all r since the bandpass Gaussian noise is
symmetric about f = fc + fd. Second, Ox,(r) = Oy,,(r) since the bandpass Gaussian noise is
assumed to be stationary. Thus, the two nonzero terms of a,2 reduce to,

T T

=l f( f EtxQ1l) xQt2)I [cos(2xrf4 )cs(rf:]
0 0

+ E[yAt) y(t2)] [sin(2arfAjl) sin(2rf4dt 2)] dt1 dt2
T T

f ~N' sin~xBr)
B/ sirBr cos(2rfdr) dtldt2  (3.19)

0 0
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using eq. (2.20) and r = t - t2. Applying trigonometric identities we find

= fN~ si(~(B-f 4 )T) [NDB sin(31(B + 2f~r
a1 t = xBr dtldt2 + J2 xBr dt~d:. (3.20)

00 00

Since both terms of eq. (3.20) will have similar solutions, only the details of the first term will be
presented. By making the substitution x = x(B - 2f4 )r and consolidating terms, the first term of
eq. (3.20) can be rewritten as

T X(D- 71jXT-t2)

flsýten-_NB f sin(x) dx dt2first__term = J I 1(Xdd

0 ,0-7, AX-,2)
TNB• [Si(;r(B - 2f,•)t2) + Si(M( - 2f,,)(T - t2))] dr2 (3.21)

0
Y

where eq. (3.21) has used the Si(y) relationship defined by Si(y) = f sin(x) dx. To proceed, note
SnX
0

that by using integration by parts with u = Si(x) and dv = dx, it can be shown that

Si(x) dX = x Si(x) IB -f sin(x)dx. Substituting x = ;r(B - 2f.)t 2 into the first term of eq.

A A

(3.21) and x = ;r(B - 2f 4)(T - t2) into the second term of eq. (3.21) we find
",,- 7/,,j W 0 r

first-term - NB 1 r Si(x) dx Si(x)-2f:2 Sir(B) -f) f
00

=) L Si(x) j s(B -?f)T sm(x)-I x
_______2fx__0_f

NB T Si(N(B-2f)T) + • 1]. (3.22)

Finally, we combine a similar result for the second term of eq. (3.20) to obtain the desired result

_ NB r+ cos(;r(B- 2f)T)-1"

a1 BT 1Si(;r(B - 2f4)T) + ,rB- f)T)(.3S- -. +- r~~si(x(B - 2fg)+ -
'd)T (3.23)

N rcos(r(B + 2f)T)-I1
+ NB T 1Si(x(B + 2f•)T) + 'r(B + 2f)T J+'•-" (B + 2fd)T

Thus, the conditional probability of error fo; a BPSK signal transmitted through a two-path
channel with additive finite bandwidth interference and white Gaussian noise is given by using eqs.
(3.10) - (3.12), (3.14) and (3.23) in eq. (3.15). For the simplified case, of only a single channel,
H2 = 0 and no offset frequency, f4 = 0, this expression reduces to
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Pe(H1,N,,B) = /N + H, V2T (3.24)

F O + ~b2T [Si(xBT) +co j

3.4. SUMMARY AND EXAMPLES

Before proceeding with an equation summary and some examples, it is useful to present a vector
representation of the received baseband signal for both the two-path channel and CW interference to
help develop some intuition into the performance characteristics displayed in the examples. The
other channel combinations follow directly from these cases.

Figure 3.3 illustrates the vector diagram of the received baseband signal when the BPSK signal is
transmitted through the time-invariant two-path channel. The two transmitted bits correspond to
two vectors of length H1 i originating at the origin and terminating at +1 and -1 on the in-phase
axis. Since the multipath travels a longer distance than the direct path, its propagation time is longer
than the direct path, which will result in a phase offset when the received signal is demodulated with
respect to the direct path. Referring to figure 3.2, there can be two interfering bits from the multipath

in the interval [0,7], which results in two vectors of length H 2 F and with phase relative to the
direct path of 01 = 2.rfcr, and 02 = 2~rf,(r4 - 7). For the case of rd < T, the multipath bit in the
interval of [0,rd] can be either a +1 or a -1, which results in two vectors 180 degrees out of phase.
However, the multipath bit in the interval of [ rd,7] is correlated with the transmitted direct path bit in
the interval [0,7], so its value is determined by the present transmitted bit, ak, and a single vector is
generated. The received demodulated bits can be found by vector addition resulting in a total of two
possible bits demodulated in the interval [0,7] for each transmitted bit. Note that only one of the
possible demodulated bits represented in figure 3.3 exists at any one time. The duration of each bit is
defined in figure 3.2. For the case of r,4 > T, the multipath bit in the interval of [r4 ,7] is no longer
correlated with the transmitted bit, so it too will generate two vectors 180 degrees out of phase result-
ing in the demodulation of four possible received bits for each transmitted bit.

received symbolcorrelated muitipath
quad-phase a4 - -- + 1,a 1 = + 1

uncorrelated a e -- Iath uncorrelated
multipath -multipath

~ "iirre 
iated m u itipath

received symbol liC_ e..t-I + rece u" ••ived symbol
a& I a- - 1,a= + 1

=- -.. -" uncorrelated s y mb
" 2 , multipath

ak-I = - 1 uncorrelated multipath
a••= - 1 6, ff=•o

received symbol 
02 1 0 -=3

a& - l,ak -- -
7

Figure 3.3. Possible demodulated bits during the interval [0, 7] for a two-path
channel with 0 < r, < T.
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Figure 3.4 illustrates the vector diagram of the received baseband signal for the case of additive
CW interference and no multipath. The figure is similar to figure 3.3. The CW interference creates a
vector that spins about either of the two transmitted bit vectors with phase 0(t) = 2,rfd, t + 0 during
the interval [0,7]. Of course, the detection depends on the integration between [0,7], which
determines the actual system performance. The finite bandwidth interferer is from a Gaussian
random process and will not have a constant envtAope or a constant phase as was the case for the CW
interferer. Thus, its vector diagram will form a cluster of received symbols centered about the
symbol mean values with radius determined by the variance of the interference.

quad- phase

CW interference_ -- CW interference .

2*f. .(t t+• 0 ) t+f •

-. 4 * - in-phase

S2  HrS H, '

Figure 3.4. Effect of CW interference on the demodulated bits during the
interval [0, 7].

The following examples will exercise the average probability of bit error equations derived in
this chapter to highlight some of the characteristics exhibited by a multipath communication channel
with additive interference. Specific input values are used corresponding to example 2.2; however,
these values can be easily modified to fit any LOS radio communication system. Figures 3.5 and 3.6
summarize the equations required to compute the average probability of bit error for the CW inter-
ference and the finite bandwidth interference cases respectively for 0 - rd4 < T. Appendix B pres-
ents results for rd > T.
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D(k) = H S T transmitted signal power = S

FE(k) = H2- (T - rd) cos(2afrA) interference power = I [N) No

F2(k) = H2 v' (rA) cos(2rf(rA - 7)) in-band noise power = =

I(k) . F2, [sin(2xfdT + 0) - sin(o)]

+, 10 _ D(k) + F ,(k) - F 2(k) + 1(k))

+ lo_- D(k) - F1 (k) + F2 (k) + 1(k))

Figure 3.5. Generation of the average probability of bit error for a BPSK
signal transmitted through a two-path channel with 0 < rd : T, CW
interference and AWGN.

D(k) = H, 1" T transmitted signal power = S
F1(k) = H2 I (T - rt) cos(2frv) interference power = NB •

F2(k)-- H 2 5 (TA) cos(2zf1C(", - 7)) in-band noise power = N.2

02 = NOTT2 T

NT [ +cos(x(B - 2f)T) - 1]+2 = LA T Si(:l(B - 2f.)T) + "s( +2f-f 1

N8  ,(B - 2fd)TN. [ eo(x(B + 2fd)T) - l1
+ •-T Si(x(B + 2f,.)T) + cos +2f)

I z0y + 2fA)T

P, 0( + D(k) + F(k) -F2(k))

+10 + D(k) + F,(k) + Fz(k))

Figure 3.6. Generation of the average probability of bit error for a BPSK
signal transmitted through a two-path channel with 0 < rd < T, finite
bandwidth interference, and AWGN.

Example 3.1 BPSK Signal, Multipath and AWGN

Consider first the simplified case of a BPSK signal transmitted through a time-invariant two-path

channel with additive white Gaussian noise. Figures 3. 7-3.10 plot the performance of this system

as a function of the magnitude of the multipath tap-gain and the data rate. Either summary of

equations can be applied, figures 3.7-3.10 with I=O, or figure 3.6 with B = 0, since they both reduce

to an identical set of equations for the case of no interference.
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Figure 3.7 shows the effect of the magnitude of the multipath with respect to the direct path by

varying H, between - 1.2 and 1.2 in 02 increments while keeping H, = 1. Note that the free-path

propagation loss has been neglected without loss of generality. The delay spread is r. = 5 / sc

selected from previous examples and the data rate, R = 1.544 Mbps, resulting in r,, = 0.0077 T. From

figure 3.7c, it can be seen that the effects of the multipath for these conditions are cyclic described by

cos(2Uf4r). This comes from the channel frequency response of the two-path channel given by eq.

(2.9) and is reflected in the probability of bit error equations by the F,(k) term given by eq. (3.11).

Note that when cos(2xfrr) = 0 corresponding to f, i E 11.3.5....1 and f, = 250 and 350 MHz

in figure 3.7c, the multipath has no affect on system performance (see figure 3.7b), as might be

expected for rd, = 0.0077 T. However, at all other carrier frequencies, the multipath has significant

effects on system performance. In spectral nulls of the channel frequency response, the system

performance degrades, corresponding to a reduction in received signal energy due to the multipath

and the direct path adding destructively, ie F,(k) < 0. For 1H2 < , this is seen from figure 3.7c and

2.5 to take place when 0 MHz < f, < 50 MHz, 150 MHz < f, < 250 MHz, 350 MHz < f, < 450 MHz,

etc. In spectral peaks of the channel frequency response, the system performance improves,

corresponding to an increase in received signal energy due to the multipath and the direct path

adding constructively, i.e., F#(k) > 0. For H2 < 0, this is seen from figures 3.7c and2.5 to take place

when 50 MHz < f, < 150 MHz, 250 MHz < f, < 350 MHz, etc. When H2 > 0 these effects are exactly

reversed.

Note that as T -,r,, corresponding to increasing the data rate for a fixed delay spread (or

equivalently r, -. T corresponding to increasing the delay spread for a fixed data rate), the coherent

overlap region between the multipath and the direct path reduces (see figure 32) and the

constructive/destructive addition becomes less of a factor in determining system performance. This

is evident in figures 3.8 - 3.10. From figure 3.10 it can be seen that the carrierfrequency dependence

decreases approximately linearly as T - r, (for rd = 5 tq sc. T = r•, when R = 200 Mbps). For the

special case when r, = Tfigure 3.8c shows no carrierfrequency dependence. For r, I- Tthe system

degradation is blind to the sign of H2 corresponding to the multipath being completely uncorrelated
with the direct path during the interval [0,T]. It is interesting to observe that the system performance

appears to be a strong function of the carrier frequency as long as r, :s 0.5 T, the so called "flat" or

"frequency-nonselective" condition describing the characteristics of the multipath channel in

example 2.3. Thus, these results suggest that if one is operating in a deep null and the

"frequency-nonselective" channel conditions hold, then a change in carrier frequency by 1/(2r,)

should dramatically improve performance.
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Example 3.2 BPSK Signal, Multipath, Interference and A WGN

Consider now the case of a BPSK signal transmitted through a time-invariant two-path channel with

additive interference and additive white Gaussian noise. The two interference models consider

either the case of a deterministic CW interierer or a stochastic finite bandwidth interference. Figure

3.11 plots the system performance with additive CW interference for interference power varying

between -20 and +20dB. System performance is seen to degrade rapidly for signal-to-interference

ratios on the order of-lO toO dB. Figure 3. 11c also shows a similar carrier frequency dependence as
was described in example 3.1. Figures 3.12 and 3.13 illustrate the effect of interference bandwidth

on system performance. For finite bandwidth interference, system degradation is a more gradual

function of the signal-to-interference ratio than is the CWinterference. However, figure 3.12a shows

that for signal power greater than about 3 dB, the finite bandwidth interferer can degrade

performance more than the CW interferer of equal power. As the interference bandwidth increases

.,bove the data rate and its power, N, * B, remains constant, the effects of the interference decreases

as seen clearly in figure 3.13a. This is because the "in-band" interferencepower, N, * 2 R, decreases

since N& decreases.

In figure 3.13b, system performance is plotted as a function of interference carrier offset frequency.

Performance is seen to be most severely effected when the the interference carrier offset frequency is

zero. Local minimum occur for narrowband Gaussian interference in the nulls of the transmitted

BPSK signal spectrum, f = R,2R.... As the bandwidth of the interference increases, the

interference loses the ability to "hide" in the BPSK signal spectral nulls. Note that the deterministic

CW interference has additional offset frequencies, fa = R, R, L,2R,.., where it doesn't affect

performance. These values can be found by examining the limiting cases of eq. (3.13)

(k) = 2forfa =0, 0=0

1(k) = 1 cos(o) for f =0, 0 (3.25)
sin(2xfd7 )

l(k) = F2J 2f for f 0, = 0

and solving for f, when 1(k) = 0. The intermediate values of f, for which system performance is not

affected, i.e., f 2'= 2, 2 are an artifact of the integration of the deterministic, constant envelope,

and constant phase CW interference that does not exist when the envelope and phase are stochastic

(see for instance figure 6 of [D).
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Prob of Bit Error: BPSK+AWGN(NoR=OdB)
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Figure 3.7. Effects of Multipath on BPSK, r, = 0.0077 T.
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Prob of Bit Error: BPSK(3dB)+AWGN(NoR=OdB)
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Figure 3.8. Effects of Multipath on BPSK, (a) r4 = 0.25 T, (b) r4 = 0.5 T,
(c) r,, = 1.0 T.
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Prob of Bit Error: BPSK+AWGN(NoR=OdB)
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Figure 3.9. System performance of a BPSK signal transmitted through a
multipath channel, rd = 5 t sec, for 1,10,50,100,150,200 Mbps data rates.
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Prob of Bit Error: BPSK(3dB)+AWGN(NoR=OdB)
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Figure 3.10. System performance as a function of data rate for a BPSK
signal transmitted through a multipath channel, r 4 = 5 7) sec.
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00 Prob of Bit Error: BPSK+AWGN(NoR=-1OdB)+CW(-20:10:+20dB)
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Figure 3.11. BPSK probability of bit error for (a) CW interferer with no
multipath, (b) and (c) CW interferer with multipath, rd = 0.0077 T.

3-16



Prob of Bit Error: BPSK+AWGN(NoR=-lOdB)+lnterference(OdB)
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Figure 3.12. BPSK probability of bit error for (a) and (b) CW or finite
bandwidth interferer with no multipath, (c) CW or f'mite bandwidth
interferer with multipath, lr = 0.0077 T.
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0oProb of Bit Error: BPSK(OdB)+AWGN(NoB=-10dB)+Interference(-20:10:20dB)
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Figure 3.13. BPSK probability of bit error as a function of (a) interference
bandwidth and (b) interference offset frequency for the case of no multipath.
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4. PERFORMANCE ANALYSIS OF M-PSK SIGNAL

This chapter presents an analysis of the average probability of symbol error for a M-PSK signal
transmitted through the channel shown in figure 2.3 and received by the coherent matched filter
shown in figure 4.1. The receiver model consists of a correlator implementation of a coherent
matched-filter receiver for M-PSK. Figure 4.2 shows the constellation of 8-PSK with its associated
decision boundaries and a typical bit-to-symbol mapping called Gray encoding. Note that log 2(M)
bits of information are transmitted with each M-PSK symbol. The material presented in this chapter
is an extension of the analysis presented in chapter 3.

---------------------

2 cos(2xfst)

AT ik)

R(t)- -- ..................... " i(k) i.(k) + ji,() (k)

)dm Ht Z- M.c ) 2 S' k
2 sin(2xrft) Ok=a-[L~k)] ____ 9k) s -j

f()dt WHard Decision

* a

*------------------------------Coherent M-PSK Demodulator

Figure 4.1. Correlator implementation of matched-filter receiver for M-PSK signals.

5XIn 37r
8k k S3 //8

S4• I" \ | /'X s2
7z . XS2 =I 8-PSK w/ Gray Encoding•~~ s:", 1/-'" = ej° ON

S5  ••s' =2 e2*/8 001

8 •S6X = " X 8 $3 ei•/ 8  011= '$ ei•/s o10
8 s)< 8s 5 = igls 110
/s S8  s6  eiK/s8 111
1 4 

$1 ei37x/s 101

8 8 S8 ei14x/8 100

(a) (b)

Figure 4.2. 8-PSK (a) constellation with decision boundaries,
(b) bit-mapping using Gray encoding.
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Using the two-path multipath channel model described in section 2.3,
H(t) = H-6(•) + H2 6(t - rd), the received signal can be expressed as

R() = HIS(t) + H2S(t-r 4 ) + 1(t) + N(t). (4.1)

The M-PSK transmitted bandpass signal can be written as,

S(t) = 2 >" P7 t - kH) cos(2ft + ok)
k (4.2)

= 12- Z: lak cos(2xfct)-bk sin(W71h)] P2 (t-kT),
k

where 0 k E (i- 1)} for i 1,...,M is the phase of the kth M-PSK symbol, ak = Cog(od)

bk = sin(Ok), S is the transmitted signal power, and P7r(t) the symbol pulse waveform. At most, one-
symbol transition of the multipath signal can take place in the interval [0, 7T of the direct path signal.
The following analysis will consider only the case of 0 : rd <T. The case of r > T is a
straightforward extension and presented in appendix C. With this assumption on the delay spread,
the received signal during the interval [0,7J can be written as

R(t) = H, ý2-I[atcos(2.rfct) - bksin(2rfct) I P7 0t)

"+ H2I2[ak cos(2x'fc(t - rd)) - bk sin(2x1fc(t - rd))] P7 (t - -rd)

"+ H2,/i-[akt l cos(2xfc(t + T - rd)) - bt_ I sin(2xfc(t + T - rd))] P7 (t + T - 'rd)

"+ 1(t) + N(t)

-[H12- ak P7r(t) + H2 52{at cos(2xfcrd) + bk sin(2XfCrA)I P7rt -A)

+ H2 1SJak- 1 cos(2xfc(,rd - 7)) + bk-I sin(2frfc('rA - T))P 7<rt + T - rd))] cos(2gfct)

- [H1 JiI bk P0(t) + H2 i-1 - ak sin(2xfcrd) + bk cos(2,ifcr 4d)) P(t - rd)

+ H2 ý2{ - ak_- 1sn(2;f,@d-. -. 7)) + bk_.lcos(2WAV,(A - 7))1P7(t + T - rd))] sin(2xfct)

+ 1(Q) + N(t) (4.3)

using trigonometric identities. Note that for BPSK, M=2 and 0 k E 100,18001, thus,

ak E f + 1, - 11 and bk = 0 and eq. (4.3) reduces to eq. (3.3) when the sin(2xfct) terms are
neglected.

4.1 MATCHED-FILTER DETECTION OF M-PSK WITH CW INTERFERENCE

This section derives the probability of symbol "or for the received signal given by eq. (4.3) with
CW interference, 1(t) = F2I cos(2x(fc + f4 )t + 0). Without loss of generality, consider the inter-
val [0,71. The output of the in-phase integrator, .#(k), and the output of the quadrature integrator,
sy(k), in figure 4.1 can be written as
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T

sxQ) = f R(t) 2cos(2xft) dt

0
= ak D(k) + at F1 (k) + bk GI(k) + ak-1 F2(k) + bkI G2(k) + IA(k) + NX(k), (4.4)

Sy(k) f R(t) 2sin(2xfct) dt
0

= bk D(k) + bk FI(k) - ak G1 (k) + bk-_I F 2(k) - ak_1 G2(k) + 1Y(k) + NY(k) (4.5)

where the terms in eqs. (4.4) and (4.5) will be defined in section 4.2. The conditional probability of
symbol error, given the parameters of the channel model and interference parameters, is given by

M

Ps(HnH 2 ,rdIf4 ,4') = L P,'(S I ps nH2,r4 ,I,f 4 ,v) (4.6)

jp1

for equal probabilities of transmitting each of the M symbols. Recall that the probability of detecting
a symbol error, Ps, is equal to one minus the probability of detecting a correct symbol, Pc. Thus, for
the case when 0 : rd : T, we can express the conditional probability of symbol error given that the
symbol sj was transmitted as

Ps(s-I.,H2,r 4 ,I,f 4 ,4) = 1 - Pc(sj-Hi,H2,r 4 l,f 4 4d')
M

1- 1 Pr(0<O(k) < 02 I skI = si, Sk = Sj) (4.7)
i= 1

where 01 and 0' are the angles of the lower and upper decision boundaries respectively. For example

for sj = s1 = ejO, wehave 01 = - Xand 01 = M. Note that for M-ary signals, we must consider

the possibility that one of M symbols was previously transmitted. For the case when rd > T, eq.
(4.7) would contain M2 components since the two symbols in the multipath are not correlated with
the symbol in the direct path, Sk, during the interval [0,71. This case is presented in appendix C.

When the probability of symbol error is the same for each symbol, eq. (4.6' can be simplified to

P3(HIH 2 ,r4 ,J,fd,I) = PXsI I Hi,H2,rd, J,f0P). (4.8)

This can be shown to be true for either the case of multipath and AWGN or the case of multipath with
additive finite bandwidth interference and AWGN (treated in section 4.3). However, it is not true for
the case considered here. Hence, we will be forced to solve the general form of eq. (4.7).

A

To compute eq. (4.7), it will be necessary to derive the probability density function of 0k since
02

Pr(O <0O(k) < 02) f pdf(O) dO. This will require the following steps:

01

(1) find the joint probability density function of s(k) and S#(k) in rectangular coordinates,
pdfjA(x, y), (2) transform pdfA ,(x, y) into a joint probability density function in polar coordinates,
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pdfK. (r, 0), and (3) remove the radial dependence by integration, pdf.(0) pdf(, ) dr. e

0
following proceeds with each of these steps:

(1) Note that the only random term in eq. (4.4) that is not being conditioned on i' the Gaussian
random variable, N1(k). Thus, iX(k) will be a conditionally Gaussian random variable with condi-
tional mean and variance

m = ak D(k) + ak F1 (k) + bk GI(k) + ak_ 1 F2(k) + bk- I G2(k) + IA(k)oS , -o. (4.9)
a a  2 - 2

s, N N

Similarly, i,(k) given by eq. (4.5) will be a conditionally Gaussian random variable uncorrelated
with ji(k) and with statistics given by

M = bk D(k) + bk FI(k) - ak GI(k) + bk_ I F2(k) - ak-1 G2(k) + JAk)

S , Nj~

The terms in eqs. (4.9) and (4.10) will be calculated below in section 4.2. Since i#(k) and iy(k) are
uncorrelated and Gaussian random variables they are also independent [10]. Thus, their joint
probability density function is

pdf-., (xy) e 1-ee

1 e . (4.11)

UN

(2) From figure 4.1, it is seen that the decision variable is O(k) = tan-1 -L(k) thus the proba-

bility density function of eq. (4.11) must be changed into a probability density function involving
magnitude and phase (see section 2.11 of [10]). This is accomplished by a change of variables,

r + yand0 = tan 1] resulting in

LIXI
axr aol

pdf. L(r, 6) = pdfi , (x, y) Il r yI

18r 061 xcos(O),y=rsin(6)

N r e N (4.12)

(3) The final step requires removal of the r dependence in eq. (4.12) L.; integration. Proceeding
by completing the square in the exponent term and letting P = mxcos(O) + mysin(O) we find
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pdf6(O) = [.pdf,(rO) dr

0

= 1 -# + _.2___Y

2 1 2 e-,N r e wk dr. (4.13)
0

Let t = (r - fi)IaN, we can rewrite eq. (4.13) as

pdf- 2( + [t + dt

2j02 e a2 {te['idt edt . (4.14)

The first integration in eq. (4.14) is straightforward while the second integration can be found from
eq. (3.8) noting that '( - x) = 1 - O(x). Thus, evaluating eq. (4.14),

pdf.(6) - 2• e 2 L e-(Mtl=#o /-°v•4

='__

Plugging fi into eq. (4.15) and rewriting the exponent in the second ternm we finally arrive at
"p() 1#2 mxcos(6) + m Ysin(6) (A.,an(.,)2.+ mysin ( 4.16

dt + OrN (4.14)
OrN e, 2D2N +UN e2 f()

Thus, the conditional probability of symbol error is given by

Ph(sjIIHl,Hz,ra,J, fdP) = 1 - 1 Jpd4•(6I k_1. = $iSk-Si) d6 (4.17)

T using eq. (4.16) to ompute pdf 46), and eqs. (4.9) and (4.10) to compute mg and mbrespectively.

Note that mx and mo are dependent on the symbols sk and ske q. In general, the integral in eq. (4.17)

must be evaluated by numerical methods (at least as far as the authors are aware of). However, we
can make use the following upper bound (see p. 264 of [3])
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x) e -1/2 dt
x

1 +t 2- t2  > 0 for t>0

2, t et2 sic t 2
X

--- .x e-`2/2 for x > 0. (4.18)

Before continuing, it should be noted that the upper bound in eq. (4.18) is much tighter than the

Chernoff Bound, 0(- x) :_ e-X2/ 2 for x > 0, derived in appendix D. Modifying eq. (4.18)
slightly by noting that O(x) = 1 - 0(- x), we obtain

OWx 1- 1 e-x2/2 for x > 0, (4.19)

which can be used to remove the phi function in eq. (4.16) and evaluate the integral in eq. (4.17).
Using eq. (4.19) in eq. (4.15) we find the following

_2_q_ -p2_.21 +_,2 /p 2

pdf(O) < •i e e N 1 e-

..p2 +u,2 .M2

e 2N for [mXcos(O) + mysin(0)] > 0. (4.20)

Now, evaluating just the integral in eq. (4.17) and using eq. (4.20) with fi plugged back in and letting

t = (mxsin(O) - mycos(O))IclN, we have

2 2mxcos(O)+mysin(O)

pdf(o) dO S -1 o e 2oN dO

0' 0' 2-- S'

"ON

<72 e2 dt

"ON

Mfdeo th on d ol r2 fm sinyOmo MY CS Oi (os2[mr'9N 2] 'U 1 N (.1

Thus, we find the upper bound for the conditional probability of symbol error is given by
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M ' Xsin O 1-M ,, CoO ' 1pPs(sIJi~,H2 ,T 4,6J,f4 ,O) f 1, C 1

- m., sin ol-my cosGo]l
I. U (4.22)

where m. and my are dependent on both the i and j index through the present and past symbols
Sk- I = si and sk = sj and are given by eqs. (4.9) and (4.10). Using eq. (4.22) in eq. (4.6) we find
that the average conditional probability of symbol error can be written as

Ps(nlH 2,Tl,,f 4,4,) • 1 -E N 4  "
j=1 i-i

m . in 7, m C O S O ,
mN (4.23)

Eqs. (4.23) and (4.22) are valid as long as m cos(0) + my sin(O) > 0 for all 0' : 0 65 0 . ForM=2,

eq. (4.23) can be shown to be exactly twice as large the exact BPSK expression derived in eq. (3.9).

4.2 TERMS IN EQS. (4.4) AND (4.5)

ak D(k) and bk D(k) are the desired in-phase and quadrature signal terms from the direct trans-
mission path. D(k) can be found from interpreting either arm of figure 4.1, for instance the quadra-
ture gives

bk D(k) =f H, F-S ak sin(2xfct) 2sin(2xft) dt
0

for P 7(t) equal to a rectangular pulse during the interval [0,T]. Solving for D(k) we find

D(k) = H, F2ST (4.24)

since the high-frequency terms are removed by the integration.

ak FI(k), bk GI(k), ak_1 F 2(k), and bk_1 G2 (k) are the in-phase interference terms (ISI)
created by the multipath while bk Fl(k), ak Gl(k), bk_1 F2(k), and ak_1 G2(k) are the quadrature
interference terms (1SI) created by the multipath. It is straightforward to show that

FI(k) = H 2 V 2 (T - rd) cos(2xfcrT) (4.25)

F 2(k) = H 2 F2- (r4 ) cos(2jrfc(r, - 7)) (4.26)

GI(k) = H 2 F'S (T - r6) sin(2•rfczr) (4.27)

G2(k) = H 2 F-S (Td) sin(2zfc(r_-7T)). (4.28)

For the CW interference, Jx(k) is given by
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r

1.(k) = 2 v-icos(2r(fc + f4 )t + 0) 2cos(27rft) dt

o J[sin(2,rfT + P) - si(•)] (4.29)
2Xfd

and Iy(k) is given by
T

ly~k) 2 o2xf+f
f~k = 17o(2r f)t + 0) 2 sin(231fct) dt

f- [cos(2frf + ,)-cos()] (430)

NAk) andNy(k) are the Gaussian noise terms defined as
T T

Nx(k) f NQ) 2cos(2xft) dt Ny(k) f N(t) 2sin(2;rfct) dt.
0 0

As was derived in eq. (3.14), it is straight forward to show that

E[NI(k)] = E[Ny(k)] = E[N(t)] = 0

N. N = ~N NT. (4.31)

Thus, the conditional probability of symbol error for a M-PSK signal transmitted through a two-
path channel with additive CW interference and AWGN is given by using eqs. (4.24) - (4.31) with
eqs. (4.9) and (4.10) in either eqs. (4.16), (4.17), and (4.6) or in eq. (4.23).

4.3. MATCHED-FILTER DETECTION OF M-PSK WITH FINITE BANDWIDTH
INTERFERENCE

The previous results are now extended to include a finite bandwidth interference. In particular,
the interference is generated by passing white Gaussian noise through an ideal bandpass filter result-
ing in the spectrum displayed in figure 2.7. In this case, both the interference and the noise are as-
sumed to be uncorrelated, Gaussian random variables. Thus, 92(k) and sy(k) are still conditionally
Gaussian random variables as they were for the CW interference case, but with modified conditional
mean and variance. In addition, the probability of symbol error is the same for each symbol, thus eq.
(4.23) can be simplified to just that of eq. (4.22). Other than these modifications, all other previously
derived results hold for finite bandwidth interference.

The statistics of N"(k) and sy(k) are given by

m, = ak D(k) + ak Fl(k) + bk Gl(k) + at- I F2(k) + bk-l G2(k)
c7jc+7 7rc?(4.32)

M = bk D(k) + bk Fl(k) - ak Gi(k) + bk_ I F2(k) - ak-.1 G2(k)
N I (4.33)

All terms in eqs. (4.32) and (4.33) were previously derived in section 4.2 with the exception of ao,

and oa1, which will now be derived.
-
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Let the received bandpass interference be written in terms of its in-phase baseband signal, x(t),
and its quadrature baseband signal, y(t),

I(t) = x(t) cos(2x(fc + f 4 )t) - yt) sin(2xr(fc + f4 )t)

= [x(t) cos(2xfdt) - y(t) sin(2xfdt)] cos(2,rfct)

-[x(t) sin(2xfdt) + y(t) cos(2nft)] sin(2xfct). (4-34)

Then, the in-phase interference component can be written as
T

I.(k) I[x(t) cos(2xft) - At) sin(2xfdt)] cos(27fct) 2cos(2xfct) dt

o

Tf[x(t) sin(2,rfdt) + At) cos(2xrfjt)] sin(2xfct) 2cos(2xfct) dt

0

fI[x(t) cos(2xf~t)-yAt) sin(2xft)d, (4.35)

and the quadrature interference component can be written as
T

ly(k) f J[x(t) cos(2xrft) - At) sin(2rf/t)] cos(2xrfct) 2sin(2rfct) dt

o

f [x(t) sin(2xft) + At) cos(2jrft)] sin(2xrfct) 2sin(2xfct) dt

0

=- f[x(t) sin(27rfA t) + y(t) cos( 2.rfA t)] dt, (4.36)

0

since high frequency terms are removed by the integration. The mean of both eqs. (4.35) and (4.36)
will be zero since E[x(t)] = E[y(t)] = 0. Following the same analysis as was done in section 3.3 it is

apparent that a 2 = a12,= a,2, which was derived in eq. (3.23) and repeated here for convenience

a2 =B TrS~(~(B2 +cos(xr(B - 2f4)T) - 1],12 LBW T Si(x(B - 2fd)T) + n( -2f)T (4.37

'rB-f)T ](4.37)
cos(x(B + 2f 4)T)-1]

LNB T Si((B + 2f,)T) + (B + 2f,)T ]

4.4. SUMMARY AND EXAMPLES

The vector representation of the received baseband signal applied in section 3.4 for BPSK can
also be applied for M-PSK. Figure 4.3 illustrates the vector diagram of the received baseband signal
when the quadrature phase-shift-keyed (QPSK) (M=4) signal is transmitted through the time-invari-

ant two-path channel with rd < T. The direct path symbol vectors have length H, F while the two
interfering symbol vectors have length H 2 F2S and phase relative to the direct path of 01 = 2xfcrd
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and 02 = 2xf,(rd - 7). The received demodulated symbol can be found by vector addition result-
ing in a total of M (equal to four here) possible symbols demodulated in the interval [0,7] for each
transmitted symbol. Note that only one of the possible demodulated symbols represented in figure
4.3 exists at any one time. The duration of each symbol is defined in figure 3.2 as was the case for
BPSK. For the case of rd > T, the first multipath symbol is no longer correlated with the trans-
mitted direct path symbol, so it too will generate M vectors resulting in the demodulation of M2 pos-
sible received symbols for each transmitted symbol.

quad-phase

= ="2 S5,S. S2

- $Sk2. I S4 ,St S2"

2.- ,received symbol'"•= sils 5, = 51

- Sreceived symbol

rereceive symbol%

Sk-| -' $11Sk S3 • Sk-I •1 S2S Si-

0, 1 0 I 1 H2

=- S 3 received symbol

sonekat sA-1 = S3,s 
= S1

e 4.3. P l d ombltipathen

a Q sg a tt t a th aelated
Sw st-f e t srlt multipath

Sk- I --- 3, St--$3 0,

sk-_ I S2, sk -- S4 02=2xf,(ra - 7)

$k- I S 3, Sk -' S4

Figure 4.3. Possible demodulated symbols during the interval [0, T] for
a QPSK signal transmitted through a two-path channel with 0 <5 r'd <5 T.

It should be noted that while the exact relationship between the probability of bit error and the

probability of symbol error is in general quite complicated, the relationship can be approximated by

lo g 1 (4.38)

where Ps is the average probability of symbol error and Pe is the average probability of bit error.
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The following examples will exercise the average probability of symbol error equations derived
in this chapter to highlight some of the characteristics exhibited by a multipath communication chan-
nel with additive interference. Figures 4.4, 4.6, and 4.7 summarize the equations required to
compute the average probability of symbol error for the cases of no interference, CW interference,
and finite bandwidth interference respectively for 0 S rd < T. Appendix C presents results for

d > T.

Example 4.1 M-PSK Signal and AWGN

Consider first the simplified case of a M-PSK signal with AWGN. Figure 4.5plots the probability of
symbol error for both the exact value found by numerically integrating eq. (4.17) and the upper
bound value given by reducing eq. (4.22) to obtain (see also eq. 4.2.109 of[31),

P,("I) <s 2 0[! UN"l (4.39)

Note the expanded vertical axis highlights the tightness of the bound for large signal-to-noise levels.
Also note that the bound improves as M increases. Under the worst case of BPSK, M=2, it is
apparent that eq. (4.39) is equal to twice the exact value given by eq. (3.9). Due to the tightness of the
upper boun4 the following examples all plot the upper bound of the probability of symbol error for
computational considerations.

a& = cos(O) = 1 transmitted signal power = S
bk = sin(O) = 0 '2' (N,\ N,
D(k) = H, S T in-band noise power = T =-
F1(k) = H 2, (T - rd) cos(2xfrf)
F2(k) = H2 ,/- (rd) cos(27rf,(r4 - 7))
G1(k) H2 (T - r.4) sin(2aftd)
G2(k) =2 , (Td) Sin(2Jrf,(r 4 - 7))

PC = 0
Fori = 1:Me =k (0-1)

M
ak_. = cos(O)
bk-I = sin(0)
m= aD(k) + a, F1 (k) + bk G,(k) + ak-I F2(k) + bk-. G2(k)

mn = bk D(k) + bk F,(k) - ak G1(k) + bk-I F2(k) - ak-I G2(k)

* End~or {m, sin - my cos 1  m,- n sink-n M o ]
EndFor 0 NU

P, = 1 -P

Figure 4.4. Generation of the average probability of symbol error for
an M-PSK signal transmitted through a two-path channel model with
0 < r, 5 T and AWGN.
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100 - - - -

A;5O1-bpS = =
tau = 5 nec -.
H1=1.0; H2=-O.8 -
f..c =200 MHz

10-11 M ="-.,
-10 -5 0 5 10 15 20 25 30

Transmitted Signal Power, S (dB)

Figure 4.5. Comparison of exact (dashed) and upper bound

(solid) expressions for probability of symbol error.

Example 4.2 M-PSK Signal, Multipath, and AWGN

Next, consider the case of an M-PSK signal transmitted through a time-invariant two-path channel
with additive white Gaussian noise. Figure 4.4 summarizes the relevant equations. Figure 4.8plots
the system performance of M=4/ S=5 dB, M=8/ S=1O dB, M=16/ S=20 dB as a function of carrier
frequency. All plots show the same carrier frequency dependence as did BPSK in example 3.1. This
comes from the channel frequency response of the two-path channel given by eq. (2.9). In spectral
nulls of the channel frequency response, the system performance degrades, corresponding to a
reduction in received signal power due to the multipath and the direct path adding destructively.
From the vector diagram in figure 4.3, this corresponds to the correlated multipath vector pointing
toward the origin. In spectral peaks of the channel frequency response, the system performance
improves, corresponding to an increase in received signal power due to the multipath and the direct
path adding constructively. From the vector diagram in figure 4.3, this corresponds to the correlated
multipath vector pointing away from the origin.

Figures 4.9 -4.13plot the performance of theM-PSK system for data rates given in table 4.1. These
plots all have a carrier frequency of 2OOMHz that centers the system in a spectral null of the channel
frequency response when the multipath tap-gain coefficient is negative. Note that since the data rate
remains constant in each plot, the symbol rate decreases as M increases and thus, the r ,/T ratio
changes. Table 4.1 summarizes the relationship between data rate, symbol rate, and rI/T for
M=2,4,8,16 and r,, = 5 V7sec. From the plots it is apparent that larger signal-to-noise ratios are
required to maintain performance asM increases. Of course the benefit in increasingMis a reduced
transmitted spectral bandwidth, which results in improved spectral efficiency. The interesting point
is that for a multipath tap-gain coefficient H2 = - 0.8, 16-PSK becomes unusable (at least by the
present system with practical signal levels) when rd/T > 0.0625 as shown in figure4.11c and 8-PSK
becomes unusable when rI/T > 0.333 as shown by figure 4.13c. The reason for this is that as M
increases the decision regions are reduced, which results in the system becoming more sensitive to
channel nonidealities.
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Table 4.1. Data rate, symbol rate, and r./T for M=2,4,8,16 and r = 5 j7 sec.

Symbol Rate rI/T
Data Rate M=2 M=4 M= M=16 M=2 M=4 M-8 M=16

1.544 Mbps 1.544 Mble 722 Ksps 514.7 W 386 Ksps 0.0077 0.0036 0.0026 0.0019

10 Mbps 10 Mbps 5 Msps 33.3 Msps 2.5 Msps 0.05 0.025 0.0167 0.0125

50 Mbps 50 Mbps 25 Msps 16.7 Msps 12.5 Msps 0.25 0.125 0.083 0.0625

100 Mbps 100 Mbp 50 Msps 33.3 Msps 25 Msps 0.5 0.25 0.167 0.125

200 Mbps 200 Mbps 100 Msps 66.7 Msps 50 Msps 1.0 0.5 0.333 0.25

Example 43 M-PSK Signal, Interference, and AWGN

Figures 4.14 and 4.15 consider the case ofM-PSK with additive interference, but no multipath. Both
the deterministic CW interferer and the stochastic finite bandwidth interferer are considered. From
the previous example, it was shown that the M-PSK system becomes more sensitive to nonidealities
asM increases and the data rate is kept constant. Figures 4.14 and 4.15 also demonstrate this point.

Figure 4.15 plots system performance as a function of carrier offset frequency. As in example 3.2 for
BPSK, performance is seen to be most severely affected when the interference carrier offset
frequency is zero. Local minimum occur for stochastic narrowband interference in the nulls of the
transmitted M-PSK signal spectrum, fa = R, 2R, ..., (note thatR is different for each value of M since
the data rate is a constant). Recall from chapter 3 that the deterministic CW interferer displayed

additional offset frequencies, f, = R 3R where it had a minimum effect on the BPSK system2' 2
performance. This was shown to be from the integration over the interval [0, TJ of the deterministic,
constant envelope, and constant phase CW interference. It is interesting to note that for M > 2 this
effect does not appear to be exhibited. Figure 4.15c shows that as the bandwidth of the interference
increases, the interference loses the ability to "hide" in the M-PSK signal spectral nulls.
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D(k) = H, U T transmitted signal power = S
FI(k)- H2 ý (T - rd) cos(2 xfrA) interference power = I No
Fz(k) :H 2 IF (rd) cos(2,rf•(rj - 7)) in-band noise power - = T
G1(k) = H2 1 (T - r4 ) sin(2xf;,) T

G2(k) =H 2 fEi (rd) sin(2x,f(,r4 - 7))
h.(k) = F2 [sin(2xfjT + #) - sin(#)]

2xfd

I,(k) = F2 [cos(2xf 4T + €) - cos(•)]

PC = 0
Forj = I:M

o=-a • i - 1)
-M

a,= cos(O)
bl= sin(O)

02 = A (2j - 1)

6 = (2 - 3)

Fori = I:M

0= M (i - 1)
ak_ = cos(O)
b =, sin(0)
m, = a& D(k) + ak F1(k) + bk G3(k) + ak_, F2(k) + bk_, G2(k) + h(k)

my = bk D(k) + bk F1(k) - ak GI(k) + bk,_ F2(k) - ak-I G2(k) + lyk)

= PC + ± i . .,, s,.. - 1 _ S02,.m sinO, - my- m1'1

EndFor AP UN U c ]

EndFor
P, = 1 - PC

Figure 4.6. Generation of the average probability of symbol error for
an M-PSK signal transmitted through a two-path channel model with
0 5 rd < T, additive CW interference and AWGN.
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a- cos(0) = Ibk = sin(O) = I transmitted signal power = SD(k) = Hi =/0T interference power = N8 NO
F1(k) =H, )Ui (T -T)c(rf) in-band noise power (2(, NO-

Fz(k) = H2 )F (rd) cos(2rf,(ir - 7))
G#(k) f H 2 1 (T - rj) sin(2jrf;r4 )

G2(k) = H2 - (TJ) sin(27rfo(rd - 7))
a= NOT

S2 [LB cos(3r(B - 2f4)T) - 1]
- T Si(x(B - 2f/)) -N [ox(B + 2f))T

+ '- T Si(x(B + 2fa)7) + cos(z(B + 2f 4)T) - I

(-N= ,+ all

PC = 0
Fori = 1:M

2Mi0 -1)
M

ak_, = cos(O)
b,-, = sin(O)
m, = a,, D(k) + ak F,(k) + bk G,(k) + a_,- F2(k) + bk-, G2(k)

my = bk D(k) + bk F1(k) - aO GI(k) + bk-.I F2(k) - a,-i G2(k)

m, sin A--m o , i- - M o

PC= PC + {[m M 7  Mo~] ~m~

EndFor

P, = 1 -P

Figure 4.7 Generation of the average probability of symbol error for
an M-PSK signal transmitted through a two-path channel model with
0 < rd < T, additive finite bandwidth interference and AWGN.
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00 Prob of Symbol Error: MPSK(M=4)+AWGN(NoR=OdB)100

S102 'H2=0.0
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Carrier Frequency (MHz)

(a)

Prob of Symbol Error: MPSK(M=8)+AWGN(NoR=OdB)
100

0 -2 H2=0.0'
(L 10

-4 H2= +1.2H2-27
10 R=1.544 Mb H2=+1.2.

tau=5.0 nwes
HI=1.0; H2=-1.2:0.4:1.2

10.6 S= 110dB
200 220 240 260 280 300 320 340 360 380 400

Carrier Frequency (MHz)
(b)

Prob of Symbol Error: MPSK(M=1 6)+AWGN(NoR=OdB)
100 o-I

S-o' H2=0..o

10.-4 R=1.544 Mbps
tau=5.0 nsec
, H1=1.0; H2=-1.2:0.4:1.2

6 S =20dB H2=-1.2 H2=+1.2

200 220 240 260 280 300 320 340 360 380 400
Carrier Frequency (MHz)

(C)

Figure 4.8. Effects of multipath as a function of carrier frequency for
(a) QPSK S=5 dB, (b) 8-PSK S=10 dB, (c) 16-PSK S=20 dB and

= 0.0077 T.
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Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR--OdB)
100

10-2 M
M=4

MA-8
1-4 R=1.544 Mbps M=16

no multipath
Hi-i1 0' H2=0.00
f c= 26 MHz*

-10 0 10 20 30 40 50
Transmitted Signal Power, S (dB)

(a)

Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR--Od3)
100

102 M=
0M= M=4
IL M=8 ='

1-4_R=11.544 Mbps M=8 M16
tau=5.0 nsedH1i.i 0 H-o.4\
f c= 2 MHz

-10 0 10 20 30 40 50
Transmitted Signal Power, S (dB)

(b)

Prob'of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=OdB)
100

10 -2 M=2 M=44

M=16

10-4 _R=1.544MWbps=1
tau=5.0 nsec
Hi-i 0* H2=-0.8

_ f c = 260 MHz
00-1 10 20 30 40 50

Transmitted Signal Power, S (dB)
(c)

Figure 4.9. Performance of M-PSK for fixed data rate of 1.544 Mbps and (a)
no multipath, (b) H 2 = - 0.4,r 4 = 5 q sec, (c) H2  - 0.8,r4 = 5 75sec.
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Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=OdB)
100

10.2 M=M
M M M1

M:8
10-4 R=10 bM=16

10 no
no multip t~h0
Hi1- 0: H2=0.0

=f C = MHz10- - - ,- ---I-

-10 0 10 20 30 40 50
Transmitted Signal Power, S (dB)

(a)

0 Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=OdB)
10

10 - = =

104 R=10 Mbps 
M

tau=5.0 nsec
H1=1 0' H2=-0.4

10 _ fc=2 0 MHz
-10 0 10 20 30 40 50

Transmitted Signal Power, S (dB)
(b)

Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR--OdB)
100

102 M=4

M=8
0.. M=16

10-4 R=10 Mbps
tau=5.0 nsec
H1 =I.0* H2=-0.8

f c=2c 2 MHz

-10 0 10 20 30 40 50
Transmitted Signal Power, S (dB)

(C)

Figure 4.10. Performance of M-PSK for fixed data rate of 10 Mbps and (a)
no multipath, (b) H2 - - 0.4,rj4 = 5 ,/sec, (c) H 2 - - 0.8 ,TrA = 5 q sec.
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Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=OdB)
100

10"4
M=2

10 R=5 Mb16no multip•]=1
fc=26

10`6 -L•
0 20 40 60 80 100

Transmitted Signal Power, S (dB)
(a)

Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=OdB)
100 ,

102 M=2
U) 

M)-4M
10 R=50 Mbps

tau=5.0 nrsec M=16
H1=1 0* H2=-)
f c=26MH10`

0 20 40 60 80 100
Transmitted Signal Power, S (dB)

(b)

00 Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=OdB)
10

M=2 -- M=16

10 R=50 Mbps
tau=5.0 nsec
1-1=1 0' H2=-0.8

10
0 20 40 60 80 100

Transmitted Signal Power, S (dB)
(c)

Figure 4.11. Performance of M-PSK for fixed data rate of 50 Mbps and (a) no
multipath, (b) H2 - - 0.4,rd = 5 q sec, (c) H2 - - 0.8, rd = 5 q, sec.
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Figure 4.12. Performance of M-PSK for fixed data rate of 100 Mbps and (a)
no multipath, (b) H 2  - 0.4,r,4 = 5 q sec, (c) H 2  0 - 0.8, rd = 5 q sec.
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Figure 4.13. Performance of M-PSK for fixed data rate of 200 Mbps and (a)
no multipath, (b) H 2 - 0.4,rd = 5 q sec, (c) H 2 - - 0.8,?4 = 5 7 sec.
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Prob of Symbol Error: MPSK(M=2,4,8,16)(OdB)+AWGN(NoR=-2OdB)
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Figure 4.14. Performance of M-PSK for increasing interference power
and -20-dB noise power (a) CW interference, (b) B = 1-Hz interference,
(c) B = 10-MHz interference.
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Figure 4.15.. Performance of M-PSK for increasing carrier offset
frequency (a) CW interference, (b) 1-Hz bandwidth interference, (c)
10-MHz bandwidth interference.
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5. CONCLUSION

This report has presented derivations that describe the system performance of a coherent M-ary
phase-shift-keyed (M-PSK) communication system in terms of the average probability of symbol
error operating under the following nonideal conditions: (1) time-invariant two-path channel, (2)
intentional/unintentional interference, and (3) AWGN. Two types of interference were considered,
deterministic CW interference and stochastic finite bandwidth interference. The resulting deriva-
tions were consolidated in pseudocode for easy reference. All expressions are based on a simplified
FIR channel model with two time-invariant propagation paths. While real channels will be time-
variant, this model provides tractable solutions as well as being valid over short time intervals in a
slowly fading channel. Future work will concentrate on removing the time-invariant channel re-
striction.

It is expected that the information contained in this report can be applied to any time-invariant
two-path M-PSK communication channel with or without interference, for example HF, VHF, UHF,
or SHF LOS communication systems. One particular example, LOS UHF radio, was used exten-
sively to exercise the derived expressions and illustrate typical system performance. It was shown
that:

1. for the "frequency nonselective multipath" condition (defined as the inverse of the
channel delay spread (null-to-null separation) being approximately greater than the

transmitted signal bandwidth, •- 2R or Td :< T), the effects of the multipath on

system performance oscillate between constructively adding with the direct path and
destructively adding with the direct path and are described by cos(2.rfcrA),

2. for the "frequency selective multipath" condition (defined by the inverse of the channel
delay spread (null-to-null separation) being approximately less than the transmitted

signal bandwidth, - <_ 2R or rd> T ), the effects of the multipath on system

performance result in mostly destructive only addition with the direct path,

3. additive interference most severely degrades system performance when the interference
carrier offset frequency is zero,

4. finite bandwidth stochastic. interference can, under certain conditions, degrade system
performance more than CW interference for the same signal-to- interference ratio, and

5. for constant data rates, the sensitivity to channel nonidealities increases dramatically as
M increases even though the symbol rate decreases as M increases.

It should be emphasized that the results derived in this report pertain to a receiver with no means
of compensation for the nonideal channel conditions. Methods of compensation for multipath and
interference, like adaptive equalization, beamforming, spatial diversity, and multichannel adaptive
equalization, are presently under investigation by the authors. The results in this report will help
determine the performance gain offered by these methods of compensation.
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APPENDIX A - COMPLEX BASEBAND REPRESENTATION

Many of the simulations and analyses presented in the literature use a complex baseband repre-
sentation to model the complete communication system (see for example [1]). This report derived
its results based on a real bandpass signal representation. This appendix relates the real bandpass
signals in this report to their equivalent complex baseband representations. Related future work will
primarily use this complex baseband representation. The notation will use capitals letters for real
bandpass signals and small letters for complex baseband signals.

A.1 BASEBAND SIGNAL AND CHANNEL MODEL

The real bandpass received signal, R(t), can be written as

R(t) = H(t) * S(t) + I(t) + N() (A.1)

where H(t), S(t), 1(t), and N(t) are the bandpass channel impulse response, transmitted signal,
interference signal, and additive noise respectively. Real bandpass signals that are narrowband can
be represented by an equivalent complex baseband representation that can simplify simulation and
analysis without loss of generality. For example, the real bandpass transmitted signal is written as

S(t) = a(t) cos(231fct + 0(t)) (A.2)

where the real envelope of S(t), a(t), and the phase of S(t, 0(t), bear the transmitted information and
fc is the carrier frequency. Eq. (A.2) can be rewritten using a trigonometric identity as

S(t) = a(t) cos(O(t)) cos(2'rfd) - a(t) sin(O(t)) sin(2Jrfd)

= x(t) cos(2jrft) - y(t) sin(2Jrfct) (A.3)

where x(t) = a(t) cos(0(t)) is called the in-phase component and y(t) = a(t) sin(0(t)) is called the
quadrature component. Both x(t) and y(t) are real baseband signals, that is, each has a spectrum that
is symmetric about f=O. Eq. (A.3) can be generated by the block diagram in figure 2.1. The
spectrum-shaping filter is typically a Nyquist pulse shaping filter like the raised-cosine filter, the
cube filter, or the double-jump filter [2]. (Recall that a Nyquist pulse-shaping filter has the property
that at the ideal sampling instants, there are no contributions from data pulses other than the one
being detected [3]). Returning to eq. (A.3), it can be written as

S(t) = Retx(t) + j y(t)) ef2Xct]

S(t) = Re[s(t) edo2rt] (A.4)

where s(t) = x(t) + j y(t) represents the equivalent complex baseband signal.

To see how the convolution of real bandpass signals in eq. (A. 1) can also be rewritten in complex
baseband representation, lets expand the bandpass convolution using the two-path channel model,
H(t) = H 16(t) + H 26(t - rd). Thus,

H(t) * S(t) = H1[x(t)cos(2,rfct) - y(t) sin(2,rfct)

+ H 2[x(t - rd)cos(2jrfc(t - rd)) - y(t -- rd)sin(23rfc(t- r-))]

= [Hlx(t) + H2x(t - rA)cos(2'rfcrA) - H2y(t - rd)sin(2jrfcr4 )J cos(2;fr.j)

[Hly(t) + H 2x(t--r)sin(2J3fcrf ) + H2y(t-er.)cos(27rfcr4 )] sin(2iTfct). (A.5)
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Eq. (A.5) can be shown to be equal to

H(t)* S(t) = Re[([h xI) + h2x(t - rA)I + 1 [hY(') + hy(t - rV4)1) ea'df/]

= Re[(h(t) * s(t)) e/2f"] (A.6)

where h(t) = h,6(t) + h26(t - rd), h, = H1, and h2 = H 2e-'f',. Thus, h(t) is the complex,
baseband channel impulse response (see section 7.1 of [ 1] for more general expressions relating the
complex baseband channel impulse response to the real bandpass channel impulse response). In

general, it can be shown that for linear filters, H(t) * S(t) = Refh(t) e2•,''] * Refs(t) egh'#P -

Ref(h(t) * s(t)) e924Jc.

Finally, we see how eq. (A.1) can be rewritten in its equivalent baseband representation

r(t) = h(t) * s(t) + i(t) + n(t). (A.7)

Eq. (A.7) describes the complex baseband communication system described in this appendix and
figure A.1 shows the complex baseband communication channel model.

For digital communication, the complex baseband transmitted signal is described by

st = 2S :s, P,# - V)(A.8)

where S is the average transmitted signal power, I st I represents a sequence of symbols transmitted at
the symbol rate of R = lI T symbols per second, and P7 (t) is a pulse with band-limited baseband
frequency response. The binary data sequence is encoded to form the symbol sequence, I st), by any
of numerous digital modulation techniques like M-ary Phase-Shift Key (M-PSK) and M-ary
Quadrature Amplitude Modulation (M-QAM). Each modulation technique is defined by its discrete
alphabet (or constellation) of complex numbers.

sQt) ----- I• multipath

Interference AWGN
h, i) n(t)

direct path r(t)

Figure A.1. Continuous-time, complex baseband model of the

communication channel.

A.2 BASEBAND SIGNAL STATISTICS

The autocorrelation of eq. (A.7) can be written as

=rxr) I E[r(t) r*(t - r) = lh*S.h(r) + Oi'(r) + n,,(t) (A.9)

where it has been assumed that each signal component is mutually uncorrelated. The factor of 1 in

the definition of the autocorrelation function of a complex-valued stochastic process is an arbitrary
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but mathematically convenient normalization factor frequently used in the literature (see for
example section 1.2 and 3.1 of [1]). For example, if s(t) is a zero-mean, complex-valued stochastic
process written in terms of its in-phase and quadrature components, s(t) = x(t) + j y(), then the
autocorrelation function of s(t) is written as

* OE.sr ) al SWS-(t -

1 jtEx4t)x(t - r)] + EI)(t)A~t - r)] + j (ElyQt)xQt - r) EI4Ot~t - ])

= + + j (OY(r) -
(A10

Notice that the factor of 1 is missing from the definition of the correlation function of real-valued
2

stochastic processes, consistent with previous definitions given for bandpass signals. Eq. (A.1O) can
be further reduced if s(t) is from a wide sense stationary stochastic process. Under these conditions,
Ox~r) = Oyf(r) and Oxr) = - Oy(r) (see section 3.1 of [1]), and eq. (A.10) reduces to

0ar) = oarL() + j OYO (All)

Thus, the relationship between the autocorrelation of the real bandpass signal and the
autocorrelation of the complex baseband signal can be easily shown to be

Os,=(r)-' Re[O,O(r) e•W•]. (A.12)

The aesthetically pleasing form of eq. (A.12) is the reason for including the arbitrary 1 factor in the
2

definition of the correlation function for complex processes.

To proceed in evaluating eq. (A.9) requires that some assumptions be made about the compo-
nents of the received signal. The channel impulse response considered in this paper consists of two,
time-invariant, discrete paths, normalized to the delay of the direct path. With this channel model,
it can be shown that

Oh'sAls(=) = (hjh;)sJ5 ( 4 + r) + (0h112 + 0h2I2 )ýS",r) + (h*h2)sv(t - 'r) (A.13)

where for P7 (t) = 1 in the interval [0,T] and 0 elsewhere,
(1= = -T5r 5 T

OSA = =O { 0 otherwise (A-14)

Eq. (A. 14) has explicitly assumed that the power spectra of S(t) is symmetric aboutf =fc (as is typical
for double-sideband communication systems) and thus, Ox,,(r) = 0 = oy,#).

Two types of interference are analyzed in this paper. The first is a CW interference given by,
i(t) = F212 /i'j(+), where I, f4 , • are the power, carrier offset frequency, and phase of the inter-
ference respectively. The autocorrelation of the CW interference is found to be

•,+r) = I e+jIAT. (A.15)

The second type of interference is bandpass white Gaussian noise with power spectra shown in figure
A.2 and defined by

PSDf-B N f2 fd + 2 (A.16)

-otherwise
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Its autocorrelation can be computed by taking the inverse Fourier transform of eq. (A.16),

,Ar) = NDB (sm( r)) e (A.17)

This interference model encompasses both narrowband and broadband interference with a single
parameter, the bandwidth B. For very small but finite B, eq. (A.17) reduces to eq. (A.15) where
I = NBB is equal to the total baseband interferer power.

PSDI(JF 1 NB

fd

Figure A.2. Spectrum of finite bandwidth interference at baseband.

Finally, the additive noise is assumed to come from a white Gaussian process with power spectral
density PSD.(f)= No for all frequency resulting in its autocorrelation function being

Ond~r) a• 6(r) = NO 6(O).
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APPENDIX B - PERFORMANCE ANALYSIS OF BPSK SIGNAL
FOR r4 > T

This appendix augments chapter 3 by presenting an analysis of the average probability of bit er-
ror for a BPSK signal transmitted through the two-path channel with r4 > T. All other assumption
are the same as in chapter 3.

Using the two-path multipath channel model described in section 2.3,
H(t) = H 16(t) + H 2 6(t - r4 ), the received signal can be expressed as

R(t) = HiS(t) + H2S(t--r4 ) + I(t) + N(t), (B.1)

where

S(t) - , ak P7(t - kT) cos(2xfct) (B.2)
k

is the BPSK transmitted bandpass signal, ak E + 1, - 11 is the kth bit, S is the transmitted signal
power, and P 7(t) the symbol pulse waveform. At most, one-bit tran•sition of the multipath signal can
take place in the interval [0, T] of the direct path signal. The following analysis will consider the case
ofy TT rd : (y + I)T wherey E {11,2,3,...) as shown in figure B.1. For rd = T, y 1- and
the results in this appendix reduce to those in chapter 3. The received signal during the interval 10,7T
can be written as

R(t) = H1 F'2 ak PA(t) cos(2.fct)

+ H 2 2 ak-y P7 {t--(r-'T)) cos(2xrf,(t--(r-y7)))

+ H 2 vi2 ak_.y,+1) P2 {t-(r-.-(y + 1)7)) cos(2nfc(t-(<r--y + 1)7)))

+ I(t) + N(t)

= [H 1 JS ak PA(t) + H 2 ,/-2 aky PAt - (rd - yT)) cos(2xrf,(r - yT))

"+ H2 P2 ak(+I) P1 {t-(r4 -(y + 1)7)) cos(2xrfc(rA-(y + 1)7))] cos(2xfct)

"+ I(t) + N(t) (B.3)

using trigonometric identities and neglecting sin(2xfct) terms since they will be eliminated by the
"coherent BPSK demodulator shown in figure 3.1. Note that for rd > T, the multipath looks like an
uncorrelated BPSK interference with equal data rate and zero offset frequency since the two
multipath bits are uncorrelated with the direct path bit in the interval 10,71. This case was treated in
section 4.2 of [1]. It will be seen that the results do not depend on the actual value of y, but rather on
the multipath bit durations in the interval [0,71 given by r, - yT and (y + I)T - r as shown in
figure 3.1.
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direct path -. t

T

S(+I)T-r

Figure B.I. Desi..-; and interfering baseband signals in [0, 71,

y T <rd 4• (Y + 1)T, ak_, = + l,ak_(,+l) = - 1.

8.1 MATCHED-FILTER DETECTION OF BPSK WITH CW INTERFERENCE

This section derives the probability of bit error for the received signal given by eq. (8.3) with

CW interference, 1(t) = F21 cos(2x(fc + f'A)t + 0). Without loss of generality, consider the inter-
val [0,71. The decision variable, ýk), can be written as

1(k) = J R(t) 2cos(2xf't) dt = ak D(k) + ak_.., K1 (k) + at(,+y1) K2(k) + 1(k) + N(k). (B.4)
0

The only random term in eq. (A.4) that is not being conditioned on is the Gaussian random variable,
N(k). Thus, the decision variable, s(k), will be a conditionally Gaussian random variable with
variance

oN 02 (B.5)N = NOT s
as was derived in section 3.2. The deterministic terms in eq. (B.4) can be shown to be equal to

D(k) = H,--S T (B.6)

K1 (k) H2 i2S ((y + 1)T - rd) cos(2xf(r 4 - y7)) (B.7)

K2(k) "H2- (T4 - yT) cos(2rfc,(r4 - (y + 1)7)) (B.8)

1(k) = F [sin(23rf4 T + 4)- sin(o)] (B.9)

The conditional probability of bit error, given the parameters of the channel model and intrfer-
ence parameters, is given by,

Pe(HlH 2 ,Tlf 4 ,0) -1 ½P'(+ lLHW,H 2,lAIfA,f ) + ½Pe(-ltH 2 ,r.•,Tlf/,) (8.10)

for equal probabilities of transmitting +1 and -1 bits. For the case when rd > T,
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e(+1-HH 2, 4,1,f•.,1+) - ,pr(Ak) <0o a_+I = 1lea,_, = + ,., = + 1) (B.11)

+ Pr(•(k) <00 - + la --- + l1ak + I

Pe( 11HH2 r 4,,f 4 4) ~p(Ak) < 0 1 +k..,a,+l = - Llak. = + I~~

( =Pr((k) >o01 ak-, +) = - L.ako - - l,- -= ) La
+ lr(k)> 0 1 ak-(,+l) = - L~ak- = - l,ak -

+ lPr(sA(k) > 0 1 ak-(v+ 1) - + 1, ak., = -1, ak=--i).

Rewriting eqs. (B.11) and (B.12) so that the Gaussian random variable has zero mean and unity
variance, we find that eq. (B. 10) can be written in terms of eq. (3.8) as,

+ D(k) + Kf(k) . K2(k) + 1(k).
"+ D(k) + K1 (k) + 1C2(k) + Ik

8 UN ID
"+ D(k) - KI(k) + K2(k) + 1(k))

"- D(k) + KI(k)- + 2 (k) + 1(k))

+-0 D(k) - KI(k) - I( 2(k) + 1(k))

+1(- D(k) + K 1 (k)+- K2(k) + 1(k))

+-10 D(k) - 1(1(k) + 1(2 (k) +Ik

where the components of eq. (B. 13) are given by eqs. (B.5) - (B.9).

B.2 MATCHED-FILTER DETECTION OF BPSK WITH FINITE BANDWIDTH
INTERFERENCE

The previous results are now extended to include a finite bandwidth interference. In particular
the interference is generated by passing white Gaussian noise through an ideal bandpass filter result-
ing in the spectrum displayed in figure 2.7. In this case, both the interference and the noise are
assumed to be uncorrelated, Gaussian random variables. Thus, eq. (B.13) can be modified to find the
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conditional probability of bit error, given the parameters of the channel model and interference
parameters, as

Pe(H1,H 2,rTN 8,fa,B) -B J( + D(k) + KI(k)- K2(k))

+ 0( + D(k) +K:(k) + K2(k))
4 ( al+N

+1 + D(k) + -K 2(k)) + 14)

4 oUl+N (B.14)

where

a2+N = a a+ . (B.15)

Recall that a? was previously computed in section 3.3 and found to be

_=ib N [rS. cos(;r(B - 2fA)T) -1

o,2 -- -T i(;r(B - 2fa)T) + ' (B- 2f4 )T 1

.7r(B+-2fd)T
NB T+ i(n(B + 2fT)+)T) -+ "W" T S( rB + fd T(B + 2f d)T"

Thus, all components in eq. (B.14) are known. Figures B.2 and B.3 summarize the equations derived
in this appendix.
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D(k) = H, 5VT transmitted signal power = S

K,(k) = H2 5S ((y + I)T - rd) cos(27f,(r, - y7)) (N)= N = No
K2(k) = H2 2.S (rd - yT) cOS(2nfo(r. - (y + M)7)) in-band noise power -(T)

1(k) = ¢2- [sin(2UfT + 40) - sin(4)]

ON ROT1k) Dk

P. LP + D(k) + K1(k) - K2(k) +1I(k))+10( + D(k) - KI(k) - K2(k) + 1(k))

+1 - D(k) + K,(k)-+ K2(k) + 1(k)) +1 + D~k) - K,(k)-+ K2(k) + 1(k))

+1p- D(k) + KI(k) + K2(k) + 1(k) +.10- D(k) - K1(k) + K2(k) + 1(k)
8ON J 8\ ON)

Figure B.2. Generation of the average probability of bit error for a transmitted
BPSK signal through the two-path channel model with rd > T and additive
CW interference and AWGN.

D(k) = H, ,1'T transmitted signal power = S
KI(k) = H2 4S ((' + 1)T - r,) cos(24f.(rd - y7)) p = NB =

(2(k) = H 2 5S (r - YT) CS(2Xfd + ( IM+ it rn-band noise power =20).
02~, NOT R' 2 T

2N8  s f B 2~ cos(,r(B - 2f4 )l

Nt T c os~ir(B + 2 f+)T ) - I]

+ LB T Si(xr(B + 2f,)T) + '(7(B + 2f,)T) -]
I .x(B + 2f,) jT

O1+N raVN+

P, + D(k) + KI((k) - K2(k) + -+ D(k) - K, (k) - K()
O N ) + \ ONJ

+ -+ D(k) + KI(k) + 1(KA)) + D(k) - KI(k) + 1(2(k))

Figure B.3. Generation of the average probability of bit error for a transmitted
BPSK signal through the two-path channel model with rd > T and additive
finite bandwidth interference and AWGN.
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APPENDIX C - PERFORMANCE ANALYSIS OF M-PSK SIGNAL
FOR rd > T

This appendix augments chapter 4 by presenting an analysis of the average probability of symbol
error for a M-PSK signal transmitted through the two-path channel with ,d > T. All other assump-
tion are the same as in chapter 4.

Using the two-path multipath channel model described in section 2.3,
H(t) = H16(t) + H 2 6(t - r,), the received signal can be expressed as

R(t) = HIS(t) + H2S(t-r 4 ) + 1(t) + N(t). (C.1)

The M-PSK transmitted bandpass signal can be written as

S(t) = v-- I [ak cos(2xfct) - bk sin(2afct) I P7 (t - kT) (C.2)
k

where Ok E f2& (i - 1)} for/= 1,...,M is the phase of the kth M-PSK symbol, ak = cos(ok),

bk = sin(Od, S is the transmitted signal power, and P7(t) the symbol pulse waveform. At most, one-
symbol transition of the multipath signal can take place in the interval [0, 71 of the direct path signal.
The following analysis will consider the case of y T : rd 5 (y + l)T where y E 11,2,3,...1 as
shown in figure B. 1. For "d = Tand y = 1, the results in this appendix reduce to those in chapter 4.
To simplify the notation in the following let r, = "d - yT and T2 = (y + l)T - rd, which
corresponds to the duration of the st-(,+I) and Sk_., multipath symbols in the interval [0,71
respectively. The received signal during the interval [0,T] can be written as,

R(t) = H, )f'2[akcos(2nfct) - bksin(2afct) I PT(t)

"+ H 2ýIi[aky cos(2xfc(, - r")) - bk-.y sin(2rfc(t - "1))] Po(: - )

+ H 2 v'i_[ak-o,+l) cos(2xfc(t - r2)) - bk-oy+l) sin(2nfc(t - T2))] P0(t - 2)

+ 1(t) + N(t),

= [H1 'ý2v ak Pr(t) + H 2 i2S{ak..., cos(2xfl) + bky sin(2.fcrl)} PIt- To)

+ H 2 fiilak.(oy+ l)Cos(2;rfC, 2) + bk(o,+ i)sin(22fCT2)}P7(t - r2)] Cos(2Xfct)

- [H1  bk P7 (t) + H2 v-i{- aky sin(2xfc, l) + bk_., cos(2xfcrl)} P7 (t- To

+ H 2 i{2 - ak.-y,+I)sin(2rfc'r2) + bk-(y,+l)os(2Xfcr 2)}P<(t - r2)] sin(2Xfct)

+ 1(t) + N(t) (C.3)

using trigonometric identities. Note that for "d > T, the multipath looks like an uncorrelated
M-PSK interference with equal data rate and zero offset frequency since the two multipath bits are
uncorrelated with the direct path bit in the interval [0,71.

C.A MATCHED-FILTER DETECTION OF M-PSK WITH CW INTERFERENCE

This section derives the probability of symbol error for the received signal given by eq. (C.3)

with CW interference, 1(t) = F21 cos(2x(fc + fd)t + 0). Without loss of generality, consider the
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interval [0,71. The output of the in-phase integrator, sx(k), and the output of the quadrature-phase
integrator, SAy(k), in figure 4.1 can be written as,

T

s.(k) = f R(t) 2cos(2Trft) dt (CA)
0

= ak D(k) + ak., KI(k) + bk., LI(k) + ak..( + 1) K2(k) + bk ,,+ 1) L2(k) + I/k) + N.,k)

A9

=• f R(t) 2sin(2znf) dt S(C.5)
0

= bk D(k) + b-,Y KI(k) - ak-Y LI(k) + bt_•+I) K 2(k) - a,_(Y+I) L2(k) + ly(k) + N,(k)

The only random term in eq. (C.4) (eq. (C.5)) that is not being conditioned on is the Gaussian random
variable, Nv(k) (Ny(k)). Thus, sz(k) and Sy(k) will be uncorrelated, conditionally Gaussian random
variables with variance

oS =a = =N T (C.6)

as was derived in section 4.2 and mean
m. = ak D(k) + ak-Y Kl(k) + bk-y Ll(k) + ak_(y+l) K2(k) + bk_,+l) L2(k) + I,(k) (C.7)

m, = bk D(k) + bk1, Kl(k)-ak~, L1 (k) + b 1_(+1) K2(k)-ak_(y+ 1) L 2(k) + ly(k). (C.8)

The deterministic terms in eqs.(C.4) and (C.5) can be shown to be equal to

D(k) = H 1 IF2T (C.9)

Kj(k) = H 2 ý/- ((y + 1)T - T,) cos(2xfc(,rA - y7)) (C.10)

K2(k) = H2 1i• (rj - yT) cos(2xfc(,(r - (Y + 1)7)) (C.11)

Ll(k) - H2 J2 ((y + 1)T - rd) sin(2rfc(?4 - y7)) (C.12)

L 2(k) = H 2 Vr- (rA - YT) sin(2.rfc(rd - (Y + 1)7)) (C.13)
11(k) = F/2 [sin(2af4 T + 0) - sin(O)l (C.14)

2;rf4

2,(k) - [cos(2rfdT + 0)-cos(O)) (C.15)

The conditional probability of symbol error, given the parameters of the channel model and
interference parameters, is given by

M
Pe(HnH 2 ," 4'Jf 4 '9-) = M I p,(sj I Hn,H 2,r,l,f 4 ,v/) (C.16)

j-1

for equal probabilities of transmitting each of the M symbols. Recall that the probability of detecting
a symbol error, Ps, is equal to one minus the probability of detecting a correct symbol, Pc. Thus, for
the case when r4 > T, we can express the conditional probability of symbol error given that the
symbol sj was transmitted as
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Ps(sj[H1 ,H 2, rT, I1f4 , ) 1-Pc(sjAjH2,TH2, , i f' ,),
M M

S(C.17)
1-1 i-1

where 6' and 6' are the angles of the lower and upper decision boundaries respectively for sj. Using

the same techniques as was used in chapter 4, eq. (C.17) can be written as
9,
02

P,(s1IH1,H 2,'r 4,1J,f4,) = I - -ML pdf* (0 1 Sk &. 1.) = st , Sk.. -ýS1 , sk =- S,) dO (C.18)

where

pdf.(O) 1fi--• e "i+ + m1 cos(O) + my sin(0) e -(ax-".c)2 (mI cos(0) + my sin(0))._pdf(0) e---;2 + J (C. 19)

By using an upper bound for the phi function, eq. (C.19) was bounded in chapter 4, which can then Ix
used to find the following upper bound of eq. (C.18),

P,(sjH,,H2,TA,I ,lf4 ) .5 1 - " - • [" si 1- m, cosL 0,. sin 0,- my C (C.20)

where m. and my are dependent on both the 1, i and j index through the present direct path
symbolsk = sj and the past multipath symbols sk_•+l) = si and Sky = sland are given by eqs.
(C.7) and (C.8). Using eq. (C.20) in eq. (C.16), we find that the average conditional probability of
symbol error can be written as,

(. 1 1 ,["m. sin 2o - m, cos 0O m , sin0. - m .cosol.l (C.21)
1[ 5N1 I2] I IN O)

where m. and my are given by eqs. (C.7) and (C.8) using eqs. (C.9)-(C.14) and a1v is given by eq.
(C.6). Eqs. (C.21) and (C.20) are valid as long as m.cos(O) + mysin(O) > 0 for all 6' s 0 s 0/.

C.2 MATCHED-FILTER DETECTION OF M-PSK WITH FINITE BANDWIDTH
INTERFERENCE AND SUMMARY

When the probability of symbol error is the same for each symbol eq. (C.16) can be simplified to

Ps(H1,H 2,r,I, f,) = P(s 1 I H1 ,H 2,T4,lJ,If 4 ,o) (C.22)

This can be shown to be true for either the case of multipath and additive white noise or the case of
multipath with additive white noise and additive finite bandwidth interference. Under these cases

¶ rr[m. sinOj,- m, cosOj. _ [m, sinOj, - my cosfrl1
P 1 (H 1,H 2 , r 4 ,I,fA,) r 1 - ON ] [N "(C.23)

where for finite bandwidth interference arN is replaced by • given by

U1+ =a2-3 U V (C.24)

C-3



Recall that U12 was previously computed in section 3.3 and found to be

=- N cos(x(B - 2fA)T) - 10i-NDa. T Si(x•(B - 2f,)r
-~ T1Sar(B 2f)T) + xu(B - 2f4 )T ]I c°•x(B +2fa)) I (C.25)

NB T Si(x(B + 2f,)T) + c f)T) - 1
+ -u(B + 2fd)T

Thus, all components in eq. (C.23) are known. Figures C.1 - C.3 summarize the equations derived in
this appendix.

D(k) = H, F T transmitted signal power = S
1C1(k) = H2 F2 ((y + 1)T - r4) cos(2xf~(r4 - y7)) inbn=os oe '2"(N\ No
K2(k) = H2 F2S (r, - yT) cos(2xf/(rA - (y + 1)7)) inTad noise power T-T) -2 -

L,(k) = H 2v'2 ((y + I)T - rd) sin(2xf4,(r - y7))
L2(k) = H2 v (r - Y7) sin(2Xf,(r, (Y + 1)7))
ak = cos(O) = 1
bk = sin(O) - 0

02 = X2
01 = -_ 2

UN = NT

PC = 0
Forl = 1:M

=0 1 - 1)M
aA-, = cos(O)
bkr = sin(0)

Fori = 1:M
0= 2 (i -1)

ak-&÷l) = cos(0)

b,_-I) f= sin(0)

m.= aA D(k) + at-, K1(k) + bh-. L1(k) + aA-f,+1) K2(k) + bk-(+,+) L2(k)

m= b, D(k) + bk-_ K1(k) - at-, LI(k) + b-.r,+I) K2(k) - ak-&+1) L2(k)

I OM SinlG 2 - my C~OS02] m ,j sin 6, - m. cosOi1
C PC +M Oi N O N

EndFor
EndFor
P, = 1 - PC

Figure C.1. Generation of the average probability of symbol error for
a transmitted M-PSK signal through the two-path channel model with rd > T
and AWGN.
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D(k) H, 1  T transmitted signal power = S
KI(k) H12 1 ((, + I)T - ,r) cos(2,xf,(Tj - y7)) interference power - ! N
K2(k) H2 1 (rd - yT) COS(2Xf,(f 4 - (y + 1)7)) in-band noise power T T
L1(k) H 2 425 ((, + 1)T - ir") sin(2,fc(iA - y7))
L2(k) H2 4S (TA - yT) sin(2 ,f,(rj - (y + 1)7))

i,(k) F21 [sin(2xfdT + #) - sin(#)]
2xf.

I'(k) =)-2 [cos(2xfjT + 0) - cos(o)]

P, =0

Forj 1 1:M
o =. (j - I)

at= cos(0)
b, = sin(0)

02 = M (24 - 1)

81 - 1 (2j - 3)

For I I:M

0-29 (1 - 1)
M

ak-y = cos(O)
bk-y = sin(0)

For i = 1 :M

0 2M (i - 1)
ak-(+,1) = cos(0)
b&-(y+,) = sin(0)

m= ak D(k) + at-, KI(k) + b,_• LI(k) + aO,_,÷•) K2(k) + b,_.,.+) L2(k) + 13(k)

m = b& D(k) + b,_ Kj(k) - a-,_, LI#k) + b,_=,+,) K2(k) - at-_.) L2(k) + Iy(k)

I 1,,[ fm. sin02 -n s2 - *[m, sin 01 -in, oO

EndFor
EndFor

EndFor
P, = 1 -P,

Figure C.2. Generation of the average probability of symbol error for
a transmitted M-PSK signal through the two-path channel model with
rzd > T, additive C interference and AWGN.

C-5



D(k) =, H3 T transmitted signal power = S

K,(k) = Hý 1 (('y + 1)T - rd) cos(2xf,(ra - y7)) interference power = NA PN

K.(k) - H 2 1 (r, - yT) cos(2Xf.(r, - (' + 1)7)) in-band noise power - ( N

L =(k) H 2 F2S ((y + 1)T - Td) sin(2xfc(T - y)) T

L2(k) = H 2 F (r, - yT) sin(2xfr(, - (y + 1)7))

a, = cos(O) = 1

bk = sin(O) = 0
02 = x

2

O1 = -Z 2
cr% = N0 T

L= T Si(x(B - 2fA)7) + cos~r(B - 2f.)T) -1
x x(B - 2fd)T]

N, T[S. 'cos(x(B + 2fd)T) - 1+ LB T Si(x(B + 2fA)T) + (+2I)
+3 I x(B +2f4 )T J

U1+NV = rU2+ ar72

P, = 0

For i 1:M0= (j-i)
M

ak-, = cos(0)

bky = sin(O)

Fori = I:M
2ar 1)

0 2 (i - 1
ak--÷(l) = cos(O)
bk-(y+i) = sin(0)

m,= ak D(k) + ak-y KI(k) + bi,_y LI(k) + ak-(,÷t) K2(k) + bk-e,÷l) L2(k)

mi,= bk D(k) + bk_. K1(k) - a&-, L1(k) + bk-V+1) K2(k) - aO-.,+1) L2(k)

1_M sinG2 - m, CoOS 2  - m, sinG1 - m oO

EndFor

EndFor

P, = 1 -P,

Figure C.3. Generation of the average probability of symbol error for
a transmitted M-PSK signal through the two-path channel model with
rA > T, additive finite bandwidth interference and AWGN.
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APPENDIX D - DERIVATIONS

DERIVATION OF EQ. (2.10)

I d 4 H(I), wehave
Recall that the group delay is defined as G(f) 2x- df

G~f 1 d ~i I tan-'[ -H2 sin(2 xr f r) ]l(D.1)2~ =7 d f1  [H +H 2 cos(2 x f-rd)J

Letting w = 2 x f, and recalling that

d tan- 1 (x) _ 1 d sin(x) = cos(x) d cos(x) _ _ sin(x)
dx 1+ x 2  dx dx

we find,

G1 d I H 2 sin(anrs)

1 + H1 sin 2(cvr) dc LH, + H 2cos(orA) (D.2)

[H, + Hcos(wcv,)]2
It can be shown with some elementary calculus that,

d I H 2 sin(an'4 ) - . H 2 + Hlcos(wr1 )
dcv H 1 + H 2cos(o ) [H + H 2C0S(W) (3)

Thus, we find by using eq. (D.3) in eq. (D.2),

G(f) =H 2 Ar [ 12+H o( d D4
GA H2 + H2 + 2 HjH2 cos(2 x f Td)

DERIVATION OF CHERNOFF BOUND FOR COMPARISON TO EQ. (4.18)

The Chernoff bound of the phi function is defined as
M

ý-- x) i f e- t2 1 2 dtJ2x (D.5)

for X equal to a zero mean, unity variance Gaussian random variable. The tightest upper bound is

obtained by finding A that minimizes E[el(x-x)] . This is found by setting the derivative of

E[eA(X-x)] with respect to A to zero and solving for A. The resulting equation to be solved is
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This can be solved by noting that (see for example section 3.1 of [1]).

E[X e1,] t e y 1 e- 12 / dt

f~ 172n+~722d
by first completing the square in the exponent and then letting y = t -A,. The first term isan odd
function and thus, its integral is equal to zero. The second term is just the integral of the Gaussian
probability density function and so is equal to unity. Thus, we find

E[X e~x] -• e p2/2. (D.8)

Similarly, it can be shown that

Using eqs.(D.8) and (D.9) in eq. (D.6), we find that the value of A that miiie the bound is
•mn=x. Thus, with this value of .in eq. (D.5) and using the result of eq. (D.9),we find the

Chernoff Bound of the phi function is

2/22

,(- x)<e - (D.17)

REFERENCE
[1] Stark h, i and J. Woods. Probability, Random Processes, and Estiemgaon Theory for

Engineers, Prentice-Hall Englewood Cliffs, New Jersey. 1986.
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