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SUMMARY

This report derives expressions for the average probability of symbol error of a coherent M-ary
phase-shift-keyed (M-PSK) communication system operating under the following nonideal
conditions:

1. time-invariant multipath channel consisting of a direct path and a single multipath,

2. intentional/unintentional interference consisting of either a continuous wave (CW)
signal or a bandpass-filtered white Gaussian noise signal (bandwidth is variable), and

3. additive white Gaussian noise.

In particular, the effect each of these nonidealities, individually and in combination, has on the
performance of M-PSK communication systems is analyzed. The techniques used to derive these
results are not new; however, this particular application, which is common to line-of-sight (LOS)
radio is thought to be original. This report can be thought of as a follow-on report to NRaD Technical
Report 1510, “Effects of CW- and BPSK-Signal Interference on a Standard BPSK Digital
Communications System,” written by Roy A. Axford in August 1992.

One particular example, LOS ultrahigh frequency (UHF) radio, is used extensively to exercise
the derived expressions and illustrate typical system performance. The average probability of
symbol error is plotted as a function of M, transmit power, magnitude of the multipath, data rate and
interference power, bandwidth, and carrier offset frequency. It is found that for the “frequency
nonselective multipath” condition, the effects of the multipath on system performance oscillate
between constructively adding and destructively adding with the direct path. However, for the
“frequency selective multipath” condition, the effects of the multipath result in mostly destructive
only addition with the direct path. It is also shown that finite bandwidth interference can cause more
performance degradation than CW interference for the same signal-to-interference ratio. Finally, it
is shown that for constant data rates, the sensitivity to channel nonidealities increases dramatically as
M increases even though the symbol rate decreases as M increases.

It should be emphasized that these results pertain to a receiver with no means of compensation for
the nonideal channel conditions. The authors are presently investigating methods of compensation
for multipath and interference, like adaptive equalization, beamforming, spatial diversity, and
multichannel adaptive equalization. In addition, the authors are also analyzing a time-varying
multipath channel.
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1. INTRODUCTION

This report derives expressions for the average probability of symbol error of a coherent M-ary
phase-shift-keyed (M-PSK) communication system operating under the following nonideal condi-
tions:

1. time-invariant multipath channel consisting of a direct path and a single multipath,

2. intentional/unintentional interference consisting of either a CW or a bandpass filtered
white Gaussian noise signal (bandwidth is variable), and

3. additive white Gaussian noise.

In particular, the effect each of these nonidealities, individually and in combination, has on the
performance of M-PSK communication systems is analyzed. Let the reader be forewarned, the tech-
niques required to derive these results can get long and tedious. Every effort has been made to pres-
ent the results in a concise and readable form. While all steps are either shown explicitly or described
in the text, the unfamiliar reader might first start with [1]. This report is meant to be a follow-on to
“Effects of CW- and BPSK-Signal Interference on a Standard BPSK Digital Communications Sys-
tem” by Roy A. Axford.

The text is organized as follows. Chapter 2 introduces the signal model and the finite impulse
response (FIR) filter channel model. The FIR filter channel model is an intuitively good choice for a
multipath environment due to its similarity to the physical propagation modes in the channel. How-
ever, the FIR filter channel model is not a physical propagation model (sometimes called an atmo-
spheric model), but instead is meant only to describe the (possibly time-varying) frequency response
of the channel over the bandwidth of interest [2). The interrelation between the two types of models
is not addressed here.

Chapter 3 derives expressions for the average probability of bit error for a coherent binary phase-
shift-keyed (BPSK) signal and a delay spread less than the bit/symbol duration, 0 <7, < T .
Appendix B extends these results for 7, > 7. Chapter 4 and appendix C derive expressions for the
average probability of symbol error for a coherent M-PSK signal with 0 =7, <Tand7, >T
respectively. The problem of accurately computing the error probability of a digital communication
system with intersymbol interference (ISI) has been addressed frequently over the past 25 years (see
for example [3] for an excellent overview). Since the number of terms for / symbols of corruption in
a M-ary system is O(MY), in general either error bounds (see for example [4]) or approximations (see
for example [5]) must be made for tractable solutions.

The method used in this report is to treat the time-invariant two-path channel, thus /=1, with
additive interference and additive white Gaussian noise (AWGN). While real channels will be time-
variant, this model provides tractable solutions as well as being valid over short time intervals in a
slowly fading channel. Future work will concentrate on removing the time-invariant channel
restriction. Exact solutions are derived in chapter 3 for coherent BPSK while both exact and upper
bound solutions (shown to be tighter than the Chernoff bound) are presented in chapter 4 for coherent
M-PSK. Finally, chapter 5 contains a summary of the important results.

It is expected that the information contained in this report can be applied to any time-invariant
two-path M-PSK communication channel with or without interference, for example HF, VHF, UHF,

or SHF LOS communication systems. One particular example, UHF LOS radio, is used extensively
throughout the text to support the UHF high data rate LOS communication project currently in
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progress at NRaD. A delay spreadof 7, = 5 5 sec is found in chapter 2 to be a reasonable value for
LOS communication between two ships and, thus, this value is used in many of the examples. To
fully exercise the 7 ,/T dependence of the derived expressions in the UHF LOS examples, the value
of the symbol rate, R = 1/T, is increased while the delay spread, T, = 5 nsec, is kept constant.
However, for a delay spread of 7, = 5 7 sec, the data rate must get very large to illustrate the 74 /T
dependence, for example when 7, = T, R = 200 Msps. These extremely large symbol rates are

only possible with the assumptions made in this report, most notably, perfectly coherent demodula-
tion and a time-invariant channel. In practice, these conditions cannot be met exactly and will no
doubt limit the achievable symbol rates.

1-2




2. SIGNAL AND CHANNEL MODEL

This chapter discusses the typical characteristics of multipath communication channels and
introduces some techniques used to accurately model these characteristics for the performance anal-
ysis presented in chapters 3 and 4.

2.1 SIGNAL MODEL

The received signal in a communication system is accurately expressed as being convolved
through the impulse responses of the transmitter, the channel, and the antenna receiver. In this text,
the effects of the transmitter, channel, and receiver are lumped into a single aggregate “channel”
impulse response, H(#). Thus, the real bandpass received signal, R(f), can be written as

R = HO*S(H) + I() + N(), (2.1)

where S(¢), I(t), and N(z) are the bandpass transmitted signal. interference signal, and additive noise
respectively. In a multipath environment, the channel-induced distortion creates ISI, which can be
thought of as correlated interference.

The transmitted communication signal can be written as
S() = a(t) cos(2nft + 6()), (2.2)

where the real envelope of S(7), a(¢), and the phase of S(¢), 6(f) bear the transmitted information and
fc is the carrier frequency. Eq. (2.2) can be rewritten using a trigonometric identity as

S(2) = a(t) cos(6(t)) cos(2nfs) — a(t) sin(6(t)) sin(2nf.t)
= x(f) cos(2nft) — (1) sin(2nfct), 23)

where x(f) = a(f) cos(6(t)) is called the in-phase component and y(¢) = a(f)sin(6(7)) is called the
quadrature component. Both x(r) and y(7) are real baseband signals, that is, each has a spectrum that
is symmetric about f = 0, and s(¢f) = x(t) + j y(¢), sometimes called the complex envelope, is a
complex baseband signal. Using eq. (2.3), the transmitted signal can be generated by the block
diagram in figure 2.1. The spectrum-shaping filter is typically a Nyquist pulse-shaping filter that has
the property that at the ideal sampling instants, there are no contributions from data pulses other than
the one being detected [3].

For digital communication, the complex baseband transmitted signal is described by,

s() = V25 ) s Pt — kD) (2.4)
k

where S is the average transmitted signal power, {s;} is a sequence of symbols transmitted at the
symbol rate of R = 1/T symbols per second, and P(f) is a pulse with band-limited baseband
frequency response. The binary data sequence is encoded to form the symbol sequence, {s¢}, by any
of numerous digital-modulation techniques like M-PSK and M-ary Quadrature Amplitude
Modulation (M-QAM). Thus, each symbol represents log, M bits of information. Each modulation
technique is defined by its discrete alphabet (or constellation) of complex numbers.
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in-phase component cos(2rfct)

Spectrum
x(t) = a(t) cos(6(r)) —» Shaping —’®—>*

Filter
+

O—» 50

y(1) = a(?) sin(6(r)) — gg:cptirn“gm _>®_J

Filter

quadrature component sin(2rf )

Figure 2.1. Generation of bandpass-transmitted signal.

2.2 FIR CHANNEL MODELS FOR MULTIPATH ENVIRONMENTS

All real world communication channels are nonideal. Sources of channel nonidealities are
numerous. They include:

1. frequency dependent channel

2. antenna spatial patterns

3. multiple propagation paths

4. additive interference and noise

5. transmitter and receiver equipment-induced distortions
6. receiver synchronization errors

This section will discuss methods of modeling common nonidealities induced by a multipath
communication channel.

A multipath channel with discrete and undistorted propagation paths can be modeled at time 7 as
an FIR filter with impulse response '

N
H() = > H{n) 8¢ —7) 2.5)

i=1

for N separate propagation paths [6]. Figure 2.2 shows the N propagation path channel model with
additive interference and AWGN. The tap-gain weights, H(t), are typically modeled as either:

1. constants
2. time-varying deterministic variables, or
3. stochastic random variables.

Such a channel model is valid for band-limited channels over short time intervals only. The FIR
channel model is an intuitively good choice for a multipath environment due to its similarity to the
physical propagation modes in the channel.
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The model described by eq. (2.5) is valid for narrowband signals only because each propagation
path is subjected to an (possibly time-varying) ideal filter response (filter response of a single tap-
gain weight), which is incapable of introducing any frequency-dependent amplitude or phase distor-
tions on the individual propagation path. The accumulation of individual propagation paths
introduces frequency-dependent channel distortions. Each propagation path of a broadband signal
can undergo additional amplitude and phase distortions requiring modification of the model pre-
viously introduced (see [6] for more details).

The model described by eq. (2.5) is valid for short time intervals because each propagation delay,
T;, is assumed to be a constant. This is only approximately true during short time intervals and, in
general, the propagation delays are also time-varying.

M discrete propagation paths

(1)
charmelt input > ‘ + *

T, T, prop. delays | Ty
1() N(1)
interference noise
tap-gain weights H,(2) H,() eee M)
® S O)—»)—> RO)

channel output

Figure 2.2. Multipath band-limited channel model with additive
interference and noise.

2.3 TWO-PATH CHANNEL MODEL

This report will consider a channel consisting of two dominant propagation paths in a stationary,
deterministic channel environment shown in figure 2.3. Such a channel is frequently observed in
LOS radio and is called the “two-path” channel model ([2], [6] and [7]). This simplified model will
allow for the derivation of closed form solutions of performance measures in chapters 3 and 4. In
addition, it will provide insight into the mechanisms creating performance degradation due to multi-
path. Future work will concentrate on the N-path channel model with stochastic tap-gain weights.
The channel impulse response given by eq. (2.5) for N = 2 can be rewritten with respect to the shortest

path (called the direct path) as
H(r) = H\8() + H, 8(¢ — (et — giireer)
26
= H,6() + H, 6(t-14), 29)

where 7, = ¢ulti — direct s called the delay spread. By taking the Fourier transform of eq. (2.6),
we find the channel frequency response equal to

@©

H = J H(t) e™dt = H; + H, 72774, Q2.7

-0
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Recall that the power spectral density of the channel output is related to the power spectral deasity of
the channel input by,

PSDyus(f) = IHPI? PSD(f) (2.8)
where for real tap-gain weights,
\HD© = H2 + H2 + 2 H{H, cos(2 7 f 1. (29)

The spectral nulls in eq. (2.9) are characteristic of a multipath channel. The depth of the spectral nuil
in the channel’s frequency response increases as the value of H, approaches the value of H;. The
distance between spectral nulls decreases as the delay spread, 7 ,, increases. For signals having large
bandwidths (where “large” signal bandwidth will be qualifiedin example 2.3 as BW = 2R = 1/1),
the spectral nulls in the channel frequency response can result in distortion of the transmitted
symbols in the time domain.

- The phase, X H(f), and group delay, g(f) = — é %ﬂ_’ of the channel frequency response

in eq. (2.9) are given by (derived in appendix D)

[ -H,sin@ a1y ~ __ Hy+HioosQ@n f1,)
4H{f) = tan [H.+H, oos(2atft‘,)] 80 =Mt \ T+ 2 A A, cos(2:tfr4)] (2.10)

The nonlinear phase (and nonconstant group delay) introduces delay distortion in the received signal
that can create detection difficulties for angle-modulated data.

—
S() Ty multipath
< P Interference AWGN
H, H, 1) N@)
direct path z z R()

Figure 2.3. Continuous-time, bandpass model of communication channel.

The following examples will help to add physical insight into the characteristics of the two-path
channel model described above:

Example 2.1 Ideal Channel

It’s easy to show that an ideal channel is modeled by eq.(2.5) with N=1 and H (1) equal to a constant
(or by eq. (2.6) with H, = 0). An ideal channel is distortionless in that the frequency response of the
channel has constant magnitude and linear phase (constant group delay) over the frequency
bandwidth of the transmitted signal. Its impulse response and frequency response are given by

H(t) = H, 6t - 1) H(f) = H, e”/**/1 (2.11)

where H(p) = IH(I e/2%0, ' Thus, we find that the distortionless channel has \H(f} = H,,
AH() = -2 x fr,,and g(f) = t, for all frequencies of interest.

24




Example 2.2 Two-Path Over-the-Water LOS Channel

Consider the over-the-water LOS communication channel where the transmit and the receive
antenna are at equal heights above the water. Figure 2.4a shows a ray diagram of the two most
probable propagation paths. This channel clearly fits the two-path channel model given by eq.(2.6).
Using the Pythagorean theorem and a flat earth approximation, it can be shown that the differential

path length is
dy = deyy — dypey = 2 /543 +R -7 (2.12)

wherer is the range between the antennas and equal to the length of the direct path. The delay spread
is simply t, = d,/c,where ¢ = 3x10° m/s is the speed of the communication signal. Figure 2.4b plots
the differential path length in meters and the delay spread in nanoseconds for h = 45 meters ( =150
feet). Note that the delay spread decreases with range. Figures 2.5 and 2.6 demonstrate the
characteristics of the two-path channel model for H, = 1.0, H, = ~ 0.8,and t, = 5 nsec. Fromeq.
(2.9), it's apparent that the null separation in the channel frequency response

null separation = ?l; (Hz) (2.13)

is a function of range in this example.

T direct path = range R

h = 45 meters

1 meter = 3.28 feet
1 nautical mile = 1852 meters

()
Differential Path Length / Delay Spread
1000 333

10.0- 333
dy T4
(meters) (nsec)
1.0 333
NN
P
01 T\RL 0333
0 2 4 6 8101214161820
range (nautical miles)
(b)
Figure 2.4. Differential path length and delay
spread for a two-path channel.

2-5




Channel Impulse Response

o Channel Frequency Response

0.8
0.6
0.4- =7
0.2
o o L HOP_,,.
' (dB)
0.2
-0.44
—0.6- =151
0.8
—I -0 T T T —20 T T T T
-5 0 5 10 15 0 100 200 300 400 500
time (nsec) frequency (MH2)
Figure 2.5 Channel impulse response and channel frequency response for a
two-path channel with T4 = 5 nsec.
Channel Group Delay Channel Phase Response
0-‘ m m ( 40-
20
. T
g AH(f) o
(nsec) _;0- (degrees)
-204
154 40
~-20 T — -60 T - T T
0 100 200 300 400 500 0 100 200 300 400 500
frequency (MHz) - Jrequency (MHz)
Figure 2.6. Channel group delay and phase response for the two-path channel
in figure 2.5.
2.4. SIGNAL STATISTICS

Recall that the autocorrelation of a sum of signals can be written as the sum of the autocorrelation
of each signal when each signal is mutually uncorrelated. With this assumption, we can write the
autocorrelation of eq. (2.1) as '

Pr® = E[R() R'(t = 1)| = @yospes®) + $15) + Sup®)

To proceed in evaluating these equations requires that some assumptions be made about the received
signal components.

(2.14)
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The channel impulse response to be considered in this paper is the two-path channel model with
time-invariant, discrete paths, normalized to the delay of the direct path as described in section 2.3.
With this channel model, it can be shown that

Purspes(®) = HiHy d55(t + 1) + (H2 + HY) ¢55(r) + HH, pss(r —T4)  (2.15)
where for P,(t) = 1 in the interval [0,T] and O elsewhere,

P55(¥) = Pxx(1) cos(2nfT) (2.16)
and | -
bos) = s-%) T<ts<T 217)
0 otherwise
@x.x(7) is the autocorrelation of the in-phase signal component, T is the symbol duration, sthe

transmitted signal power. Egs. (2.16) and (2.17) have explicitly assumed that the power -, .ira of
S(¢) is symmetric about f=f. (as is typical for double sideband communication systems) and thus, it
can be shown that ¢, ,(r) = 0 = @, (7) (see section 3.1 of [3]).

Two types of interference will be analyzed in this paper. The firstis a CW interference given by,
I(t) = V2o cos2n(f, + Ia)t + @), where I, f,, ¢ are the power, carrier offset frequency, and
phase of the interference respectively. The autocorrelation of the CW interference is found to be,

@1Ax) = I cos(2r(fc + f,)r). (2.18)

The second type of interference is bandpass white Gaussian noise with power spectral density shown
in figure 2.7 and defined by

N,
PSD(f) =472 ferfp-BsNsfrfy+8 219)
0 otherwise .

Its autocorrelation can be computed by taking the inverse Fourier transform of eq. (2.19)
in(7B
#116) = NpB (S22 coson(f, + £, @20)

This interference model encompasses-both narrowband and broadband interference with a single
parameter, the bandwidth B. For very small, but finite B, eq. (2.20) reduces to eq. (2.18) where
I = NpB is equal to the total baseband interferer power.

Finally, the additive noise is assumed to come from a white Gaussian process with power spectral
density PSDp(f) = N,/2 for all frequency resulting in its autocorrelation function being equal to

PxME) = 0% 8(r) = Ny/2 8(2).

. PSD(()
NB/Z | : NB/Z
— Gt 1ty v,

Figure 2.7. Spectrum of finite bandwidth interference at bandpass.
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Example 2.3 Classification of Multipath Channels

Insight into the classification of multipath channels can be found from the autocorrelation of the
output of the two-path channel model. Using egs. (2.16) and (2.17) in eq. (2.15), we find

Pirsirs(®) = (HiH)) @.(x + T,) cos(2nfdr + 1)) + (H} + H}) ¢..(r) cos(2nf)
+ (HiH) ¢, — 1,) cos2afdr — 1,))

= [@m S(l - E*'T—'él) cos(2fix,) + (H2 + HY) 5(1 - 1!T1)

+ (HH) S(l - F-T"I) oos(z:f,z,)] cos(2nf.7) (2.21)

- @ S(l - u1‘-1) sin(2nf.z )

T
— (HHY S(l - F—'Tﬂl) sin2nfz,)] sin(2nfz)
where the same notation as in eq. (2.17) is implied. Figure 2.8 plots the components of ¢ ;s sr(t)
givenineq. (2.21) for H, = 1.0, H, = — 0.8 and for the special case when fz, € {1,2,...}. Note that

the case when the delay spread is greater than the inverse of the signal bandwidth, =, 2 Z—R' = 3 , or

equtvalently the null separation in the channel frequency response is less than the signal bandwidth,
—1- S2R=2 5, s typically called “resolvable multipath” or “frequency selective multipath” [3].
T his condmon implies that the multipath channel may affect disjoint parts of the signal spectrum in
different ways. Thus, all figures in figure 2.8 are cases of “frequency selective multipath” with figure

2.8 (c) equal to the limiting case. For the case when t, < -2% - % , the channel is called “frequency

nonselective multipath” or “flat multipath.” This condition implies that the multipath channel will
affect all parts of the signal spectrum in a similar way.

16 @irs1s(T)components 16 P wsus(T)components 16 @irsss(T)components
1.2 1.2 1.2-
0.8 0.8 0.8
0.4 ) 0.4- 0.4
0.0 0.0 0.0
—0.4- \/ \/ 04 \/\/ —0.4-
0.8 0.8 0.8
-1.24 T = 2 nsec 1,=25T| -1.2 T=5nsec 1,=T 1.2 T—lOnsec g, =1
_I6Pr_‘_,—5nsec _16 =5nsec _16 —Snsec
-15-10 -5 O 5 10 15 -15 —10 -5 0 5 10 15 -15 -]0 —5 0 5 10 15
time lag (nsec) time lag (nsec) time lag (nsec)
(&) (b) (©

Figure 2.8. Components of eq. (2.21) for fr, € {1,2,..} and (a) 7, = 25 T,
®b)t,=T,(c)z, =05T.
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3. PERFORMANCE ANALYSIS OF BPSK SIGNAL

This chapter presents an analysis of the average probability of bit error for a BPSK signal trans-
mitted through the channel shown in figure 2.3 and received by the coherent matched filter shown in
figure 3.1. The receiver model consists of a correlator implementation of a coherent matched-filter
receiver for BPSK. While the analysis technique is well known, the particular example used in this
text is thought to be unique (see [8], [1] for closely related examples).

I3 §(k) .
Y sk) >0—+1
X > I()dt_.—’[.;‘(k)<0-’—l

'
*-)r ]
'

.....................

Coherent BPSK Demodulator Hard Decision

Figure 3.1. Correlator implementation of matched-filter receiver

for BPSK signals.
Using the two-path multipath channel model described in section 2.3, H(t) = H;
8(r) + H, &(t-t ), the received signal can be expressed as
R(t) = H\S(1) + H,S(t~t,) + I(t) + N(1), (3.1
where _
S()) = V25 D" a, Pyt — kT) cos(2nf.4) (3.2)
k

is the BPSK transmitted bandpass signal, a; € [+ 1, — 1} is the krh bit, § is the transmitted signal
power, and P(f) the symbol pulse waveform. Atmost, one-bit transition of the multipath signal can
take place in the interval [0, T of the direct path signal. The following analysis will consider only the
case of 0 < 7, < T asshown in figure 3.2. The case of 7, > Tis a straight forward extension and
detailed in appendix B. Using this assumption on the delay spread, the received signal during the
interval [0,T] can be written as

R(t) = H,\2S a; P(1) cos(2nft) + H,J2S ay Pyt — 1) cos(nft — T,))
+ H, 28 ay_y Pyt + T — 1) cos2rft + T — 1)) + I(f) + N(©)

= [H,/2S a, PLt) + H,/2S a; PLt — 1)) cos(2nfx,) 33)

+ H, /28 ay_y Pt + T — 1) cos(2fdt, — )] cos2afa) + I()) + N(r)

using trigonometric identities and neglecting sin(2xf.f) terms since they will be eliminated by the
coherent BPSK demodulator in figure 3.1.
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Hl /—Z—gak
direct path >
T
m————
Ta H fﬁa
multipath - R 2 :
m| t ¢
T S
H;/2Sa;_,

Figure 3.2. Desired and interfering baseband signals in {0, T],0 < t .S 1,
a = + 1, ¢ _1 = -1 (from [1]).

3.1 MATCHED-FILTER DETECTION OF BPSK WITH CW INTERFERENCE

This section derives the probability of symbol error for the received signal given by eq. (3.1) with
CW interference, I(t) = J2 cos(2n(fe + f4)t + ¢). Without loss of generality, consider the
interval [0,T). The decision variable, s(k), in figure 3.1 can be written as

(k) = I R(f) 2cos(2nfg) dt = a, D(k) + a; Fy(K) + ay_; F,(k) + I(k) + N(X) (3.4)

where the terms in eq. (3.4) will be defined in section 3.2. The conditional probability of bit error,
given the parameters of the channel model and interference parameters, is given by,

PG(H]’HZJA’I’fA’¢) = %P¢(+ I'H]’HzatA,I’fAs¢) + %PC(— IIHI’HZ’tAaI’fA’¢) (3'5)

for equal probabilities of transmitting +1 and -1 bit. Forthecasswhen0 <71, < T
P+ 1H},Hy,t 4L f0o$) = SPH{30) < 0 | ap_y = — Lap = +1)
+ %Pr(&(k) <0]ay, = +1a,=+1) (3.6)

P¢(— llHI’HZJA’l’fA’¢) = %Pl'(.;(k) >0 I a_1= - L“k = - 1)
+1Pi(s) > 0 @y = + 1,0, = 1) 3.7)

For the case when 74, > T, egs. (3.6) and (3.7) each contain 4 components since the two data bits in
the multipath are not correlated with the data bit in the direct path, a, , during the interval [0,T]. This
is presented in appendix B.

The only random term in eq. (3.4) that is not being conditioned on is the Gaussian random
variable, N(k). Thus, the decision variable, s(k), will be a conditionally Gaussian random vari-
able with variance a,zv, which will be calculated below. Recall that the cumulative distribution
function of a random variable X is defined in terms of its probability density function,

3-2




X
cdf(x) = Pr(X s x) = j pdfy(?) dr. For a zero mean, unity variance, Gaussian random vari-

able X

PriXsx) = /-I—Z I et2 dt = &(x). (3.8)

Thus, rewriting egs. (3.6) and (3.7) so that the Gaussian random variable has zero mean and unity
variance, we find that eq. (3.5) can be written in terms of eq. (3.8) as

PHy, Hy, 7,0, ,0) = l«p( _+DM) + Fy®) = Fy) + I(k))

ON

-Mv—

+ D(k) + F (k) + F,(k) + I(k))

o~
+ % 4,( D(k) — F 1(k) Fyk) + l(k))
+ _‘1’: ¢(-D(k)—F 1)+ F z(k) + l(k)) (3.9)

32 TERMS IN EQ. 3.9)

a, D(k) is the desired signal term from the direct transmission path. It can be found from inter-
preting figure 3.1 as

0 D) = [ Hy /B ay cosents) 2cos(entys) d

for Py(t) equal to a rectangular pulse during the interval [0,7]. Solving for D(k) we find
D(k) = H,/2ST (3.10)

since the high-frequency terms are removed by the integration.

a, F(k) and a;_, F,(k) are coherent interference terms (ISI) created by the multipath. They
are found to be

o Fi) = [ /35 a, cosentie) costontt) 2eos(ents) e

s Fol) = | Hy /5 ay s cononfTe,)) cos(enfs) 2cos(aa) d
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which can be reduced to
Fy(k) = Hy /25 (T - 1,) cos(2nfa ) (3.11)
Fy(k) = H,J2S (t,) cos(2nf{(T— ,)). (3.12)
For the CW interference, I(k) is given by |

109 = [ Eoosn(, + e+ 9) 2c0s2nfe) dr
_ 757 [sin@2f,T + ¢) - sin(@)] 3.13
= /2 T (3.13)
N(k) is the Gaussian noise term defined as

T

N(k) = I N(t) 2cos(2rf ) dt.

Since this term is a Gaussian random variable, it will be necessary to compute the first and second
moments of N(k). The mean is zero since E[N(f)] = 0. The variance is given by

[
oy = J | E[N(t,)N(t)] 2cos(2nfcty) 2cos(2rnfety) dtydt,

= J Joﬁf 8(t; — t,) dcos(2nft,) cos(2ft,) dtydt,

40% J cos3(2nft) dt

N,T ' (3.19)

since 0% = Ny/2.

Thus, the conditional probability of bit error for a BPSK signal transmitted through a two-path
channel with additive CW interference and white Gaussian noise is given by using eqs. (3.10) -
(3.14) in eq. (3.9). For the simplified case, of only a single channel, H, = 0, this expression reduces
to eq. (11) of [1].

3.3 MATCHED-FILTER DETECTION OF BPSK WITH FINITE BANDWIDTH
INTERFERENCE

The previous results are now extended to include a finite bandwidth interference. In particular,
the interference is generated by passing white Gaussian noise through an ideal bandpass filter result-
ing in the spectrum displayed in figure 2.7. In this case, both the interference and the noise are
assumed to be uncorrelated, Gaussian random variables. Thus, eq. (3.9) can be modified to find the
conditional probability of bit error, given the parameters of the channel model and interference
parameters as




+ D(k) + F,(k) — Fk
Po(H,H»t4,Np,f4,B) = %d’(— (k) Ull(,v) 2 ))

W1 4,( _ + D) + Fy(k) + Fz(k))
2 O14+N

(3.15)

where
o}y =0} +0% (3.16)
All that remains to be computed is 07 since g5 = N,T was computed in eq. (3.14).

Let the received bandpass interference be written in terms of its in-phase baseband signal, x(r),
and its quadrature baseband signal, y(7),

I(t) = x(1) cos(2n(fe + f4)8) = (1) sin(2n(fc + f,4)0)
= [x(f) cos(2fyt) — y(1) sin(2nf4r)] cos(2nfs)
—{x(9) sin(2nf41) + y(t) cos(2rf,1)] sin(2ef.r). (3.17)

Then, the interference component of the decision variable can be written as,
T

I(k) = [ [x() cos(2mf4t) — (1) sin(2nf1)] cos(2nft) 2cos(2nfer) de

[
T

- I [(0) sin(2f40) + () cos(2nf40)] sin(2ft) 2cos(2nfa) de

T
= I [x(1) cos(2rft) — y(1) sin(2nfyt)] dt (3.18)

0
since high-frequency terms are removed by the integration. The mean of eq. (3.18) will be zero since
E[x(9)] = E[y()] = 0. Before proceeding to compute a,z, we first make several observations from
chapter 2 that will simplify the analysis (note that a similar analysis was completed in [9] for
f4 = 0). First, note that ¢,(r) = 0 = ¢, (7) for all 7 since the bandpass Gaussian noise is
symmetric about f = f. + f,. Second, @,«r) = @,,(7) since the bandpass Gaussian noise is
assumed to be stationary. Thus, the two nonzero terms of 012 reduce to,

T T

o} = I I E[x(t;) x(15)] [cos(2mf4t;) cos(2f4t,)]
g Ely(1;) W(1y)] [sin(2f4t;) sin(2fyty)] diydr,

= I I NgB s—i%%@ cos(2f,7) dt,dt, (3.19)
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using eq. (2.20) and T = t; — 1, . Applying trigonometric identities we find

T

_ [INBB sin( Jt(B 2fA drydty + IINBB sm:z(B + 2fA)1) dnd. (320

o

Since both terms of eq. (3.20) will have similar solutions, only the details of the first term will be
presented. By making the substitution x = (B — 2f,;)r and consolidating terms, the first term of
eq. (3.20) can be rewritten as

r MB-Y Tty
first_term = % I SN0 gx d,
or !(B—Wdl—lz)
N . :
=2 j [Si(w(B = 2f,)tz) + Si{m(B = Wp)T — 1))] dty (3.21)
/]

y
where eq. (3.21) has used the Si(y) relationship defined by Si(y) = I SN gv. To proceed, note
(1]
that by using integration by parts with u = Si(x) and dv = dx, it can be shown that
2 B
I Si(x) dx = x Si(x) |§ - I sin(x)dx. Substituting x = m(B — 2f,)t, into the first term of eq.

(321) and x = 7(B — 2f,)(T — 1,) into the second term of eq. (3.21) we find

(=82, 0
ﬁrst_term = % m I Si(x) dx — I Si(x) dx
K ~@- T
xB-Y T
= N 1 1 D =G i
= —JZA ;(-B——:-z-fd—)- X SI(X) lo(B A I Sln(X) dx
N " - cos((B-2f,)T)-1
=BT [S:(:t(B-ZfA)T) + —-(J—J#] (322)

Finally, we combine a similar result for the second term of eq. (3.20) to obtain the desired result

N -. cos{t(B — 2f)T) — 1
of =32 T | Silz(B - 2T) + (n(B - 22:)% ]

- B + 2f)T)-1
+ 38 7 | Si(n(B + 27,)T) + m(::((B * 2ffj))TJ ]

b

(3.23)

Thus, the conditional probability of error for a BPSK signal transmitted through a two-path
channel with additive finite bandwidth interference and white Gaussian noise is given by using egs.
(3.10) - (3.12), (3.14) and (3.23) in eq. (3.15). For the simplified case, of only a single channel,
H, = 0 and no offset frequency, f, = 0, this expression reduces to
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H,/2ST

\/NOT +% o7 [Si(JtBT) + ﬂg{-ﬂ] ‘

3.4. SUMMARY AND EXAMPLES

Before proceeding with an equation summary and some examples, it is useful to present a vector
representation of the received baseband signal for both the two-path channel and CW interference to
help develop some intuition into the performance characteristics displayed in the examples. The
other channel combinations follow directly from these cases.

P{H,NgB) =P

(3.24)

Figure 3.3 illustrates the vector diagram of the received baseband signal when the BPSK signal is
transmitted through the time-invariant two-path channel. The two transmitted bits correspond to

two vectors of length H, /28 originating at the origin and terminating at +1 and -1 on the in-phase
axis. Since the multipath travels a longer distance than the direct path, its propagation time is longer
than the direct path, which will result in a phase offset when the received signal is demodulated with
respect to the direct path. Referring to figure 3.2, there can be two interfering bits from the multipath

in the interval [0,T], which results in two vectors of length Hz,/ﬁ and with phase relative to the
direct pathof 8; = 2nft,and 8, = 2nf(r, — T). Forthe case of T4 < T, the multipath bit in the
interval of [0,7 4] can be either a +1 or a—1, which results in two vectors 180 degrees out of phase.
However, the multipath bit in the interval of [ ¢ ,,T] is correlated with the transmitted direct path bit in
the interval [0,T], so its value is determined by the present transmitted bit, a,, and a single vector is
generated. The received demodulated bits can be found by vector addition resulting in a total of two
possible bits demodulated in the interval [0,7] for each transmitted bit. Note that only one of the
possible demodulated bits represented in figure 3.3 exists at any one time. The duration of each bitis
defined in figure 3.2. For the case of 74 > T, the multipath bit in the interval of {7 4,T] is no longer
correlated with the transmitted bit, so it too will generate two vectors 180 degrees out of phase result-
ing in the demodulation of four possible received bits for each transmitted bit.

a, = - a,_,=—l,a,=+1

received symbol
qnad—phase G4y = + l,a‘. = +1
correlated multipath
uncorrelated a=—1 uncorrelated
multipath b multipath  _--—~- .
@y = L’ Qry = L | b
, Y X rrelated multipat
' oz \91 \. A a, = + l
; =% N ) . in—phase
received symbol ' . p
Gy = l/)x‘/sl\\,' H, /25 | H\/2S ' received symbol

\*<...-" uncorrelated
H,/2S multipath

G-y = = 1 uncorrelated multipath
, a, = -1 0] = Zﬂf‘-fd
received symbo - _
4, = —la, = -1 0, =2nf(r, - T)

Figure 3.3. Possible demodulated bits during the interval [0, T] for a two-path
channel with 0 <7, < T.
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Figure 3.4 illustrates the vector diagram of the received baseband signal for the case of additive
CW interference and no multipath. The figure is similar to figure 3.3. The CW interference creates a
vector that spins about either of the two transmitted bit vectors with phase 6(r) = 2af,t + ¢ during
the interval {0,7]. Of course, the detection depends on the integration between [0,T], which
determines the actual system performance. The finite bandwidth interferer is from a Gaussian
random process and will not have a constant envelope or a constant phase as was the case for the CW
interferer. Thus, its vector diagram will form a cluster of received symbols centered about the
symbol mean values with radius determined by the variance of the interference.

quad—phase
CW interference _ - _ _ CW interference . - . _
SO NN A
Nn =2t + ¢ ; B(r) = 28t + ¢
v > ! u . in-phase
| S5 ’ H,2S | H, /28 \ $1 .

Figure 3.4. Effect of CW interference on the demodulated bits during the
interval [0, T].

The following examples will exercise the average probability of bit error equations derived in
this chapter to highlight some of the characteristics exhibited by a multipath communication channel
with additive interference. Specific input values are used corresponding to example 2.2; however,
these values can be easily modified to fit any LOS radio communication system. Figures 3.5 and 3.6
summarize the equations required to compute the average probability of bit error for the CW inter-
ference and the finite bandwidth interference cases respectively for 0 < v, < T. Appendix B pres-
entsresults forz, > T.




D(k) = H, ST transmitted signal power = §
F\(k) = Hy/25 (T - t,) cos(2fx,) f"‘:’f";e"“, power =T 2 \(No) _ Mo
Fyk) = Hy/2S (s,) cos(2nfis, — T)) ~ '"anc noise power = (7‘) 2

T
1) = /57 ST + ) - snig)

Oy = NOT

_ 14 _ + D(k) + F,(k) = Fyk) + I(k)
P. = of g Fh 2 1)

+1pl _ 2 D) + Fi(k) + Fy(k) + l(k))
47\ Oy

1 o = D(k) = Fi(k) — Fak) + I(k)
+ -4-¢( i 2 )
+ 14,(‘ D(k) — Fi(k) + Fy(k) + l(k))
4 Oy

Figure 3.5. Generation of the average probability of bit error for a BPSK

signal transmitted through a two-path channel with0 <7, < T,CW
interference and AWGN.

D(k) = H,/2ST

F\(k) = H,J25 (T - 1,) cos(2fx,)
Fy(k) = H,J25 (1) cos(2nf(s, — T)
03 = N,T

transmitted signal power = §
interference power = NpB

i : = (2)(Xe) - Xe
in-band noise power = (T)( 2) =7

(B - 2f)T

+ yf T [Si("(B +2)0) + cos(::%izgj)? - l]

ol=22 T [Si(:rt(B = ofyn) + G - 2D = 1]

Oin = JOu + 0}

¢(_ + D) + Fyh) — Fz(k))

Oren

P .=

=

+

¢( _ +Dk) + Fyk) + F,(k))

01N

N

Figure 3.6. Generation of the average probability of bit error for a BPSK

signal transmitted through a two-path channel with 0 < 74 < 7, finite
bandwidth interference, and AWGN.

Example 3.1 BPSK Signal, Multipath and AWGN

Consider first the simplified case of a BPSK signal transmitted through a time-invariant two-path
channel with additive white Gaussian noise. Figures 3.7 - 3.10 plot the performance of this system
as a function of the magnitude of the multipath tap-gain and the data rate. Either summary of
equations can be applied, figures 3.7 - 3.10 with I=0, or figure 3.6 with B = 0, since they both reduce

to an identical set of equations for the case of no interference.
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Figure 3.7 shows the effect of the magnitude of the multipath with respect to the direct path by
varying H, between - 1.2 and 1.2 in 0.2 increments while keeping H, = 1. Note that the free-path
propagation loss has been neglected without loss of generality. The delay spread is t, = 5 nsec
selected from previous examples and the datarate, R = 1.544 Mbps, resultingint, = 0.0077 T. From
figure 3.7c, it can be seen that the effects of the multipath for these conditions are cyclic described by
cos(2nfz,). This comes from the channel frequency response of the two-path channel given by eq.
(2.9) and is reflected in the probability of bit error equations by the F (k) term given by eq. (3.11).

Note that when cos(2nfx,) = 0 corresponding to f. = z—'t— i €{1,3,5...}and f. = 250 and 350 MH:
a4

in figure 3.7c, the multipath has no affect on system performance (see figure 3.7b), as might be
expected for t, = 0.0077 T. However, at all other carrier frequencies, the multipath has significant
effects on system performance. In spectral nulls of the channel frequency response, the system
performance degrades, corresponding to a reduction in received signal energy due to the multipath
and the direct path adding destructively, ie F (k) < 0. For H, < 0, this is seen from figure 3.7c and
2.5 to take place when 0 MH: < f, < 50 MHz, 150 MH: < f. < 250 MHz, 350 MH: < f, < 450 MHz,
etc. In spectral peaks of the channel frequency response, the system performance improves,
corresponding to an increase in received signal energy due to the multipath and the direct path
adding constructively,i.e., F (k) > 0. For H, < 0, this is seen from figures 3.7c and 2 5 to take place
when 50 MHz < f, < 150 MHz, 250 MHz < f. < 350 MHz, etc. When H, > 0 these effects are exactly
reversed.

Note that as T — t, corresponding to increasing the data rate for a fixed delay spread (or
equivalently t, — T corresponding to increasing the delay spread for a fixed data rate), the coherent
overlap region between the multipath and the direct path reduces (see figure 3.2) and the
constructiveldestructive addition becomes less of a factor in determining system performance. This
isevidentinfigures 3 .8-3.10. From figure 3.10 it can be seen that the carrier frequency dependence
decreases approximately linearly as T — ©, (for t, = 5 nsec, T = t, when R = 200 Mbps). For the
special casewhent, = T, figure 3.8c shows no carrier frequency dependence. For t, = Tthe system
degradation is blind to the sign of H, corresponding to the multipath being completely uncorrelated
with the direct path during the interval [0,T]. It is interesting to observe that the system performance
appears to be a strong function of the carrier frequency as long as t, < 0.5 T, the so called “flat” or
“frequency-nonselective” condition describing the characteristics of the multipath channel in
example 2.3. Thus, these results suggest that if one is operating in a deep null and the
“frequency-nonselective” channel conditions hold, then a change in carrier frequency by 1/(2z,)
should dramatically improve performance.
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Example 3.2 BPSK Signal, Multipath, Interference and AWGN

Consider now the case of a BPSK signal transmitted through a time-invariant two-path channel with
additive interference and additive white Gaussian noise. The two interference models consider
either the case of a deterministic CW interjerer or a stochastic finite bandwidth interference. Figure
3.11 plots the system performance with additive CW interference for interference power varying
between —-20 and +20dB. System performance is seen to degrade rapidly for signal-to-interference
ratios on the order of -10to 0dB. Figure 3.11c also shows a similar carrier frequency dependence as
was described in example 3.1. Figures 3.12 and 3.13 illustrate the effect of interference bandwidth
on system performance. For finite bandwidth interference, system degradation is a more gradual
function of the signal-to-interference ratio than is the CW interference. However, figure 3.12a shows
that for signal power greater than about 3 dB, the finite bandwidth interferer can degrade
performance more than the CW interferer of equal power. As the interference bandwidth increases
.bove the data rate and its power, N, * B, remains constant, the effects of the interference decreases
as seen clearly in figure 3.13a. This is because the “in-band” interference power, Ny * 2 R, decreases
since Ny decreases.

In figure 3.13b, system performance is plotted as a function of interference carrier offset frequency.
Performance is seen to be most severely effected when the the interference carrier offset frequency is
zero. Local minimum occur for narrowband Gaussian interference in the nulls of the transmitted
BPSK signal spectrum, f, = R,2R,... As the bandwidth of the interference increases, the
interference loses the ability to “hide” in the BPSK signal spectral nulls. Note that the deterministic

CW interference has additional offset frequencies, f, = R, 3;?,ZR, ., where it doesn’t affect
performance. These values can be found by examining the ltmztmg cases of eq. (3.13)

k) = 2 forfy =0, ¢ =0 |

I = /2 cosg)  forf,=0,¢=0 (3.25)

Ik = V2 s"‘(”'f‘n forf, #0, ¢ =0
and solving for f, when I(k) = 0. The mtermediate values of f, for which system performance is not
affected, i.e., f, = ’23, -3315 .., are an artifact of the integration of the deterministic, constant envelope,
and constant phase CW interference that does not exist when the envelope and phase are stochastic
(see for instance figure 6 of [1]).
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Prob of Bit Error: BPSK+AWGN(NoR=0dB)
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Figure 3.7. Effects of Multipath on BPSK, 7, = 0.0077 T.
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o Prob of Bit Error: BPSK(3dB)+AWGN(NoR=0dB)
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Figure 3.8. Effects of Multipath on BPSK, (a) 7, =025 T,(b)r, =05 T,
©7,=10T
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Prob of Bit Error: BPSK+AWGN(NoR=0dB)
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Figure 3.9, System performance of a BPSK signal transmitted through a
multipath channel, 7, = § 7 sec, for 1,10,50,100,150,200 Mbps data rates.
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Prob of Bit Error: BPSK(3dB)+AWGN(NoR=0dB)
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Figure 3.10. System performance as a function of data rate for a BPSK
signal transmitted through a multipath channel, 7, = 5 gsec.
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Prob of Bit Error: BPSK+AWGN(NoR=-10dB)+CW(-20:10:+20dB)
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Figure 3.11. BPSK probability of bit error for (a) CW interferer with no
multipath, (b) and (c) CW interferer with multipath, 7, = 0.0077 T.
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Prob of Bit Error: BPSK+AWGN(NoR=-10dB)+Interference (0dB)
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Figure 3.12. BPSK probability of bit error for (a) and (b) CW or finite
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interferer with multipath, v, = 0.0077 T.
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Figure 3.13. BPSK probability of bit error as a function of (a) interference
bandwidth and (b) interference offset frequency for the case of no multipath.
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4. PERFORMANCE ANALYSIS OF M-PSK SIGNAL

This chapter presents an analysis of the average probability of symbol error for a M-PSK signal
transmitted through the channel shown in figure 2.3 and received by the coherent matched filter
shown in figure 4.1. The receiver model consists of a correlator implementation of a coherent
matched-filter receiver for M-PSK. Figure 4.2 shows the constellation of 8-PSK with its associated
decision boundaries and a typical bit-to-symbol mapping called Gray encoding. Note that log,(M)
bits of information are transmitted with each M-PSK symbol. The material presented in this chapter
is an extension of the analysis presented in chapter 3.
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Figure 4.1. Correlator implementation of matched-filter receiver for M-PSK signals.
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Figure 4.2. 8-PSK (a) constellation with decision boundaries,
(b) bit-mapping using Gray encoding.
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Using the two-path multipath channel model described in section 2.3,
H(t) = H\8(t) + H, 8(t — tv4), the received signal can be expressed as

R(1) = H,;S(t) + H,S(t-t4) + I(t) + N(Q). (4.1)
The M-PSK transmitted bandpass signal can be written as,
S() = /25 3 Pyt — KT) cos2nfct + 6))
t 4.2)
=25 ' [a cos(2nfur)-b; sin(2nfo)| Pr{t-kT),
k

where 6, € {%’{‘- Q- 1)} fori = 1,..,M is the phase of the kth M-PSK symbol, a; = cos(d)),
b, = sin(@)), S is the transmitted signal power, and P;(7) the symbol pulse waveform. At most, one-
symbol transition of the multipath signal can take place in the interval [0, T of the direct path signal.
The following analysis will consider only the case of 0 <7, <T. Thecaseof 74, > Tis a
straightforward extension and presented in appendix C. With this assumption on the delay spread,
the received signal during the interval [0,7] can be written as
R()) = H, /25| aycos(2nfd) — bysin(2nfot)| P(n)
+ H, /25 [ay cos(2nfult — 1)) ~ by sin(2nft — 14))] Pt — 1)
+ H,/2S[a,_, cos(nfdt + T — 1)) — by_; sin(nft + T ~ 1)) Pr{t + T — 1)
+ I(t) + NQ@)
= [H,/25 a, PH() + H,/25(a; cos2nfz,) + by sin(@nfiz )] Prit — T4)
+ Hy (25 (ay_, cos@nfelr, — D) + by, sin(felry — TPt + T — 7,))] cos(2nf.t)
— [H,/25 by PH) + H, /25|~ a; sinQnfz,) + by cos(2nfaz )| Prit — 1,4)
+ Hy /25~ a_,8inQnfdr, — 1)) + by_ cos(2efelz, — TN|Pr{t + T ~ 7,))] sin(2nf.0)
+ I + NQ@) (4.3)
using trigonometric identities. Note that for BPSK, M=2 and 6, € (0°,180°)}, thus,

a; € [+1,— 1} and b, = 0 and eq. (4.3) reduces to eq. (3.3) when the sin(27f.f) terms are
neglected.

4.1 MATCHED-FILTER DETECTION OF M-PSK WITH CW INTERFERENCE
This section derives the probability of symbol error for the received signal given by eq. (4.3) with
CW interference, I(f) = /Tl cos(2n(fc + f4)t + ¢). Without loss of generality, consider the inter-

val [0,7]. The output of the in-phase integrator, 5(k), and the output of the quadrature integrator,
8y(k), in figure 4.1 can be written as
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k) = ] R() 2cos(2nf.d) dt
= a, D) + ay Fy(B) + by Gy(0) + ag, Fo0) + by, Gy + 140 + Nb,  (44)

$k) = f R() 2sin(2nf) dt

= bk D(k) + bk Fl(k) - a; Gl(k) + bk—l Fz(k) = Qp_ Gz(k) + Iy(k) + Ny(k) (4.5)

where the terms in egs. (4.4) and (4.5) will be defined in section 4.2. The conditional probability of
symbol error, given the parameters of the channel model and interference parameters, is given by

M
PAHHyT gl fs®) = D 4 P | HuHy T4 1S 409) 4.6)
j=1

for equal probabilities of transmitting each of the M symbols. Recall that the probability of detecting
a symbol error, Pg, is equal to one minus the probability of detecting a correct symbol, P.. Thus, for
thecase when 0 < 7, < T, we can express the conditional probability of symbol error given that the
symbol s; was transmitted as

Ps(slelsz’tml-fA"P) =1- PC(sﬁHl’HZ’tA’I’fA’¢)

M
=1 zi L Pr(OJI <80 SO 1sey =5, 5= s,-). @7
i=
where 6’1 and 9’2 are the angles of the lower and upper decision boundaries respectively. For example
fors; = 5; = ¢/%, wehave 6] = — and 6] = 7~ Note thatfor M-ary signals, we must consider

M M
the possibility that one of M symbols was previously transmitted. For the case when 74 > T, eq.

(4.7) would contain M? components since the two symbols in the multipath are not correlated with
the symbol in the direct path, s, , during the interval [0,T]. This case is presented in appendix C.

When the probability of symbol error is the same for each symbol, eq. (4.6} can be simplified to
PS(HI’HZ’tA’I’fA’¢) = P:(Sl 1 Hl’HZ’tA’I’fA’¢)' (48)

This can be shown to be true for either the case of multipath and AWGN or the case of multipath with
additive finite bandwidth interference and AWGN (treated in section 4.3). However, it is not true for
the case considered here. Hence, we will be forced to solve the general form of eq. (4.7).

To compute eq. (4.7), it will be necessary to derive the probability density function of ék since
6,

Pr(6, < 5(1:) =6, = I pdfé(e) df . This will require the following steps:
6, ‘

(1) find the joint probability density function of $(k) and §,(k) in rectangular coordinates,
pdf, :j’(x, ), (2) transform pdfu’(x, y)intoa joint probability density function in polar coordinates,
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pdf;’é(r, ), and (3) remove the radial dependence by integration, pdfé(e) = [ pdf;'é(r, 6) dr. The
0

following proceeds with each of these steps:

(1) Note that the only random term ineq. (4.4) that is not being conditioned on i* the Gaussian
random variable, N(k). Thus, s(k) will be a conditionally Gaussian random variable with condi-
tional mean and variance

_ _ 2
o?—afv‘—oN.

Sz

(4.9)

Similarly, s,(k) given by eq. (4.5) will be a conditionally Gaussian random variable uncorrelated
with s,(k) and with statistics given by
m; = b, D(k) + by F (k) — a; G(k) + by_; Fy(k) — a,_, Gy(k) + I)(k)

=2 =
o = o}, = o},

Sy

(4.10)

The terms in eqs. (4.9) and (4.10) will be calculated below in section 4.2. Since 5,(k) and sy(k) are
uncorrelated and Gaussian random variables they are also independent [10]. Thus, their joint
probability density function is

NI | -
Pdfgngy(x,)’) = \/EO‘N e N ,/E_O'N e N

l (l"ﬂx)z"’(?""y)z

— 2

= 21:0%, e ¥ . (4.11)
(2) From figure 4.1, it is seen that the decision variable is é(k) = [ :((k;] thus the proba-

bility density function of eq. (4.11) must be changed into a probability density function involving
magnitude and phase (see section 2.11 of [10]). This is accomplished by a change of variables,

r=Jx*+y?and 0 = tan'lr resulting in
v y g

ax ax
Pdf (7’0) Pdfs“,(xs)’) ay ay
or aox =rcos(f) , y=rsin(6)

rz-Zl(n,cu(O)-fllynn(U))*uz#'nz

) 4.12)

e
2
ZﬂO'N

(3) The final step requires removal of the r dependence in eq. (4.12) t , integration. Proceeding
by completing the square in the exponent term and letting 8 = m,cos(6) + m,sin(0) we find
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Pdfé(o) = I pdf;,é(r, 6) dr
0

| e o
=520 e ¥ re @ dr (4.13)
N
0

Let t = (r — B)/oy , we can rewrite eq. (4.13) as

- -]
—ﬁz*nfﬂlv}

B e _a
pdfé(o) = 27:0% (4 2y Oy [t ON +ﬂ] e~ 7 dt
-ﬂ/on
1 Semlemd ¢ 2 r 2
=2:ta}{,e 2}, of, J.te‘Tdt+aNﬂ I ez dth. (4.14)
—ﬂ/a. 'ﬂ/au

The first integration in eq. (4.14) is straightforward while the second integration can be found from
eq. (3.8) noting that #(— x) = 1 — @(x). Thus, evaluating eq. (4.14),

—p2+m2+m2
— _1 -— 2 L l=w ﬂ
pdfa-(e) = Znolzv e 22, { oy e 2 l;= 280, + /2_naNﬁ ¢(0—,,)}
-34-.} _ -pz¢n§+.}
= é e @ + /Zﬂ;GN e ¥ ¢((%). (4.15)

Plugging S into eq. (4.15) and rewriting the exponent in the second term we finally arrive at

2.4 m2 . : 2 .
2 mgcos(f) + mysin(@) =Om=®) (m cos(6) + m,sin(6)
pdf6) = -2}; € = + — /‘zEaNy e % ol 2 (4.16)

Thus, the conditional probability of symbol error is given by
¢

2
M

PdspHy Hy T4 Lfp) = 1 - 3 & J pdfy (6 | se-r=s;, sy =5)d8  (417)
i=1 1

using eq. (4.16) to compute pdfé(O), and egs. (4.9) and (4.10) to compute m, and m, respectively.

Note that m,and m, are dependent on the symbols s; and s, _ ;. In general, the integral in eq. (4.17)

must be evaluated by numerical methods (at least as far as the authors are aware of). However, we

can make use the following upper bound (see p. 264 of [3])
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D(-x) = e™"/2 dt

v

2 _ . 2
1':'2' e~F12 gt smcel—‘:z—‘->0 fort>0

A

¥

e*/2 for x> 0. (4.18)

=

kl"" k‘_ﬁskh‘s

Before continuing, it should be noted that the upper bound in eq. (4.18) is much tighter than the
Chernoff Bound, ®(— x) < e~*/2 for x > 0, derived in appendix D. Modifying eq. (4.18)
slightly by noting that #(x) = 1 — &(— x), we obtain

P(x) < 1- ,/2_.7t1— - e*/2 for x> 0, (4.19)

which can be used to remove the phi function in eq. (4.16) and evaluate the integral in eq. (4.17).
Using eq. (4.19) in eq. (4.15) we find the following

4 0 1 _%ﬁ ﬂ _-ﬁz;:z}a.-; 1 On _2:2_2
{0) < =— e + e 1——==-"e¢
p fo( ) 2 N \/ZUN N \/E ﬁ N
ﬂ -ﬁz*.;-b-;

e = for [mycos(6) + mysin(6)] > 0. (4.20)

<

,/2._7t On

Now, evaluating just the integral in eq. (4.17) and using eq. (4.20) with S plugged back in and letting
t = (mysin(6) — mycos(6))/oy, we have

6, LA \
mycos(0) + mysin(g) - |mrO-m==®)

defé(e)dosJth_j w0 F 0 TR e
6, 6

-,s'ud’z-nyou%

— oy

2
< J e 2 dt

it

ﬂxlild;-lyﬂ“
N
[m, sinO’z - m, cos0"z] _ ¢[mx sing ~ m, cosO’l]. 21)

¢

Oy Oy

Thus, we find the upper bound for the conditional probability of symbol error is given by




M m, sin® -m, cos&
PS(SJ 1’H2atd,l’f4:¢) =1 -Z ﬁ [¢[ - %N - 2]

i=]

o m, sinG’;-my cosO’;
ON (4.22)

where m, and m, are dependent on both the i and j index through the present and past symbols
Sk—1 = s; and 5; = s;and are given by egs. (4.9) and (4.10). Using eq. (4.22) in eq. (4.6) we find
that the average conditional probability of symbol error can be written as

MM m, sin® -m, cos@
PS(H19H2"[A)I’IA,¢) <1 —z Z #{ ¢[ x 20~ y 2]

j=1 i=1

_ (p[m, sinO’;;my cos0’;”
N (4.23)

Egs. (4.23) and (4.22) are valid as long as m, cos(6) + m,sin(f) > Oforall ¢/ < 6 < 6/,. ForM=2,
€q. (4.23) can be shown to be exactly twice as large the exact BPSK expression derived in eq. (3.9).

4.2 TERMS IN EQS. (4.4) AND (4.5)

a, D(k) and b, D(k) are the desired in-phase and quadrature signal terms from the direct trans-
mission path. D(k) can be found from interpreting either arm of figure 4.1, for instance the quadra-
ture gives

T

b, D(k) = IHI V2S a, sin(2rf.t) 2sin(2rf.t) dt
0
for P4(t) equal to a rectangular pulse during the interval [0,T]. Solving for D(k) we find
D(k) = H,;/2ST (4.24)
since the high-frequency terms are removed by the integration. '

a; Fi(k), by G(k), a;_ Fy(k), and b,_; G,(k) are the in-phase interference terms (ISI)
created by the multipath while b, F(k), a;, G,(k), by, F5(k), and a;_; G,(k) are the quadrature
interference terms (ISI) created by the multipath. It is straightforward to show that

Fy(k) = H, 28 (T — ) cos(2nf.z) (4.25)
Fy(k) = HyJ25 (r4) cos(2nfr, — ) (4.26)
Gy(k) = H /2S5 (T — 1) sin(2fz 4) 4.27)
G,(k) = H,/2S (z,) sin(2nfr,-T)). (4.28)

For the CW interference, I(k) is given by
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T

1K) = [ [ cos(2u(f, + f)t + ¢) 2c08(2nfd) dt

_ /;_1 [sin(2xf,, T 2% ¢) — sin(@) (4.29)
4

and /,(k) is given by

T

1ty = [ M cos(an( + £, + ) 20inenf) d

_ Jaf [oons@aT + §)-cos@)] 430)
274
N(k) andN (k) are the Gaussian noise terms defined as

T

NLk) = I N(t) 2cos(2nfct) dt  Ny(k) = I N(?) 2sin(2nf ) dt.

As was derived in eq. (3.14), it is straight forward to show that
EIN{K)] = EINy®)] = EIN®)] = 0
o}, = ok, = oj = NoT. (4.31)

Thus, the conditional probability of symbol error for a M-PSK signal transmitted through a two-
path channel with additive CW interference and AWGN is given by using egs. (4.24) - (4.31) with
eqs. (4.9) and (4.10) in either egs. (4.16), (4.17), and (4.6) or in eq. (4.23).

4.3. MATCHED-FILTER DETECTION OF M-PSK WITH FINITE BANDWIDTH
INTERFERENCE

The previous results are now extended to include a finite bandwidth interference. In particular,
the interference is generated by passing white Gaussian noise through an ideal bandpass filter result-
ing in the spectrum displayed in figure 2.7. In this case, both the interference and the noise are as-
sumed to be uncorrelated, Gaussian random variables. Thus, §.(k) and §y(k) are still conditionally
Gaussian random variables as they were for the CW interference case, but with modified conditional
mean and variance. In addition, the probability of symbol error is the same for each symbol, thus eq.
(4.23) can be simplified to just that of eq. (4.22). Other than these modifications, all other previously
derived results hold for finite bandwidth interference.

The statistics of 5x(k) and §y(k) are given by
m, = a D(k) + ay Fy(k) + by Gy(K) + ag_y Fak) + by_y Gy(k)

o} =}, +0f =} +of

x

mi, = by D(k) + by Fy(k) — ay Gy(k) + by_y Fo(k) — ap_1 G(k)
=i, =

y

(432)

(4.33)

All terms in eqs. (4.32) and (4.33) were previously derived in section 4.2 with the exception of oi
and ai, which will now be derived.
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Let the received bandpass interference be written in terms of its in-phase baseband signal, x(1),
and its quadrature baseband signal, y(¢),

I(t) = x(t) cos(2n(fc + f4)1) = (1) sin(2n(fe + f4)1)
= [x() cos(27f4t) — y(#) sin(2f4f)] cos(2nft) '
~{x(0) sin(2xfyt) + W(e) cos(2nf,0)] sin(2rf). (4.34)

Then, the in-phase interference component can be written as
T

1ty = [0 cos(znty) - 30 sinenf,)] eos(znt 2eos(zat) d

~

— [[x(t) sin(2nf 1) + W(¢) cos(2nf0)] sin(nfet) 2cos(2nfer) dt

(-]

= |[x()) cos2nfst)y(1) sin(2f,1)] dt, (4.35)

0
and the quadrature interference component can be written as

~g

Ik) = J [x() cos(2nf,t) — y(2) sin(2fy1)] cos(2rfcr) 2sin(2nfct) dt

- I [x(t) sin(2fyt) + y(t) cos(2nf,f)] sin(2nf.e) 2sin(2nfa) dt

o

T

=- I [x(t) sin(27f4t) + y(1) cos(2rfyt)] dt, (4.36)

since high frequency terms are removed by the integration. The mean of both egs. (4.35) and (4.36)
will be zero since E[x(t)] = E[y(f)] = 0. Following the same analysis as was done in section 3.3 it is

apparent that ai = afy = a}, which was derived in eq. (3.23) and repeated here for convenience

ot = %2 1 | sface ~ 2p,ym) + O HIT) - 1]
- 4 (4.37)
B + 2f)T)H1
+ 32 7| si{nB + 26)1) + °°S(::((B :sz;’))T)' ]

4.4. SUMMARY AND EXAMPLES

The vector representation of the received baseband signal applied in section 3.4 for BPSK can
also be applied for M-PSK. Figure 4.3 illustrates the vector diagram of the received baseband signal
when the quadrature phase-shift-keyed (QPSK) (M=4) signal is transmitted through the time-invari-

ant two-path channel with 7, < T. The direct path symbol vectors have length H, J/2S while the two
interfering symbol vectors have length H, ,/_23’ and phase relative to the direct path of 8, = 2xft,
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and 8, = 2af(t, — T). The received demodulated symbol can be found by vector addition result-
ing in a total of M (equal to four here) possible symbols demodulated in the interval {0,T] for each
transmitted symbol. Note that only one of the possible demodulated symbols represented in figure
4.3 exists at any one time. The duration of each symbol is defined in figure 3.2 as was the case for
BPSK. For the case of 4 > T, the first multipath symbol is no longer correlated with the trans-
mitted direct path symbol, so it too will generate M vectors resulting in the demodulation of M2 pos-
sible received symbols for each transmitted symbol.

quad-phase

Si-1 T IH T 5,

Sty TS =5
-

Se-1 = S = 5y

=s2

.
-

received symbo

L4

received symbol

.

in—phase

received symbol

corpelated Sg-1 = 535 T 5,

maltipath

multipath
Sie1 =SS =S,
6, = 2afz,
Spey = S8 = 54 6, =2nf(r,— D

Si-1 T 83,5, = S,

Figure 4.3. Possible demodulated symbols during the interval [0, T] for
a QPSK signal transmitted through a two-path channel with0 <7, < T.

It should be noted that while the exact relationship between the probability of bit error and the
probability of symbol error is in general quite complicated, the relationship can be approximated by

~_1
P, Tog, M P (4.38)

where P; is the average probability of symbol error and P, is the average probability of bit error.
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The following examples will exercise the average probability of symbol error equations derived
in this chapter to highlight some of the characteristics exhibited by a multipath communication chan-
nel with additive interference. Figures 4.4, 4.6, and 4.7 summarize the equations required to
compute the average probability of symbol error for the cases of no interference, CW interference,
and finite bandwidth interference respectively for 0 < 7, < T. Appendix C presents results for
1,>1T.

Example 4.1 M-PSK Signal and AWGN

Consider first the simplified case of a M-PSK signal with AWGN. Figure 4.5 plots the probability of
symbol error for both the exact value found by numerically integrating eq.(4.17) and the upper
bound value given by reducing eq. (4.22) to obtain (see also eq. 4.2.109 of [3]),

m, sin;'—l
Py(H,) s 2 @|- o | (4.39)
Note the expanded vertical axis highlights the tightness of the bound for large signal-to-noise levels.
Also note that the bound improves as M increases. Under the worst case of BPSK, M=2, it is
apparent that eq. (4.39) is equal to twice the exact value given by eq. (3.9). Due to the tightness of the
upper bound, the following examples all plot the upper bound of the probability of symbol error for
computational considerations.

&= :,“(0) =1 transmitted signal power = §

b, = sin(0) = 0 N N
/25 in-band noi = (2)(2e) = e

D) = H,/2ST in-band noise power = [Z)|5°) = ¢

Fy(k) = H, 28 (T - 1,) cos(2nfz,)
Fyk) = H,J2S (1,) cos(2nf(r, — T))
G,(k) = H, /25 (T - 1,) sin(2nfz,)
GK) = H,/2S (z,) sin(2nf(z, — T))

Oy = fﬁ'

P.=0

Fori= 1:M
o=%a—n
a,-, = cos(6)
b,-, = sin{f)

m, = a, D(k) + a, F\(k) + by G\(k) + a,_, Fy(k) + b, G(k)
m, = b, D(k) + b, F\(k) — a, G\(k) + by Fy(k) — ay_, G(k)

i X F. A - in T .4
P=P+—1- ‘pm,smM m,cosM — o m,sw m,cosM
¢ c M On Ox
EndFor

P,=1-P,

Figure 4.4. Generation of the average probability of symbol error for
an M-PSK signal transmitted through a two-path channel model with
0 = 74 < Tand AWGN.
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= e
——

——er e - -

H1=1.0; H2=-0.8
t ¢ =200 MHz
10‘ 1 1 1 i

-10 -5 0 5 10 15 20 25 30
Transmitted Signal Power, S (dB)

Figure 4.5. Comparison of exact (dashed) and upper bound
(solid) expressions for probability of symbol error.

Example 4.2 M-PSK Signal, Multipath, and AWGN

Next, consider the case of an M-PSK signal transmitted through a time-invariant two-path channel
with additive white Gaussian noise. Figure 4.4 summarizes the relevant equations. Figure 4.8 plots
the system performance of M=4/ S=5 dB, M=8/ $=10 dB, M=16/ $=20 dB as a function of carrier
frequency. All plots show the same carrier frequency dependence as did BPSK in example 3.1. This
comes from the channel frequency response of the two-path channel given by eq. (2.9). In spectral
nulls of the channel frequency response, the system performance degrades, corresponding to a
reduction in received signal power due to the multipath and the direct path adding destructively.
From the vector diagram in figure 4.3, this corresponds to the correlated multipath vector pointing
toward the origin. In spectral peaks of the channel frequency response, the system performance
improves, corresponding to an increase in received signal power due to the multipath and the direct
path adding constructively. From the vector diagram in figure 4.3, this corresponds to the correlated
multipath vector pointing away from the origin.

Figures 4.9—4.13 plot the performance of the M-PSK system for data rates given in table 4.1. These
plots all have a carrier frequency of 200 MH that centers the system in a spectral null of the channel
frequency response when the multipath tap-gain coefficient is negative. Note that since the data rate
remains constant in each plot, the symbol rate decreases as M increases and thus, the t,/T ratio
changes. Table 4.1 summarizes the relationship between data rate, symbol rate, and t,/T for
M=2,4,8,16 and 1, = 5 nsec. From the plots it is apparent that larger signal-to-noise ratios are
required to maintain performance as M increases. Of course the benefit in increasing M is a reduced
transmitted spectral bandwidth, which results in improved spectral efficiency. The interesting point
is that for a multipath tap-gain coefficient H, = — 0.8, 16-PSK becomes unusable (at least by the
present system with practical signal levels) when t ,/T > 0.0625 as shown in figure4.11c and 8-PSK
becomes unusable when t4/T > 0.333 as shown by figure 4.13c. The reason for this is that as M
increases the decision regions are reduced, which results in the system becoming more sensitive to
channel nonidealities.
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Table 4.1. Data rate, symbol rate, and 7 4/T for M=2,4,8,16 and T = 5 7 sec.

Symbol Rate 1,/T
Data Rate M=2 M=4 M=8 M=16 =2 | M=4 M=8 | M=1

1.544 Mbps | [1.544 Mbpd 722 Ksps |514.7 Ksps| 386 Ksps || 0.0077 | 0.0036 | 0.0026 | 0.0019
10 Mbps 10Mbps | 5Msps | 33.3Msps| 25Msps || 005 | 0.025 | 0.0167 | 0.0125
50 Mbps 50 Mbps | 25Msps | 16.7 Msps| 12.5Msps|| 025 | 0.125 | 0.083 | 0.0625

100 Mbps 100 Mbps | 50 Msps | 33.3 Msps| 25 Msps 0.5 0.25 0.167 | 0.125
200 Mbps ]| 200 Mbps | 100 Msps | 66.7 Msps| 50 Msps 1.0 0.5 0.333 0.25

Example 4.3 M-PSK Signal, Interference, and AWGN

Figures 4.14 and 4.15 consider the case of M-PSK with additive interference, but no multipath. Both
the deterministic CW interferer and the stochastic finite bandwidth interferer are considered. From
the previous example, it was shown that the M-PSK system becomes more sensitive to nonidealities
as M increases and the data rate is kept constant. Figures4.14 and 4.15 also demonstrate this point.

Figure 4.15 plots system performance as a function of carrier offset frequency. As in example 3.2 for
BPSK, performance is seen to be most severely affected when the interference carrier offset
frequency is zero. Local minimum occur for stochastic narrowband interference in the nulls of the
transmitted M-PSK signal spectrum, f, = R, 2R, ..., (note that R is different for each value of M since
the data rate is a constant). Recall from chapter 3 that the deterministic CW interferer displayed

additional offset frequencies, f, = %, %, ... where it had a minimum effect on the BPSK system
performance. This was shown to be from the integration over the interval [0,T] of the deterministic,
constant envelope, and constant phase CW interference. It is interesting to note that for M > 2 this
effect does not appear to be exhibited. Figure 4.15¢ shows that as the bandwidth of the interference

increases, the interference loses the ability to “hide” in the M-PSK signal spectral nulls.

4-13




D(k) = H,/2ST

F\(k) = H, /28 (T - t,) cos(2nfz,)
Fk) = H, /28 (x,) cos(2nfsr, — )
G,(k) = H,/2S (T - 1,) sin(2nfz,)
G,(k) = H,/2S (x,) sin(2xf(r, - 1)
L) =[5 ST + ¢) - sin@)]

2nf,
Oy = m

2nf,
P.=0

Forj=1M

6=2% (-1

a; =}<‘:'os(0)

b, = sin(8)

0.=5 @-1D

6, =1 @ -3

Fori=1i7l\:|
6==2(-1)
ae-r ¥ cos(d)
by_, = sin(6)

transmitted signal power = §
interference power = J
in-band noise power = (%)(5’2.0) = ’_;e

m, = a, D(k) + a, F\(k) + by G\(K) + ay_, F(k) + b,_, Go(k) + 1 (k)
m, = b, D(k) + b, F\(k) — a; G\(k) + b,_, Fy(k) — a,_, G(k) + I (k)

M2
EndFor
EndFor
P,=1-P,

Oy

_ 1 m, sinf, — m, cos8, m, sin@, ~ m, cos#,
P,—P,+—[O[ 0’~y ]—¢[ y

Figure 4.6. Generation of the average probability of symbol error for
an M-PSK signal transmitted through a two-path channel model with
0 < 7, < T, additive CW interference and AWGN.
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a, =cos(0) =1

b, = sin(0) = 0 transmitted signal power = §
D) = H,/>ST ?m:ﬁ;eme‘ power = :,% o
F(k) = H;F?S (T - t,) cos(2nfz,) n- noise power (.1._) 3) =7

FAk) = H,/2S (1,) cos(2nf(x, ~ T))
G\(k) = H, 28 (T — 1,) sin(2xfx,)
Gyk) = H,J2S (r,) sin(2nf(r, — T))
o} = N, T

g=N7 [Si(n(B — 2T +

cos(x(B — 2f,)T) — 1]

n(B - 2f,)T
7w + S
Oien = O'lzy + Gi
Pc =0
Fori=1M
a,-, = cos(9)
b,-, = sin(6)

m, = a, D(k) + a, F\(k) + b, G\(k) + a,., Fyk) + b,-, Gy(k)
m, = b, D(k) + b, F\(k) = a, G\(k) + b;_, Fy(k) — a,—, G,(k)

in& — 4 - in& — Fi4
pepslle m, sing; — m, cosis e m, siny; = m, cosjs
¢ ¢ M O1.n Oren

EndFor
P,=1-P,

Figure 4.7 Generation of the average probability of symbol error for
an M-PSK signal transmitted through a two-path channel model with
0 = 74 < T, additive finite bandwidth interference and AWGN.
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o Prob of Symbol Error: MPSK(M=4)+AWGN(NoR=0dB)
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0 Prob of Symbol Error: MPSK(M=8)+AWGN(NoR=0dB)
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Carrier Frequency (MHz)
(b)
0 Prob of Symbol Error: MPSK(M=16)+AWGN(NoR=0dB)
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o Lii,S5=2088" =-12 . He=+12
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()

Figure 4.8. Effects of multipath as a function of carrier frequency for
(a) QPSK S=5 dB, (b) 8-PSK S=10 dB, (c) 16-PSK S=20 dB and
7, = 0.0077 T.
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Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=0dB)

10 Y T
102 1
£ f ,
1 0'4 M =1 6 -
1 0-8 —t L 1 I 1
-10 0 10 20 30 40 50
Transmitted Signal Power, S (dB)
(a)
0 Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=0dB)
10 T v
102 -
[
a L ]
1 0'4 =1 6 -
1 0_6 L i 1 1
-10 0 10 20 30 40 50
Transmitted Signal Power, S (dB)
(b)
o Prob 'of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=0dB)
1 0'6 = S 1 1 1 1
-10 0 10 20 30 40 50

Transmitted Signal Power, S (dB)
(c)

Figure 4.9. Performance of M-PSK for fixed data rate of 1.544 Mbps and (a)
no multipath, (b) H, = — 0.4,7, = 5 nsec, (c) H, = — 0.8,74 = 5 gsec.
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Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=0dB)
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Transmitted Signal Power, S (dB)
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Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=0dB)
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Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=0dB)
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Figure 4.10. Performance of M-PSK for fixed data rate of 10 Mbps and (a)
no multipath, (b) H, = — 0.4,74 = 5 nsec, (c) H, = — 0.8,74 = 5 nsec.
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Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=0dB)
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Figure 4.11. Performance of M-PSK for fixed data rate of 50 Mbps and (a) no

multipath, (b) H, = — 0.4,7, = 5 psec,(c) H, = — 0.8,r, = 5 psec.
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Prob of Symbol Error: MPSK(M=2,4,8,16)+AWGN(NoR=0dB)
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Figure 4.12. Performance of M-PSK for fixed data rate of 100 Mbps and (a)
no multipath, (b) H, = — 0.4,7, = § gsec, (c) H, = — 08,7, = 5 gsec.
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Figure 4.13. Performance of M-PSK for fixed data rate of 200 Mbps and (a)
no multipath, (b) H, = — 04,7, = 5 nsec,(c) H, = - 0.8,7, = 5 nsec.
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Prob of Symbol Error: MPSK(M=2,4,8,16)(0dB)+AWGN(NoR=-20dB)
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Figure 4.14. Performance of M-PSK for increasing interference power
and -20-dB noise power (a) CW interference, (b) B = 1-Hz interference,
(c) B = 10-MHz interference.
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Figure 4.15. Performance of M-PSK for increasing carrier offset

frequency (a) CW interference, (b) 1-Hz bandwidth interference, (c)
10-MHz bandwidth interference.
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5. CONCLUSION

This report has presented derivations that describe the system performance of a coherent M-ary
phase-shift-keyed (M-PSK) communication system in terms of the average probability of symbol
error operating under the following nonideal conditions: (1) time-invariant two-path channel, (2)
intentional/unintentional interference, and (3) AWGN. Two types of interference were considered,
deterministic CW interference and stochastic finite bandwidth interference. The resulting deriva-
tions were consolidated in pseudocode for easy reference. All expressions are based on a simplified
FIR channel model with two time-invariant propagation paths. While real channels will be time-
variant, this model provides tractable solutions as well as being valid over short time intervals in a
slowly fading channel. Future work will concentrate on removing the time-invariant channel re-
striction.

It is expected that the information contained in this report can be applied to any time-invariant
two-path M-PSK communication channel with or without interference, for example HF, VHF, UHF,
or SHF LOS communication systems. One particular example, LOS UHF radio, was used exten-

sively to exercise the derived expressions and illustrate typical system performance. It was shown
that:

1. for the “frequency nonselective multipath” condition (defined as the inverse of the
channel delay spread (null-to-null separation) being approximately greater than the

transmitted signal bandwidth, % 2 2Ror7, < %), the effects of the multipath on
system performance oscillate between constructively adding with the direct path and
destructively adding with the direct path and are described by cos(27f.1 4),

2. for the “frequency selective multipath” condition (defined by the inverse of the channel
delay spread (null-to-null separation) being approximately less than the transmitted

signal bandwidth, % S2Ror 1,z % ), the effects of the multipath on system
performance result in mostly destructive only addition with the direct path,

3. additive interference most severely degrades system performance when the interference
carrier offset frequency is zero,

4. finite bandwidth stochastic.interference can, under certain conditions, degrade system
performance more than CW interference for the same signal-to- interference ratio, and

5. for constant data rates, the sensitivity to channel nonidealities increases dramatically as
M increases even though the symbol rate decreases as M increases.

It should be emphasized that the results derived in this report pertain to a receiver with no means
of compensation for the nonideal channel conditions. Methods of compensation for multipath and
interference, like adaptive equalization, beamforming, spatial diversity, and multichanne! adaptive
equalization, are presently under investigation by the authors. The results in this report will help
determine the performance gain offered by these methods of compensation.
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APPENDIX A - COMPLEX BASEBAND REPRESENTATION

Many of the simulations and analyses presented in the literature use a complex baseband repre-
sentation to model the complete communication system (see for example [1]). This report derived
its results based on a real bandpass signal representation. This appendix relates the real bandpass
signals in this report to their equivalent complex baseband representations. Related future work will
primarily use this complex baseband representation. The notation will use capitals letters for real
bandpass signals and small letters for complex baseband signals.

A.1 BASEBAND SIGNAL AND CHANNEL MODEL
The real bandpass received signal, R(f), can be written as
R(t) = H()*S(t) + 1(t) + N(1) (A.1)
where H(1), S(¢), I(t), and N(t) are the bandpass channel impulse response, transmitted signal,
interference signal, and additive noise respectively. Real bandpass signals that are narrowband can

be represented by an equivalent complex baseband representation that can simplify simulation and
analysis without loss of generality. For example, the real bandpass transmitted signal is written as

S(r) = a(t) cos(2nft + 6(1) (A2)
where the real envelope of S(¢), a(t), and the phase of S(¢), 6(7), bear the transmitted information and
Jc is the carrier frequency. Eq. (A.2) can be rewritten using a trigonometric identity as
S() = a(t) cos(6(1)) cos(2nft) — a(t) sin(6(1)) sin(2nft)
= x(1) cos2nfd) — Y(o) sin(2nf) (A3)
where x(t) = a() cos{6(t)) is called the in-phase component and y(f) = a(r) sin(6(7)) is called the
quadrature component. Both x() and y(t) are real baseband signals, that is, each has a spectrum that
is symmetric about f=0. Eq. (A.3) can be generated by the block diagram in figure 2.1. The
spectrum-shaping filter is typically a Nyquist pulse shaping filter like the raised-cosine filter, the
cube filter, or the double-jump filter [2]. (Recall that a Nyquist pulse-shaping filter has the property
that at the ideal sampling instants, there are no contributions from data pulses other than the one
being detected [3]). Returning to eq. (A.3), it can be written as
S() = Re|[x()) + j y(n)} e7-1] |
S(t) = Re[s(t) 27| (A4)

where s(#) = x(¢) + j y(t) represents the equivalent complex baseband signal.

To see how the convolution of real bandpass signals in eq. (A.1) can also be rewritten in complex
baseband representation, lets expand the bandpass convolution using the two-path channel model,
H(t) = H6(1) + Hy0(t — 7). Thus,

H(1) *S(t) = Hy[x(t)cos(2nfct) — y(f)sin(2nfct)]
+ Hy[x(t — t g)cos(2nfo(¢ — T4)) — Yt = T4)sin(2f(t ~ 7))

= [H 12X(0) + Hyx(t — T 4)cos(2nfx4) — Hoy(t — 1 4)sin(2nfex 4)| cos(2nfe)
- [H(0) + Hyx(1-t 4)sin(2nfix 4) + Hoy(t-t 4)cos(2nfx 4)| sin(2nfed). (A.5)




Eq. (A.5) can be shown to be equal to

HE * 56 = Re([Ax() + hyxte = 7] +J [0 + hyytt = 7)]) 2]
= Re{(h() * (1)) %] (A.6)

where h(t) = h,3(t) + hyd(t — T,0), hy = Hy, and hy = Hye ~P5s. Thus, h(i) is the complex,
baseband channel impulse response (see section 7.1 of [1] for more general expressions relating the
complex baseband channel impulse response to the real bandpass channel impulse response). In

general, it can be shown that for linear filters, H(:)*S() = Re[h(r) 27| *Re|s(r) ¢27¢] =
Re|(h(r) * 5(1)) 27-].
Finally, we see how eq. (A.1) can be rewritten in its equivalent baseband representation
() = h(@®)*s(@®) + i(t) + n(2). (A7)

Eq. (A.7) describes the complex baseband communication system described in this appendix and
figure A.1 shows the complex baseband communication channel model.

For digital communication, the complex baseband transmitted signal is described by
() = /2_8 ZS" Pyt — kT) (A.8)
k

where S is the average transmitted signal power, { 5; } represents asequence of symbols transmitted at
the symbol rate of R = 1/T symbols per second, and P4(t) is a pulse with band-limited baseband
frequency response. The binary data sequence is encoded to form the symbol sequence, {5}, by any
of numerous digital modulation techniques like M-ary Phase-Shift Key (M-PSK) and M-ary
Quadrature Amplitude Modulation (M-QAM). Each modulation technique is defined by its discrete
alphabet (or constellation) of complex numbers.

s(t) T s—multipath
Interference AWGN
hy h, i(®) n(r)
direct path %é ’é—‘ r®)

Figure A.1. Continuous-time, complex baseband model of the
communication channel.

A.2 BASEBAND SIGNAL STATISTICS
The autocorrelation of eq. (A.7) can be written as
rA7) = 1 E[r()) ' = )] = Gpagpes0) + 9:0) + Pan(®) (A9)
where it has been assumed that each signal component is mutually uncorrelated. The factor of -%-in
the definition of the autocorrelation function of a complex-valued stochastic process is an arbitrary
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but mathematically convenient normalization factor frequently used in the literature (see for
example section 1.2 and 3.1 of [1]). For example, if s(¢) is a zero-mean, complex-valued stochastic
process written in terms of its in-phase and quadrature components, s(f) = x(f) + j (¢), then the
autocorrelation function of s(f) is written as

¢.) = LE[s() 5" - 9)]
= %[E[x(t)x(t - 1)) + Elyay(t — 1] + j (E[y(x(t — 7)] — Elx(y(r - 1)))]

= 1{pk®) + $100) + j (#1a0) - 92))} (A10)
Notice that the factor of = }2 is missing from the definition of the correlation function of real-valued

stochastic processes, consistent with previous definitions given for bandpass signals. Eq. (A.10) can
be further reduced if s(¢) is from a wide sense stationary stochastic process. Under these conditions,
DxA7) = Py ,(T) and P (T) = — Py (7) (see section 3.1 of [1]), and eq. (A.10) reduces to

P55(T) = PxxAr) + j ¢yA7). (A-11)
Thus, the relationship between the autocorrelation of the real bandpass signal and the
autocorrelation of the complex baseband signal can be easily shown to be

$5.5(7) = Re[@sr) e (A.12)

The aesthetically pleasing form of eq. (A.12) is the reason for including the arbitrary % factor in the
definition of the correlation function for complex processes.

To proceed in evaluating eq. (A.9) requires that some assumptions be made about the compo-
nents of the received signal. The channel impulse response considered in this paper consists of two,
time-invariant, discrete paths, normalized to the delay of the direct path. With this channel model,
it can be shown that

Brespod®) = (hih2)pssr + 1) + (I + Jyl2)poe) + (hihs)pssr — ) (AL3)
where for Pi{(f) = 1 in the interval [0,T] and O elsewhere,

Bos®) = $2,l0) = {S gl‘l?) TErsT (A14)

otherwise
Eq. (A.14) has explicitly assumed that the power spectra of S(7) is symmetric about f = f; (as is typical
for double-sideband communication systems) and thus, ¢, (r) = 0 = ¢, (7).

Two types of interference are analyzed in this paper. The first is a CW interference given by,
i(f) = J2 @a+9) where I, [4» @ are the power, carrier offset frequency, and phase of the inter-
ference respectively. The autocorrelation of the CW interference is found to be

¢, (r) = I e* /s, (A.15)

The second type of interference is bandpass white Gaussnan noise with power spectra shown in figure
A.2 and defined by .

B
" PSD{f) = { Ny fr3=fsfy+3 (A.16)
0 otherwnse
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Its autocorrelation can be computed by taking the inverse Fourier transform of eq. (A.16),
#.40) = Ny (SUET) ot (A17)

This interference model encompasses both narrowband and broadband interference with a single
parameter, the bandwidth B. For very small but finite B, eq. (A.17) reduces to eq. (A.15) where
I = NpB is equal to the total baseband interferer power.

PSD{f)
B

Np

< -+ >
fa d

Figure A.2. Spectrum of finite bandwidth interference at baseband.

Finally, the additive noise is assumed to come from a white Gaussian process with power spectral
density PSD,(f) = N, for all frequency resulting in its autocorrelation function being

Pna(®) = 0% 6(r) = N, 8(z).
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APPENDIX B - PERFORMANCE ANALYSIS OF BPSK SIGNAL
FOR<t, >T

This appendix augments chapter 3 by presenting an analysis of the average probability of bit er-
ror for a BPSK signal transmitted through the two-path channel with 7, > T. All other assumption
are the same as in chapter 3.

Using the two-path multipath channel model described in section 2.3,
H(t) = H,6(t) + H, &(t — t,), the received signal can be expressed as

R() = H,S(t) + HS(t-r,) + I(t) + N(1), (B.1)
where

S = V25 D ay Pyt — kT) cos(2fel) (B2)
k

is the BPSK transmitted bandpass signal, a, € {+ 1, — 1}is the kth bit, § is the transmitted signal
power, and P(f)the symbol pulse waveform. At most, one-bit transition of the multipath signal can
take place in the interval [0, T] of the direct path signal. The following analysis will consider the case
ofy Tst, < (y+ 1)T wherey € {1,2,3,...} as shown in figure B.1. Fort, =7, y = 1 and
the results in this appendix reduce to those in chapter 3. The received signal during the interval [0,T]
can be written as

R(t) = H,2S a;, Py(1) cos(2xf.)

+ Hy 25 a, P~z 4vT)) cos(2nfz4T)))

+ Hy 28 @y 11y Pr{t~(z4~ + 1DT)) cos(2nfo(t~(x 4~y + 1T)))

+ I(t) + N(1)

= [H,/25 ay P + Hy/2S o, Poft = (54 = ¥D) cosl2nfilz, — ¥D)

+ HyJ28 ay 1y Po{t-(t s~ + D)D) cos(2nfulz /¢ + 1T))] cos(2nfe)

+ I(n + N B.3)
using trigonometric identities and neglécting sin(2nf 1) terms since they will be eliminated by the
coherent BPSK demodulator shown in figure 3.1. Note that for 4 > T, the muitipath looks like an
uncorrelated BPSK interference with equal data rate and zero offset frequency since the two
multipath bits are uncorrelated with the direct path bit in the interval [0,T]. This case was treated in
section 4.2 of [1]. It will be seen that the results do not depend on the actual value of y, but rather on

the multipath bit durations in the interval [0,T] given by T4, — T and (¥ + 1)T ~ 74 as shown in
figure 3.1.
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Hoﬁak
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Figure B.1. Desi.ca and interfering baseband signals in [0, 77,
YITstys@+0a_,=+10_4,p=—1
B.1 MATCHED-FILTER DETECTION OF BPSK WITH CW INTERFERENCE

This section derives the probability of bit error for the received signal given by eq. (B.3) with
CW interference, /() = m cos(2n(f. + f4)t + ¢). Without loss of generality, consider the inter-
val [0,7]. The decision variable, $(k), can be written as

k) = I R() 2cos(2nf) di = ay D() + a, Ki(K) + ap gy 1y Ko(®) + 1) + N(O.  (BA4)

The only random term in eq. (B.4) that is not being conditioned on is the Gaussian random variable,
N(k). Thus, the decision variable, §(k), will be a conditionally Gaussian random variable with
variance

oj = NoT ®B.5)
as was derived in section 3.2. The deterministic terms in eq. (B.4) can be shown to be equal to
D(X) = H,; /25T (B.6)
Ki(® = Hy /25 ((y + DT - 1) cos(2nfo(z4 — yT)) (B.7)
Ky(K) = Hy\2S (14 — yT) cos(2nflzy ~ (v + 1)T)) (B.8)
1w = Jai 5. i oo sin@)] ®9)
i

The conditional probability of bit error, given the parameters of the channel model and interfer-
ence parameters, is given by,

PuHy,Hyt g 1o fo@) = 1P+ UH  Hpot 0, 1150 9) + LPu-1H , Hy T 01, f9) (B.10)
=2 2

for equal probabilities of transmitting +1 and -1 bits. For the case when 74 > T,
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Ty

P+ 1H), Hy 74, 1f4,0) = gPr(30) <Ol @y gy py= ~Lap_, = + Lag= + 1)
+% (3(") <0la4_gip=—-Lla;_,= —lag =+ l) B
+i- (§(k)<0|a, ge = + Lag_, = + Lay= + 1) .
+%Pf(3‘(k) <0lapgsy=+1la,=-lLa=+ 1)

P~ UH, Hyt 0 f0,0) = 3Pr(500 > 01 a0y = — Ly, = + La, = - 1)
+%pr(:~k) >01a4_ g = —Lag, = —Lag= - 1) 512
+%Pr(“(k) >01ap gy =+La_,= +1la,= - 1) '
+3pe(50 > 01 @y py = + Lap, = -Lay = -1),

Rewriting egs. (B.11) and (B.12) so that tne Gaussian random variable has zero mean and unity
variance, we find that eq. (B.10) can be written in terms of eq. (3.8) as,

Pe(HyHy T4 1009) = ( + D(k) + KI(I:’)N— Kq(k) + I(k)) |
+1 ,,,( _+D®) - Kl(k) K@) + I(k))
+ % ,,,( + D(K) + Kl(k) + Kqo(k) + I(k))
+1 4,( _+D® - Kl(k) + Ky(b) + I(k))
N % d,( — D) + Kl(l(?N— Ky(k) + I(k))
+ %«b( — D) — K 1(k> Ky(0) + 1(k>)
+ %dé( D) + K l(k) + Ky + I(k))
+1 4,( — D(k) - Kl(k) + Ky(k) + I(k)) (B.13)-

where the components of eq. (B.13) are given by egs. (B.S) - (B.9).

B.2 MATCHED-FILTER DETECTION OF BPSK WITH FINITE BANDWIDTH
INTERFERENCE

The previous results are now extended to include a finite bandwidth interference. In particular
the interference is generated by passing white Gaussian noise through an ideal bandpass filter result-
ing in the spectrum displayed in figure 2.7. In this case, both the interference and the noise are
assumed to be uncorrelated, Gaussian random variables. Thus, eq. (B.13) can be modified to find the
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conditional probability of bit error, given the parameters of the channel model and interference
parameters, as

4 O1+N
4 Lo — D) = Ky(k) = Kok
4 O1+N
+ 1gf _ + D) + Ky(k) + Ky(k)
2 O1+N
+ D(k) — Ky (k) + Ko(k)
+ %(D( S ) ®19
where
o,y = 0f + ok B
Recall that g} was previously computed in section 3.3 and found to be
Ng . cos(m(B — 2,)T) — 1]
o} ==E T | Si(n(B — 2,)T) + —(—:F(B—-zi';)—zz_
| { (B.16)
NB . cos((B + 2f,)T) — 1 '
T | Si{nB + 2f)T) + (B + 2f,)T

Thus, all components ineq. (B.14) are known. Figures B.2 and B.3 summarize the equations derived
in this appendix.
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D) = H,/2ST :
K,k = H,/25 (7 + DT - 1,,) cosQafx, - yD)) mt?;j::ﬂpower:_l AN N
K = oS (5, - oT) costantc, — ¢ + 1y -band noise power = (£)(2) -

i [sin(2nf,T + ¢) — sin(®)]

®= 2,

= /NI
1 ¢( + D(k) + K (k) — K,(k) + I(k)) +1 4,( + D(k) — K (k) — K,(k) + l(k))
=3 Oy 3 On

L1 ¢( + D(k) + K, (k) + Ky(k) + I(k)) L1 ¢( + D) - K\(K) + K(0) + I(k))
8 Oy 8 Oy

. % 4,( D) + K.(k) — Ky(b) + l(k)) N % 4,( D(k) - (k) — K,(k) + I(k))

. % ¢( D) + K (k) + K,(b) + l(k)) . % ¢( D) — K (k) + K,(6) + I(k))

Figure B.2. Generation of the average probability of bit error for a transmitted
BPSK signal through the two-path channel model with 7, > T and additive
CW interference and AWGN.

D) = H,/2ST wansmitted si S
K,(®) = H, 25 (v + DT - 7,) cos(2nfi(r, — yT)) inmm signal WWN“ 8
Kb = H,J3S (z, — yD) cosQafse, = & + D) 1 pord m‘ E (T)(N.,) _N

Np o [ O
0?=Z2T [St(:t(B - 20N + %—]

+ % [Sz(:z(B + 2f,)T) + m(’:r%':z{}‘.-})z—; — l]

+ D(k) + K,(k) = K,(k) + D(k) - K, (k) — K,(k)
o 2RO (2000 )

N % ¢( _ +D® +115L(k) + Kz(k)) + % ¢( _ +D® - §;(k) + K,(k))

Figure B.3. Generation of the average probability of bit error for a transmitted
BPSK signal through the two-path channel model with 7, > T and additive
finite bandwidth interference and AWGN.
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APPENDIX C - PERFORMANCE ANALYSIS OF M-PSK SIGNAL
FORz, >T

This appendix augments chapter 4 by presenting an analysis of the average probability of symbol
error for a M-PSK signal transmitted through the two-path channel with 7, > 7. All other assump-
tion are the same as in chapter 4.

Using the two-path multipath channel model described in section 2.3,
H(t) = H\0(t) + Hy 6(t — 1), the received signal can be expressed as

R(@t) = H,S(t) + H,S(t-t,) + I(t) + N(1). (C.1)

The M-PSK transmitted bandpass signal can be written as
S@) = /25 > [a, cos(@nfet) — by sin(2nfet)] Pyt — kT) C€2)
k

where 6, € [—21‘5’-;- @i — l)] fori = 1,...,M is the phase of the kth M-PSK symbol, a; = cos(6,),

b, = sin(@,), S is the transmitted signal power, and P1{(?) the symbol pulse waveform. At most, one-
symbol transition of the multipath signal can take place in the interval [0, T] of the direct path signal.
The following analysis will consider thecase of y T s 74 < (y + 1)T where y € [1,2,3,...} as
shownin figure B.1. For 7, = Tandy = 1, the results in this appendix reduce to those in chapter 4.
To simplify the notation in the following let 7, = 7, — ¢T and 7, = (y + 1)T — 174, which
corresponds to the duration of the s;_¢,, 1) and s;_, multipath symbols in the interval [0,7]
respectively. The received signal during the interval [0,T] can be written as,

R(®) = H, J28[aycos(2nfot) — bysin(2nfct)] Pr(f)
+ Hy /28 [ak_y cos(2efilt — 7)) — by_, sin(nft - rl))] Pt —1))
+ H, 28 [ak_(yﬂ, COSQAfet — T9)) — by_y 4 1) SN[t — 12))] Pt - 1,)
+ KO + N,
= [H, /25 a; Pri) + Hy /35 {ay_, cos(nfiz)) + by sin@afa))} Prie ~ 7))
+ Hz,/ﬁ[ak_(m,cos(znfczz) + by_ 4 1)SINRST) }P,(: — 1,)] cos(2nf)
— [H,/2S b, Pty + Hz/'zE{— 8y, SINQAFL)) + by, cosQafr))] Prlt — 7)
+ H, ﬁ[ = 84_ ¢+ 1)Sin(21fTy) + bk_o,+l)cos(2afct2)}PT(z — 1,)] sin(2nf)
+ I(t) + N(1) (C3)

using trigonometric identities. Note that for 7, > 7, the multipath looks like an uncorrelated
M-PSK interference with equal data rate and zero offset frequency since the two multipath bits are
uncorrelated with the direct path bit in the interval [0,T].

C.1 MATCHED-FILTER DETECTION OF M-PSK WITH CW INTERFERENCE

This section derives the probability of symbol error for the received signal given by eq. (C.3)
with CW interference, /(1) = /21 cos(2(f. + f,)t + ¢). Without loss of generality, consider the
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interval [0,T]. The output of the in-phase integrator, §(k), and the output of the quadrature-phase
integrator, §y(k), in figure 4.1 can be written as,

A k) =
s(k) I R(t) 2cos(2nf.t) dt (C4)

1]
=a, D(K) + a,_, Ky(B) + by, Li(®) + Gy 1y Ko + Dy iy g1y Lo + LK) + NGB

r
Lo = I RG) 2sinnf.$) de €5)
-

D(k) + by, Ky(®) = @y Ly®) + by_y 41y Ko(B) = 8y 41y Lo®) + (B + Ny(h)

The only random term in eq. (C.4) (eq. (C.5)) that is not being conditioned on is the Gaussian random
variable, N (k) (Ny(k)). Thus, S(k) and §y(k) will be uncorrelated, conditionally Gaussian random
variables with variance

Oi = 0%, = 0% = NyT (C.6)

as was derived in section 4.2 and mean
my = a, D(k) + ay_,, K1(k) + by_,, Li(K) + @y _¢, 41y Ko(k) + bg_g 41y Lo(B) + ILE)  (C.7)

m; = by D(k) + by, Ky(0)-ay, LK) + by 11 Ka(B)-8p g4 1) Lok) + Iy(R). (C.8)
The deterministic terms in eqs.(C.4) and (C.5) can be shown to be equal to
D() = H, /25T (C9)
K (k) = Hy/2S ((y + DT — 1) cos(2nfo(z, — yT)) (C.10)
Ky(K) = Hy /28 (vy — yT) cos(2nfz, — ( + 1)T)) (C.11)
Ly(k) = Hy /25 (v + 1)T ~ 1) sin(2nfz, — yT)) (C.12)
Ly(k) = Hy2S (v — 9T) sin[2nf(r, — (v + 1)T)) (C.13)
10 = 5 [sin(2sf,, T 2; ) — sin(@) (C.14)
4
cos(27f 4T + ¢)-cos()
Ifk) = J2I [ — o, ],, (C.15)

The conditional probability of symbol error, given the parameters of the channel model and
interference parameters, is given by

M
PAHLHypT0Lfg®) = > 3¢ Pos; | HyHo T g 1,f4,0) (C.16)
j=1
for equal probabilities of transmitting each of the M symbols. Recall that the probability of detecting
a symbol error, Py, is equal to one minus the probability of detecting a correct symbol, P.. Thus, for
the case when 7, > 7, we can express the conditional probability of symbol error given that the
symbol 5; was transmitted as
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PS(stH]’HZ’tdvlsza¢) = I—PC(st]’HZ,tAaI,an¢)’
M M
=1- LPr(B"<0Ak50" Sp_ =s',s_=s,s=s-)
I.ZI ,..Zl M2 1 () 2' k—-(y+1) i k—y ! k j (C.17)

where 6’1 and 8’2 are the angles of the lower and upper decision boundaries respectively for s;. Using
the same techniques as was used in chapter 4, eq. (C.17) can be written as

®
M M
P.!(sthHZ"A)I’fA’¢) =1]1- Z Z # Ipdf’ (9 | Sk-"*‘) =3, Sk-’ =85, 8= S’-) w (C-18)
=] im} d]
where
e : _(mesio®-mycost0)’ :
pdf0) =L e + m,cos(@) + mysin(6) e ¢(m,cos(0): m,sm(@)). (C.19)
M 2t J2noy "

By using an upper bound for the phi function, eq. (C.19) was bounded in chapter 4, which can then be
used to find the following upper bound of eq. (C.18),

MM . sin® — m, cos@ , sinf — m, cos@
P:(SIWI7H2!tA91,fA!¢) <1- Z 2 # [¢[m : ZUN - 2] - ¢[m - laﬂmy l]}((:'20)

I=] jw]

where m, and m, are dependent on both the /, i and j index through the present direct path
symbols, = s; and the past multipath symbols s;_¢,,1y = s; and s, _,, = 5;,and are given by egs.
(C.7) and (C.8). Using eq. (C.20) in eq. (C.16), we find that the average conditional probability of
symbol error can be written as,

MoM X m, sin® — m, cos® m, sin® — m, cos®
P Hytplfa®) S 1= 3 > 35 [qs[ 1 2] - ¢[ o .]} (c21)

j=1 =) j=m]

where m, and m, are given by egs. (C.7) and (C.8) using egs. (C.9)«(C.14) and oy is given by eq.
(C.6). Egs. (C.21) and (C.20) are valid as long as mxcos(f) + m,sin(6) > O for all 0’1 sfs< 0’5.

C.2 MATCHED-FILTER DETECTION OF M-PSK WITH FINITE BANDWIDTH
INTERFERENCE AND SUMMARY

When the probability of symbol error is the same for each symbol eq. (C.16) can be simplified to
P(H\,Hj,14,1,f4,¢) = Pds, | Hj,Hp74,1,f4,9) (C.22)

This can be shown to be true for either the case of multipath and additive white noise or the case of
multipath with additive white noise and additive finite bandwidth interference. Under these cases

& H i o’ - 0’ x i 0’ - (V]
P(H HytpLfp®) s 1~ > oL [«p["’ bl 2] - ¢['" A ]} (C.23)

I=] =}

where for finite bandwidth interference o)y is replaced by ~  given by

o}y = 0% + 0% (C.24)
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o

o} =38 1| sifn(8 - 21,)7) +

+ 1-:’?” T | Si(n(B + 2f,)T) +

this appendix.

Recall that 0,2 was previously computed in section 3.3 and found to be

cos(m(B — 2f,)T) — 1]
a@B - 2f,)T

: (C.25)
cos(n(B + 2f)T) - 1
(B + 2f,)T ‘

Thus, all components in eq. (C.23) are known. Figures C.1-C.3 summarize the equations derived in

D(k) = H,/2ST

Ly(k) = H,\2S (v + 1T — t,) sin(rf(z, — yD)
LK) = H, /25 (r, — yT) sinQaf(r, — @ + 1)T))

a, = COS(O) =1
b, = sin(0) = 0
02 =’2_t
0] = —’5'
Oy = JNoT
P.=0
Forl=1M
=2
0= (-1
a,_, = 008(9)
bt_’ = sin(ﬂ)
Fori=1M
=2 ;-
/] ] i-1

84-g+1) = cos(B)
bk—(y-bl) = sin(o)

Ky(k) = H, /25 (¢ + DT — 1,) cos(nfr, — yT)) .
Ky(k) = H,2S (v, — yT) cos(2nf(ry — (v + D)) in-band noise power =

m, = a, D(k) + Qyey K](k) + bl-r L](k) + Qp—g+1) Kz(k) + b‘-0+1) Lz(k)
m; = by D(k) + b, Ki(k) — @y Li(k) + by_ge1y Ki(K) = gy Lo(k)

m, sin@, — m, cos6 m, sin@, — m, cosf
EndFor
EndFor
s =1=P,

transmitted signal power = §
(z) No) _ N,
Th 2 T

Figure C.1. Generation of the average probability of symbol error for
a transmitted M-PSK signal through the two-path channel model witht, > T
and AWGN.




D(k) = H,J2ST

transmitted signal power = §

Ki(k) = Hy /25 (v + DT = 1,) cos2fs, = ¥T))  interference power = I

Ki(k) = H,J35 (t4 = 1) cos(2xf4ts = ¢ + D)) in-band noise power = (2)(1) =M

L(k) = HyJ25 ((y + DT - 1,) sin(2nf{x, — yT)
Lyk) = H,{2S (s, = yT) sin(2nfx, — (v + D))

14ty = /3 SICILT + ) = sin)

oy = ,/NOT
P.=0
Forj= 1M
2 .
6=54 G-
a, = cos(f)
b, = sin(6)
0, =% @2-1
6, =% (2-3)
Forl=1M
=2 _
6= ] a-1
ak-y = COS(O)
bs-, = sin(@)
Fori=1M
=2
6= M i-1
@4-g+1) = cos(f)
bg_"¢|) = Sin(o)

T\ 2

No
T

my = @, D) + ay_y Ko(k) + byy Li(K) + Gyogpary Ki(k) + by—gary Lo(k) + I, (k)
m; = b, D(k) + b,_, Ky(k) — a,_, Ly(K) + bs_gpyy K(k) — @y gsry Ly(K) + I(K)

M Oy
EndFor
EndFor
EndFor

P,=1-P,

P.=P +i [db["" sin6; — m, cosé;

R

Figure C.2. Generation of the average probability of symbol error for
a transmitted M-PSK signal through the two-path channel model with

74 > T, additive C interference and AWGN.




D(k) = H, /25T transmitted signal power = §
Ki(k) = HV25 (@ + DT = 1) cos(x{L8a = 1) inyerference power = N,B
Kik) = Hy {25 (35 = ¥T) co8(2f.&s = & + DD) i1 band noise power = (z)(d.) -
L(k) = H,/25 (v + 1)T - 1) sin(nf(z, = yT)) T2
Ly(k) = H,J2S (v, — yT) sin(2xf(x, — (v + D))

a; = WS(O) =1

b, = sin(0) = 0
o} = N,T

o = 9’1‘1 T [Si(:r(B - 2f)T) + wS(’:SZ?_—ZZ{;:)? - l]

+ %',! T [Si(:r(B +2f)T) + ws(’:fzgtzg‘))? - l]
Oy = JOb + Of
P.=0
Forl=1:M

6=2 -1

a;_, = cos()

b,-, = sin(@)

8p_ ey = €0s(0)
bi-g+1) = sin(6)

m, = a, D(k) + a,_y Ki(k) + by Ly(k) + a4_g+1) Ko(k) + bimgysry L2(K)
m, = b, D(k) + bk-f Ky(k) - Qi-y Lx(k) + bt-oﬂ) Ky(k) ~ G-+ 1) Ly(k)

_ 1 m, sin6, — m, cosf,|  _im, sin6, — m, cosf,
P.=P.+ M [¢[ Oren ] ¢[ Oren
EndFor

EndFor
P,=1-P,

No

—

T

Figure C.3. Generation of the average probability of symbol error for
a transmitted M-PSK signal through the two-path channel model with
7, > T, additive finite bandwidth interference and AWGN.




APPENDIX D - DERIVATIONS

DERIVATION OF EQ. (2.10)

Recall that the group delay is defined as G(f) = — -217 QA%Q , thus we have

_ 1 d _ -H, sin(2 & ft,)
G = -3; Zf[ tan I[H,TZTJZ cos2 :zfzd)”'

Letting @ = 2 & f, and recalling that

dtan~l(x) _ 1 d sin(x) _ dcos(x) _ _ .
7 =T = cos(x) e sin(x)

we find,

G(f) = H, sin(wrt 4)

1+ H:sin¥wr,) : dw |H, + Hycos(wt )|
[H,+ Hcos(wr,)]

It can be shown with some elementary calculus that,

.i{ }_12 sin(wt 4) H, + H,cos(wr 4)

5

dw Hl + H2COS(MA) [Hl + HZCOS(MA)]

1 d

Thus, we find by using eq. (D.3) in eq. (D.2),

G(f) =H2A‘t[

H,+ H,cos(2 n f t,)
H2+ HZ+ 2 HH, cos(2 m f1,)

DERIVATION OF CHERNOFF BOUND FOR COMPARISON TO EQ. (4.18)
The Chernoff bound of the phi function is defined as

&(—x) = /—li.n—_[ e P12 g

< E[e‘(“' "")]

(D.1)

(D-2)

(®.3)

D4

(D.5)

for X equal to a zero mean, unity variance Gaussian random variable. The tightest upper bound is
obtained by finding A4 that minimizes E[e‘(x “")] . This is found by setting the derivative of

~*)1 with respect to A to zero and solving for A. e resulting equation to soived 1s
E[e"(x‘)] ith respect to 4 d solving for A. The resulting equation to be solved i

E[x e“}-x E[e”‘] = 0.

D-1

(D.6)




This can be solved by noting that (see for example section 3.1 of [1]).

fx o] f,eu L

=—— I(y+).)e"’2/2 dy
- D.7)

by first completing the square in the exponent and then letting y = ¢ — 1. The first term is an odd
function and thus, its integral is equal to zero. The second term is just the integral of the Gaussian
probability density function and so is equal to unity. Thus, we find

E[x e”‘] =12 (D.8)

Similarly, it can be shown that
E[e”‘] = &2 (D.9)

Using eqgs.(D.8) and (D.9) in eq. (D.6), we find that the value of A that minimizes the bound is
Amin = x . Thus, with this value of 4 in eq. (D.5) and using the result of eq. (D.9), we find the
Chernoff Bound of the phi function is

2
2

D(—x)<e” (D.10)
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