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C APTER 1

AN OVERVIEW

1.1 Introduction

n Optical fiber provide a very high capacity medium for point to point

transmission of data. It is not straight forward to achieve the same level of suc-

3 cess in networked fiber communication systems. A carefully designed system

can reach terabyte-per-second capability. The purpose of this study was to in-

vestigate the performance of a generic optical distributed interconnect architec-

ture for parallel processing. In particular, the target was the general purpose,

easily programmable tightly coupled multiple-instruction stream, multiple data

3 stream (MIMD) systems.

We have proposed a fiber-optic interconnect system that is aimed at

exploiting the advantages provided by both optics and electronics to provide a

low latency, high throughput communication between processors and memory

modules in a shared memory system. Decisions taken during any new design

3 are to be based on the basic requirements placed on the system, the strengths

and weaknesses of the implementation domain as well as the identification of

the problems that exist in past designs. Simulation is an invaluable technique

n for making design decisions with respect to new (non-existing) architectures.

Hence, the primary goal of the study was to use simulations to aid the devel-

1 opment of the proposed network through a realistic simulation of the teraflop

processor architecture it is aimed to support.

I
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Lack of efficient static storage in optics places the most important I
restriction on our architecture that the network be a flow through structure. In

traditional packet-switched networks, all but one of the packets contending for

an output link are stored to be transmitted later when the link is available. The 3
hot-potato/deflection routing protocol used first in the HEP supercomputer

does not need static '.,rage at routing nodes. Also, the protocol is simple and U
can be implemented efficiently for fast packet-switching of short packets that 3
are typical in shared memory multiprocessors.

A number of network topologies are suitable for deflection routing. In

deflection routed networks packets utilize the network links as dynamic buffers

as compared to dedicated static buffers in conventional store-and-forward net- I
works. In simple terms, a deflected packet essentially takes a longer path to its

destination from the point of deflection. So, they utilize network bandwidth

that will be otherwise used for transmission of new packets. The average in- -
ternode distance and the penalty for deflection are dependent upon the network

topology. I

1.2 Objectives of the proposal 3
With the above basic requirements in mind, we proposed to study

a generic deflection routed interconnection network with different topologies.

The original proposal was targeted at a two-pronged study of the advan- 5
tages/disadvantages of the interconnect system. One prong was a simulation

study of future large-scale parallel processing systems would perform if such 3
an interconnect were developed. The other prong was a simulation study of

the possible benefits to present supercomputer centers if some of their local I
and external interconnections were replaced by this interconnect architecture. 3

I
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I It was proposed to extend an existing simulator and use often used models of

traffic as well as real traces to drive the simulations. It was proposed to employ

two graduate students as research assistants to carry out the simulations under

the guidance of the principal investigator(Jon Sauer) and other investigators

(Harry Jordan and Andrew Pleszkun). The motivation for this proposal came

U from the Ultrafast Fiber Optic Network proposed by the principal investigator.

A prototype demonstration of a multiwavelength node has been made under a

companion project, mainly by then graduate student Daniel Blumenthal.

1 1.3 Ultrafast Networks

Ultrafast networks are characterized by the bandwidth differential be-

tween the sources and the network links. The memory access bandwidth sought

* by the processors is dependent on the processor architecture and the memory

access latency. If only one request can be outstanding at any given time, the

I memory access bandwidth is the reciprocal of latency. Latency masking by

3 multithreaded processors provides them with much higher memory bandwidth

than suggested by the latency of an individual access. Assuming that the

the processor can place one request per cycle, the limiting processor insertion

bandwidth is 1. The access bandwidth available to the processors depends upon

I the network organization. Indirect networks (Fig. (1.1)) can provide an access

3 bandwidth of I irrespective of the number of switching nodes in the system.

The maximum access bandwidth in direct networks (Fig. (1.2)) is a function of

the network size, the network topology and the degree of the network nodes.

Consider an N node direct network with switches of degree p and

I bidirectional links. Let each node be attached to a processor-memory pair. If

* (E) is the average number of internode links traversed by messages during a

I
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I

- - ---------

I

multiroIesorA

iU

round trip, the maximum insertion bandwidth available per processor is

I

^fa :- (1.1)

I

The higher insertion bandwidth possible using an indirect organization is at

the expense of an increase in number of switch nodes. The number of switch

nodes in a directly connected multiprocessor is equal to the number of resources

using the network. For a system with N processor-memory pairs, the number I
of switching nodes is N. The number of switch nodes in an indirectly connected 3
multiprocessor depends on the size of the system as well as the topology of the

interconnection. For example, a N processor, N memory system interconnected 3
by 2 x 2 Omega Network has (N/2)log2 N switch nodes. I

I
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J'Switching Noes M

Figure 1.2. Organization of processors and memories in a directly connected
multiprocessor

1.4 Principal Achievements

mW The simulation study was complimented where ever possible by an-

•_ alytical studies. Early simulations showed that it will be very hard to find

-- a network topology that has acceptably low average internode distance and

B low penalty for deflection. It was recognized that other means for reducing

the probability of deflection of packets need to be found to enhance the per-

mZ formance of the network. The conceptual pursuits led to the development of

S~the idea of space-time switching, a technique that enhances the performance

-- of the network to near ideal conditions under uniform loading. The benefits

of space-time switching was predicted analytically and were verified through
i simulations. The concept seems to be patentable and hence an invention dis-

closure was made. No further action has been taken to file the actual patent

N1
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application. Other significant contributions of the study are an accurate an- I
alytical model of the performance of a ShuffleNet, one of the two topologies

investigated. The model and the simulator were developed concurrently so that

one provided a validation tool for the other. A model multiprocessor system 3
was simulated under synthetic loading conditions. The system was presented

with spatially and temporally non-uniform traffic apart from an uniform load.

All this study led to the PhD thesis [1] of one of the research assistants (Aruna

Ramanan) employed on this project. A number of conference publications

[2, 3, 4) resulted from the study. A paper has been submitted to a special issue

of the Journal of High Speed Networks on optical networks [5]. A number of

other papers are under preparation. Some interesting results were obtained i
using processor traces as work load to the simulator. The results have led to a

definite thesis proposal as well as a technical report [6] by the other graduate

student (Michael Sprenger) on the project. 3
This report presents the results of our study. The study is based on

extensive simulations, which have been validated where ever possible by ana- i
lytical techniques. A major outcome of this work is the identification of the 3
potentials of simultaneous switching in space and time at network nodes. The

report presents the proposed architecture, an analysis of the space-time node 3
and the performance of the network obtained through simulations. With tem-

poral reordering at nodes using the proposed architecture, the performance i
of the network gets very close to an ideal network when a uniform load is

presented. Two network topologies were studied. The logarithmic ShuffleNet

topology has been found to be more efficient than the Manhattan Street net- -
work, a two dimensional toroidal mesh. An accurate closed form analytical I
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model of the ShuffleNet is presented. Different configurations of a model mul-

tiprocessor system, under both spatial and space-time switching and with the

two topologies, were investigated. The behavior of the system was studied un-

der uniform traffic, under spatially non-uniform traffic in the form of hot-spots,

and under temporally non-uniform traffic in the form of bursts. The general

conclusion is that it is possible to adjust the design space of a shared memory

multiprocessor system to exploit the potentials offered by ultrafast networks.

With appropriate support, from system and application software, such systems

can utilize network resources efficiently and provide very high performance.

1.5 The Simulator

Two versions of the simulator were developed by the two graduate

students. One was an extension of the original simulator structure aimed at

extracting the network behavior in detail. The other was developed indepen-

dently to have a detailed simulation of the host processors. The simulators

are written in C++, an object oriented language that provides capabilities for

information hiding. Both simulators run on DEC and Sun workstatiois. The

first simulator was initially developed on a Sequent multiprocessor system as a

uniprocessor program. The network simulator version has been optimized for

fast simulation of up to about 2000 node systems. 1000 clock cycles of a 2000

node system with a short internode link (like the ones in existing systems)

can be simulated in less than 15 minutes of system time. The efficiency is

3 achieved through minimal simulation of the processing at nodes. The requests

are generated using probability distributions, thus avoiding large storage for

I trace data. The second version is capable of simulating detailed processor be-

3 havior using real traces. It allows for variations in processor architecture such

I
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as the number of processes that can reside on the same physical processor. A I
common network network interface unit was designed and appropriate common

data structures were developed so that the two simulators could be combined

in future. For example, the first simulator could use the processor part of

the second simulator. The only constraint will be the number of nodes it can

handle. The simulators are generic and hence, can ported to supercomputers I
which can afford to provide large storage.

1.6 Overview of the Research

The focus of this work was on ultrafast networks for shared memory

multiprocessors. It is possible to design packet switched direct networks with 3
short word sized message packets in which the network link bandwidth is much

greater than the insertion bandwidth of the sources. The choice of network 3
architecture is critical in limiting the network's contribution to memory access

latency as well as in exploiting the large available bandwidth. U
Packet switched networks traditionally utilize store-and-forward tech- 3

niques to resolve output port contentions by holding packets in an intermediate

buffer until the required outgoing link is available. An alternative strategy is 3
the hot-potato or deflection routing technique first proposed by Baran [7]. The

main idea of the strategy is to minimize the necessary processing and storage

overhead at each node by routing a packet out through an alternate output 3
port rather than holding it until the desired output port is available. The ba-

sic requirement to implement deflection routing is the existence of paths from 3
every node to every other node in the system. Packets will continuously move

along in a flow through manner until they reach their destination. Instead of

I
I
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providing buffers at switch nodes the whole network, especially the transmis-

sion links, behaves like a dynamic buffer. The HEP multiprocessor system [8]

was the first commercial system to use this strategy. The TERA [9] super-

computer is the latest massively parallel shared memory multiprocessor that is

being developed based on this routing strategy. Recently, a lot of interest has

surfaced on this routing method [10, 11, 12, 13, 14]. The main reason for this

upsurge is that the deflection routing technique does not require asynchronous

storage of through going packets and hence it is well suited for lightwave flow

through architectures. While optics can provide enormous bandwidth, elec-

tronics has an edge over it in logic and memory technologies. Conversion of

optical data into electronics at nodes for storage and reconversion to optics for

transmission will necessarily slow the network.

Though the deflection routing protocol has many desirable features,

a main drawback is the effect of the penalty for deflection. Deflections cause

packets to reside in the network longer, the effect of which tends to be severe

3 as the internode distance is increased. Deflection occurs when more than one

packet arriving simultaneously requires the same output port. If packets can

be rearranged temporally, then they can be reordered so as to reduce the

3 contention for spatial channels. A time-slot interchanger for arbitrary temporal

reordering of a sequence of N packets in flight can be accomplished using

3 O(iog2N) switching elements [15]. Recently, a number of architectures have

been proposed for multi-spatial channel time-slot interchangers [16, 17, 18].

In this work we focussed our attention on 2-space channel, 2-time channel

(2S2T) switch nodes, though the concept is applicable to an arbitrary number

of spatial as well as temporal channels. Our 2S2T switch nodes are simpler
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than a general 2S2T multichannel time-slot interchanger since we require only a I
subset of the 24 permutations possible by the latter. While traditional time-slot

interchangers permute within nonoverlapping time frames, we shall consider a

sliding time window. In our 2S2T switch, a contention for output port at a 3
switch node can be resolved either by the preceding pair of packet slots or by

the following pair of packet slots, if they have the capability to do so. Hence, I
a sliding time window provides greater contention resolution capability to the

switch node than fixed time frames.

Deflection routing requires that the network be such that a deflected 3
packet can reach its destination. Thus, the network topology should be such

that any node in the network can be reached from any other node. A variety I
of topologies satisfy this requirement. Two widely different topologies are

considered in this report. One is the ShuffleNet [19], a cylindrical network with

logarithmic number of columns and the other is the Manhattan Street network

(MSNet) [12], a toroidal mesh network. The ShuffleNet lends itself to tractable

analysis. Though other researchers [20, 21, 22] have analyzed the ShuffleNet I
before, the model of the ShuffleNet presented here provides a simple closed

form characterization of the network properties. The key feature of the model

is the exploitation of the fact that at any time during its flight through the 3
ShuffleNet, a packet will care about the output port assignment only during the

last min(l, k) hops. Here, 1 is the distance between the packet's current node I
and its destination, and k is the number of columns in the network. As will

be shown, the MSNet is not amenable to such an analysis. The performance

of both the ShuffleNet and the MSNet has been studied through simulations, 3
thus providing a comparison between the behavior of the two topologies. The I

I
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theoretical analysis and simulations of the ShuffleNet validate each other.

The probability of deflection of a packet at nodes along the way to its

destination determines the residence time of the packet in the network. In a

network, in which the request pattern of the sources is uniform both in space

and time, probability of deflection of packets will be a constant throughout

the network at all times. For any network with 2 x 2 nodes, this probability

varies linearly as the link utilization as well as the care probability. The care

probability is the probability that the packet will require a specific port at

this node in order to reach its destination in minimum time. We have found

that in our 2S2T node with sliding time window, the probability of deflection

falls to approximately a cube of the product of the link utilization and the

care probability. This reduction in the probability of deflection provides the

network the capability to overcome the drawback of the equivalent spatial

deflection routing network.

While the advantages of limited space-time switching in deflection

routing networks have thus been predicted and verified under under uniform

loading, a detailed study is needed to ascertain its suitability as a multipro-

cessor interconnect. To this end, the behavior of a model multiprocessor sys-

tem under both uniform and non-uniform workloads has been studied as part

of this research effort. The model system is a fully pipelined multiprocessor

system with pipeline cycle times constant throughout the system. Behavior

of the system under non-uniform workload is quantified through simulation

study of spatial and temporal non-uniformities of processor request pattern.

While spatial non-uniformity was stuaied through investigating the behavior

under time-invariant hot spots, temporal non-uniformity was studied through
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investigating the behavior under spatially uniform temporal bursts. Limited I
temporal reordering at nodes provides the network the capacity to perform at

near optimal conditions under uniform load. The ShufleNet topology exploits

the benefits of space-time switching, particularly in large systems. The hot-

spot behavior of the system is not limited by the network, but is limited by

the memory access bandwidth. Hot-spot being a spatial problem, it affects the I
purely spatial and space-time networks to the same extent. Since temporal

bursts concern distribution of network accesses by the hosts in time, the space-

time configuration adjusts far more quickly to bursts than the purely spatial

configuration.

1.7 Organization of the Report

Chapter 2 presents the state of current knowledge on topics related to 3
the research problem addressed by this work. An overview of shared memory

multiprocessors is presented at the beginning of the chapter. It also presents the I
current trends in optical interconnects for multiprocessors and covers the work 3
done by others on deflection routing. Chapter 3 presents an overview of the

simulator. Chapters 4 through 6 present and analyze the work done as part of 3
this research effort. Chapter 4 presents a simple model of the ShuffleNet topol-

ogy under uniform load. This topology lends itself to an analysis that leads I
to a closed form relation between the network parameters. The predictions of

the model have been verified by simulations. Also included in Chapter 4 is the

qualitative analysis of the MSNet and the results of simulations under condi- 3
tions similar to those under which the ShuffleNet was investigated. Chapter 5

presents a significant contribution of the work, i.e. Space-Time switching. A I
detailed derivation of the probability of deflection in a 2-space channel, 2-time 3

I
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I channel switch is presented. The behavior predicted by the space-time model

has been verified through simulations for both topologies. In both cases, the

marked reduction in the probability of deflection leads to near ideal behavior

up to moderately high uniform loads. Chapter 6 presents the multiproces-

sor model and results of the simulation study of the architecture underlying

the model. The model covers various aspects such as the system description,

the parameters of the system and their range, the workload characterization

and the performance metrics of relevance. All these aspects put together form

the basis for the simulation study and the results presented thereof. The last

Chapter presents the summary and conclusions. This work addressed the main

drawback of deflection routing networks and resulted in a new implementable

solution that can help reduce the negative effects of deflection routing. The

I study has led to the identification of a number of key features of ultrafast mul-

tiprocessor networks operating under a deflection routing protocol. Directions

for further work are presented at the end of Chapter 7.I
I
I
I
I
I
I
I
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CHAPTER 2

BACKGROUND AND RELATED WORK

2.1 Shared Memory Multiprocessors i
Shared memory multiprocessors are particularly attractive for solv-

ing large scale scientific problems. The principal advantage of shared memory

architectures is ease of programmability. The ideal multiprocessor, called a

paracomputer by Schwartz [23], will be one in which access to shared memory

can be achieved in one cycle. Though this ideal limit cannot be realized, the i
objective of any design is to increase the memory access bandwidth as much as

possible. Memory access bandwidth and network latency are key parameters

in determining the efficiency of tightly coupled multiprocessor systems. Hence,

architectures that reduce latency and further increase the memory access band-

width by masking the physically unavoidable components of processor/memory i
latency are particularly important for scalability of such systems.

The architecture of shared memory multiprocessors has changed dras-

tically over the years. Until recently, directly connected distributed resources

have been used primarily in message passing architectures in which proces-

sors communicate directly with each other. The direct connectivity among I
processors has been recognized as a key factor for scalability attributed to

such systems. Such configurations were rarely considered for shared memory

architectures because of their non-uniform memory access characteristics. Non-

uniformities in memory access can be masked using latency hiding and latency I
I
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reduction techniques. Whenever shared memory access is not uniform, each

processor will perceive different latencies while accessing local and non-local

memories. The term non-uniform memory access (NUMA) multiprocessors is

used to refer to machines which support a shared address space in hardware,

but have performance characteristics which vary significantly with the place-

ment of the data. BBN Butterfly [24] was an example of a NUMA system.

Another example is Cm* [25], which is a MIMD system based on hierarchical

I busses. It consists of a large number of computer modules grouped into clusters

and connected by a hierarchy of busses. Cedar [26] is an hierarchical system

with processors within a cluster connected by a crossbar with cluster memory

they share and clusters connected to the global memory by a multistage inter-

connection network. Systems such as these are intermediate between systems

I in which all memory is global and external to the processors, providing uniform

memory access, and systems in which memory is physically distributed among

processors, leading to non-uniform memory access.

SDistributed shared memory multiprocessor systems have memory as-

sociated with each processor. Each processor's local memory is either wholly

I or partially shared among all processors. The processors are connected by

* means of some interconnection network such that all nodes can be reached

from all other nodes. A variant of this architecture is one in which processors

and shared memory modules are separate, but are distributed throughout the

network. Messages in shared memory multiprocessors are typically word sized.

I Also, path requirements of messages through any switching point change fre-

quently. Hence, locally controlled, packet-switched networks are particularly

I
I
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suitable for distributed shared memory systems. The HEP multiprocessor sys- i
tern [81 is the first distributed shared memory multiprocessor. Currently, a

number of distributed shared memory machines have been proposed, some of

which are being built (e.g. [27], [9], [281).

Latency associated with memory access has a profound influence on

the processor performance in a shared memory system. Both interconnectionm

network latency and memory interference contribute to memory access latency

of these systems. As the system size grows, the interconnection network latency

becomes predominant and tends to limit the minimum latency attainable. Of-

ten, the network latency is much larger than the communication time suggested

by the network bandwidth. The effective latency can be reduced either through i
latency reduction or through latency hiding or both [27]. Caching is used in

multiprocessors as a technique to reduce memory access latency by avoiding

long latency operations [26, 29]. Latency hiding is achieved using latency tol- -
erant processors that keep the processor busy while waiting for communication

on behalf of some process [30]. I
Cache memories are traditionally used to improve system performance

by minimizing the effective memory access time. Requirements for maintain-

ing consistency between cache and main memory tend to be more complex for i

shared memory multiprocessors than for large uniprocessor systems or loosely

coupled multiprocessor systems. For shared memory systems, the considera- I
tions vary depending on whether the communication system is bus based or

based on multistage interconnections. A detailed analysis of cache requirements

for tightly coupled multiprocessors is presented in [311. i

Latency tolerance can be achieved using multithreaded processors. l
i
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The conventional single-stream or main-stream processors have a single pro-

cess or task loaded at a time. When the process blocks, either during synchro-

nization or due to remote access delays, the processor either remains idle until

execution can resume or switches context to another ready to run process.

Such context switches usually involve heavy overheads. In contrast, multi-

stream processors have several active processes loaded at once and can switch

from one to another very fast (HEP [81, Horizon [271, TERA [32], MASA [33],

[34], [35],[361).

The processors in the series of general purpose multiprocessors from

HEP to TERA can context switch every cycle. Instructions are issued in suc-

cession from a ready to execute process resident on the processor. When an

instruction completes, the stream to which it belongs thereby becomes ready

to execute the next instruction. The basic idea is execution of multiple in-

structions in pipelined hardware rather than multiple processors. Hence the

processor will be fully utilized as long as there are enough instruction streams

in the processor, so that the average instruction latency is filled with instruc-

tions from other streams. This simple programming model of no instruction

I lookahead within a stream is being expanded to include overlap with compiler

assisted explicit dependence lookahead in TERA. In MASA, a processor for

parallel symbolic computing, any loaded task that is not suspended is eligible

I to issue the next instruction; instructions from different tasks can be issued on

consecutive cycles. The fast context switching mechanism allows the processor

I to perform useful work on other tasks while a task is blocked.

I'
I!

I
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An intermediate between the two extremes of single stream proces- I
sors and multi-stream processors which switch context every cycle are coarse-

grained multithreaded processors. In APRIL [37], a coarse-grained multi-

threaded processor, a single process continues to execute as in a single-stream 3
processor until it blocks. The processor is provided with hardware mechanisms

that facilitate fast context switch to another ready to run thread with just 4- I
10 cycles overhead. The hybrid data-flow/von Neumann machine described in

[34] alsc employs coarse-grained multithreading. In the above multi-threaded

architectures cited so far, the processor rapidly switches among threads. [381

proposes a processor architecture that can issue instructions from multiple

threads simultaneously. The functional units are shared between multiple pro-

cessors to form a united processor. The logical organization is as if there are

still multiple processors. Multiple instructions from different threads are issued

simultaneously and executed unless they conflict with one another for the same

functional unit.

In all of the above descriptions the terms process, stream, task and I
thread have been used interchangeably. The number of threads that need to be

interleaved on a processor to keep it busy will depend on the round trip latency

of messages [39]. As the system grows in size, the the round trip latency will

grow, thereby requiring more threads to be scheduled on a processor to keep

the processor utilization up. A limit on the available number of threads that

can be scheduled on a processor is placed by the applications running on the

system. Hence it is desirable to reduce the round trip latency of messages to

the extent possible so that latency tolerant processors could be used effectively.

A latency reduction mechanism that is more closely related to the

II
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network than the processors is the use of high speed networks. The M3S project

[40] aims at achieving this by using a set of ultra high speed serial links. In

the MIT Alewife machine [28] the network switches are clocked twice as fast

as processors. The architecture utilizes a two-dimensional mesh interconnect

with two unidirectional links in opposite directions between each pair of nodes.

A study based on this machine model to assess the effect of communication

locality on large-scale multiprocessor performance shows that the sensitivity to

locality is lowered when the speed of the network is increased relative to that

of the processor [41].

Apart from architectural aspects, there are a number of ways in which

software, both system as well as application, can contribute to performance en-

hancement of a system. A typical example is the fact that it is possible to hide

shared memory latency by relaxing the consistency requirements of memory

access in cache coherent systems [42]. A combination of various hardware and

software measures used to hide latency can be used to improve the performance

of a system[43]. A detailed account of developments in areas such as compiler

technology and algorithm development is beyond the scope of this work.

2.2 Role of Optics in Interco.-inects

Traditional electronic interconnects for large scale multiprocessors are

severely limited by power dissipation and crosstalk due to resistance, capaci-

tance, and inductance of the communication paths in the network. A typical

example is presented by the Intel touchstone DELTA system which is limited

to 512 processing elements [44] by the electronic interconnect. In order to scale

the machine beyond this bottleneck it has been proposed to use a fiber optic
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mesh extender (FOME) to extend the routing mesh. The Galactica Net sys- I
tem uses a hierarchical interconnect, with the second-level interconnect being

a 2-dimensional optical mesh [451. An all optical polymer backplane for the

Connection machine is presented in [46]. The turn to optics to overcome the 3
fundamental constraints of electronics is justified because optics can provide a

more efficient method for communication than electronics for distances greater

than intrachip distances [47). Optical interconnects offer the combination of

large bandwidth and large fanout for a variety of computer applications t48].

The potentials and limitations of electronics and optics for interconnections at 3
various levels are complimentary to each other in many respects. In the broad-

est sense, optics has the inherent advantages of speed, parallelism, reduced3

interference and crosstalk. An important factor that needs to be considered in

the design of optical interconnects is that it is not possible to provide asyn-

chronous memory. While bandwidth is cheap, other optical devices such as

amplifiers, multiplexers, demultiplexers and switches are expensive resources.

A variety of optical methods can be used for realizing optical inter- I
connects. While electronic switching systems can switch in space and time

domains, optical systems can switch in wavelength-domain too, thus providing

a greater range of switching techniques [49]. The basic requirement placed on 3
the interconnect is to provide an efficient connection that satisfies the com-

munication requirements of the electronic hosts. The functions to be carried i
out by an optical interconnection network are the electro-optic conversions at

the sources and receivers, transmission, and switching. The transmission can

be carried out either in free space or through waveguides. While guided wave 3
transmission through optical fibers is suitable for larger distances, a suitable I

I
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medium for lower level package to package, interchip and intrachip commu-

nications is either free space or integrated optic waveguides [501. The large

distance-bandwidth product of optical fibers allows larger separation between

processors, thereby alleviating problems arising due to very close packaging of

components of the system. Purely optical switching is currently not commer-

cially practical. Photonic switching utilizes the combined strengths of optics

and electronics, through electronically controlled switching of optical signals. A

typical example is HYPASS [51], an optoelectronic hybrid packet-switched sys-

tem, in which electronic components are used for memory and logic functions

and optical components are used for routing and transport. A detailed account

of architectural considerations for photonic switching networks is presented in

[521.

Fiber optic communication has been used successfully for point to

point communication in telecommunications and local data links. The usable

bandwidth of fiber is about 30 THz [531. Both circuit and packet-switched

networks can be implemented using wavelength-division multiplexing (WDM)

schemes that allow different transmissions at different wavelengths to be mul-

tiplexed concurrently on the same fiber [54]. HYPASS [51] is a wavelength di-

vision multiple access (WDMA) system with centralized passive star topology.

The optical transport in HYPASS is based on a passive N x N transmissive

star coupler that provides a single-stage crosspoint. The design is based on

broadcast and select approach, with the star coupler combining light intensity

from from every incoming fiber and distributing it uniformly to all output port

receivers. The receivers select the wavelength assigned to carry information to

them. The sources are provided with tunable lasers to transmit information on
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the wavelength of the desired destination. The main drawback of this scheme 3
is that the implementation of the N x N star coupler does not allow cost ef-

ficient scaling in size. A multi-dimensional, k-ary n-cube based, architecture

with one star coupled WDMA sub-channel for each set of nodes whose ad- -
dress differs in only one dimension is presented in [55]. Packets are forwarded

from source to destination via intermediate nodes, with the packet undergoing I
optical/electrical (o/e) and electrical/optical(e/o) conversion at dimensional

boundaries for routing purposes. Another approach is the multihop lightwave

network which utilizes wavelength to effect the routing in a logical network 3
that has a topology different from the physical broadcast star topology [56].

In the original multihop approach [10, 19] , packets are routed from the source

node to the destination node via intermediate nodes in a sequence of hops on

the fiber, each hop using a different fiber channel. The different channels are

created in the fiber through assignment of a fixed number of wavelengths to 3
the transmitters and receivers at each node, such that a logical connection is

established between pairs of nodes that transmit and receive on the same wave- 3
length. Packets undergo o/e and e/o conversions at every intermediate node.

Contention at nodes is resolved by using small elastic store-and-forward buffers.

In a variant of this approach [221, store-and-forward buffering is eliminated by 3
routing data on a single wavelength at high bit-serial data rates.

A common feature of all the approaches outlined above is that the 3
wavelength domain is utilized to multiplex multiple bit-serial data coded on

different wavelengths onto the same fiber. An alternative to this approach

is to utilize the available transmission spectrum for parallel transmission of 3
bits of the same data item using bit per wavelength encoding as used by I

I
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Sauer in the Boulder UFO network [571. The architecture supports the optical

flow-through paradigm through static bufferless, deflection routing at nodes.

Packet-switching is implemented with minimal optoelectronic conversion at

switching nodes, with the payload data maintained in optical format. The var-

ious architectural and design issues involved in developing the photonic nodes

for an extended packet-switched fiber optic backplane for multiprocessors are

dealt with in the thesis by Blumenthal [58].

2.3 Photonic Deflection Networks

The deflection routing protocol is essential to take advantage of the

potentials offered by optics for efficient interconnection. A major considera-

tion in the design of optical interconnects is that optical fibers provide cheap

bandwidth and low loss transmission over longer distances as compared to

electronics. Optical logic is expensive, and it is not possible to provide static

optical storage now. If storage is needed at intermediate nodes, currently each

node must perform optical to electrical and electrical to optical conversion on

all messages passing through it, thereby slowing the network. Hence, it be-

5 comes mandatory to use a routing mechanism, such as deflection routing, that

avoids static storage, and maintains the advantages provided by optical trans-

U mission. Nevertheless, limited optoelectronic conversion is needed to imple-

ment the routing control processing using fast pipelined electronic processors,

thereby avoiding optical logic.

Deflection routing (7] provides an alternative routing strategy to the

traditional store-and-forward routing used in packet-switched networks. In

networks that operate under a store-and-forward routing paradigm, packets

that are not able to exit through the desired output port at a node are stored in
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I

(a) A uzo-and-forward node (b) A delkeeio rooftig node

Figure 2.1. A schematic representation of store-and-forward and deflection m
routing nodes I

an intermediate buffer until the required outgoing link is available (Fig. (. I.a)).

The main idea of the deflection routing strategy is to minimize the necessary 3
processing and storage overhead at each node by routing a packet out through

an alternate output port rather than holding it until the desired output port is i
available (Fig. (2.1.b)). Such alternate routing requires the network topology

to be such that there are multiple paths between nodes in the system. Packets

will continually move along in a flow through manner until they reach their I
destination. Thus, the whole network will behave like a dynamic buffer. The

HEP multiprocessor system [8] used this strategy. Recently, a lot of interest has I
surfaced on this routing strategy, because deflection routing does not require 3
asynchronous storage of through going packets and hence is well suited for

lightwave flow through architectures.

The fundamental requirement of deflection routing is a topology in

which there is at least one path from every node to every other node. In 1

a network with such a topology deflected packets can eventually reach their 3
respective destinations. A variety of topologies such as Shuffle Exchange

network(SXNet)[591, ShuffleNet [19], Toroidal Net [60), and Hypercubes [61]

satisfy these requirements. There is a penalty associated with each deflec-

tion. This penalty is an increase in source to destination transit time through I
increased residence time in the network. It arises due to traversal of more 3

I
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internode links than necessary, as opposed to the residence time overhead at

intermediate nodes in a store-and-forward network due to storage of packets

contending for output links. The penalty for each deflection is dependent on

the network topology. The effect of the penalty on the latency of packets tends

to become severe as the internode distance is increased.

Deflection routing can be used in fiber optic packet-switched networks

in which data is packetized for either bit-serial or bit-parallel transmission. Op-

tical fibers can support very high bit-serial data rates of the order of 10Gb/s.

The straightforward way to implement deflection routing in fiber optic net-

works is to code the packet on a single wavelength for high speed bit-serial

transmission. Photonics possess an additional degree of freedom, provided by

the wavelength domain, over electronics. The common approach that utilizes

the wavelength domain, is to multiplex multiple bit-serial data coded on differ-

ent wavelengths onto the same fiber for transmission. While such multiplexing

is useful for point to point transmission, it cannot be used in conjunction with

deflection routing due to the complexity of the resulting network nodes. Multi-

plexed packets need to be demultiplexed at the inputs to separate the different

bit-serial streams, contention between packets on the same wavelength must

be resolved and the outputs on each wavelength must be multiplexed on to the

output fiber on each channel.

Another possibility is the multihop approach. It utilizes wavelength to

effect the routing in a logical network that is superposed on a physical broadcast

star topology. As mentioned earlier, the original multibop technique [10, 19],

routed packets from the source node to the destination node via intermediate

nodes in a sequence of hops on the fiber, each hop using a different fiber
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channel. The different channels were created in the fiber through assignment U
of a fixed number of wavelengths to the transmitters and receivers at each

node, sucL_ that a logical connection is established between pairs of nodes that

transmit and receive on the same wavelength. If deflection routing is to be 3
implemented in such networks, it becomes necessary to shift a packet coming

in on one wavelength into the wavelength required for transmission without I
optoelectronic conversion. Presently, the multihop approach is made possible

by converting packets into electrical format and reconverting them into optical

format at another wavelength, while routing data on a single wavelength at 3
high bit-serial data rates.

A common feature of all the approaches outlined above is that the I
wavelength domain is utilized to multiplex multiple bit-serial data coded on

different wavelengths onto the same fiber. An alternative to this approach is to

utilize the available transmission spectrum for parallel transmission of bits of 3
the same data item using bit per wavelength encoding as used in the Boulder

UFO network [57]. The architecture supports optical flow-through paradigm I
through static bufferless, deflection routing at nodes.

2.4 The Boulder Ultrafast Fiber Optic Network

The approach to exploiting the high bandwidth of fibers in the Boul- I
der Ultrafast Fiber Optic Network is to transmit a word in parallel over a single 3
fiber using different wavelength channels , i.e. each bit in a word is transmit-

ted at a different optical wavelength. The control is separated from payload by 3
coding payload bits at one group of wavelengths (e.g. about 1.55 ,rm) and the

control bits at another well-separated group of wavelengths (e.g. 1.3 /Am). An I
example of the format in the optical wavelength domain is shown in Fig. (2.2) 3

I
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Figure 2.2: An example of Bit per Wavelength Encoding

for n control bits and m payload bits.

Asynchronous storage is avoided in order to utilize the high bandwidth

of photonic switches, so the payload data is delayed using a delay line while

the routing processor computes the switch settings. The control processing

is implemented in high speed electronic logic. Thus, limited optoelectronic

conversion is used to extract the control data for processing. The control

processor is pipelined so that one control setting can be produced every network

cycle [62]. Static buffering is avoided by using the deflection routing (hot-

potato) protocol to handle output port contention. If deflection routing is not

used, payload data must also be converted into electronics at nodes for storage

and reconverted to optics for transmission. Such electro-optic conversion at

every node is expensive and will necessarily slow the network.

The network nodes are connected to form a ShuffleNet [19], which

yields a packet flight time that grows slowly with size of the system. An

individual switch node is designed to permute a set of optical network inputs

plus a local host output to a set of optical network outputs plus a local host
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Figure 2.3. Block diagram of a switching node showing its functionality (from
thesis by Blumenthal)

input as illustrated in Fig. (2.3). Each node consists of a photonic switch, a

routing control processor (RCP), and a local host [631. Solid lines indicate fiber

optic connections and dashed lines indicate electronic connections. Switching

elements must route wideband optical data at relatively high reconfiguration

speeds. Typical switch bandwidths should be compatible with optical amplifier

bandwidths (e.g. 25- 100 nm). Reconfiguration rates should be on the order

of I ns. Switch crosstalk must be kept to a minimum since data is amplified U
at each node output and may travel through several nodes before reaching its

destination.

Control of the switch is handled by a parallel pipelined processor

which operates on optical control information extracted from each input. The

individual control bits are separated at the control processor using a demulti-

plexer capable of resolving the individual wavelengths. Since photonic switches

can have very high bandwidths, the complete parallel payload portion can be

switched to one of the two output ports with one device. Optical data signal
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Figure 2.4. Block diagram of a parallel pipelined switch control processor (from
thesis by Blumenthal)

levels are restored by optical amplifiers at the node outputs. A single optical

amplifier is used for each output. The optical control information is regener-

ated by the control processor and combined with the payload portion at the

node outputs. The maximum processing rate or throughput is limited by the

slowest processing element in the pipeline. Pipelining of the routing requests

allows packets to be served as they enter the node without elastic buffering in

the data path. The control processor has simultaneous access to requests from

both network inputs and both node host output queues.

An example lookup table type RCP is shown in Fig. (2.4). The pro-

cessor arbitrates access to the network from the node host by disabling one

or both of the host output queues when full packets are present at the node

inputs. The processor also arbitrates contention for the two outputs to the net-

work. The control processor is responsible for detecting and generating both

electronic and optical control signals. We use electronically controlled photonic

switches since they are readily available. Electronic signals are used to set the

switch state and regenerated optical control signals are passively combined

with the output data to form new packets which are transmitted to the next

I
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node. Thus only the minimal routing information is electro-optically regen- -
erated while the full word-wide optical payload is routed through the switch

while remaining in optical format. A complete treatise on the multiwavelength

node design can be found in [58].

2.5 Topological Studies on Deflection Networks

A number of research groups have analyzed deflection networks under

certain specific conditions. The basic approach used has been to use techniques

developed by Greenberg and Goodman [64]. They developed two models, one

for node based analysis and the other for packet based analysis to compute the

steady state throughput and average packet delay for an uniformly loaded net- -
work and presented results for a 64 node MSNet. The MSNet is a 2-dimensional

toroidal network proposed by Maxemchuck [12] and is receiving wvide attention. 3
Greenberg et. al.'s work as well as that of others based on his technique, make

certain approximations that reduce the complexity of the underlying Marko- I
vian model while producing reasonable results for unform loads. 3

Krishna and Hajek [111 have used similar techniques to study the

performance of shuffle-like switching networks with deflection routing. Their 3
study includes the SXNet as well as ShuffleNet, each of them being a special

case of a generalized class which they call the Shuffle Ring network. The I
performance parameter considered in this paper is the evacuation time, which 3
is the time it takes for the network to evacuate when operating synchronously

with no packets injected other than those of the initial load. They derive a 3
set of evolution equations which determine the behavior of a typical packet

in the system. These evolution equations were then used to derive bounds I
on evacuation time for the network. They have also considered variations of 3

I
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shuffle networks for reducing the negative effects of deflection. One of these, the

cross-back switch, uses shuffles augmented by inverse shuffles, while the other

uses a shuffle augmented by the identity interconnection. They concluded that

improvement in performance may barely compensate the increased complexity

of the switches for both variations.

Choudhury and Li [65] have developed a variant of the one node

model of Greenberg et. al. also for uniform loading conditions under random

resolution rule for MSNet with and without buffers. They have presented

analytical as well as simulation results for a 64 node network. Their conclusion

was that the MSNet performs well under uniform heavy load and that the

introduction of a few buffers improves the throughput and delay in the network

to a great extent.

In [661 Brassil and Cruz have considered a simple abstraction of

nonuniform traffic in a MSNet using a model similar to all of the above and

have developed the model for random as well as other routing rules. Assuming

that host and link states axe independent random variables, they have derived

analytically the probability distribution of the residence time of a packet in

the network. They created a hot spot in a 4 x 4 MSNet by generating requests

uniformly at a rate of 1/15 packets per slot at all but a specific node that

was the destination node for all requests. An iterative solution to the model

produced approximate delay distribution and link utilizations. They also illus-

trate through an example how deflection routing forces packets to circumvent

congested regions in the network. To do this, they created nonuniform traffic

by producing a hot spot at an intermediate node. Exactly 2 sources were active

in an 8 x 8 MSNet, with each source generating one packet per network cycle
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for a distinct destination, such that they have a common node along the short- I
est path to their respective destinations. Using their model, they computed n

the link utilization of the links showing the spreading of packets over a large

number of links. The hot intermediate node is entirely occupied routing transit 3
packets, thereby being blocked from injecting packets.

Bannister et. al. [211 have developed a model, based on a weakerI

independence assumption than in [66], to arrive at the mean packet delay for

arbitrary network topologies under arbitrary traffic pattern. Their approach

also develops a set of nonlinear equations that need to be solved. The pro- -
cedure, which they call internal-link-flow algorithm, yields results that agree

very closely with simulations. This approach is computationally simpler thanm

that used by Brassil and Cruz, but cannot model delay distribution.

Deflection routing in Hypercube networks has been studied by Green-

berg and Hajek [131 and Szymanski[14]. While all work cited so far has dropped 3
packets that cannot enter the network as soon as they are created, Greenberg

et. al. consider queuing of excess arrivals until they can be admitted to them

network. They analyzed both the transient and steady state behavior of the

network and simulated the network to compare the analytical predictions with

simulated behavior. They found data from simulations were close to predic- -
tions. The general conclusion that was reached was that deflection routing

works well in hypercube networks. Under steady state operation, the mean I
queuing delay was small compared to transit delay and the delay due to de-

flection is minimal. As in the case of modified networks proposed in [11] the

efficiency in performance comes with increased complexity of the switching 3
nodes. I
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Apart from the studies cited above, a simulation based study on

comparison of deflection and store-and-forward techniques in the MSNet and

SXNet under uniform load conditions has been presented by Maxemchuck [67].

In another simulation study, Robertazzi and Lazar [68] have studied deflection

strategies in a MSNet and have demonstrated the need for input buffers in a

practical implementation.

Researchers at Columbia University are involved in the development

of multihop lightwave networks [10]. Their focus is on the ShuffleNet. In [22]

they present an analytical comparison of their proposed network under hot-

potato routing and the equivalent store-and-forward network. Their analysis

of hot-potato routing includes a time-out period following every injection into

the network during which no other packets may be placed onto the network

by the same host. A similar time-out occurs at removal of a packet from

the network during which no other packet may be removed by the same host.

Both these time-outs are a feature of the way their lightwave network is im-

plemented. Their analytical approach leads to a set of non-linear equations for

network parameters that are solved iteratively. In [20], they present a similar

comparison ignoring the effect of time-outs and under the assumption that both

the hot-potato network and the equivalent store-and-forward network have the

same link speeds.

Ayanoglu and Cabellaro [69] have used signal flow graph technique for

path enumeration in multihop networks with deflection routing. Their analysis

included the solution of deflection probability as a function of arrival rate of

packets.

SEMMM !
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The Approximate Mean Value Analysis technique [70, 711 allows mod- I
eling of entire multiprocessor systems as closed queuing networks. An analyt-

ical model of buffered interconnection networks, based on this technique, is

presented in [72]. Wagner [73] has extended the technique to bufferless deflec-

tion routed networks. The model was applied to a ShuffleNet under uniform

traffic and verified through simulations. An important limitation of the tech- I
nique has been noted to be the computational complexity, which makes analysis

of large systems (over 100 nodes) prohibitively expensive.

Recently, Chlamtac and Fumagalli [74] have proposed an all optical

switch architecture for use in communication networks and analyzed its per-

formance in a MSNet. They present a number of delay line solutions to the I
problem of reducing contentions. Their basic approach is to provide a shared, 1
dynamic output buffer at network nodes. The technique presented in the pa-

per is an extension of separate dynamic output buffers suggested by them in

[75, 76]. Though their technique is also a form of space-time switching, it is

basically different from the space-time switching technique proposed in this I
work. Their approach to utilizing the time domain is not suitable for fast

packet-switches needed for multiprocessor interconnects. A detailed compar-

ison between the two works will be more appropriate after our analysis and

findings are presented, and hence is given at the end of Chapter 4.

2.6 Contention Resolution in Deflection Networks U
A variety of contention resolution strategies can be adopted to decide

the winning packet. The simplest strategy to analyze, though not the simplest

from the implementation point of view, is the random resolution rule. The I
advantage of random resolution is that it is not necessary to maintain the

I
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state of the packets for contention resolution. Also, this rule lends itself easily

to mathematical analysis. The main drawback of this rule is that there is a

possibility of unlucky packets staying in the network for a very long time. The

tail of the delay distribution curve under random contention resolution rule is

much longer than with other deterministic rules outlined below.

Deterministic contention resolution rules include distance from the

destination [591, the residence time in the network [77] and the number of

deflections suffered [8]. Unfortunately, there is no consensus on terms used to

denote these strategies. The same term, for example age, is used by different

groups to quantify different parameters related to a packet's residence in the

network.

The HEP [78] supercomputer had a counter field in the packet header

that contained the age of the packet measured by the number of deflections

the packet had suffered. In case of contention, priority was given to the older

packet. The results presented in [771 for the Horizon [27] considered pure aging,

i.e. residence time in the network, as a time stamp mechanism for assigning

priority to packets. The number of deflections was called battle scars.

Robertazzi and Lazar [68] have studied various deflection strategies in

a MSNet. Apart from random contention resolution, which they call standard

deflection, they consider a number of deterministic rules. In what they term

as age deflection strategy, when two or more packets prefer the same output

link, the oldest packet, i.e. the one that has been in the network longest, is

given preference. Under their conflict deflection strategy, deflection decisions

are based on the number of deflections a packet has undergone. Conflict

deflection can be implemented with a deflection counter field with fewer bits
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than the hop counter field of age deflections. They have also considered several I
distance based deflection routing strategies. In their static deflection scheme, 3
a new packet arriving at a node is assigned a priority equal to the shortost

distance between its source and destination. This priority is not changed as 3
the packet transits the network. In their dynamic deflection scheme, the

distance of a packet from its current node to its destination is used in making U

deflection decisions. Under this scheme, they considered giving preference to

the packet further from its destination as well as to the packet closer to its

destination. 3
In [68] too, an arriving packet is cleared from the system if it can-

not be accepted immediately into the network. The results presented for ann

8 x 8 MSNet, obtained through simulation, exhibit that both throughput and

delay distribution show a similar trend for all contention resolution schemes

considered. As compared to standard deflection, age and contentinn priority 3
rules show a marked reduction in the tail of the distribution. The static de-

flection strategy has been found to be inferior in shaping the tail of the delay I
distribution compared to age deflection or even the standard deflection pro-

tocol. The dynamic distance resolution also showed a behavior similar to the

behavior under static deflection strategy. Another scheme they considered was 3
the predictive deflection scheme. It is a hybrid strategy, where each packet is

assigned a priority at its entry to the network. This priority equals its source- U

destination distance. Every time a packet is deflected its priority is incremented

by four. During contention, preference was given to the packet with the largest

priority. The performance under this contention resolution rule was found to

be similar to that under age and conflict rules.
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As mentioned earlier, Krishna and Hajek [11] have studied evacuation

times in shuffle like networks under deflection routing. They have considered

contention resolution rules such as giving priority to packets closest to their

destination, and assigning priority based on the number of deflections a packet

has undergone. The second rule was considered to analyze the proposed Boul-

der UFO network [79], wherein the number of deflections is called the age of

the packet following the terminology used in the HEP [8]. They found that

the evolution equation method works well in predicting delay and throughput

for the network in steady state as well. The study concluded that allowing a

wider age field results in a higher average delay, but reduced the spread of the

delay distribution in a ShuffleNet under uniform load.

Szymanski [141 has investigated priority to closest to destination rule

as well as random contention resolution rule in a deflection routed hypercube.

He found that, while the former performs better than the latter, the improve-

ments are not significant at light to moderate loads. At heavy loads the first

I scheme resulted in a slightly lower average delay.

Brassil and Cruz [80] have analyzed the MSNet under uniform traffic

under different contention-resolution policies and with multiple packet buffers

at each output link. The contention resolution policies that they consider are

what they term t slotcount rule, the random rule and the straight rule. The

slotcount rule gives preference to the oldest contending packet. While random

rule assigns random priority for contention resolution, the straight rule gives

priority to the packet closest to its destination. In [66] they present a model

to compute the delay distribution and individual link utilizations for deflection

routed networks under non-uniform traffic and all the contention resolution
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rules. Bannister et. al.'s approach [21] can model the destination proximity I
rule, but cannot model an age-based priority scheme.

Zhang and Acampora [81] present an analysis of the ShuffleNet under

two different priority schemes. In the distance-age priority scheme, priority is

given to the contending packet close to its destination and if the contending

packets are at the same distance from their destination, priority is given to I
the packet that has suffered the greatest number of misroutes. In the age-

distance priority scheme, the order of giving preference to distance and age

is reversed. Results of both cases were compared against those for random

contention resolution. They also considered networks that dropped packets

that cannot enter the network as soon as they are generated as well as networks I
that buffered such packets. The results presented were based on the numerical

solution of their model and were not validated by simulation.

I
I
I
I
I
I
I
I
I



CHAPTER 3

THE NETWORK AND THE SIMULATOR

3.1 Network Description

In this chapter we describe our deflection routing network and the

organization and features of the simulator that we have built to study it. In this

section we present the topology and organization of the networks considered

and the performance metrics that are relevant to the characterization of their

I behavior.

3.1.1 Network Configuration. The networks we consider have

switch nodes with 2 inputs from and 2 outputs to other network nodes. A host

is attached to each switch node by means of two bidirectional ports. Potentially,

a host can inject and/or receive two packets into/from the switch node every

U network cycle. Since the nodes are effectively 2 x 2 switches with no buffering

capability for storing through going packets, priority is given to route through

going packets. A block diagram of the internal organization of a node is shown

in Fig. (3.1). A newly generated packet can enter the network, only if either

one of the incoming links is free or if one of the incoming packets is for the

I host. Until then the packet is buffered at the the input to the network. It is

assumed that enough resources are available to send a packet that has reached

its destination node immediately into the host. Since a packet that has entered

the network is continuously moved until it reaches its destination, the latency of

packets has two distinct components: one is the wait time in the input buffer to

I
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I
input a output 0

From Node Hat To Node Host I

Figure 3.1: Block Diagram of the Internal Organization of a Network Node 3
the node, and the other is the flight time through the network. For simplicity,

in the analysis presented in this chapter, we shall assume that a packet is

switched from the input of a node to the input of one of the nodes attached to

its outgoing links in one network cycle. We shall call a network cycle a tick and

the distance traveled by a packet in one network cycle a tick length. In reality I
the nodes as well as the links will be pipelined so that internode transit times

will be an integral multiple of network cycle time, and a number of packets can

be in transit between two nodes. If all node-link pairs are of constant length,

the latency of packets in flight through the network will be proportional to the

number of hops made, i.e. the node-link pairs traversed, by the packet. The

average flight latency of packets, measured in hops, will be independent of the

internode link length. While flight latencies can be measured either in ticks or

hops, the total latency should be expressed in ticks. Internode distances will

be expressed in tick length.

The ShuffleNet and the MSNet are two widely different topologies

that are suitable for implementing deflection routing in networks. While the

I
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ShufileNet provides a network in which the diameter or the average internode

_ distance grows logarithmically with size, the MSNet topology leads to a net-

I'1 work whose diameter grows as square root of its size. Though the ShuffleNet

provides a much lower average internode distance, it has a deflection penalty

that grows logarithmically with the size of the network with the MSNet incur-

ring a constant deflection penalty irrespective of the network size.

I A typical ShuffleNet consists of k columns of pk nodes with nodes in

each column connected to those in the next by a p-way perfect shuffle con-

nection. This topology provides near minimum distance between any source

destination pair for a network with p x p switches. The system that we con-

sider here consists of N = k2k switches of in-degree and out-degree two into

the network. Figure (3.2) shows a 3 column 24 node ShuffleNet. Each deflec-

tion increases the number of intermediate nodes visited by the packet by k, i.e.

the packet is essentially sent around the network once. Thus, the penalty for

deflection increases as the log2 of the size of the network.
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Figure 3.3: A 36 node MSNet interconnect

The MSNet is an unidirectional 2-dimensional toroidal network with

the direction of network links alternating between adjacent rows and columns. I
Figure (3.3) shows a 36 node MSNet with 6 rows and 6 columns. In order to

maintain the diameter as low as possible, the network should be as close to

a square as possible. Then its diameter is approximately square root of the

number of nodes. The penalty for deflection is always 4 hops, irrespective of

the size of the network. Each deflection causes a packet to visit 4 more nodes. I
Both the ShuffleNet and the MSNet are multiple minimum distance

path networks. Every node in these networks have some destinations nodes

that are at an equal distance from either output port. Thus, the router at each

node will encounter packets that are either care packets that need one of the

two ports to reach their destination in minimum time or don't care packets i
which can be sent out through either port.

I
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3.1.2 Performance Metrics. The node hosts exchange packets

of information through the interconnection network. The most important per-

formance measures are the time required for such an exchange and the amount

of information transferred. Obviously, the most desirable characteristics are

low information exchange time and large information transfer. Some of the

metrics defined below are general characteristics applicable to any network,

while others are specific to deflection networks. Also, not all of the metrics are

independent of others. The important metrics are:

Latency: Latency is the time between the placement of a packet by the source

in the network input buffer and the time it is delivered to its destination.

As mentioned earlier, in deflection routing networks latency is the sum of

two distinct components, the wait buffer latency and the flight latency.

Throughput: The throughput or user bandwidth is the rate at which packets

are injected into and received from the network. The network capacity

is the sum of the throughputs of all the users. The interaction of raw

hardware rates, network size, topology, routing protocol, and the nature

of the load on the system will determine the bandwidth available to the

user.

Link Utilization: U;uk utilization is the ratio of the average number of packet

slots occupied in the network to the total number of packet slots avail-

able. According to Little's Law [82], under steady state conditions the

link utilization is the product of the average flight latency and the aver-

age throughput. Switch output-port contention at the nodes increases the

latency through longer flight time caused by deflections. The longer the

packets tend to stay in the network, the smaller will be the throughput of
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the network. I
Network Efficiency: Network efficiency is the ratio of the useful link band-

width to the total link bandwidth. The useful link bandwidth is the band-

width needed for satisfying the communication requirements of the load 3
on the system, while the total bandwidth is the sum of the useful link

bandwidth and the bandwidth wasted on deflected packets. I
Collision Probability: Collision probability is the probability that packets

that are routed by a node simultaneously will prefer the same output

port. It depends on the volume and uniformity of requests generated by

the hosts well as the topology of the network.

Probability of Deflection: Probability of deflection is the conditional prob- I
ability that, given that a packet cares about the output port assignment,

it gets deflected. As will be seen later, the probability of deflection is

useful in characterizing the latency behavior of packets. The number of 3
deflections suffered by a packet, and hence its flight latency are dependent

on the probability of deflection. I

3.2 SPRINT: The Simulator 3
SPRINT is a Simulator for Packet Routing INTerconnects oriented

towards word size transfers. It is a generic simulator for self routing multihop, I
packet-switched, direct networks developed for this study. The development 3
of the simulator as well as the simulations were carried out on DEC and Sun

workstations. We have chosen to develop the simulator in a general purpose 3
language to take advantage of the flexibility such languages offer in Lhe design

and formulation of the model of the system to be studied, the type and format

of the output reports to be generated, the ability to maximize efficiency, and 3
I
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the kinds of simulation experiments performed with the model. The simulator,

written in C++, has a modular organization that allows the level of detail in

any component module to be increased or decreased as desired without affecting

other modules. The structure provides hooks to configure the network under

any topology that satisfies the basic requirements. The network size, internode

distance and packet size have been parameterized. The simulator can handle

a variety of routing protocols such as the hot-potato/deflection and store-and-

forward protocols. The host interface design permits the network to be driven

by user defined host modules, which can generate probabilistic access patterns

created by random number generators as well as access patterns from real

traces.

3.2.1 The Data Structure. Figure (3.4) shows the basic data

structure used in the simulator. Each entity in the figure is a class. An arrow

from a class to another indicates that the latter is an element of the former.

A double arrow from a class to another indicates that the former is derived

from the latter. A node-host pair and the associated network interface unit

(NIU) have been configured as a supernode (SuperNode) with pointers to the

network node (NetNode), the host (Host) and the NIU as elements. The de-

sired network (Net) is implemented as a class (ShufileNet, MSNet, etc.) that

contains pointers to all the supernodes, and functions that specify the inter-

connect topology to hook the supernodes. The connections between nodes are

implemented using queues whose heads are connected to the destination of a

link, and the tails are connected to the source end of the link. The queues

representing internode links are accessed through pointers that are elements

of the NetNode class. The output queues of preceding nodes are connected to
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I
Figure 3.4. A schematic diagram of the basic data structure used in the simu-
lator. 3
the tails of the corresponding input queues to the following nodes. The output

port requirements at every node, to reach all other nodes in the network, are I
precomputed at network setup time and stored in the NetNode data structure.

The NetNode class is a generic class that contains information necessary to

carry out routing in a generic network node. Derived classes are used to imple-I

ment the specific routing protocol such as hot-potato routing. The NetNode

class contains a virtual function for routing, which is overwritten by the derived I
class DerNode.

Messages, in the form of packets, are objects that are moved from their

sources to their destinations according to the routing functions implemented in 3
the various modules. The Packet data structure contains general information of

interest to the host and the network nodes as well as host specific and network I
specific information. The NIU isolates a host from the associated network node. T

The host as well as the network node have bidirectional access to the NIU as

indicated by the double sided arrows between the NIU and the Htost/NetNode 3
in Fig. (3.4). I

! I
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Figure 3.5: The main module of the simulator.

3.2.2 The Functionality and Timing. The simulation model

is a discrete event model since the state transitions of our system are deter-

ministic. A network cycle is the unit of time. We use a unit-time advance

mechanism in the simulator, since there is a high probability of something

happening at every supernode during every network cycle. Figure (3.5) shows

the functionality of the main module of the simulator. During every network

cycle, the host as well as the network node at every supernode are called upon

to perform their functions for that cycle. The functionality of the component
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modules have been highly abstracted. Packets are moved from one module to I
the next by inserting their pointers in the appropriate queue with a time stamp

to indicate when they should be processed next. When a packet is ready to

exit a queue, it is processed as required and placed into the next queue. Out-

put data, specific to the packet, are carried around by the packet structure

and are recorded before a packet is destroyed on reaching its final destination. I
NetNode and Host are provided with appropriate functions to collect statistics

during simulations. The largest simulations, using probabilistic work loads,

took about 40 minutes in real time on a DEC station 5000/200 to step through 3
5000 network cycles or ticks. Simulations using traces run much longer. Typi-

cally, they run either up to the end of the trace file or until they are timed out. I
The time out facility was included for debugging during developmental stages.

The traces ranged from about 6 million to 30 million ticks.

I
I

I
U
I

I
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CHAPTER 4

TWO DEFLECTION NETWORKS UNDER UNIFORM LOAD

4.1 Network Description

The response of a network is a dynamic function of a number of factors

including the topology, size, routing protocol and the nature of the load on

the system. In this chapter we consider networks under a deflection routing

protocol and a random contention resolution strategy. Random contention

resolution often allows easy analysis and, as will be seen later, leads to a

closed form solution for the ShuffleNet topology under a uniform load. We

present simulation results on ShuffleNet that validate our model, as well as

the simulation results on the MSNet which does not lend itself to tractable

analysis.

4.2 The ShuffleNet Model

A variety of techniques have been used to analyze the performance

of the ShuffleNet. This section presents a new approach that uses the specific

property of the ShuffleNet, that at any given time if I is the number of internode

links a packet has to travel to reach its destination in minimal time from its

current node (which may or may not be the initial node), it requires correct

routing only at the last min(l, k) of future hops, where k is the number of

columns in the network. Though the analysis will be restricted to switch nodes

of degree 2, which is our interest, the approach can be easily extended to higher

degree nodes.
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4.2.1 The Ideal ShuffieNet. Before analyzing the behavior of I
the network, we shall consider an ideal abstraction of the network in which 3
packets encounter no contention and hence no deflection. Packets inside such

a network will always reach their destination in minimum time. If packets

are generated at constant rate with uniform address distribution, then the

average number of node-link pairs (E0) traversed by packets will be equal to I
the statistically expected number of node-link pairs between two randomly

selected nodes. (Eo) can be computed by assuming that every node sends a

packet to every other node in the network and obtaining the weighted sum of 3
all possible values for the number of node-link pairs to be traversed. Thus,

A' 3(k- 1) 1)I
(Eo) = N- 1 ( 2 + ") (4.1)

The maximum number of node-link pairs traversed is 2k - 1. Figure (4.1)

shows a plot of the average number and maximum number of hops made by

packets in an uniformly loaded ideal ShuffleNet as a function of the number of

columns in the network. I
As will be seen later, another quantity of interest is the average num-

ber of node-link pairs (Co) at which the packets will care about the output port,

i.e. require a particular output port. Packets which can reach their destination 3
in i < k hops will care about their output port assignment at every node they

visit, while packets that require more than k hops will care about their output I
port assignment only during the last k hops. Once again, assuming that every

node sends a packet to every other node in the network, we can compute (Co)

as the weighted sum of all possible values for the number of care hops. Thus, 3
(CO) = ((k2 -2)2k + k + 2) (4.2)

(N- 1)4I
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Figure 4.1. Average number of hops and carehops made by packets inside a
ShuffleNet

Figure (4.1) also shows a plot of the average number of care hops made by

packets in an uniformly loaded ideal ShuffleNet as a function of the number

of columns in the network. (E0) is slightly higher than 3k/2 and gets closer

to 3k/2 for large networks. Similarly, (Co) is slightly less than k and tends to

k for larger networks. So, as the size of the ShuffleNet grows, about 2/3 of

packets routed by a node will be care packets.

A N node network has 2N internode links. Hence, on an average two

packet slots are available for occupancy by packets from each host. Since a

packet stays in the network for (E0) cycles, the average network access band-

width available to each host -yo is given by

= 2 (4.3)

The system will be able attain a steady state as long as the average injection

rate of the hosts is less than this limit. The response of the ideal system will

essentially bring out the basic characteristics that primarily depend on network

topology and size, by providing the limiting values of throughput and latency
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that can be achieved. I
4.2.2 Real Network. One way to characterize the changing be- 5

havior is to consider an ideal network as the baseline and measure the devi-

ations of various metrics under real conditions from that of the ideal system. 5
In a real network, packets will encounter contentions and hence latency will

increase due to resulting deflections. In a ShuffleNet, a packet cares only at i
the last min(l, k) nodes on its path to its destination Here, I is the number

of node-link pairs in the minimum distance path between the current node

and the destination of the packet. Figure (4.2) shows the state transition di- 3
agram of packets in a ShuffleNet. In this figure, the shaded states represent

care nodes and those not shaded represent don't care nodes encountered by

packets on their way to their respective destinations. The states 1 through

2k - 1 are the possible start states for the packets. A packet which starts at a

node at a minimum distance i from its destination, which we call an i-packet, 5
will start from state i. The final state of packets is D. The effect of deflections

is two-fold: Each deflection will cause a packet to go around the network one

more time thereby increasing the latency by the time required for k hops; also,

deflected packets utilize network resources that would otherwise be available

for new packets waiting to enter the network. As a result, the network access 3
bandwidth available to the hosts will decrease and packets will have to wait

longer in the input buffer. i

We assume the hosts generate uniform requests at constant rate. Fur-

ther, contention resolution at nodes is assumed to be random, i.e. packets have

no priorities attached to them. Under these assumptions, the probability of 5
deflection of a packet Pd will be independent of the state of the packet and will l

i
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Figure 4.2: The State Transition Diagram of Packets in a ShuffleNet

be the same at all nodes. The flight latency of an i-packet is obviously i hops

if it is never deflected. If it is deflected within the i hops, the probability of

which is (1- (1 -- pd)-in(i'k)), it can reach its destination in i + k hops provided

it is not deflected in the last k of the i + k hops. A packet that is deflected

twice will reach its destination in i + 2k hops, one that is deflected thrice will

reach in i + 3k hops and so on. In effect a packet can circulate forever, though

the probability of doing so goes down with each pass around the network. The

probability that a packet will not be deflected during k consecutive hops is

(1 - pd)k. Thus, the expected flight latency E, of an i-packet is

Ei = i + (1 - (1 - pd),in(i'k))[k(1 _ Pd)k + 2k(1 - (1 - pd)k)(1 - pd)k

+3k(1 -(1 pd)k)2(1 - pd)k +...],

= i+ k(1 - (1 - pd)min(i'k)) (4.4)
(1 -pd)k

Under uniform loading conditions, the frequency of i-packets with i in the range

1 to k - 1 is 2i/(N - 1). The frequency of i-packets that have i in the range

k to 2k - 1 is (2k - 2i-k)/(N - 1). The average number of hops made by the
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packets, under the assumption that the destinations are uniformly distributed, I
is given by

(E2k-i 2 k(l -(1 -Pd)i)]ýE) N g-1 i+ (1-- Pd)-

+2k- 1 2k - 2'-k' + k(1 -- (1 -- pd)k)]
+N-1 i+ (1 -- p'dk I'i~k I

= (Eo)+(N+ )k(1 (1p (4.5))

Thus, the average number of node-link pairs traversed by the packets is the

sum of the minimum expected due to the topology and the overhead incurred

due to deflections. As can be seen as the probability of deflection approaches 3
zero the contribution of the second term vanishes. As will be seen later, the

maximum value of the probability of deflection under uniform loading is 1/4 I
and will bound the expected latency on the high end.

The average number of care hops, (C), can be obtained through an

analysis similar to the one used earlier for flight latency. But, the computation 3
of (C) is not as simple as that of (E). There are an infinite number of paths

possible between the source and the destination that arise due to the theoreti- U
cally infinite number of deflections that the packet can suffer. The computation 3
of (E) was simplified because a number of paths have the same path length. So,

(E) could be computed by summing over all groups of paths of the same size, 3
knowing the size of each group. Since, the number of care nodes in each path

that belongs to a group of paths of the same size is different, the computation I
of (C) is complicated. Nevertheless, it is possible to apply the specific feature 3
of the ShuffleNet that the path taken by a packet after reaching a node in the

destination column following a deflection is independent of the path traversed 5
II



3 earlier, and obtain an expression for (C). In order to arrive at (C), we need to

get an expression for Ci, the expected number of care nodes that an i-packet

-I will encounter. The approach to computing C6 is to group physical paths into

equivalent trajectories in the state transition diagram of Fig. (4.2) and sum

over all trajectories with their appropriate weights. Thus, for an i-packet, the

3 number of nodes at which the packet will care about the output port assigned

is given by

C,= 1 - (1 - pd)mtnqi'k)

pd(l - Pd)(

Using the weights for each Ci, the average number of care hops (C) is given

3 by

S(N+ 1)(1-(1-pd)') (2k+l(1--pd)k -- 2) (4.7)
(C) ( - 1 Np( "-p- -- (N - 1)(1 - pd)k(1 - 2pd) (

3 As pd tends to zero, (C) tends to (Co).

The number of packet slots occupied at any given time is dependent

Son the injection rate of the hosts and the flight latency of the packets. In the

steady state, the average throughput of the nodes will be equal to the average

I injection rate of the hosts. Hence, the link utilization a, the throughput or

3 offered load -, and flight latency (E) are related as

c* a= (E). (4.8)

4.2.3 Probability of Deflection. As the number of packets in

I flight inside the network is increased, the probability of collision and hence

the number of deflections will increase. Under uniform traffic conditions, the

probability of collision will be the same at all nodes and at all times. This

3 probability is based on simultaneous arrival of two packets requesting the same

Ism



I

56

output port and is given by I
Po = 2aa- + a a 22 (4.9)i

Here, P3 is the care probability, i.e. the probability that an incoming packet 3
will care about the output port assignment in order to reach its destination in

minimum time. If (C) is the number of nodes at which an average message 3
cares about the output port assigned by the router, then 8 is given by

(C) (4.10)

Both (C) and (E) depend on pd. When pd is zero, they are equal to their re- i
spective ideal values. Hence /3 becomes (Co)/(Eo), which tends to 2/3 for large i

networks. Under a real load, pd will be finite, but bounded by the maximr.um

possible value of 0.25 as shown below. For a 384 node ShuffleNet, (Co) is 5.702, 3
while (Eo) is 7.532 giving a value of 0=0.757 for pd=O. At Pd equal to 0.25,

(C) becomes 17.96, (E) rises to 35.39 making # = 0.51. It can be verified that i
the value of P falls monotonically as pd rises from 0 to 0.25.

In this analysis, we are interested in the probability of deflection of

" packet. A packet is deflected when it cares which output port it requests,

"a collision occurs and it loses the contention. Under uniform contention res-

olution the probability of deflection will be given by half the probability that I
there is a packet on the other link requiring the same output port. Under the 3
assumptions made in this analysis, the probability of a packet appearing at a

node during any given packet slot is the link utilization a, and the probabil- -
ity that such a packet will require a specific output port is //2. Thus, the

probability of deflection of a packet is i
a/3 i(C)

8 =-a =--- (4.11) i
l
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According to the first expression for pd given by Eqn. (4.11), the maximum

possible value for Pd is 1/4, and results when the network is fully loaded and

all packets care at all nodes. In a ShuffleNet P can never reach 1 under uniform

loading conditions due to the presence of don't care nodes, and hence Pd will

always be less than 1/4. The final expression for Pd shows that Pd is depen-

dent on itself through its dependence on (C), thereby providing a relationship

between the probability of deflection pd and offered load -y.

4.2.4 Model Solution Equation (4.5) for flight Latency (E) to-

gether with Eqn. (4.8) for link utilization a, Eqn. (4.11) for probability of de-

flection Pd and Eqn. (4.7) will give the flight latency as a function of offered

load -y. Because of the interdependence between (E), a and pd, these equations

cannot be solved to obtain a closed form solution. However, an approximate

solution for (E) and hence -/ can be obtained easily by approximating / as

(Co)/(Eo). Such an approximation makes / dependent only on the network

size and hence causes Pd to be dependent on -y only through link utilization a.

Hence, approximate solutions were obtained for constant link utilizations. The

accurate solution for (C) and (E) were obtained through an iterative solution

of the equations. Starting with the offered load -y and the ideal flight latency

(E0 ), an approximate value of link utilization a was obtained from Eqn. (4.8).

Pd was then computed using this a and the / used in the approximate solution

and used to solve for (C) and (E). The (C) and (E) values were then used

to compute improved a and 6 and hence, a better approximation to Pd. The

refinement procedure was continued until (E) converges. While the algorithm

took less than 100 iterations to converge for sizes up to 384 nodes, it took a

little over 200 iterations for a 10240 node network. The short iteration steps
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lead to a computation time far less than simulation times for larger networks. I
The model predictions are presented along with simulation results in the next

section.

4.3 Simulation Results on the ShuffleNet I
The behavior of ShuffleNet under deflection routing with random con-

tention resolution was simulated for network sizes in the range N = 64 to

N = 2048. Packet generation during simulations at each source was a uniform 3
random process. The destination address of the generated packets was also

assigned to be uniformly random. The offered load was increased in steps from I

one simulation to the next until the network reached saturation. In all simu-

lation results that will be presented, the values shown or quoted for different

network metrics are steady state values unless specifically stated as otherwise. 3
Figure (4.3) shows the latency-throughput characteristics of a ShuffleNet ob-

tained through simulation. In this figure, latencies have been normalized by I
the average collision free latency for the network and throughputs have been 3
normalized by the maximum possible throughput with no contentions. The

latency behavior is qualitatively the same for the two widely different sizes 3
for which the results are shown. As the load on the system increased from

an extremely low load, both flight latency as well as total latency increased I
slowly until moderate link utilizations. As the network approached saturation 3
at higher loads, the total latency increased sharply as shown by the knee in the

total latency curves in Fig. (4.3). In both cases, the 64 as well as 2048 node 3
networks, the network turned non-steady at the highest load that was offered

to the particular network.

The flight latency tends to level off. The wait buffer component of 3
I
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Figure 4.3: Latency - Throughput Characteristics of a ShuffleNet

total latency is low until moderate link utilization, i.e. packets spend very little

time in the network input buffer at low to moderate loads. The simulations were

3 also carried out for internode distances other than one tick length. Table (4.1)

shows the average flight latency and average wait buffer latency in a 64-node

I ShuffleNet with different internode distances and for two different loads. The

offered loads were 0.20 and 0.21 pkts/node/tick, that led to a link utilization

of about 0.8 in the first case and 0.9 in the other. It is found that while

the flight latency scales with the internode distance, the wait buffer latency

remains essentially the same. So, at practical internode distances, the total

I latency of packets in an unsaturated network under uniform load is about the

* same as their flight latency.

Figure (4.4) shows a plot of probability of deflection Pd as a function

3 of link utilization a for network of different sizes. Errors computed at 95%

confidence interval were small enough to be excluded from the plots.

I Figures (4.5) and (4.6) show the flight latency of packets in ticks and

the throughput of nodes in pkts/node/tick (packets per node per tick) as a

I
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Table 4.1. Flight and Wait Buffer Latencies in a 64-Node ShuffleNet with
different internode distances

Link Utilization Internode Distance Flight Latency Wait Latency
approx. (tick length) (network ticks) (network ticks)

0.8 1 8.0 2.4
0.8 10 81.1 2.6
0.8 100 770.3 1.9
0.9 1 8.6 6.9
0.9 10 84.6 6.7
0.9 100 799.5 4.2

0.1(I

a. 0.1! -3 34N b( m m

Load

I

I
I
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Figure 4.5. Model predictions and Simulation Results of Flight Latency Vari-
ations in a ShuffleNet under Uniform Load

function of link utilization. For each network configuration, about 10 data

points were generated by simulations. As can be seen, the model presented

here provides accurate estimates of average network parameters under uniform

loads. The agreement between model predictions and simulation results are

good for all three network sizes simulated.

The main advantage of simulations is that they can provide more in-

formation than the model yields. For example, while the model provides only

average latency of packets, simulations can extract information about latency

variations. Such information is particularly important to identify the worst case

latencies. Figure (4.7) shows the flight latency histogram for a 384-node Shuf-

fleNet under random and age priority contention resolution rules. Under the

random rule, either contending packet is equally likely to win the contention.

Under the age priority rule, the older of the contending packets will win the

contention. The age of a packet is determined by the number of deflections it

has undergone prior to entering the node. In case both contending packets are



I

62

I i

0.!

0.00 0.20 
n0.60 o.0

Link UWtii (CE)

Figure 4.6. Model predictions and Simulation Results of Throughput Varia- 3
tions in a ShuffleNet under Uniform Load

of the same age, one packet is chosen at random to win the contention. The

effect of the age priority rule can be seen in the shortening of the tail in the

latency distribution shown in Fig. (4.7). As mentioned in Chapter 2, different 1
contention resolution rules have been studied by others, and a similar effect is

found in all cases. Though the worst case latency is considerably reduced under

age priority scheme, the average behavior is just about the same. The offered

load of 0.04 pkts/node/tick in the result presented leads to a link utilization of

0.2. The shortening of the tail is more prominent at higher loads as compared I
to light loads due to comparatively longer tail under random priority scheme. 3
4.4 The Manhattan Street Network

The characteristics of MSNet are very different from those of the

ShuffleNet with respect to the distribution of don't care nodes in the path of 3
a packet. Figure (4.8) shows a 36 node MSNet with nodes labeled by their

distance from the node at the left hand bottom of the figure. The minimum I
distance in this network is 1 while the maximum is 6. In this figure, light

I
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Figure 4.8. The distribution of care and don't care nodes with respect to the
destination node D in a 6 x 6 MSNet

6 ,
- -p

Figure 4.9: The State Transition Diagram of Packets in a 6 x 6 MSNet

nodes are don't care nodes with respect to the destination node D, while dark

nodes axe care nodes. While all nodes at a distance 3 or less are care nodes I
with respect to the reference node, some nodes that are 4 or 5 hops away are

care nodes, while others that are 4 or 5 hops away are don't care nodes. Both

nodes that are 6 hops away are don't care nodes. The state transition diagram 3
for the network is shown in Fig. (4.9). Comparison of this diagram with the

state trau,:6tiun diagram shown in Fig. (4.2) illustrates some major differences

between the two topologies. In a ShuffleNet, all nodes that are at the same

I
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minimum distance from the destination node are in a common state, i.e. either

a care state or a don't care state. But, in an MSNet nodes at the same

distance from the destination node do not have a common state. For example,

in Fig. (4.9) some nodes that are 5 hops away are care nodes, while others at

the same distance are don't care nodes. In a ShuffleNet, a packet that enters

a care state continues to pass through only care states unless it is deflected

before it reaches its destination. In a MSNet, the transitions between care

and don't care states do not exhibit this behavior. As the size of the network

increases, both care states and don't care states subdivide to form more states

for packets at certain distances. The distribution of care and don't care nodes,

with respect to a particular destination node D, for a 64 node MSNet is shown

in Fig. (4.10). A node with dark boundaries indicates a don't care node followed

by a care and a don't care node down the two output links, as opposed to other

don't care locations which are followed by two care nodes. The corresponding

state transition diagram is shown in Fig. (4.11). The increase in complexity of

the state transition diagrams with size becomes evident, from the large increase

in the number of states and possible transitions between them, in Fig. (4.12)I
for a 144 node MSNet. Note that it becomes necessary to split the care states

at distances 5 and 6, because the new states transition into different states.

It was not possible to obtain a closed form expression for flight latency even

for small networks. Approximations can be made to collapse some states into

others. Even if such, approximations are made it is not possible to obtain a

closed form expression for latency of packets. The simplest approximate model

leads to a set of O(N 1/ 2) equations that need to be solved iteratively. Analysis

of MSNet using approximate models based on markov processes has been done
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Figure 4.10. The distribution of care and don't care nodes with respect to then

destination node D in an 8 x 8 MSNet

I
,. I

I,

Figure 4.11: The State Transition Diagram of Packets in an 8 x 8 MSNet

I
I
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6d

Figure 4.12: The State Transition Diagram of Packets in a 12 x 12 MSNet

by others [64, 65].

4.5 Simulation Results on the MSNet

--- In this section we present results of simulation of Manhattan Street

I networks of various sizes. The routing algorithm for deciding the switch settings

at nodes in a MSNet is rather complicated. Three routing rules of varying

3 complexity are presented in [83]. The first rule selects the shortest path from

any node to the destination node. The scheme uses absolute addresses of the
I node and its neighbors to compute an output port requirement. The second

3 rule uses a fractional addressing scheme for the nodes and the routing algorithm

is simplified by allowing some care nodes at the edges of the network to be

Sconsidered asdon't caenodes. The third rule ussrelative adesn.The

third rule is also a simplified rule in which some don't care nodes at the edges

I are considered as care nodes. The relative addresses of the node with respect

•-- to the destination addresses of the incoming packets is used to determine the

-- switch setting at the node. Tbe third rule has the advantage that it is simple



I

68

and can be computed in hardware on the fly rather than using a routing table I
at the nodes. The size of routing table grows with the network and hence,

it is desirable to avoid it, if possible. The rule faces the disadvantage that

output port contention is increased due to certain simplifying assumptions. As

a result, the utilization of one of the output links is slightly more than the other

at every node and the path of packets is slightly increased. The trade off is

between increase in node processing times due to routing processor complexity

and a minimal increase in latency of packets due to simplified approximate

routing algorithm.

We have chosen to implement the third rule in the simulator. The

rule first calculates the relative address of the current node with respect to the I
destination node. Since the relative address of a node with respect to itself is

(0, 0), any other node in a r x c network will have a relative address (rr, rc) such

that -(r/2) < rr < r/2 and -(c/2) < rc < c/2. The nodes of the network

are assigned to four quadrants Qb, Q2, Q3 and Q4 according to the relative

coordinates as shown in Fig. (4.13). The quadrant of the current node indicates I
the direction in which to proceed to get to the destination. In Fig. (4.13), the

solid arrows are preferred paths and the dotted arrows are alternate paths. A

preferred path is a preferred direction towards the destination node. If the

current node has a link in that direction, the packet will be able to travel along

the shortest path to the destination, if it exits in that direction. The alternate I
paths in quadrants Q2 and Q4 are paths where certain approximations have

been made to decide the preference. For example, in quadrant Q4, links to the

left is actually preferred at all nodes except the nodes of relative column 1. 3
In order to treat all columns in that quadrant uniformly, the preferred paths [

I
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Figure 4.13. Preferred and alternate paths for the routing rule used in the
simulations

in all other columns have been designated as alternate paths, which will be

taken only if the node does not have a link in the other preferred direction

or if the packet loses contention for the other direction. While the preferred

and alternate paths have directions as marked, the actual links at nodes may

be either up or down along the column and left or right along the row. The

routing rule is as follows:

"* Select the preferred paths if only one of the output links is in the direction

of a preferred path from the current node.

"* Select the alternate path if none of the output links is along a preferred

direction and if there is an alternate path from the current node.

* Select either path if neither link is in a preferred or alternate direction or

if both links are along preferred directions.



I

70

4AI

3.1-

U2-

1• I I-

0 0.2 0.3 0.4 0.5 0.6

Relative rhroughpt . Observtdfideal)

Figure 4.14: Latency - Throughput Characteristics of a MSNet

An 8 x 8 network (64 nodes), a 20 x 20 network (400 nodes) and a 46 x

44 network (2024 nodes) were simulated under deflection routing with random

contention resolution. These sizes were chosen to compare their behavior with 3
64 node, 384 node and 2048 node ShuffleNets. The 46 x 44 network is an

approximate square that is closest to a 2048 node ShuffleNet. Packets generated I
by sources created an uniform load in the network as was done previously for

the ShuffleNet. Figure (4.14) shows the total and flight latency characteristics

of the 64 node and 2024 node networks. As in the case of ShuflteNet a knee 3
is seen in the total latency curve. Figure (4.15) shows a plot of probability of

deflection Pd as a function of link utilization a for network of different sizes. The 3
latency and throughput variations as a function of link utilization are shown in

Figs. (4.16) and (4.17) respectively. Figure (4.18) shows a typical flight latency

histogram for a 400 node MSNet under random and age priority contention 3
resolution rules. There is a reduction in the tail of the distribution under

age priority rule as against the long tail seen under the random contention I
resolution rule.

I
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3 4.6 Comparison between the ShuffleNet and the MSNet

The ShuffleNet and the MSNet show the same qualitative behavior

under uniform loads. This fact is evident from their latency-throughput charac-

teristics (Figs. (4.3) and (4.14)) as well as the variations in latency (Figs. (4.5)

and (4.16)), throughput (Figs. (4.6) and (4.17)) and probability of deflection

i (Figs. (4.4) and (4.15)) as a function of link utilization. But, a closer examina-

tion of the sets of figures cited above shows a vast difference in performance,

particularly for large networks. In order to compare the behavior of the two

3 topologies under deflection routing, it is essential to first identify the important

network properties that differentiate them. There are two major differences be-

i tween the two topologies. The diameter or the average internode distance in

hops in a ShuffleNet of N = k2k nodes is approximately k. Hence, the diameter

of the ShuffleNet increases slowly, as O(log2 N), with size. In a square MSNet

3 with N = c x c nodes, the average internode distance is approximately c or

0(N 1/ 2). The second difference is in the penalty for deflection. The penalty

I for deflection in a ShuffleNet is k, while that for a MSNet is always 4. While 64

i node networks with the two topologies have approximately equal performance

due to close values of average internode distance and the same penalty for

3 deflection, the difference in their performance increases rapidly with increase

in size. Figure (4.17) shows that a 400 node MSNet can support a maximum

I offered load around 0.10 pkts/node/tick, which corresponds to a flight latency

of about 20 hops (Fig. (4.16)) and nearly full link utilization. For the same

offered load Fig. (4.6) shows that a comparable ShuffleNet of size 384 gets

i only about 67% full, with the corresponding flight latency (Fig. (4.5)) being

around 13 hops. The 384 node ShuffleNet supports a slightly higher load ofI
I
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0.12 pkts/node/tick with a flight latency of about 17 hops. A comparison of the I
absolute performance of the much bigger 2048 node ShuffleNet and the 2024

node MSNet shows that the maximum latency in a ShuffieNet is comparable to

the minimum possible in a MSNet. The reason for this wide difference is that

the smaller penalty for deflection in a MSNet is not able to offset the effect of

high average internode distance. The effect of the difference in the penalty for I
deflection can be seen in the relative increase in flight latency in either case

with respect to their own minimum value. While the ratio of maximum flight

latency to the minimum in a ShuffleNet is little over 2 the same ratio for the 5
MSNet is about 1.5. Another difference to note is in the flight latency distri-

bution of packets shown in Figs. (4.7) and (4.18) for a 384 node ShuffileNet I
and a 400 node MSNet. Note that even though the ShuffleNet is supporting

twice the load being supported by the MSNet, the maximum latency in these

figures under random contention resolution is about the same. But the tail of 5
the distribution is shortened far more in the case of the ShuffleNet example

than the MSNet example. Such effects also tend to get more prominent for 5
the over 2000 node networks. Thus, the general conclusion is that the Shuf-

fleNet configuration is superior to the MSNet configuration for large networks,

at least under uniform loading conditions.

I
I
I
I
I



CHAPTER 5

SPACE-TIME SWITCHING IN DEFLECTION NETWORKS

5.1 The Space-Time Switch

This chapter introduces the concept of simultaneous switching in

space and time at nodes of a deflection network and presents the analysis

of the performance of the networks, studied earlier, under limited space-time

switching. A general space-time switch is a multi-space, multi-time channel

permutation engine that can reorder packets on the inputs and output them

on any channel and in any order. While space-domain switching involves only

the switching delay at the switch node, time domain switching involves switch-

ing delay as well as a frame delay[84, 85]. The frame delay arises because

packets cannot be moved farther than what is possible by the propagation de-

lay. So temporal reordering actually moves a leading packet behind a following

packet that needs to move ahead at the output. The minimum delay needed is

equal to one slot less than the size of the time window considered for switching.

Hence, introduction of a space-time switch instead of a spatial switch at the

network nodes will increase the internode flight time of packets by an amount

equal to the frame delay, assuming that there is no difference in switching

delay between the two alternatives. So apart from the considerations arising

from added node complexity and additional hardware cost, the main consid-

eration in choosing the number of spatial channels is the performance tradeoff

between increased latency due to frame delay and the reduction in latency due

_ _ - I
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to decreased deflections. We restrict our attention to 2-Space, 2-Time (2S2T) I
switches so as to reduce the complexity of the node and the node processing

time.

Figure (5.1.a) shows a typical input sequence of packets and the 3
corresponding output sequence from a purely spatial 2 x2 node is shown in

Fig. (5.1.b). A switch with purely spatial switching of the input sequence re- I
suits in 6 deflections in the output. Figure (5.1.c) shows the corresponding

output from a 2S2T switch with fixed frame boundaries, with one such bound-

ary occurring at the extreme right. The reordering of packets in time domain 3
has reduced the number of deflections in the output sequence to 3. If the time

window is allowed to slide progressively, the number of deflections is further

reduced to 1 as shown by Fig. (5.1.d).

One possible configuration for a 2S2T deflection routing node is shown I
in Fig. (5.2). The 2x2 deflection routing node is the conventional spatial node 3
with additional capability to compute the control settings for the space-time

permuter. The dotted line shows the control line from the basic routing node 3
to the space-time permuter. The space-time permuter is a 2S2T time-slot

interchanger shown in Fig. (5.3). The delay lines help to move packets back

in time and the 2x2 switches perform spatial rearrangement to collectively 3
implement the necessary permutation. In the configuration of Fig. (5.2), the

2 x 2 deflection routing node will perform contention resolution between packets 3
arriving simultaneously, enforcing the priority scheme built into it. In case

of a deflection which is not repaired by the space-time permuter, the higher I
priority packet will still remain undeflected. In this configuration, the space- 3
time permuter needs to perform only 3 permutations out of the 24 permutations I

I
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Figure 5.3: A 2S2T Space-Time Permuter

possible in an universal 2S2T time-slot interchanger. The first permutation is

an identity permutation, while the other two require swapping of leading packet

slot in one of the two spatial channels with the trailing packet slot in the other 3
spatial channel. It is possible to move the switching stage of the 2 x 2 deflection

routing node into the space-time permuter. Such variations may optimize the I
amount of hardware needed, but is not expected to change the performance of

the network node.

5.2 Probability of Deflection in a 2S2T Switch Node I
In order to arrive at the probability of deflection of a packet in a 3

deflection network with 2S2T routing nodes, we first consider the contention

resolution power of various concurrent packet slot combinations on the two 3
spatial channels. In Table (5.1), the first column contains the various combi-

nations of packets that can arrive at the input during any given time-slot. A "-" I

denotes an empty slot, a "X" denotes a don't care packet,"O" and "1" denote a

I
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Table 5.1. Contention Resolution Power of Concurrent Packet Slot Combina-
tions.

Slot Combination Probability of Occurrence can resolve contention for
-- (1 - a) 2  any
- x a(l - a)(1 -,6) any
-0 a(1 - a)03/2 port 1
- 1 a(1 - a),#/2 port 0

- a(1 - a)(1 -,3) any
XX a 2 (1 - 3) 2  any
XO a 2(1 - P)0/2 port 1
Xl a2 (1 - #)P/2 port 0
0- a(1 - a)9i/2 port I
OX a 2(1 - 03)03/2 port 1
00 a 2#32/4 port 1
01 a 202 /4 none
1- a(1 - a'#/2 port 0
IX a 2(1 - P3),8/2 port 0
10 a 2/32/4 none
11 a 2/32/4 port 0

3 packet requiring spatial channels 0 and 1 respectively for optimal routing. The

four possibilities on each of the spatial channels create the 16 combinations

for possible arrivals during any given time-slot. The corresponding entries in

the second column give the probability of occurrence of that combination in

terms of the link utilization a and the care probability ,8. The last column

3 indicates which slot combinations have a capability of resolving a contention

for a specific port in the preceding or following time slot. As can be seen, slot

combinations "00" and "11" themselves collide and can resolve contention for

the other port. All other combinations face no collision, but can resolve either

no contention or contention for one particular port or both ports. Figure (5.4)

shows a transition diagram for a packet slot combination as it passes through
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Figure 5.4. State Transition Diagram for a Packet Slot Combination throughI
a 22T Node

"a 2S2T node. Time domain permutation may replace a packet in a slot com-

bination by another packet from the preceding or following slot combination. I
We are interested in the net probability of deflection of a packet as it exits a

node. I

The 16 possible input combinations to the node are reduced to 11 3
combinations by the first stage, i.e. the spatial 2x2 switch. The grouping of

the remaining 11 combinations into the 6 states, S1 through S6 , of Fig. (5.4) is i
shown in Table (5.2). S1(S2) denotes a packet slot combination in which the

incoming packets contend for port 1(0) and can resolve contention for port 0(1).

S3 denotes a combination in which there is no collision and which is not capable 3
of resolving any contention. States S4, 5s and S6 denote combinations in which

I
I
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I there is no collision and are capable of resolving any contention, contention for

port 0 and contention for port 1 respectively. The arcs leading from the initial

state S into the 6 states are marked by the probability of finding an input

combination in these states. When an incoming packet combination is passed

through the first stage, i.e. the 2x2 routing node in Fig. (5.2), the packet

3I combination will enter one of the 6 start states. On entering the 2S2T space-

time permuter they are permuted, if necessary and if possible, with packets in

the preceding time slot and reach the intermediate states I, through Ib. These

3I states are similar to the start states, except the probabilities of finding a slot

combination in these states are different from the corresponding start states.

Likewise, states F1 through F6 are the corresponding final states after possible

permutation with packets in the following time slot with a different probability

of being in that state. Table (5.2) shows the different input combinations that

3 go into the states S1 through S6, the initial probability of occurrence of these

states and the intermediate states reachable from them. Similar transitions are

3 possible from the intermediate sates to the final state. From the node's point of

view, at every network cycle the space-time permuter stage encounters a new

slot combination in one of the 6 start states and has one other slot combination

3 in flight in one of the 6 intermediate states. It will permute them if necessary

and put a slot combination each in an intermediate state and a final state.

Table (5.3) shows the state transitions that are performed by the space-time

permuter.

In the following, we denote the probability of being in a state Q by

3 P(Q) and the probability of transition from a state Si into state Ii by pij. We

denote by p', the corresponding probability of transition from the intermediateI
I
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Table 5.2: Slot Combinations and their Initial and Intermediate States

State Slot Combinations Probability of Occurrence can transition into
S1  11 a 2/# 2 /4 1, 13 or 1 5

S2  00 a2 #2/4 12, 13 or 16
S3 01 a 2I2/2 13
54 -, -X, X-, XX (1 - ah)2 1, h or 16
S5  -1, X1 a/3(1 - CI3) 13 or 15
S6  0-, ox aI(1 - a#f) 13 or 16 I

I
I

Table 5.3: State Transitions inside the Space-Time Permuter

Input Output Input Output Input Output
States States States States States States
Si,lI I,,F, S2,1I 13, F3 S3 ,11  13, F1

S1,1 2  13, F3 S2 ,12  12, F2 S3,1 2  13,1F2 3
5 1 ,/ 3  1h,F3 S2,13 12, F3 S3,13 13, F3

S1, 4I, F5  S2,,4 16, F6  83,I4 13, F4
S1,15  I, F5  $2,5 16, F3  S3,15  13, F3
S1,16 Is, F3 $2,16 12, F6  S3,16 13, F6

S4,11  15, F5  SsIj 15, F,1 86,1 13 , F5
S4,12 16, F6 S5,J2 13, F6 S6,12 IS, F2 3
S4,I3 14, F3  S5,I3 15, F3  S6,13 16, F3
S,14 14, F4 S5,4  15, F4 S6, 4  16 ,F 4  3

$ 4 I11 F S s , s I s , F 5 S s, 1 6 I , F sS4,15  14,F5  851 6,1 115
S4,1 14, F6  5,I6 IF 6 S6,46 16, F6 U

I
I
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I states into the final states.

The probability of deflection of a packet, Pd is the conditional prob-

ability that a packet cares about its output port and gets deflected. Since we

are considering a uniform work load , we can arrive at this probability by con-

sidering a packet that requires one of the two ports. Consider a packet that

I requires port r for optimal routing. It will face a contention if the incoming

* slot on the other spatial channel contains a packet that requires port r and

hence, the inp, -ombination is in state S,. T The probability that the packet

U will ultimately get deflected is given by

* Pd = P(F1 ) + I P(F2 )1

P(SO)p p'+ P(S 2)p22 '22|4 4
P(Sr)prrp:+r(

I Since the network is operating under uniform loading conditions, the probabil-

ities Pu and P22 are equal, so are p', and P22. Pl1 is the probability of a packet

in the state S transitioning into state I,, which will happen if it encounters

3 an intermediate slot combination in states 1,, 13 or 15. Similarly, P22 is the

probability of a packet in the state S2 transitioning into state 12, which will

happen if it encounters an intermediate slot combination in states 12,13 or 16.

3 Hence, the probabilities Prr and p•r are

3Prr = P11 = P(I1 ) + P(1 3) + P(Is),

= P22 = P(I 2) + P(1 3) + P(I 6 ).

i P'rr = P'1 = P(S1 ) + P(S3) + P(S5 ),

3 = p'22 = P(S2) + P(S3 ) + P(S6 ).

I
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The probabilities of finding a slot combination in the intermediate U
states 11,13 and 15 are

P(I,) = P(SI)P(I) + P(S1 )P(1 3) + P(SI)P(Is);

P(1 3) = P(SI)P(I2 ) + P(S 2 )P(II) + P(S 3 ) + P(SS)P(12) + P(S 6 )P(II);

P(I 5 ) = P(S,)P(I4) + P(S,)P(I6) + P(S 4)P(I,) + P(S 5 )(1 - P(I 2)). 3
The expression for Prr becomes 3

Prr = P(SI) + P(S 3) + P(SS)

P(S 1 )[P(S 2) + P(S 4 ) + P(S 6 )]

On substituting the probabilities of finding the input combination in states S,

through S6 , the probability of deflection Pd becomes

1 a# a#/(1 - aft/4)
2 -2' (a2fl2/4)(l - a#3/2)2./(-I

a 33 (1 - afl/4)2
"-41 (a 2fl2/4)(1 - a#/2)2 (52) I

Equation (5.2) shows that at full link utilization (a = 1), the proba-

bility of deflection in a single minimum distance path network falls from 0.25 in

a 2x2 switch to 0.15 in a 2S2T switch. The decrease in probability of deflection 3
is much more in multiple minimum distance path networks. Figures (5.5) and

(5.6) show the variation of probability of deflection with link utilization and

care probability in a 2x2 node and 2S2T node respectively obtained through 3
the preceding analysis. By choosing a topology with as small a care probability

as possible and by operating the network at sufficiently low link utilization, the 3
operating conditions in the network be brought to the very low probability of

deflection region in Fig. (5.6). I
I
I
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Figure 5.6: Probability of Deflection in a 2S2T NodeI
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5.3 Simulation Results on ShuffleNet with 2S2T Nodes

In this section we present some results on the performance of a Shuf-

fleNet, under deflection routing and space-time switching, obtained through

simulation. In a ShuffleNet many source-destination pairs have multiple min-

imum distance paths between them. In this network the minimum number

of node-link pairs between a source and a destination, d, varies from from 1

to 2k - 1. As shown in Fig. (4.2), a packet will care about the output port

assignment only at the last min(d, k) nodes. As a result, a packet that gets

deflected will enter a don't care state until it is again at a distance of k hops

from its destination. Thus, the probability of care # is less than 1. For the net-

work sizes that we simulated P varied between 0.6 and 0.8. Figure (5.7) shows I
the probability of deflection Pd as a function of link utilization a obtained

through simulation for a 64-node (k=4) and a 2048-node (k=8) ShuffleNet,

under uniform loading conditions. In this figure, pd(measured) is the proba-

bility of deflection measured as the ratio of number of deflections to the number

of care visits and pd(derived) is the probability of deflection calculated using I
Eqn. (5.2) and the measured values of link utilization a and care probability fl.

The agreement is close, though consistently the measured values are slightly

higher than that expected by application of Eqn. (5.2). 3
Figures (5.8) and (5.9) show plots of the average flight latency ob-

tained through simulation of a 64-node and a 2048-node ShuffleNet with 2S2T I
nodes as well as 2x2 nodes. We have chosen to represent the flight component

of latency for two reasons. The most important reason is that the introduction

of time-domain switching primarily affects the flight latency component of the

total latency. As was shown in section 3.3 the wait buffer component of latency
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Figure 5.7: Probability of Deflection of a Packet inside a ShuffleNet
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Figure 5.8: Flight Latency vs. Link Utilization for a 64 Node ShuffleNet

is negligible as compared to the flight latency of packets under operating con-

ditions of interest to us. The flight latency in the space-time network remains

close to ideal, particularly up to moderate link utilzations. When identical load

is presented to the spatial network and the space-time network, the reduction

in flight latency of packets in the former will lead to lower link utilization in

that case. Hence, the space-time network can support higher throughput as

shown in Figs. (5.10) and (5.11), which show the observed throughput as a

function of link utilization in ideal, spatial and space-time networks. As with i

flight latency, the throughput is also close to ideal in a space-time network up

to moderate link utilization. i
Another important improvement in the network behavior due to time-

domain switching is in the flight latency distribution of packets. In a deflection

routing network, the tail of the delay distribution tends to be long if random

contention resolution is used at the nodes. Any priority scheme, such as pro-

viding preference for the colliding packet that has been deflected more, helps I
to shorten the tail of the distribution as illustrated by Figs. (4.7) and (4.18).
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Figure 5.10: Throughput vs. Link Utilization for a 64 Node ShuffleNet
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Figure 5.11: Throughput vs. Link Utilization for a 2048 Node ShuffleNet I

Though the tail is shortened, the average behavior of the network does not

change significantly. Figures (5.12) and (5.13) show the latency distribution I
histogram for a 2048-node ShuffleNet with 2x2 nodes and 2S2T nodes under I
the same injection rate and age-priority scheme outlined above. In each case,

the ideal distribution, under no deflections, has also been plotted for com-

parison. Apart from reducing the average latency, the space-time network

also shortens the tail of the latency distribution, i.e. it reduces the variations I
among the latency of packets. For the same offered load, as was noted earlier, I
the reduction in the number of deflections suffered by packets in a space-time

network leads to lower average latency and lower link utilization. The reduc- I
tion in the tail of the distribution of Fig. (5.13) is not because of the reduction

in link utilization from 0.5 in the spatial network to 0.33 in the space-time net- I
work. Figure (5.14) shows that even at twice the load offered earlier, the spread I
in latency under space-time switching at nodes is smaller than the spread seen

in Fig. (5.12). The link utilization in this case is 0.8. I
Thus the performance of deflection routing networks can be greatly I

I
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enhanced by combining time-domain switching with spatial switching at the

nodes. Under uniform loading conditions, the behavior is very close to an ideal

network up to moderate link utilizations as shown by Figs. (5.8) through (5.11).

Though there is a deviation from the ideal at high link utilizations, the space-

time technique still exhibits superior performance. Figures (5.15) and (5.16)

show the variations in average flight latency and maximum node throughput

as a function of network size. These maximum values were obtained through

solution of the ShuffleNet model presented in section 3.2. Though the flight

latency in a space-time network is higher than the ideal, the differential does

not increase noticeably with network size. The reduction in network latency

leads to consistent improvement in user throughput.

5.4 Simulation Results on MSNet with 2S2T Nodes

In this section we present the results on the simulation of a MSNet

under space-time switching. The network was simulated under uniform loading I
conditions. We present results for 64 node (8 x 8) node networks. Figure (5.17) I

I
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Figure 5.17: Probability of Deflection of a Packet inside a MSNet

shows the measured probability of deflection and the probability curve obtained

from the values derived by substituting the measured values of link utilization

and care probability in Eqn. (5.2). The derived values are slightly lower for

the 64 node network as was observed in the case of the ShuffleNet. For the

2024 node network the derived values are slightly higher. A 400 node (20 x 20)

network was also simulated. The results (not shown here) on the measured

and derived values were very close to each other. This reversal in trend may I
I
I
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be due to the interaction between the size and the simplified, slightly sub-

optimal routing algorithm used. The effect of the routing algorithm is larger

fluctuations in instantaneous link utilization.

The flight latency behavior with respect to the link utilization for

the 64 node and 2024 node networks is shown in Figs. (5.18) and (5.19). A

comparison of these figures with Figs. (5.8) and (5.9) for the ShuffieNet shows

that space-time switching has about the same effect in reducing the latency in

a ShuffleNet as the MSNet. The corresponding throughput behavior of MSNet

is shown in Figs. (5.20) and (5.21). While the behavior of 64 node networks of

the two topologies is about the same, there is a marked difference in the effect

of space-time switching on the bigger network. A comparison of Fig. (5.11)

with Fig. (5.21) shows that the improvement in throughput of the 2048 node

ShuffleNet is much more prominent than the improvement in the throughput

found in the 2024 node MSNet.

Figures (5.22) and (5.23) show a flight latency distribution in a 2024

node MSNet with 2 x 2 nodes and 2S2T nodes respectively. In both cases

the offered load or throughput was 0.04 pkts/node/tick, which led to a link

utilization of 0.6 in the case of the 2 x 2 node configuration and a link utilization

of 0.5 in the case of 2S2T node configuration. As was seen earlier in the case

of the 2048 node ShuffleNet (Figs. (5.12) and (5.13)), the 2S2T configuration

leads to a distribution that is very close to the ideal for the network.

5.5 General behavior of Space-Time Networks

Simultaneous space and time switching makes packet-switched direct

networks nearly as efficient, with reasonable network parameters, as an ideal

network without contention. Limited temporal reordering greatly reduces the
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contention for output spatial channels at the switching points. In conven-

tional packet switched networks under a deflection routing protocol, packets

are stored in flight in the network links rather than being buffered statically at

the switching point. The space-time switching nodes cause contending packets

that would otherwise encounter deflection to be reordered in time if the con-

tention can thus be removed. Effectively, the dynamic buffering function of

the network is reduced. The space-time switching paradigm may appear to be

similar to finite buffering in store-and-forward networks. The most important

feature that distinguishes the two is that time is brought into the switching

paradigm explicitly in a space-time node. The two time channel sliding window

node we have analyzed allows packets arriving simultaneously to be switched

along with packets that arrived in the previous network cycle as well as the

packets that arrive in the next network cycle, thus providing a node with a dy-

namic buffering capability that is more than what single buffers at the outputs

can provide. Due to lack of static buffers in optical implementations, dynamic

output buffering might be provided at each output channel. However, con-

siderably less hardware is required to implement simultaneous space and time

switching.

Since the required switching logic is simple and pipelined, the network

links can be very fast. As mentioned in Section 4.1, a time-slot interchange

involves a frame delay as well as additional switching delay. These delays

will add a few pipeline stages to each switch node without altering the link

bandwidth. We find that the increase in latency due additional delay at 2S2T

switch nodes is more than offset by the decrease in latency due to the reduced

number of deflections even at short internode distances, while maintaining
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the advantage of increased throughput. This effect will be seen in the results

presented in the next chapter.

5.6 Classification of Space-Time Switching Techniques

Space-time switching is a general concept which involves spatial re-

arrangement and temporal reordering of inputs to produce the desired out-

put. While the approach presented in this chapter is particularly suitable

for fast packet-switched computer interconnects, other approaches are possible

[17, 18, 74]. Two orthogonal issues can be identified to classify the different

approaches. One of them concerns the selection of the time window and the

other concerns the relationship between the input and output windows.
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Figure 5.25. A schematic representation of a Space-Time Permuter with sliding
permutation window

The window on input slots could be a train of successive blocks of

slots in space and time (Fig. (5.24)) or a sliding window on a block of slots

that are within a permutation boundary fixed with respect the node as shown

in Fig. (5.25). In Fig. (5.24) we consider blocks 3 time-slots wide. At some

time t measured in network cycles, block i fully appears inside the permutation

window of the space-time permuter. The switch setting for the necessary per-

mutation are determined and used during times t, t+1, t+2. During times t+l

and t+2 parts of block i will move out of the permutation window, while block

i+1 will start to move in. During time t+3 the entire block i+1 will enter the

permutation window and its permutation will be computed and effected during

times t+3, t+4 and t+5. The fixed window approach allows rearrangement of

slots within each successive block with no slot moving between blocks. The

sliding window on the other hand, allows restricted continuous rearrangement

of slots as they pass through the node. During every network cycle, one slot

will move out of the permutation window at the output and another slot will

enter at the input. Permutations are computed continuously for the slots inside

the permutation window.

There are two possible modes of operation of the node that lead
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Figure 5.26. Two different switching modes possible in a Space-Time Permuter

to a difference in the relationship between fx indow, ained nd the corre-

sponding output window. Under aligned switching mode, packets that enter

simultaneously and which do not require a space-time permutation exit the

node at the same time. Under skewed switching mode, non permuted simul- (

taneous packets exit the node with their relative positions skewed in time.
Figure (5.26) illustrates the two switching modes. Traditional time-slot inter-

changers [86, 15, 17, 18] fall in the fixed window, aligned access category. The n

space-time switch proposed in this work falls in the sliding window, aligned
access category. While there seem to be no specific example that uses the fixed

window under aligned mode, Chlamtac et.al. [74] consider a sliding window

I

under skewed switching mode. As illustrated by the example of Fig. (5.1), a

sliding time window provides the node with more contention resolution power

than a fixed time window and hence, is more suitable for packet-switched net-

works under deflection routing. While we arrived at the sliding window concept

as well as the aligned switching mode based on this consideration, Chlamtac
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et.al. have independently arrived at a similar solution using skewed switching

mode from dynamic delay line buffering considerations.

The aligned switching mode provides equal internode transit time for

simultaneous packets that are not permuted in time, and the control can be

computed faster by the routing control processor as compared to the skewed

switching mode. For the same hardware in the space-time permuter, i.e. 3

switches and 2 delay lines, the skewed access mode can provide a slightly

better performance. The choice between the switching modes, depends on the

intended application. Multiprocessor interconnects carry short packets, and

hence require the switch settings to be computed within a packet slot duration,

typically few ns and hence, our aligned access node is preferable. In contrast,

communication networks carry long packets and require new switch control

setting to be generated once in about 100na. So, they can afford increased

complexity in the control algorithm needed by the skewed access mode.
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CHAPTER 6

THE MULTIPROCESSOR PERFORMANCE i

6.1 The Multiprocessor Model I
The study of the network behavior presented in the last two chapters 3

was aimed at understanding the behavior of direct networks that have a net-

work link bandwidth that is far greater than the insertion bandwidth of the

hosts. The analytical as well as simulation studies were performed assuming

uniform workloads, with messages originating from a source and terminating at I
their respective destinations. This chapter presents a simulation based analysis 3
of a model multiprocessor system interconnected by the ultrafast networks that

have been analyzed so far. As mentioned in Chapter 1, the network link band- -
width in existing shared memory multiprocessor systems is comparable to the

insertion bandwidth of the processors. On the contrary, the ultrafast networks i
under study have a high bandwidth differential between what is needed by the 3
hosts and the link bandwidth that the network possesses. Also, the topology

of the networks lead to non-uniform memory access times. The model system 3
considered here is an highly abstracted model of a multiprocessor system. Ba-

sically each node in the network has a host consisting of a processor-memory I
pair attached to it. Neither the processors nor the memories are simulated

fully. A number of simplifying assumptions have been made to simulate the

system, while maintaining the important features intact. 3
The first step towards building a meaningful model for any system I

I
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is to develop a detailed description of the system so that the parameters that

are required for modeling of the system can be abstracted. The next step is

to define the workload under which the system will be evaluated. Another

rl important aspect is to define the type of information that should be obtained

through model solution, so that the characteristics of the underlying system

can be extracted. In this section we present a detailed system description,

the workload presented and the metrics used for monitoring and assessing the

performance of the system.

6.1.1 System Description. Our aim is to study a large shared

memory multiprocessor system, consisting of hundreds of processors, intercon-

nected by an ultrafast network. The possibility of exploiting high link band-

width provided by all-optical or optoelectronic interconnects imposes certain

assumptions about system specifications. Since memory and logic cycles are

expensive resources at rates commensurate with link bandwidth in such inter-

connects, the system needs a flow-through architecture with no static buffering

i at switching nodes. So, we restrict our attention to direct network topologies

under a hot-potato/deflection routing protocol. At the top level of abstraction,

the system has the following features:

* * The system is a distributed shared memory system with processor-memory

pairs interconnected by a pipelined interconnection system. A host con-

* sisting of a processor-memory combination is attached to each node in the

network.

The program memory and data memory are totally independent of each

other. While the program memory and private part of data memory reside

totally in the processor's local memory, the shared memory is distributedI
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among all the local memories. Only the shared data memory is accessed I
by the processors through the interconnection network.

* The global address space is uniformly shared by all processors in the sys-

tem. The memory requests are satisfied directly by the memory modules, 3
i.e. without intervention from the accompanying processor.

"* The mean time between access by the processors is significantly higher I
than the network cycle time, leading to the ultrafast operation region.

"* Packet switching of messages is assumed. Every request presented to the

network is packaged into a single message packet and is switched from one

stage to the next by the pipelined switch nodes.

The specific characteristics of the processors and memories are: I
* The processors run multiple threads and are capable of context switching

in few cycles.

0 The processors are pipelined such that a memory access request can be

issued by each processor every clock cycle.

* The memory is fully pipelined at the same rate as the processors. Because I
the memory is pipelined, memory access latency is fixed.

The following assumptions have been made to specify the characteristics of the

interconnection.

0 The network is assumed to be fully synchronous with a flow-through ar-

chitecture. Packets keep moving through the network until they reach

their destination. The switch nodes adopt the deflection routing protocol.

They contain no buffers. They hold packets only for the duration of time

needed to make the routing decision. 3

I
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o The switch nodes in the network are fully pipelined so that they can accept

a packet through each input port every network cycle. Packets injected

by a host will be accepted by the associated switch node if an incoming

slot is empty or if an incoming packet is destined for the host.

o Two regular, but widely different network topologies are considered. One

is the logarithmic ShuffleNet and the other is the planar toroidal MSNet.

These two topologies represent two extremes in diameter versus deflection

penalty tradeoff. Also, the ShuffleNet is a logarithmic topology which has a

predictable behavior with respect to deflections, i.e. every deflection takes

it around all the columns one more time provided there are no further

deflections. The movements of packets in a Manhattan mesh is not as

predictable, which makes it difficult to obtain a closed form expression for

the flight latency even under an uniform load.

0 The switches have an external in-degree and out-degree of two into the

network. Each switch node can receive two packets from the two nodes

connected to its input and send two packets out through links to nodes

connected to its output every network cycle.

o A host can inject at most two messages into the network during any given

cycle provided the attached switch node can accept the injected packets.

* The switch nodes are self-routing. All information needed to route packets

is present in the packet headers. The routing processors at the switch

nodes make routing decisions based on the packet header information.

Figure (6.1) is a schematic block diagram of the network interface

unit that shows its internal structure and its connections to the host processor,

the host memory and the attached network node. The buffer structure is
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Figure 6.1. A schematic diagram of the organization of the Network Interface I
Unit.

designed the way it is due to the assumptions that have been made. We have

assumed that enough resources are available to send a reply packet that has

reached its destination node into the associated processor. So, we do not have

a buffer in the Network Interface Unit that holds packets that need to go to the I
host processor. We provide a buffer of size two (P..,) between the processor 3
and the arbitration unit that sends the packets into the network for buffering

requests originating at the processor that need to access the network. During

any given cycle, the network can accept at most two requests. So, we allow

for the possibility that given the network can accept two packets and that I
the memory has no packet to inject, the processor will be able to inject two 3
packets. When buffer Pot is full, the processor is blocked from generating any

new request. The buffer to hold packets coming into the network to access the 3
I
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memory is also two packets deep. When the buffer slots in Mi,, are empty and

two packets requiring access to the memory module come in simultaneously

on the two links to the attached network node, both can be accepted. Under

uniform loading conditions it is highly unlikely, that both incoming packet

slots on the network links will have packets requiring access to the memory

on two consecutive network cycles. So, the two packet deep buffer should be

sufficient. The Mot holds packets that emerge from the memory pipeline and

need to go back to the source of the request. It is possible that such packets

* may have to wait for a non-deterministic amount of time to enter the network.

This buffer has a large capacity, so that it will not be necessary to block the

memory pipeline, because the buffer is full. The control & arbitration unit has

two functions. The arbitration function helps to provide packets from both the

processor and the memory a fair access to the network. The control function

helps to block the processor when Pout is full. The control & selection unit

also has two functions. Its control function is to send a signal to the attached

network node indicating how many memory access packets it can receive. The

selection function separates the packets that need to be routed to the processor

from those to the memory, sends the packets destined to the processor straight

through and puts the packets needing memory access in Mj,.

The characteristics of the multiprocessor system outlined above were

further abstracted, and some simplifying assumptions were made to carry out

the simulations within the framework of these specifications. While the func-

tionality of the interconnect was fully simulated, the host modules were highly

simplified. The only processor function modeled is the issue and receipt of
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remote shared memory requests. Though the system is multithreaded, no ac- i
count of distinct threads is maintained. It is assumed that enough threads are

available so th-,t the piocessor can be kept busy all the time. The memory is

implemented as a simple pipeline which can satisfy requests at the rate of one 3
per tick or cycle, but may have latency of more than one tick. A processor's ac-

cess to shared data items in the memory module associated with it is assumed

to be through its own channel for private data and is not modeled explicitly.

Possible conflicts at memory modules between accesses by local and remote

processors is not modeled. In summary, '.ne processors submit a memory ac-

cess request to remote locations through the network at times determined by

the workload presented. No distinction is made between reads, writes, andaI

locks or any other synchronization primitive. Even with this extremely simpli-

fied approach, as will be shown in the following sections, it has been possible

to extract some important characteristics of ultrafast multiprocessor networks. i

6.1.2 The Workload Model. The workload used in simulation

of systems can be either stochastic or deterministic. In a stochastic workload i
model, the next service request is selected using generating functions based on

random deviates. Such workloads tend to capture the essence of system op-

erations by using appropriate probability distributions. Stochastic workloads

offer the advantage that they can yield a functional relationship between the

input and result parameters. The alternative to probabilistic workload is de-

terministic workload provided through processor execution traces. Its principal

advantage is a full representation of a specific job, provided an exact knowl-

edge of the simulated system's workload is available. The main drawback of the 3
trace driven model of workload characterization is that the results are limited

i



111

to the specific case under test, and it is difficult to quantify the performance

metrics and relate them to the input parameters.

Since this study is aimed at gaining a fundamental insight into the

behavior of ultrafast interconnects, a stochastic workload model has been used.

The workload needs to be characterized both in space and time. The request

rate of the processor relates to the temporal part of the workload. Apart

from the requirements of the application program, it will also be influenced

by the number of outstanding requests from the processor. The spatial aspect

of workload concerns the address distribution of the requests, which is deter-

mined by the application program. The complexity of the stochastic model

can be varied according to the level of abstraction desired. For example, one

could study the effects of high level shared memory program constructs such

as barriers, critical sections, etc. It is also possible to create a composite work-

load, an example of which is the replicated workload model used in [87]. In

this model, the same synthetic workload is presented to all the processors. The

generic program is an iterative loop which has two regions. The first region

has an intermix of local and shared memory accesses. The second region is

a critical section protected by a lock-unlock operation. The workload used in

this study is even more abstracted. The system performance is first analyzed

under uniform traffic conditions. Then, workloads with only spatial or tempo-

ral non-uniformities are considered. All real workloads are a complex intermix

of such spatial and temporal non-uniformities. Though it is not possible to

extend the findings based on simple behavior easily to complex situations, the

simple analysis can provide an insight into the general system behavior. The

three kinds of workloads that were used in the simulations are described below.
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"* While studying uniform traffic, no limit was placed on the number of out- I
standing requests from a processor. Processors continuously generated

requests at a constant rate. The rate was varied in steps until the network

reached saturation.

"* The spatial locality was studied by the traditional method that has been

used in the literature [88, 89] to study hot-spot behavior in indirect net-

works for multiprocessors. All processors generate requests at the same

uniform rate. A small fraction of the requests from each processor is

directed to one hot memory module, while the rest of the requests is dis-

tributed uniformly among all memory modules.

"• In order to separate the temporal behavior from the spatial behavior, tem- I
poral locality has been studied by turning all processors into the burst

mode at the same time. Bursts of constant size are generated after the

system is initialized into a steady state with a uniform load. Time to re-

lax back to the condition that existed before the burst is noted along with

other usual performance parameters. I
A more detailed description of the workload is presented at the beginning of

the relevant sections presenting the results.

6.1.3 Performance Metrics. The node hosts, i.e. the proces-

sors and memories, use the interconnection network to exchange packets of

information. In Section (3.1.2) a number of performance metrics related to thei

network behavior were defined and used. Some of those metrics, such as Flight

Latency and Link Utilization, will be used here also. We need to define a few

more parameters that are specific to the system description. The new metrics

are: I
i
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Roundtrip Latency Roundtrip latency is the time between placement of a

request by the processor into the network interface unit and the time the

processor receives the reply from the remote location. The round trip

latency has a number of contributions including the flight latency.

Memory Access Bandwidth It is the rate at which the processors access

the memory through the network. The inverse of memory access band-

width is the time between two requests placed by a processor including

any overheads for context switching between threads.

Mean Time between Access It is the average time between two remote

shared memory accesses issued by a process or thread. This quantity is

dependent on the processor architecture as well as the application program

running on it.

Number of Threads It is the minimum number of threads needed to keep

the processor busy under normal operating conditions. By normal operat-

ing conditions, we mean conditions that don't deviate the system far from

its average behavior.

6.2 Behavior under Uniform Load

This section concerns the performance of the model system under

uniform load. A uniform load was created by allowing each processor to gen-

erate packets randomly at a uniform rate, independent of other processors.

The address distribution among the packets was also randomized uniformly, so

that the requests and replies flowing through the network created a uniform

load on it. The simulations were carried out for both the spatial and space-

time configurations with ShuffleNet and MSNet topologies. Two different sizes

were simulated for each topology. Systems with ShuffleNet topologies had 384
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(k = 6) and 896(k = 7) nodes. 20 x 20 (400 nodes) and 30 x 30 (900 nodes) n

MSNets were simulated to provide a comparison between networks of nearly

the same size with the two topologies under investigation. The results of the

simulations are summarized in Tables (6.1) through (6.8). 95% confidence in-

tervals are shown for all latencies. The entries marked by an asterisk in the

link utilization column denotes observations in which the system did not settle

into a steady state. The knee of the throughput round trip latency curve was

reached somewhere between that observation and the previous one. In order

to simulate the behavior of the system under offered load, it is necessary to

specify the internode link length. In all simulations we assume that the switch

node has 5 pipeline stages and the link between nodes is 5 ticks long, leading i
to an internode distance ni of 10 ticks for a purely spatial network. The intro- i

duction of frame delay overhead of 1 tick in the space-time switch leads to an

effective internode distance of 11 ticks in the space-time configurations.

The round trip latency of a packet is the sum of several components.

The major components are the flight latencies to and from the remote memory i
module. The other components are the time to access the memory, and the time

spent by the packet in the network interface unit(NIU). The memory access

latency and the NIU latency both have fixed and variable subcomponents. The 3
fixed parts are the times required to carry out the functions required of them.

The variable parts are the wait times spent at the memory to gain access ton

memory and at the NIU to find a free network slot to enter the network. These

variable contributions to latency are dependent on the volume and nature of

the load on the system. The memory was assumed to have 4 pipeline stages, i

and hence the fixed part of memory access latency is 4 ticks. It was assumed I
i



Table 6.1. Flight and Roundtrip Latencies in the 384 Node ShuffleNet Config-
uration with Spatial Nodes

Mem. Acc. BW q Flight Latency Link Utilization Roundtrip Latency
(pkts/node/tick) (ticks) (ticks)

0.01 81.1±0.6 0.08 168.5±1.2
0.02 88.5±0.5 0.18 183.0±1.1
0.03 97.6±0.5 0.29 201.5+1.0
0.04 110.7±0.5 0.44 228.0±1.1
0.05 131.6±0.6 0.66 270.9±1.1

0.055 146.7±0.6 0.80 301.4d±1.2
0.06 161.7±0.6 0.97" 339.7±1.2

Table 6.2. Flight and Roundtrip Latencies in the 384 Node ShuffleNet Config-
uration with Space-Time Nodes

Mem. Acc. BW q Flight Latency Link Utilization Roundtrip Latency
(pkts/node/tick) (ticks) (ticks)

0.02 82.8±0.4 0.15 171.5±0.8
0.04 84.3±0.3 0.31 175.0±0.6
0.06 87.8±0.3 0.48 182.1±0.6
0.08 95.3±0.3 0.69 198.4±0.6
0.09 102.5±0.3 0.84 214.8±0.6
0.10 107.1±0.3 0.97* 228.2±0.7

that the NIU takes 1 tick to package the packet to be sent into the network.

Hence, the fixed part of NIU latency is 2 ticks, 1 for the forward message and

1 for the reply frrn memory. So, any difference between the average round

trip latency and t_,- sum of twice the average flight latency, the fixed memory

access latency and the fixed NIU latency is due to wait times at various buffers

in the hosts.

We have assumed that processors generate a request statistically once

every 1/q ticks. In the steady state, they will receive a reply at the same rate.

Varying 17, while maintaining the network under steady state, leads to different

I
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Table 6.3. Flight and Roundtrip Latencies in the 400 Node MSNet Configura-
tion with Spatial Nodes

Mem. Acc. BW q Flight Latency Link Utilization Roundtrip Latency
(pkts/node/tick) (ticks) (ticks)

0.01 116.3±1.0 0.12 237.8±2.6
0.02 125.6±0.7 0.25 257.3±2.0
0.03 136.2±0.7 0.41 278.4±1.7

0.035 145.0±0.7 0.51 296.8±1.6
0.04 159.6±0.7 0.64 326.5±1.6

0.045 173.5±0.7 0.78 356.4±1.6
0.05 193.2±0.7 0.97* 402.4±1.6

Table 6.4. Flight and Roundtrip Latencies in the 400 Node MSNet Configura-
tion with Space-Time Nodes I

Mem. Acc. BW q Flight Latency Link Utilization Roundtrip Latency 3
(pkts/node/tick) (ticks) (ticks)

0.01 119.8±1.0 0.11 245.4±2.8
0.02 121.8±0.7 0.22 249.7±2.0 i
0.04 125.3±0.5 0.46 257.2±1.4
0.05 129.7±0.5 0.59 266.3±1.3
0.06 137.0±0.5 0.75 282.0±1.3 I

0.065 142.4±0.5 0.84 293.1±1.3
0.07 148.0±0.5 0.94" 310.1±1.3

Table 6.5. Flight and Roundtrip Latencies in the 896 Node ShuffileNet Config- i
uration with Spatial Nodes

Mem. Acc. BW 1 Flight Latency Link Utilization Roundtrip LatencyI
(pkts/node/tick) (ticks) (ticks)

0.01 99.8±0.5 0.10 205.3±1.0 i
0.02 113.9±0.5 0.23 234.1±0.9
0.03 134.2±0.5 0.40 274.7±0.9

0.035 150.0±0.5 0.53 306.6±1.0
0.04 172.2±0.5 0.69 351.7±1.0

0.045 202.0±0.6 0.91* 415.5±1.1

I
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Table 6.6. Flight and Roundtrip Latencies in the 896 Node ShuffleNet Config-
uration with Space-Time Nodes

Mem. Acc. BW q Flight Latency Link Utilization Roundtrip Latency
(pkts/node/tick) (ticks) (ticks)

0.02 99.8±0.3 0.18 205.7±0.6
0.04 102.5±0.2 0.37 211.3±0.5
0.06 111.3±0.2 0.61 229.8±0.5
0.07 120.5±0.3 0.77 250.0±0.5

0.075 127.7±0.3 0.87 266.5±0.6
.08 132.6±0.3 0.96" 279.9±0.6

Table 6.7. Flight and Roundtrip Latencies in the 900 Node MSNet Configura-
tion with Spatial Nodes

Mem. Acc. BW 77 Flight Latency Link Utilization Roundtrip Latency
(pkts/node/tick) (ticks) (ticks)

0.01 170.0±:1.0 0.17 346.2±2.6
0.02 187.7±0.7 0.38 381.1±1.9

0.025 200.9±0.7 0.50 409.1±1.8
0.03 221.9±0.7 0.67 451.3±1.7
0.032 233.1±0.7 0.75 475.1±1.7
0.035 256.2±0.7 0.90* 526.0±1.7

Table 6.8. Flight and Roundtrip Latencies in the 900 Node MSNet Configura-
tion with Space-Time Nodes

Mem. Acc. BW q/ Flight Latency Link Utilization Roundtrip Latency
(pkts/node/tick) (ticks) (ticks)

0.01 175.3±1.0 0.16 356.6±2.8
0.02 177.9±0.7 0.32 361.8±2.0
0.03 182.8±0.6 0.50 372.0± 1.6
0.04 191.2±0.5 0.70 390.3±1.5

0.045 200.6±0.5 0.82 410.3±1.4
0.05 212.3± 0.5 0.97* 441.3±1.4
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link utilizations. The maximum possible memory access bandwidth, llra,,,

available to the processors determines how often they can access the shared

memory for a particular configuration of the system. In coarse grained mul-

tithreaded processors, a resident context continues to execute until it hits a 3
remote access. The overhead for a context switch is typically a few processor

cycles. The mean time between two shared memory accesses by a processor, I
t•¢w€o, is not the same as 1/7imSZ because of the finite overhead due to context

switching. In our model, we have assumed that all instructions and private

data are local to the processor and only shared memory is remotely accessed 3
through the network. In general, a processor need not wait for a write request

to be acknowledged before continuing execution, but it has to wait for return i
of requested data to continue execution. The fraction of shared memory re-

quests on which a process has to wait depends on the application running on

the system. In this analysis we parameterize the fraction by a. Under the 3
assumptions made, t 8.cc is given by

ta, = -1/77,,s - aC. (6.1)

where C is the time taken by the processor to switch context. Figures (6.2) i
through (6.5) show a plot of the minimum mean time between accesses that is

possible as a function of context switch overhead obtained by solving Eqn. (6.1)

using values of T1,,, obtained through simulations of the different configura- -
tions. For each system configuration, three values of a are considered. a=1

denotes a situation when a thread waits on all replies from the remote memory. i
In practice, processors will context switch only when they need a data item

from the remote memory. a=0.5 denotes a situation when a thread waits, on

an average, on every other remote memory access. For example, this situation i

I
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will arise under the naive condition that the only possible memory accesses

are unconditional reads and writes and that the number of reads and writes

are balanced. Results for an intermediate value of o=0.67, which provides a

ratio of 2 to 1 between requests that need to be satisfied before the process

can continue and requests that do not affect the continuation of the process,

is also shown. If the actual mean time between accesses is greater than the

minimum value required according to these plots, then the access bandwidth

required is less than what the network can provide. Under such conditions, the

network can satisfy the system requirements without any bottleneck at any

point in the system. The figures reveal that a shared memory access rate of 1

in 10 cycles or ticks can be easily supported by the 384 node ShuffleNet sys-

tem with space-time nodes, and with comparable context switch overhead by

the 400 node MSNet and 896 node ShuffleNet configurations with space-time

switching at nodes. All other configurations will require a context switch time

far more than the mean time between accesses by the processor to satisfy the

communication requirement. Figures (6.6) and (6.7) show predicted minimum

time between accesses that is possible in a 2048 node system with ShuffleNet

topology and a 2024 node system with MSNet topology. The predictions are

based on the maximum memory access bandwidth derived from the simulation

results presented in Chapter 4. Since, the system is pipelined at the same

rate throughout, the network throughput is not affected significantly by the

internode distance. This fact is seen in the simulations of the 384 node Shuf-

fleNet and 400 node MSNet configurations. The plots show that while, the

2048 node ShuffleNet can support a mean time between accesses of 15 ticks

under space-time configuration, the 2024 node MSNet requires a mean time
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Figure 6.2. Mean time between shared memory access that is possible in a 384
node system with a ShuffleNet interconnectI

between accesses of about 30 ticks even with space-time configuration.

The round trip latency determines the number of contexts required

to keep the processor busy while it is waiting on shared memory requests from

suspended contexts to be satisfied. If L is the round trip latency, then the

minimum number of contexts required to keep the processor busy is given by

L
nc = rl I +I,

= ray/maL1 + 1. (6.2) 3
Table (6.9) shows the value of n, obtained for different system configurations 3
using the simulation results for 77, L and Eqn. (6.2). Since the networks

tend to get rapidly unstable above link utilization of about 90%, the •77,a

values considered here as well as for the derivation of ta0 •, are values at the

knee of the latency throughput curves. Table (6.9) shows that the size and

topology of the network does not have any significant effect on the number g
of threads needed to keep the processor busy. The reason for this behavior

is the large flight latency component in the round trip latency as compared 3
is the
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Figure 6.3. Mean time between shared memory access that is possible in a 400
node system with a MSNet interconnect
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Figure 6.4. Mean time between shared memory access that is possible in a 896
node system with a ShuffleNet interconnect
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Context Switch overhead (C) in ticksI

node system with a MSNet interconnect I
to other components put together. Since the system is pipelined, the round 3
trip latency is approximately twice the product of (E), the average number of

hops made by packets and nh, the internode distance expressed in ticks. Under

uniform traffic and steady state, there are as many requests as replies in the i
network at any given time. Hence, ij,,,az (E) is the link utilization. Since,

the knee of the latency throughput characteristics is reached around the same 3
value of link utilization for all configurations, the number of contexts n, is

essentially proportional to nj, the number of pipeline steps between two nodes. I
This is what is observed in the data shown in the Table (6.9). The simulations

were carried out under the assumption that the spatial configuration had 10

pipeline stages and the equivalent number for the space-time configuration was

11 stages.

6.3 Behavior under Spatially Non-uniform Load

The preceding analysis was made under the assumption that proces- 3
sors generate requests uniformly distributed in space and time. In practice,

i
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Figure 6.6. Expected value of mean time between shared memory access pos-
sible in a 2048 node system with a ShufileNet interconnect
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Figure 6.7. Expected value of mean time between shared memory access pos-
sible in a 2024 node system with a MSNet interconnect
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Table 6.9. The minimum number of contexts required for various system con-
figurations 3

Network # of Threads # of Threads # of Threads
size&type for a=0.5 for a=0.67 for a=1.0

384SN(Spatial) 10 13 18
384SN(Space-Time) 11 14 21

400MS(Spatial) 10 12 18
400MS(Space-Time) 11 14 21

896SN(Spatial) 10 13 18
896SN(Space-Time) 11 15 21

900MS(Spatial) 10 13 18
900MS(Space-Time) 11 14 21

non-uniformities exist both in spatial distribution as well as in time. As men-

tioned in Section (6.1.2), our approach to study the behavior of the system I
under non-uniform workloads is to investigate the effects of spatial and tempo-

ral non-uniformities independent of each other. Spatial non-uniformities can

take a variety of forms. The hot-spot phenomena causes a particular kind of

spatial non-uniformity in access pattern due to generation of traffic that is

targeted far more towards certain network resources than others. Such morea

often accessed resources, called hot-spots, are not a static feature of any sys-

tem. Their numbers, locations and durations keep changing with time. The

approach to this part of the study is similar to that used by Pfister and Norton 3
[881 for buffered indirect multi-stage networks. Their single hot-spot model has

been used by others to study the onset of hot-spot and subsequent recovery [901 3
as well as to study certain solutions to alleviate the problems caused by hot- 3
spots [89] in such networks. The model has also been used to study the effect

of hot-spots in packet-switched binary hypercube networks [91]. In this model, 3
one particular memor module is designated as a hot module. A fraction p Ii

I



125

of all shared memory references from a processor are directed towards the hot

memory module and the remaining (1 - p) of their requests are distributed uni-

formly among all memory modules. We adopt a slight variation of the model,

made to suit our organization of processors and memories. A memory module

associated with one processor is chosen to be the hot memory module. We

direct a fraction p of all other processor's shared memory references towards

the hot memory module and the rest (1 - p) of their requests are distributed

uniformly among all memory modules, except their own memory module. The

processor associated with the hot memory module accesses memory modules

at other nodes uniformly. The effective access rate of the hot memory module

is 77(1 -p)+ ±7p(N- 1). Since, the memory module can service only one request

per tick, the above expression places a limit on the fraction p that accesses the

hot memory module for any given average offered load 17. The limit p,. . is

given by

Pmax = 7(63(N- 2)(6.3)

with a corresponding link utilization of

(E)

(1 + pma.(N - 2))(6.4)

The four configurations studied in the last section, i.e. the 384 and 896

node ShuffleNets and the 400 and 900 node MSNets, were investigated under

the hot-spot traffic outlined above. Two background loads equivalent to 50%

and 80% link utilizations under uniform loading conditions were offered. For

each configuration, simulations were carried out for different hot-spot prob-

abilities ranging from zero to the value that turned the system non-steady.

Figures (6.8) and (6.9) show the average round trip latency L as a function

of the hot-spot probability p, obtained through simulations, for the 384 node
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ShuffleNet and 400 node MSNet configurations. Similar results were obtained i
for 896 node ShuffleNet and 900 Node MSNet configurations. In all cases,

the increase in round trip latency with increase in hot-spot probability is not

significant until the system goes into the non-steady state. It is found that 3
the throughput of the system is also not affected by the hot-spot traffic under

steady state conditions. For a particular network configuration, a set of simu- 3
lations were performed by fixing the average insertion bandwidth and varying

the hot-spot probability from zero in steps of 1%. The system continued to

stabilize without significant increase in the flight and round trip latencies of 3
packets until a value of hot-spot probability very close to or greater than the

maximum value suggested by Eqn. (6.3) was reached. At this value of hot-spot 3
probability the system exhibited non-steady behavior with the round trip la-

tency increasing sharply as seen at the end of all curves in Figs. (6.8) and (6.9). I
Equation (6.3) gives the allowable hot-spot probabilities of 2.7%, 4.0%, 4.5% 3
and 5.8% for processor insertion bandwidths of 0.087, 0.062, 0.055 and 0.043

pkts/node/tick for the 384 node ShuffleNet configuration. The corresponding 3
values for the 400 node MSNet system are 3.8%, 5.3% and 7.0% for processor

insertion bandwidths of 0.062, 0.045 and 0.035 pkts/node/tick. The only wide U
discrepancy seems to be in the case of MSNet system with throughput 0.045 3
pkts/node/tick. The reason is that data points were collected at 5% and 6%

probabilities. An intermediate value is expected to show non-steady behavior. 3
A similar effect has been observed in buffered multi-stage interconnects [88, 89]

as well as packet-switched hypercube network [91], except the degradation in

network performance is far more in those cases. 3
An interesting fact to note is that the limit on hot memory access 1

i
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Figure 6.8. Roundtrip Latency as a function of hot-spot probability in the 384
node system with ShuffleNet interconnect

is not set by the network, but by the memory access bottleneck, which re-

stricts the maximum access rate to one request per tick or cycle. Since a

space-time network utilizes the network links more efficiently than an equiv-

alent spatial network, it possesses a higher processor insertion bandwidth for

the same link utilization. As a result the allowable hot-spot probability is less

for the space-time configuration than for a purely spatial configuration used at

the same link utilization. For a 256 node Omega network, the maximum pos-

sible bandwidth under uniform loading conditions was 0.6 pkts/processor/tick.

1% hot-spot traffic reduced the bandwidth to about 0.3 pkts/processor/tick,

with 2% and 4% hot-spot ratios providing a net bandwidth of 0.18 and 0.10

pkts/processor/tick. The analysis of the buffered hypercube network presented

in [91] assumes locality of reference, which is parameterized separately from

the hot-spot probability. Their results are also qualitatively similar to the ef-

fect seen in Omega network. Figure (6.10) shows the variation in the round

trip latency of packets in the 384 node ShuffleNet configuration as a function
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Figure 6.9. Roundtrip Latency as a function of hot-spot probability in the 400
node system with MSNet interconnect

of processor insertion bandwidth for various hot-spot probabilities. A signifi-

cant difference between the buffered multistage interconnects and the ultrafast I
network is that the ultrafast network is able to tolerate a certain percentage

of hot-spot traffic before the degradation starts and the rate of degradation,

once it starts, is slower. There are a number of significant differences between 3
the multi-stage interconnects and the ultrafast networks. Under normal oper-

ating conditions, the ultrafast networks provide a very high link bandwidth as i
compared to the requirements of the hosts, while the two are matched in the

multi-stage networks. In the presence of hot-spots, bandwidth requirements at

all other nodes of an ultrafast network are essentially the same as in the case of i

uniform load, except for much higher requirements placed on the hot modules.

Even at those modules, the peak requirement is slightly above 1 pkt/node/tick i
as compared to a peak bandwidth of 2 pkts/node/tick that can be provided by g
the ultrafast network. In contrast, the normal requirement and the peak avail-

ability are the same in the case of multi-stage networks. Another significant 1

I
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difference is that multi-stage networks provide a single path between source

destination pairs, while in ultrafast networks multiple paths are available be-

tween source-destination pairs. In networks with don't care nodes, there are

multiple minimum distance paths between many source-destination pairs. De-

flection routing combined with these multiple paths tend to move the regular

traffic as much as possible away from heavily utilized links. In multi-stage

networks, links heavily utilized by the hot-spot traffic tend to block regular

traffic, there by causing serious degradation in performance. A point to note

is that, even under uniform loading conditions, the maximum usable insertion

bandwidth is less than 1 for multi-stage interconnects. So, the continuous

degradation in the bandwidth under hot-spot traffic in multi-stage networks is

the combined effect of the network behavior and the memory bottleneck. In

contrast, the response to hot-spots in ultrafast networks is only limited by the

memory bottleneck, and is not affected further by the network.

A phenomenon analogous to the tree saturation in buffered networks,
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is the blocking of the insertion points at nodes that precede the hot-spot node I
in the ultrafast network. In our simulations, we allowed only one outstanding

request for each entry port to the network. The processor was blocked from

inserting any requests until it found a space in the interface unit buffer. The

amount of time each processor was blocked was measured. Another alterna-

tive would have been to measure the packets in the buffer at the processor m

that feeds the network interface unit. Figures (6.11) through (6.13) show the

the number of processor block-outs at each node during 1000 ticks for vari-

ous hot-spot probabilities in a 384 node ShuffleNet system with Space-Time

nodes. The processor insertion bandwidth was 0.087 pkts/node/tick. The

hot-spot probability of 0.02 (2% hot-spot ratio) is within what the memory m

bandwidth allowed, while the other two cases were beyond the limit of the

network. Hot-spot probability of 0.03 is just beyond 0.0275 allowed by the

memory bandwidth. The effect of traffic non-uniformity can be seen in all

the plots. In the case of 2% hot spot ratio, the average number of block outs

is small compared to the round trip latency of the packets. The maximum m

number of block-outs is 45. With 3% hot-spot ratio, most nodes suffer less

than 50 block-outs, with few nodes behind on the tree showing a block-out

ranging up to 300. Note, that the network is non-steady at this hot-spot ratio. 3
These results were collected after the simulation had been running for 4000

ticks. When the system is in steady state, it stabilizes within 1000 ticks. The 3
number of processor block outs increased far more when the hot-spot ratio was

increased to 4%, as seen in Fig. (6.13). In all other cases too, it was found I
that the number of processor block outs at different nodes was low until the 3
system reached a non-steady state. The number of packets routed by nodes

I
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was also counted. Figures (6.14) through (6.16) show the number of packets

routed by each node, during a 1000 tick interval, in the same system, for the

same hot-spot ratios as above. The hot-node (node 0) routed the maximum

number of packets as expected. While most nodes, routed 1550 to 1600 pack-

ets with hot-spot probability of 0.02, a few nodes on the tree behind routed

significantly more. With a hot-spot ratio of 3%, the system exhibited a similar

performance, with higher number of packets routed by all nodes, and with more

variations than before. The hot-node routed the maximum of 2000 packets.

Increasing the hot-spot ratio to 4% saturated the network almost uniformly

with all nodes routing over 1900 to 2000 packets. In general, a drastic effect is

seen near and beyond the maximum hot-spot probability that can be tolerated

by the hot memory. At high link utilization and hot-spot probabilities slightly

beyond the maximum steady state hot-spot traffic, the whole network filled up

with packets. The processor block-out times became uniformly high and the

nodes engaged in forwarding packets almost all the time.

6.4 Behavior under Temporal Bursts

This sections concerns the response of the model system to temporal

variations in traffic. As in the case of spatial variations, temporal variations

can, in general, take various forms. In order to separate the effects of spatial

distribution, we create a synthetic workload that periodically turns all proces-

sors bursty at the same time. No new requests are generated by a processor

until all packets of its latest burst enter the network. The burst sizes and burst

interval are fixed during a particular simulation and are varied between differ-

ent simulations. During every simulation, the system is initialized in a steady

state under uniform load before turning the system into a burst mode. Apart
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from measuring the average throughput and latency of packets received be-

tween bursts, the relaxation behavior of the system following a burst was also

studied. As soon as the processors turn bursty, they potentially want to inject

one packet per tick until all the packets of their respective bursts are inserted

into the system. Since, the network cannot accept packets at that rate, the

processors are blocked out. The number of processor block-outs in the system

during intervals of 10 ticks were measured. The first set of simulations were

done by fixing 17, the background insertion bandwidth of the processors and B,

the burst size. The burst interval was varied. Figures (6.17) through (6.19)

show the typical behavior of the system. These results were obtained for the

384 node ShuffieNet system with space-time nodes. The background processor

insertion bandwidth, j7 was 0.087 pkts/node/tick, which is equivalent to 80%

link utilization for that uniform load. The burst size B was 32 packets. The

number of processor block-outs in the system was counted during each 10 tick

interval. Immediately following the start of a burst, the number of processor

block-outs rises sharply. Given enough time between burstq the system ul-

timately relaxes to the steady state behavior under the uniform background

load. Figure (6.17) shows the case when the burst interval T is just about

enough for the system to fall back into the background steady state. If a new

burst is started before the system reaches its background steady state, as in

Figs. (6.18) and (6.19), the system still goes into a repetitive behavior. The

only difference caused by the more frequent bursts is that, the system does

not return to the uniform loading steady state behavior at any time. As the

burst interval is decreased, the system ultimately gets overloaded and exhibits

non-steady behavior. Thus, for any given set of values for the background

I U~UIl nln imnnn nl m ,.lmnnu mmnmmm • ,.,. .. .
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Figure 6.17. The number of processor block-outs in a 384 Node ShuffleNet
System with space-time nodes, with burst size of 32 pkts and burst interval of
600 ticks (q = 0.087 pkts/node/tick)

insertion bandwidth j7 and the burst size B there is a limit on the minimum

burst interval. As long as the burst interval is equal to or greater than this

minimum, the network will be able to adapt to the bursts by settling into a

3 steady periodic behavior.

The repetitive behavior suggests that over each burst interval the

average processor insertion bandwidth remains the same. This was indeed

3 observed during simulations, after the system settled into steady periodic be-

havior under the bursts. The average flight latency was however found to be

* greater than the average flight latency when the system is under a uniform load

equal to the average processor insertion bandwidth under the bursts. For the

384 node ShuffieNet systems with burst interval of 500 ticks, the increase was

3 within 10%. The reason for this increase is the increase in the total number

of deflections due to higher probability of collision when the system is run-

U fning at nearly full link utilization due to the bursts. Extensive parameterized

simulations need to be done before the effect on latency can be quantified.

I
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Figures (6.20) and (6.21) show the effective or average processor inser-

tion bandwidth, %ef f, measured during a burst interval of 500 ticks for the 384

node ShuffleNet systems for various burst sizes. The burst size was increased

in steps of 4 starting from zero until the system showed a non-steady behavior.

The last point where the curves stop, which is the same for all curves in the

same plot, was the highest burst interval simulated before the system turned

non-steady. The allowable maximum burst size for the specified burst interval

is within this value and this value plus four. Whatever be the background

uniform load, the system ultimately reaches a state in which the average inser-

tion bandwidth is equal to the maximum processor insertion bandwidth under

uniform load. A similar behavior is observed in the MSNet systems, as shown

in Figs. (6.22) and (6.23). For MSNet with space-time nodes, a burst size of

30, between 28 and the next step 32, was also simulated because the curves did

not get close enough at a burst size of 28 (Fig. (6.23)). For both topologies, we

find that the space-time network adjusts better to bursts by allowing longer

bursts within the same burst interval.

Another measure of the system behavior that can be derived from

these observations is the time to inject a burst into the network, i.e. the time

taken by the processors to return to the uniform injection state following the

introduction of a burst. If the system takes Tb ticks to insert a burst of size

B into the network, then the effective or average insertion bandwidth of the

processors is given by
_(Y-TYb)1 + B

-•I! = T + (6.5)

where T is the burst interval. As seen from Figs. (6.20) through (6.23), the

variation of ieqf with B is not linear, i.e. as the burst size is increased the

i
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network tends to saturate within a shorter burst interval. Equation (6.5) can I
be rewritten to express Tb as a function of q7, B, T and ,1• f as

Tb = B + (1 - 7,eff)T (6.6)

Figure (6.24) shows Tb, computed using Eqn. (6.6), as a function of burst size

for the 384 node ShuffleNet systems, systems without and with space-time i
nodes. One set of curves are for the system with uniform loads leading to 50% 3
link utilization and the other for uniform loads that lead to 80% link utilization.

Figure (6.25) shows similar curves for the 400 node MSNet systems. Both the

ShuffleNet and the MSnet topologies exhibit the same behavior under the kind

of bursty traffic offered. The time to inject a burst increases slowly with the I
burst size and becomes linearly dependent on the burst size for larger bursts.

This is evident from Eqn. (6.6), in which the second term in the numerator

tends to (1 -71,,az/i7)T for larger values of B. The superiority of the space-time

system over the equivalent spatial system is evident from the fact the bursts

are injected more rapidly by the space-time system, thereby allowing larger I
bursts than an equivalent spatial system.

6.5 Summary of System Behavior

In this chapter we have presented a simulation based analysis of a

model multiprocessor system interconnected by an ultrafast network. The fi- 3
nal model was abstracted in steps from a more general formulation of the

system. Initially a number of assumptions were made to bind the general pa- -
rameter space of the system to an intermediate model system. While these

assumptions concerned system parameters and the system characteristics, a

I
U
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more abstracted model was created by simplifying the functions of the pro- I
cessors and the memories. The workloads presented were formulated to study

the behavior of the system under some specific traffic conditions. Three dif-

ferent traffic patterns were studied. While the first was an uniform traffic, 3
the other two were non-uniform patterns created by purely spatial and purely

temporal variations in request patterns. The standard hot-spot model that I
has been traditionally used to study non-uniform references in address space I
was used. Behavior under temporal variations was studied by avoiding spatial

non-uniformities. 3
The study of the behavior under uniform load provided a basic idea

about the behavior of ultrafast networks in multiprocessor system. The topol- I
ogy of the system plays an important role in determining the available processor

insertion bandwidth and the latency of messages. Space-time switching was

found to be an efficient way to improve the performance of deflection routed in- 3
terconnects. The number of contexts or threads, needed to keep the processors

busy while waiting for memory access requests to be satisfied, was found to be I
dependent only on the internode link length and the fraction of memory access

requests on which a thread waits for a reply. The size and the topology had

no effect on the number of threads needed. Space-time switching affects the 3
number only through the increase in internode distance due to extra pipeline

stages at switching nodes. I
The system adjusted quite well to the kind of temporal variations that

were presented. The behavior is predictable as long as the average processor

insertion bandwidth between bursts is within the maximum bandwidth avail- 3
able to the processors. Bursts being a temporal phenomenon, the space-time I

U
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network performed better under temporal bursts. They allowed bigger bursts

for the same burst interval and at the same background link utilization. The

result is far more significant because of the fact that, for the same background

link utilization, the space-time network provides a higher processor insertion

bandwidth than a purely spatial network.

The behavior in the presence of hot-spots is influenced by the pro-

cessor insertion bandwidth and the memory bottleneck which restricts max-

imum memory access bandwidth to one. Hot-spots being a purely spatial

phenomenon, space-time switching does not influence the response of the sys-

tem to the presence of hot-spots. A comparison of the results with the per-

formance of multi-stage store-and-forward networks obtained by others shows

that deflection routed direct networks can tolerate hot-spots far more than

multi-stage store-and-forward networks. Table (6.10) provides a comparison

between two 2048 processor systems, one with ShuffleNet topology and the

other with Omega network [92] topology. An Omega network is a logarith-

mic multi-stage network with perfect shuffle interconnection between nodes of

adjacent stages. While the results on the ShuffleNet are based on our simula-

tions, the performance measures given for the Omega network are optimistic

extrapolations from the results on a 256 processor system presented in [89].

Though a bandwidth of 1 pkt/processor/tick is theoretically possi-

ble in the Omega Network configuration, it is not possible to achieve this

bandwidth in systems with finite buffers because of contentions in the net-

work [93]. With store-and-forward buffers of size 4 at each output to a node,

the 256 node Omega network system has been shown to be limited to about

0.6 pkts/processor/tick under uniform traffic conditions [89]. The bandwidth
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I
Table 6.10. A comparison of a 2048 processor ShuffleNet system with a 2048
processor Omega Network system

ShuffleNet Omega Network
number of processors 2048 processor-memory 2048 processors

and memories 2048 pairs attached to on one side and
2048 nodes memories on the other

ports per processor 2 ports per 1 port per
or memory processor-memory pair processor or memory

number of nodes 8 x 28 1024 x 0og22048
= 2048 nodes = 11264 nodes

switches per node Three 2 x 2 switches Two 2 x 2 switches
one with full and both with full
two with simple function 3

function
routing paradigm deflection with store-and-forward

restricted dynamic with static buffers
buffering using

space-time permuters I
Average network ideal: 21 hops ideal: 20 hops

latency real: 26 hops ??
number of threads 14 90 - 120 (estimate)

maximum processor 0.06 pkts/node/tick 0.6 pkts/node/tick
insertion bandwidth (optimistic estimate)
maximum hot-spot 0.8% results in 0.03% results in I

probability 80% link utilization 60% link utilization
processor same as above expected hot-spot
insertion probability is 0.8% I

bandwidth of with 6% link
0.06 pkts/node/tick utilization 3

I
I
I
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of a 2048 processor Omega network system will be lower than this limiting

value for 256 processor system. This study shows that a 2048 node Shuf-

fleNet system can support a maximum processor insertion bandwidth of 0.06

pkts/node/tick. A major difference between the two configurations can be

seen in their response to hot-spots. While the direct ShuffieNet configuration

does not show any degradation in performance until the hot-spot probabil-

ity reaches 0.8%, the indirect Omega network configuration starts to degrade

continuously as the hot-spot probability is increased from 0% [89]. The main

reason is that the ShuffleNet provides a peak memory access bandwidth of 2,

while only half that can be utilized because of the memory bottleneck. Also,

the deflections cause regular traffic to move away from congested links. The

Omega network system can support only about 0.03% hot-spot traffic at the

projected optimistic maximum offered load of 0.6 pkts/processor/tick. If the

system is offered only 0.06% pkts/processor/tick, then the Omega network sys-

tem is also expected to support a hot-spot probability of 0.8%. The resulting

link utilization will be just about 6%. Thus, with nearly 1/5th the number of

nodes, the ShuffiNet configuration should be able to provide about the same

performance as the Omega network configuration for real loads which tend to

be highly non-uniform both in space and time.



I
I
U

CHAPTER 7 I

SUMMARY, CONCLUSIONS AND FUTURE WORK I

7.1 Summary i
An ultrafast network provides a very high link bandwidth between

nodes as compared to the insertion bandwidth sought by the hosts. Most

direct networks provide an access bandwidth which is much smaller than the

link bandwidth. Also, the bandwidth differential in such systems increases

with the number of nodes in the system. In contrast, indirect networks can I
provide an access bandwidth comparable to the network link bandwidth. So, I

though it is possible to turn an indirect network into an ultrafast network by

designing the system such that the processors' need to access the network is

far less than what the network can provide, it is not a restriction placed on the

system as in the case of direct networks. I
Another major difference between direct and indirect networks is that

while direct networks can operate both under store-and-forward and deflection

routing schemes, indirect networks are traditionally operated only under the

store-and-forward scheme. There are a number of trade-offs between the two

routing schemes. One of the principal advantages of deflection routing that i
makes it more attractive than store-and-forward routing is its suitability for ef-

ficient optoelectronic network implementations. The motivation for this study

was provided by the need to exploit the potentials of such implementations,

while mitigating their weaknesses. I
I
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Interconnection networks for shared memory multiprocessors gener-

ally provide a network link bandwidth to processors that is comparable to

their insertion bandwidth requirement. So, the main purpose behind the in-

vestigations reported here was to characterize the impact of a class of ultrafast

networks, direct networks that operated under a deflection routing protocol,

on the performance of shared memory multiprocessors. The specific goals set

at the start of this work were:

"* To characterize the performance of ultrafast networks under deflection

routing using one way messages.

"* To study the impact of topological differences on the performance of the

network

"* To identify the basic system requirements that are needed to use ultrafast

networks in shared memory multiprocessors.

"* To differentiate the effect of the network on the processor insertion band-

width from its effect on message latency.

"* To characterize the perfor=mance of the system under well defined variations

in network traffic caused by variations in offered load.

* To investigate the scalability of the system in number of nodes, and in

internodL distance.

While the first two goals listed above concern the raw network perfor-

mance, the others are related to the performance of the multiprocessor system

as a whole. Hence, the work done towards this study was divided into two

parts that addressed the raw network performance and the composite system

performance.
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The primary contributions of this research effort, in the order in which I
they resulted, are:

"* Built an object oriented network simulator in C++, a generic tool that

separates the hosts and the network though a network interface unit, and

allows independent variations in network configuration, routing protocol

and the processor-memory configuration. I
"* Analyzed the behavior of the logarithmic SuffleNet using its unique prop-

erties and obtained a simple closed form model to predict its behavior.

SIdentified the issues that complicate a similar analysis of the Manhattan 3
Street network (a two limensional toroidal network).

e Identified the limitations of deflection routing, through the above men- I
tioned theoretical analysis as well as extensive simulations. 3

* Proposed the idea of limited space-time switching at the nodes of a fast

packet-switched network to partially overcome the negative effects of de- 3
flection routing, and thus enhance the performance of the network.

* Predicted the potentials of an implementable scheme for space-time switch- I
ing in fast packet-switched networks, through a topology independent 3
theoretical analysis. The analysis showed that, using limited temporal

reordering of packets, the network can achieve a performance that is close 3
to a collision free ideal network. The predictions were verified through

simulations for both topologies mentioned above. I
• The analysis of the specific space-time switching technique proposed in this 3

work and some recent, independent work by others on similar techniques

that involve switching in space and time led to a generic classification of 3
the possible variations under the general space-time switching paradigm. I

I
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0 The study of the model system under uniform load led to the identification

of the role played by ultrafast networks in supporting the requirements of

the processor-memory subsystem.

* The study led to the identification of behavioral differences between de-

flection routed direct networks and multi-stage indirect networks in mul-

tiprocessor systems with hot-spots.p The study of the effect of temporal bursts in the system demonstrated the

capability of ultrafast networks to adapt to temporal variations as long as

they are within the limit that would saturate the entire network.

7.2 Conclusions

The first part of the study concerned the performance of the network

under deflection routing. The key to improving the performance of deflection

routing networks is to reduce the probability of deflection through reducing

collisions in the network. A factor that influences the probability of deflection

is the number of care nodes encountered by packets during their flight through

the network. The lower the number care nodes encountered by packets, the

I lower will be the probability of deflection. The network topology should be such

that the network has an acceptably low average internode distance, a small

penalty for deflection and sufficiently low fraction of care nodes, so that the

* performance of the network is close to that of an equivalent collision free ideal

network. The analysis of the behavior of the two widely different topologies,

i.e. the logarithmic ShuffieNet and the two dimensional toroidal Manhattan

Street network, led us to believe that it will be a hard problem to identify a

I network topology that satisfies this condition.

I It was identified that if packets could be reordered in time at the
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nodes, it would be possible to reduce the probability of deflection. A detailed I
theoretical analysis validated by simulations shows that, under uniform loading

conditions, the network nodes with the kind of limited space-time switching

that is proposed exhibit a latency behavior that is close to the ideal collision

free network. We have focussed our attention throughout on nodes with two

input links from and two output links to other nodes in the network. While I
considering temporal reordering we consider a sliding window of two time-slots,

so that during each network cycle two consecutive slots on the two spatial

channels are considered for routing the packets that may be present in them.

In direct networks, the insertion bandwidth available to the sources

is dependent upon the latency of packets. Throughout this study we have as- I
sumed the network to be pipelined, with all internode links of the same length.

In such pipelined systems, the available bandwidth is inversely proportional to

the average number of hops made by the packets. Thus, space-time switch-

ing at nodes provides the network with higher average packet insertion rate as

compared to the equivalent network with purely spatial switching at nodes. I
Another important conclusion from the first part of the study on the

network behavior is that the logarithmic ShuffleNet becomes far more efficient

than the Manhattan Street network (MSNet) as the network size is increased.

ShuffleNets provide smaller latency and higher throughput than equivalent

MSNets. Though it may appear that this result is obvious because of the I
relative magnitudes of the average internode distances in the two networks, it

is not so straightforward because of the higher penalty for deflection in the

case of ShuffleNets of depth greater than 4 as compared to MSNets. For large

networks, of more than 2000 nodes, the relative degradation in performance I
I
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of a ShuffleNet from its own ideal behavior is much higher than the similar

degradation in the performance of an equivalent MSNet from its own ideal

behavior. But, the negative effects are more than offset by the advantage

provided by the logarithmic internode distance in the ShuffleNet to provide a

overall better performance.

We have used a highly abstracted model of a fully pipelined shared

memory multiprocessor system in this study. A number of simplifying assump-

tions have been made, partly to extract the fundamental behavior of the system

and partly to reduce the complexity of the simulations. The basic conclusion

from the study of the behavior of the model system under uniform workloads

is that it will be possible to adjust the design space of the system to exploit

the potentials offered by the ultrafast regime, while avoiding compromise on

processor utilization. As was observed in the raw network behavior, ShuffleNet

configuration with space-time switching provides optimal performance among

the four configurations investigated.

The study showed that multithreading is important to keep the pro-

cessor utilization up, and the number of threads needed is small for a closely

spaced system. An important finding on this aspect is that the number of

threads needed to keep the processor busy is dependent only on the internode

link length and the fraction of memory accesses on which the processor switches

context. The number of threads needed was approximately twice the number

of packet slots between the input of one node to the input of the next when

the processor context switched on every memory access. Space-time switching

will affect the number only though an increase of one or at most two pipeline

stages in the internode distance, needed to perform temporal reordering.
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The study of the hot-spot effect led to the conclusion that the memory I

bottleneck is the limiting factor on the performance of the network as well as

the system under hot-spots. The behavior of the system, both latency as well

as bandwidth did not change significantly as the fraction of hot-spot traffic

was raised from zero in an uniformly loaded network to a value that led to a

required memory access bandwidth of one from the hot memory module. The I
behavior under hot-spots was not further limited by the network. The results

demonstrate the adaptive nature of deflection routing that moved the regular

traffic away from congested links. These characteristics of a deflection routed

direct network are in contrast to the behavior of indirect networks. In indirect

networks, the performance starts to degrade steadily as soon as the hot-spot I
ratio is increased from zero. Due to the rapid degradation in performance under

hot-spots indirect networks provide much smaller memory access bandwidth

to the processors than what is expected of them. This study shows that direct

networks with far fewer switch nodes may be able to provide a performance

comparable to that of an equivalent indirectly connected system. I
A very simple analysis of the system behavior was done under tem-

poral bursts. The system adjusted well to the kind temporal variations that

were presented, as long as the average insertion bandwidth required by the

sources did not exceed what the network can provide. The average latency

under bursty conditions is found to be slightly higher than the corresponding I
value for a unformly loaded system with the same average processor insertion

rate. The limited data collected did not allow formal quantification of the ef-

fect. As expected, the space-time configurations showed greater adaptability

to temporal variations in network access pattern. I
I
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7.3 Future Work

While the current study has provided a fundamental insight into the

behavior that can be expected from ultrafast networks in multiprocessors, the

work can be extended in a number of directions. In fact, there is a need to do so

in order to design an efficient, predictable system using ultrafast interconnects.

Some of the open areas for research are:

* Introduction of a real processor-memory model into the simulator.

o Formulation of more realistic workloads using simple high level shared

memory constructs such as barriers, critical sections, etc.

a At the next level of investigation, comparison needs to be made between

implementation choices of the constructs studied.

o A different issue that can be addressed is the effect of varying the network

cycle time with respect to the processor-memory cycle time.

* The present simulation study, as well as other studies with some or all of

the above requirements or possibilities, needs to be addressed for an equiv-

alent direct network with store-and-forward routing instead of deflection

routing.

Future network architectural studies will be devoted to the enhance-

ment of the current design of Boulder Ultrafast Fiber-Optic network, and to

provide guidance when implementation compromises are forced on us. It may

also be that we don't yet know the optimum topology, that the off-the-shelf

user processor systems could be slightly altered to greatly increase aggregate

system performance, that retrofitting this interconnect into a current com-

puter center that initially seems to be an 'obvious' improvement won't be, or

that many other might situations arise that require considerable analytical and
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simulation resources to treat adequately. We thus feel that maintaining our ar- I
chitectural analysis and simulation capabilities is essential. A continued effort

in this direction is particularly important to address the issue of scalability of

the system. More often than not, solutions to problems on a small scale do not

perform well when applied to medium- or large-scale situations. In the present

context, we are focusing on scalability both from the view of large number of I
nodes as well as the increase in internode distance by orders of magnitude. Ini-

tial studies have shown that space-time switching nodes scale very well, much

above the capability of purely spatial networks.

A full parametric simulation study of the source to destination capac-

ity of the network under variations in topology and routing control algorithm I
is needed to direct the design of the deflection routing controller. The im-

plementation of the high speed, pipelined controller will also influence which

parameters to vary and their appropriate ranges. The parametric study and

controller design will thus proceed in parallel. Initial studies have shown that

limited use of time slot interchange (TSI) in packet switched networks can I
reduce contention significantly. TSI architectures developed here exploit the

ease of providing precise delays in optical transmission. Controller design and

network simulation will determine the most effective way of using this advan-

tage. The architectural analysis and simulation studies will proceed in parallel

with hardware development with a view to continually assess the architecture

in situations not amenable to direct experimentation and measurement.

I
I
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