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PROGJECT SUMMARY

This repornt desenbes the work pertormed at Physical Sciences Inc. (PSI) as a Phase |l Small Business
Innovative Research (SBIR) program sponsored by the Office of Naval Research. The general goal of this
program was the continued Jdevelopment of the flow measurement techmque known as the Vornicity Optical
Probe (VOP). The specitic objecuves of the program were to demonstrate that: 1) automated. time-resolved
vorticity vector measurements can be accurately performed at a single well-defined point within a tlowfield: 2)
the VOP measures the correct vorucity statistics 1n a turbulent flowfield: and 3) the VOP can be made to work

in water with a new type of water-compatible probe particle.

These three goals have been met dunng this program. An engineering prototype VOP electro-optical system
and a data reduction and analysis algonthm were deveioped and tested. This VOP system was employed in the
study ot several precision Couette tlow regimes. inciuding laminar, turbulent and penodic tlow. The measured
vorticity statistics compared favorably with expected values. Finally, a new type of vorticity probe particle,
made with acrylamude gel, was invented in this program. This invention permits the VOP technique to be used
with water as the working fluid. In many respects, the new water-compatible particies are superior probes to
those used previously 1n non-aqueous working fluids. The use of these particies for vorticity vector

measurements tn laminar. penodic. and turbulent Couette flow has been demonstrated.

The remainder of this report details these accomphishments in six chapters: Chapter 1 is a general introduction
to the VOP. Chapter 2 describes the fundamentals of vorticity measurement. Chapter 3 is a detailed account of
the full VOP system 1n 1ts current form. Chapter 4 descnibes water—<~mpatible probe particle properties and
manutacture. Chapter 5 is the presentation and interpretation of the new precision Couette flow vorticity vector
data. Lastly, Chapter 6 summanzes the progress on the VOP to date and examunes possible future directions in

VOP application and development.




I. INTRODUCTION
“The 1mp 'rtance of vorucity for the understanding and descnption of the
turbulent tlow or high Reynolds number motion of a uniform, incompressible

tluid cannot be over-emphasized.”
-P.G. Saffm:

The observation ot Saffman quoted above, and similar sentiments tfrom countless other investigators of t
tlow phenomena. have resounded through the fluid dynamics community for many decades. [t is only v
the past decade. however, that a systematic exploration of the vorticity field of turbulent flow has beco:
possible. This recent progress is the result of two significant developments. First, the explosive growti
the past decade of high-speed computers (approaching 10° operations/sec) capable of resolving features

tundamental interest 1n turbulence theory, and second, new expenmental methods for vorticity measurer
which have been recently devised, of which the vorticity optical probe is one. (For reviews of these m«

see Wallace, 1986 or Foss and Wallace, 1989.)

The interest in vorticity measurement reflects the growing recognition in the fluid dynamics communty
domunance of coherent structure in turbulent shear flow. Hussain (1986) has dubbed these "coherent vc
to emphasize the rotational nature of these objects, and to distinguish them from irrelevant large scale n
the background flow. This was also noted specifically by Laufer (1975), in his discussion of the kinem.

what he calls the "quasi-ordered” structure of turbulence; "... vorticity measurements suggest themselve
most promusing method for the quantitative study of the ordered motion. Unfortunately, there are sever
senous difficulties wath this method: 1) direct measurement of vorticity has not yet been successfully

accomplished with sufficient accuracy; 2) single-point measurements are inadequate; and 3) following tk

vortcity-containg fluid in a Lagrangian sense is intrinsically difficult”.

The first difficulty has been substantially overcome by the vorticity optical probe (VOP, Frish and Web
1981). The three components of the vorticity vector are measured, any two of them quite accurately.

Multipoint measurement arrangements have been devised (Ferguson and Webb, 1983). And lastly, the
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optical probe has “quasi-Layrangran” character in that the vorticity 1s measured at the location of probe

particles, as thev convect passively through the sampled region.

The vorticity vector, defined 1n Subsection 1.1 below. It descnibes the rotation of a matenal point in the
tlewfield. The methods ot vorucity measurement in the flow intenior are divided into two categories: those
which estimate vorticity or vortieaty components from finite-difference approximations of the local velocity field
denivatives, and direct measurements (1.¢.. not implicitly dependent upon velocity measurements) of the local

rotation rate of fluid elements.

In the first category, finite-thiference based methods place a restrictive upper limit upon the accessible Reynolds
number of the flow in the laboratory like their computational counterparts on grids of finite resolution.
Alternately expressed. the dimension of the finite-difference element sets a limit of spatial resolution. Free
shear tlows and. generally, non-parailel flows place even greater burdens upon the capabilities of finite-
difference techniques due to the questionable nature of Taylor's hypothesis applied to the rapidly changing

length scales and velocities in these tlowtfields.

The second category. direct measurement of vorticity, to our knowledge has only two members: a recently
dJeveloped forced Rayleigh scattenng technique (Agui Garcia and Hesselink.1990), and the Vorticity Optical
Probe (VOP). The VOP technique was developed by Frish and Webb (1981) specifically to address the
problem of resolving the smallest scales of intense turbulence, even in the presence of powerful mean shear. In
its present form, the VOP measures three components of vorticity in virtually any geometry, in liquid flows

including water.

1.1 Motivation

Why measure vorticity? The vorticity field, wX.t), which has been called the "sinews and muscles of fluid

motion” (Kiichemann, 1965), 1s defined as the curl of the velocity field uX.1);




= Vxu .

el

Taking the curl of the vorticity field, we have

Vxe = Vx(Vxu) = (VD) - T°0 .

For incompressible flow with V-u = 0

Z2

The solution of this equation for uis given by

- | (iXw 3%
X)=s — | ZZd°X + ©
uX) 41[ rJ ¢

where r = 'X - X', the integration is performed over the domain of non-zero vorticity, and ¢ is the |

of an arbitrary irrotational flowfield.

The first obvious consequence this solution is that the velocity field is specified by the vorticity field ( tc
the gradient of scalar potential determined by the boundary conditions). The second consequence is that
most 1mportant action i any flowfield takes places where the vorticity resides, and important features ¢

flow can often be described by vorticity measurement over relatively smail regions of the flowfield.

Vorticity is transported by the flow. For inviscid flow, the circulation about any open material surface i

flow, which is equal to the flux of vorticity through that surface, is a conserved quantity (Batchelor, 196"
—_ [;ds =0

In viscous flow, the Navier-Stokes equations are written (in the Eulenan frame)

+ quwi



(with the usual summation convention on repeated indices) where & 1s the rate-of-strain tensor. Because

tand e, ,) are invanant under Galilean transformation, the Lagrangian vorticity equations are

dw;
ot

= wj * eij + szwi
and the intnnsic rate-of-change of the vorticity vector at a matenal point is seen to be due only to the action of
viscous diffusion or the stretching due to &
Finally, the enstrophy per unit volume, Iw2| (the rotational analog of energy |u| %) is directly proportional to
the local energy dissipation rate per unit mass, €

€ = y|lwj 2
From the discussion above. 1t 1s seen that many of the quantities that characterize the dynamics of turbulent flow
are inttmately bound together :n the vortcity field, whereas the connections to the velocity field statistics are
often more subtle. and inherently less efficient descriptors of turbulence. It is not unreasonable to expect that

vorticity correlations will provide much more powerful descriptions of the coherent structures and vortex

interactions which are at the leading edge of turbulence research.

An example of the efficiency of the vorticity field description is seen in Figure 1. Figure 1(a) shows velocity
measurements 1n a plane of a single-sided wake producing a 2-D map of an apparently complex flow pattern
(Perry and Chong, 1987). A number of singularities are in evidence, including foci, nodes and saddles

(F.N.S). A full description of the flowfield would ordinarily require many such planes. Figure 1(b) shows a
postulated “vorticity skeleton” of the flow, and the resulting velocity field computed from Eq. (2). The vorticity

field in this case is a kind of hydrodynamic shorthand describing the essential topology of the flowfield.

In addition to these very fundamental reasons for vorticity studies, there are many highly practical motivations
as well. Propagating acoustical signatures due to turbulence are closely related to vorticity dynamics, and are
associated with the time rate-of-change of the (low) pressure ficld in the cores of intense vortices (Kambe,

1986). Flows near boundary layer control devices and structure junctions are often vortex dominated flows.
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(a) Typical [nstantaneous (phase-averaged) Velocity Vector Field for a
Single-Sided Wake Pattern Using a Hot Wire Probe

C—__J Jot wake (>

/W\\)m

(b) (top) Side View of Vortex Skeleton for Single-Sided Structure.
(middle) Oblique view of a typical cell. K denotes a unit of circulation.
(bottom) Commputed velocity field using the Biot-Savart law (as seen by an observer moving with the ¢
Figure 1

Representation of a Complex Flow Pattern with a Vortex Skeleton (from Perry and Chong, 1987)



The behavior of high helicity (@ - w flows (Moffatt, 1969) and swirling flows, turbomachinery and propulsor
tlows, 1s strongly affected by vorucity concentrations at inlets. Periodic flows and wake development can is
hest described 1n terms of shed vortex interactions. Also, computations are frequently formulated in terms of
vorticity to take full advantage of the economy of description afforded by the vorticity field in many flows (e.g.,

Aref and Siggia, 1980).

1.2 Background

The development of the VOP to date is sketched briefly in the following sections.

1.2.1 VOP History

The VOP was invented by M.B. Frish at Comell University as part of his doctoral thesis research (1981). The
first direct optical vorticity measurements were single component measurements in laminar Poiseuille flow and
in & transitional boundary layer (Frish and Webb, 1981). This work was continued at Comnell by Ferguson,
who developed the multi-<component VOP sensor based upon a dual-axis position-sensing photodiode detector.
Ferguson performed the first direct optical measurements of two vorticity components simultaneously (Ferguson
and Webb, 1984). This version of the VOP possessed the potential of three component vorticity measurement.
The development of the VOP was continued by Frish and Ferguson at Physical Sciences Inc. (PSI) commencing

with an ONR-sponsored Phase | SBIR program in 1987, descnibed below.

1.2.2 Phase | Program

The Phase I SBIR program at PSI had two basic objectives. The first objective was to demonstrate that the
VOP technique could be extended to three<component vorticity measurement using a single detector surface of
finite solid-angle. The second objective was to demonstrate the volumetric potential of the VOP, by measuring
vorticity vectors at several distinct locations within a large sampled volume simultaneously. A method was

devised to independently determune the positions of the individual measurement points within the volume.



vorticity vectors at several distinct locations within a large sampled volume simultaneously. A method wa

Jevised to independently determune the positions of the individual measurement points within the volume.

At the successful conclusion of the Phase | program, the Phase Il program, which is the subject of this re:

was begun. The goals of this program are summarnzed in the next section.

1.3 Phase il Goals and Accomplishments

The specific objectives of the Phase II program were to: 1) develop an automated instrument to acquire t
resolved vorticity vector measurements at a single well-defined point within a flowfield; 2) demonstrate th

\'OP measures the correct vorticity statistics in a turbulent flowfield: and 3) make the VOP work in wate:

These three goals have been met. An engineering prototype VOP electro-optical system and a data reduct
and analysis algonthm were developed and tested. This VOP system was employed in the study of sever:
precision Couette flow regimes, including laminar, turbulent and penodic flow. The measured vorticity
statistics compared favorably with expected values from several sources. Finally, a new type of vorticity
particle made with acrylamide gel was invented, which permits the VOP technique to be used with water
working fluid. [n many respects, the new water-compatible particles are superior probes to those used
previously 1n non-aqueous working fluids. The use of these particles for vorticity vector measurements 1r

lamunar. penodic, and turbulent Couette flow has beer demonstrated.




2. FUNDAMENTALS OF VORTICITY MEASUREMENT
2.1 Qverview

From the defimtion of the vorticity field as the curl of the velocity field, u,
w = Vxu

1t is a straightforward task to devise an experiment, at least in principle, in which the local vorticity vector may

be estimated from several (Eulenan) velocity measurements at strategically chosen positions. One would, as a

simple example, measure the velocity vector (u,v,w) at four positions ,i.e., Xg = (Xq,¥5.Z), (Xg+dX,yq.Zg),
(x0:Yo +dy.Zg), and (xg.yg.Zy +d2). From the spatial Taylor expansion of the velocity field at 5(-0, it is evident
that good estimates of the velocity denvatives (and thus the vorticity vector) at position -)'(.0, can always be

obtained, provided suitable restnctions are placed upon the size of the increments, dX. Mathematically, these

restnctions on the size of dX need only guarantee the smallness of second and higher order terms which

contabute the error 1n gradient estimates, while minimizing the differentiation error in the gradient calculation
which grows raptdly with decreasing dX in the presence of noise. In practice, sophisticated finite differencing
schemes are routinely employed for velocity gradient estimation in experimental (or computational) applications
(Wallace, 1986, and Foss and Wallace. 1989). Unfortunately, turbulence in real fluids introduces difficulties at

the outset.

For a fluid of given viscosity, v, the dissipation rate, ¢, fixes the (Kolmogorov) microscale of the turbulence,

174
3
n= [f_] . This is the length scale at which viscous dissipation strongly damps local vorticity or velocity
€
field fluctuations and therefore is expected to be a suitable order of magnitude of the increment, dX

(Wynguard, 1969; Klewicki and Falco, 1990). Selecting a finite dX in an actual physical realization of such an

expeniment usually imposes a restrictive upper limit on the Reynolds number accessible to such measurements.
Larger Reynolds numbers result in turbulent length scales in the flow which are smaller then the probe
dimensions, resulting in the washing out of small-scale structure and possible aliasing of the vorticity

measurements. The Nyquist sampling theorem applies equally to spatial resolution issues.



A more subtle problem anses when considenng the time dependence of the tlowtield. The implicit assum
of the toregoing discussion is that the Lagrangian time denvauves of the velocity components are negligib

companson with the convective part of the total (matenal) denvative.

In other words. the tlowtfield is assumed to pass through the (Eulerian) probe region unchanged, as if “frc

Taylor’s frozen flow hypothesis is then

.. 123
aX U, at

suggesting that streamwise spatial derivatives can estimated from time derivatives of measured quantities »
point where U 1s the convection velocity. Clearly this is true in turbulent flow only when U, is sufficier
large and constant. Great care must be exercised in measunng low-speed and highly non-parallel flows u
finite difference techniques which rely in part upon Taylor’s hypothesis (Piomelli, Balint, and Wallace, 1¢
The application of hot-wire anemometry or laser-doppler techniques (Lang and Dimotakis, 1982) to finite-
difference velocity gradient measurements also suffer from velocity measurement-related errors and probe

interference or interaction, particularly near flow boundaries. Limited spatial resolution and the problema

nature of high vorticity (1.e., near-wall) regions, obscures much of the interesting vorticity dynamics.

The other major class of vorticity measurement techniques comprises those which attempt to directly obse
local deformation tensor. By whatever means this is accomplished, e.g., gnids opticaily 'painted’ in phot.
dyes, etc. (Fermugier, Cloitre, Guyon, and Jenffer, 1982; Chu and Falco, 1987), these are essentially qua
flow visualization techniques. Local deformations of the fluid markers are analyzed to yield the fluid ang
velocity about at least one axis. Particle imaging velocimetry (PIV) (Utami and Ueno, 1987; Agiii and Ji
1987; Adrian, 1991) is member of this family. These approaches still rely implicitly upon the calculation
Lagrangian velocity field point by point, and subsequently, its gradients. These methods gain vorticity pr
the expense of spatial resolution up to a limit set by the length microscale of the flow and incur large errt

that for the reasons cited. The Eulerian probes described above make similar compromises depending on
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The VOP is a direct approach to vorticity vector measurement. [t provides fixed spatial resoiution limited only
by particle size, but trades vorucity precision against temporal resolution. No velocity measurements are
umplicit in the method. The rotauon of a sub-Kolmogorov scale fluid element containing a small particle is
probed directly as 1t moves along a streamline. At very high Reynolds number, the VOP does not alias the
data. Behaving rather like low pass vorticity filter, the smail scales average out. The precision of the vorticity
measurement in the fluid element 1s determined roughly by the length of time for which it can be observed.

This time interval must not exceed the Kolmogorov micro-scale of time, t = wie)l! 2,

2.2 The Vorticity Optical Probe Concept
The VOP is an elegantly simple concept. A small (20 to 50 um) spherical particle suspended in a viscous flow
will quickly spin up under the action of viscous stresses at the particle’s surface. The torque exerted on a

sphere is proportional to difference between the sphere’s angular velocity vector, (1, and the angular velocity of

the surrounding fluid, w2 (for local vorticity, @). The sphere’s final angular velocity (when the torque is

zero) is then
=2 )
2
which is approached exponentaily with a relaxation time of 1,
1 a% P )

where a is the particle radius, and Pp and py are the densities of particle and fluid, respectively. The small
masses and moments of inertia of the spheres developed for this purpose insure that they react to the fastest

fluctuations of velocity and vorticity in turbulent flow (Subsection 2.4.2 below).
The symmetric part of the local deformation tensor, the rate-of-strain tensor, 8 bas no influence upon the
orientation of the particle due to the particle’s spherical symmetry. Thus a measurement of the local vorticity

vector in the fluid reduces to a measurement of the probe particle’s angular velocity vector. The method for

11



angular velocity measurement is to reflect a beam of Light from a highly retlective planar facet on or 1n th

particle, and observe the sweeping reflection.

To perform these measurements, Frish (1981) invented a method of encasing microscopic plane mirrors (
carbonate crystal platelets) in 20 to 30 um clear plastic spheres having refractive indices that match the w-
fluid in which they are dispersed as probes. Each particle is mechanically spherical, but optically planar -
reflections and refractions are effectively eliminated at the particle surface by index matching. Only the

embedded murrorts) remain visible. A beam of laser light reflected from a probe particle at a known loca
the fluid, 1s recorded as a function of time. From the reflection’s angular displacements, the particle’s an

velocity vector, and thus the local vorticity of the fluid, is deduced.

Following the discussion of VOP geometry in Subsection 2.3 below, a complete discussion of vorticity pr
particles, including their properties in various fluids, manufacturing methods, etc., will be presented in

Subsection 2.4. The three component vorticity measurement system is described in detail in Chapter 3.

2.3 VOP Geometry and Trajectory Analysis

The basic VOP configuration 1s shown in Figure 2. The laser is incident from the positive z-direction.
plane upon which the passage of the reflected beam 1s observed 1s referred to as the detector plane. The
of the reflected beam emanating from the origin, where it intersects the detector plane, is henceforward r
to as a 'reflection trajectory’, or simply “trajectory’. The mirror-normal unit vector, 1, has the usual poi
coordinates, 8 and ¢, defined with respect to the positive z and x axes, respectively. The angular coordu
the reflected beam are 6’ and ¢’. For reasons that become clear in the following sections, the primed ba:

of vorticity vectors is preferred to that defined by the coordinate axes.

12
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Figure 2

VOP Coordinate System

2.3.1 Differential Trajectory Equations
In tme At, the vorucity vector cames the mirror-normal vector from its orientation when first detected, ag, to

a new ornentation, i, by the action of the rotation matnx, M(-J,At). The complete mirror-normal trajectory

constst of m vectors 1n time mAt and has the representation;
{ﬂo.ﬁl.ﬂz....ﬁm} = [Mg.My,...Mylig

The reflection trajectory 1s sumply reiated to the mirror-normal trajectory as described below. This procedure
was adopted for computing the trajectory simulations in Subsection 2.3.2 below, explicitly in terms of the

rotation matnx and a starting vector, ;J However, a(t) is not linear in the vorticity componets. This

trajectory generator has been used in a non-linear regression algorithm for trajectory analysis, but a serious
disadvantage of this approach is that it is quite computationally intensive. We have therefore adopted a

lincanzed method utilizing the rate-ofchange of the mirror-normal angular coordinates.

13




The rate-of~hange ot the murror-normal vector 1s related to the vorucity vector by,

Wrnting the mirror-normal components as

divdt = Zxa
2
ny = sin § cos ¢
ny = sin 8 sin ¢
n, = cos 6

ditferennating Eq. (6) with respect to time and solving for df/dt and do¢/dt gives

4o’ _

dt

do' _
dr

%(wycoscs' - wySing')

w -
_Z_Z - ww(wxcosdb * wysIng)

But the retiection (pnmed) coordinates are simply related to the unpnmed coordinates as

thus the relationship between th: rates-of-change of the reflection coordinates and the vorticity vector

dg’
dt

do’ _

Tar

Expressed in the pnmed vorticity basis;

wz
7

a

= (wycosda' - wxsiné’)

- _;cot%.(wxcosdv + wysing’)

dol

£ = A’ + Bu'y + Cu'y

dt

= = Du'y + Eu’y + Fu'y
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where the coetficients A-F are

-\:B=_Lcoso’.C=-Sin¢
2
1 - co(.(i_’sm@' —[l + cot%sincp’ P e
D = = E = , F = —5co!3cos¢’

V2 ' 22

Equations (4) through (7) are called the differential trajectory equations (DTEs). A trajectory consisting of
many (6°,.0’,) pairs at fixed time intervals generates mauy such equations using finite difference estimates of the
#' and o' denvatives. The vorticity components are then extracted by a simple linear least-squares analysis (see

Subsecuon 3.2.8)

2.3.2 Trajectory Simulations
What ought these trajectones look like, and what assurance can be given of uniqueness of the vorticity vectors
deduced from them? The inttial onentation of mirror-normal vectors for particles moving through the sampled
(laser-1llumnated) volume 1s completely random. Thus, for a single fixed vorticity vector, there exists a family
of possible trajectones on the detector surface corresponding to all of the possible starting positions of the
myrror-normal vectors. Figure 3 shows several representative trajectory families corresponding to the vorticity
values indicated. Figure 3(a) shows the case of pure W'y while Figure 3(b) inciudes w',. Clearly v’y and w’z
are more or less directly related to the rate and angle of inclination of the trajectories’ passage. The addition of
w'y n Figure 3(c), however, gives nse to a subtle change in the trajectory curvatures. This curvature, and thus
“"y' becomes easier to measure as trajectories become longer. In ‘act, the geometrical parameters, 1, the local
Y

rate of passage of the reflection, ¥, the local angie of inclination of the trajectory, and 3 the local curvature,

form a convenient alternate basis set from which the vorticity components may be estimated. The addition of
trajectory curvature is what allows three independent vorticity components to be determined from the motion on

a (two-dimensional) surface.
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Some Reflection Trajectories

Note that trajectones never cross on the detector plane: for each imitial mirror orientation, distinct vortic
vectors possess one and only one trajectory. The converse is certainly true; a full trajectory through a giv
pount in the detector plane corresponds to a unique vorticity vector. However, one must be wary of the

singuianty 1n the VOP geometry where trajectory uniqueness breaks down. Figure 4 shows a case of suc
singularity on the detector surface. The fixed point about which trajectories appear to orbit corresponds t
murror-normal which happens to be parallel to the vorticity vector. [n such a case, no information can be

obtained about the magnitude of the vorticity vector.

This null vorticity vector is the special case of a vorticity vector which is parallel to every mirror-normal.

results in an inherent "blind spot” in the VOP system. This does not mean tkat a vorticity value of zero «
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Figure 4

The VOP Singularity

be measured, merely that it cannot be distinguished from the highly improbable situation of a finite vorticity

vector parallel (o the muirror-normal. Care must be taken in the interpretation these events.

At the center of the detector (Z = 0, X = 0), the coefficients of the “”y vorticity component, B and E, in the
DTEs. vanish. In this case accurate measuruments of the w’, and «', components can be made without
contamunation from the uncertainty 1n the ""y value. It is reasonable to bundle all the uncertainty into w’y where

it naturally resides (i.e., the primed vorticity basis is a diagonal representation), rather than mix it in the

unpnmed frame between w,, and w,.

2.4 VOP Particle Charactenstics

In evaluating the many VOP particle candidate materials tested in this program, mostly in the pursuit of water-

compatbility, several basic guidelines of particle "design” have been applied for all particle/fluid systems. The

essential features of any type of vorticity probe particles, be they solid, liquid, or visco-elastic material, are as

follows:

1) The optical properties of the particles must meet the minimum experimental requirements for acquiring
useful data.

2) The dynamic response of particles must be such that they follow the flow fluctuations at all length and

time scales of interest.




R} intninsic particle behavior must not compromuse the simple interpretation of the measured angul.
velocity vector.

4) Particle tnteractions must not unduly influence the turbulent staustics which are to be measured.

‘

Each of these 1s considered in the following sections.

2.4.1 Optical Properties

Parucies of optical quality consistent with the requirements of the VOP detection system to be discussed

Chapter 3 have the following features in common:

18] Nearly diffraction limited reflection divergence from embedded murrors which are free from dei
<urtace contamunation. These mirrors should be of sufficient size to give acceptably small dive:
(Basic lead carbonate, 3PbCO42Pb(OH),, in the form of hexagonal crystal platelets of 15 um
diameter and 0.06 um thickness have been used almost exclusively to date.)

2) Refractive index matching of the working fluid/particle system to a degree which meets the abo:
requirement and limits unwanted particle surface reflections.

3 Optical transparency of the particle material minimizes scattered background light.

In order 1o maximuze the accuracy with which reflection trajectories are determuned over the limited soli
subtended by the detector surface, the smallest possibie angular spread of the reflections is desired. A r

divergence of no more than 15 percent of the full cone angle subtended by the detector is a sensible lim:

an F1.5 optical system, this corresponds to a divergence angle of <6 deg. With 15 um mirrors approx
5 deg of this 1s already taken up by diffraction. The Fraunhofer diffraction pattern of a circular apertur.

2
24(X)

X

X = X = X D sind

The first zero of J,(x) is at X = 3.83, and
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= 1.222
5)

giving ~ 35 deg full cone angle for green light (the Argon ion laser line at 514.5 nm). The 5 deg full cone angle

of the Airy disc contains 84 percent of the total reflected power.

Mismatching of refractive indices for fluid particle systems produces focusing effects at the curved particle
surfaces. The particle surface near the embedded mirror shown in Figure 5 acts like a pair of thin lenses.

For 2 percent matching, An ~ 0.03 with D = 15 ym

mm

(993 I

! ~A.,[_l+i] -
rl r3

The farfield defocusing angle D/f = 2.6 deg. Therefore, index matching in the 1 to 2 percent range is
necessary for holding total spot angular size near the 6 deg limit. This also leaves some room for improvement.

Doubling the mirror diameter would nearly halve the cone angle and quadruple the total power 1in the reflection.

Ancillary benefits of good ( < 1 percent) index matching include minimized surface reflections intensity into the
2

An ~107% pear 45 deg incidence, not including geometrical

n + 0

collection optics, though this is of order

N\

VIRTUAL
4 SECOND SURFACE

e : ~ FIRST SURFACE
REFLECTED BEAM - ~
rd

'
s
e

Fignre §
Illustration of the Refractive Contribution to Farfield Reflection Divergence
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spreading ot retlecuons from the highly curved surfaces. Such retlections would be negligible even near

10 percent index matching. The more senous difficulty of this type, however, arises from low-angle surt:
retlections and muluple low-angie internal reflections. In conjunction with beam extinction and diffractior
to the murrors, thus can rapidly decrease optical depth and produce inhomogeneity in the incident and réfle

laser light at high particle loading ( ~ 108 particles/cm3).

Some volume scattering from the particie material is acceptable. The fraction scattered into the detection
from the few particles within the sampled volume at any one time will be orders of magnitude smaller tha

retlection 1ntensities.

2.4.2 Dynamuc Response

VOP particles must not only track the translational motions of the surrounding fluid element, as is usuall:
concern tn connection with LDV seed particles, but the angular velocity and accelerations of that fluid elc
as well. For the translational part, the discussion of Buchhave, George and Lumley (1979) is recounted 1

some modifications.

If the Lagrangian velocity field is represented by Fourier components of random phase, then the dynamic

v sin(2xft + o), the solution of

response of the particle to the component at frequency f, v

[]
»

E(i -v)
m

1s required, where X - v is the velocity of the particle relative to the local Lagrangian field and where 8

(Stokes) drag factor and m is the particle mass.

The solution gives the spectrum of the particle/fluid relative velocity

20



\,( f)
7o(27
t(_f) =

Y

[« 1;(27rﬂ:

where 7 ts the particle’s response time.

To follow velocity tluctuations to < 10 percent. requires 7,(27f) < 107!, For &(f)«1, 7, 1s obtained simply

from the Stokes drag (Lumley, 1957)

The Kolmogorov mucroscales tor two tlow conditions in water are summanzed in Table 1.

Table |. Companson of Turbulence Microscales and Particle Charactenstics

Case | Case 2

foru ~1 ms water tlow, { ~ 10 cm for 6 ms over 2 ¢cm
e = ul/t = 10°, v = 0.01 cm*/s € =ul/e ~ 108
n ~ 20 um 7~ 3um
v ~ 6 cnus v ~ 30 cnv/s
r~3x 10 7~ 103s
j'~3x1035'1 f~l()ss‘l

9

- p -

T, = AP 1o 4s
Iv pg
for 40 um diameter neutrally buoyant particles in water

The Kolmogorov microscales are the local scales that can be formed from the local dissipation rate ¢ (~u3/ )

and the kinematic viscosity v. These are:
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velocity, v = (ev)
1'4
W3
length, n = | —
€
) v] 172
time, 7 = | —
€
)12
frequency, f = | -
14

v and ¢ are estimates of typical velocity and length sacle of the (outer) tlow. The response time of a 40
diameter neutrally buoyant particle is included in the table for comparison. Note that for the most inten

turbulence (Case 2), some small scale structure is likely to be smoothed out.

[n the rotational response calculation, the treatment is fully analogous. Following Chwang and Wu (19~

torque on a sphencal particle rotating at angular velocity 0 in a fluid of vorticity @ is

87 pof va3(ﬁ - _; w)

As stated in Subsection 2.1 above, the steady state is achieved when § = <. The equation of motion !

nle

particle 1s

Agawn, using Fourner analysis, a similar spectrum is obtained for particle/fluid relative angular velocitie:
the same conditions stated in the translational discussion above. 7, the rotational relaxation time, is obt

from the rotationai analog of the Stokes drag.

Tslaz
1Y

3l

Note that a particle’s rotational response time is approximately five times faster than its translational res

time.




The roie of the local rate-ot-strain tensor 1s more subtle. By symmetry, it can generate no couple on a sphencal
particle which would tend to rotate the particle. Non-sphencal particles, on the other hand, will tend to align
thetr long axes with the pnincipal strain rate in the tlow. In a simpie shear, the sum of a straining field and a
ngid body rotation. the rotation rate of elongated particles will modulate 1n proportion to their degree amisotropy
as thev rumble. tJeffrev. 1922: see Subsection 2.4.4). If the strain rate becomes sufficiently great to
appreciably deform non-sohd probe particles. the effect of the strain rate on the measured vorticity is not

neghgible. This 1s considered in the next section.

2.4.2 Intnnsic Particle Behavior

Rigid body rotation 1s by defimition the only behavior that solid particles in a shear tflow can exhibit under
normal conditions. However, hquid and visco-elastic droplets interacting with the surrounding flowfield will, in
veneral. exhibit internal circuiation and/or deformations in addition to their translations and rotations. Such
deformations can be catastrophic, breaking particles or droplets into two or more parts. Fortunately, these

effects become problematic only at very high strain rates.

For an immuscible fluid. surtace tension is able to maintain sphenicity of smail ( ~25 um) droplets against very
high shear rates. For a 40 um diameter droplet with 20 dynes/cm surface tension with the surrounding fluid

Jdvnamics pressure tluctuation must approach X ot dynes/cm to deforru the droplet significantly.
a

Apparently then, liquid droplets containing VOP mirrors will also function as vorticity probe particles. The
most significant effect on the measured vorticity within the droplet results from the internal circulation induced
by relative velocity when the droplet phase 1s not neutrally buoyant. A detailed discussion of liquid droplet
VOP particle characteristics is beyond the scope of this report. but there are many interesting implications for

two phase flow studies using vanations of the VOP technique.
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{n the case of visco-elastic probe particles, stramn-induced deformations can also lead to spunous modul.
the measured local vorucity. For high shear rates, S, the magnitudes of both the vorticity and rate-of-»

tensor will be large. So long as the particle remains sphencal. the instantaneous rotation rate remains :

If particles are deformed, the rate-of-strain tensor generates a torque. Figure 6 indicates the anticipatec
Jdeformations under extreme conditions. In a worst case scenano, ¢.g., the shear rate near the leading

flat plate 1n a water tunnel with free-stream velocity 30 ft/s, shear rates can exceed 10° 57!,

For 100 um diameter particles in water with {S, a, v} = {105 sl s5x 1073 cm, 0.01 cmZ/s}, the Rey

number of the tlow 1n the vicimty of the particle can be estimated as

2
R =233 _ 250

It is expected that such a flow will be nearly potential a short distance from the particle and that the eft

viscosity will be confined to a houndary layer near its surface of thickness 6.

8~ |2 <~ sx10*cm
ls

The maximum viscous stress experienced at the particle surface 1s

TS vas332 ~ 10 dynes/cm

’ — 7
7 \ @ s
; 9 7/ M _e
Ve / ay
y; /
s ’
Z /S
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Figure 6

Deformation of Visco-elastic Particie at High Shear
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The maximum attainable dvnamic pressure torces relative to stagnation points in the parucle trame are
i S 3
Ap ~ pisa)” ~ 10° dynes/cm- .

For visco-elastic matenal, such as acrylamide gel (descnbed in Chapter 4) whose bulk modulus 1s

] .
2 10% dvnesiem=, strains ol less than 10 percent are the worst case. This corresponds to only a few percent

vorticity modulation.  The vicid strain of this matenal is 30 to 40 percent, 1.¢., larger deformatons simply

rupture the gel network.

2.4.4 Particle Interacuions

The Einstein relation for the buik viscosity of a suspension of rigid sphencal particies. uois

where u 1s the conttnuous phase viscosity, and « is the total volume fraction of the dispersed phase. This

expression 1s generaily accepted to hold for a < 0.02. For particles of radius a, this condition on a can be

expressed geometnically with an average "primitive cell” of side r.

In each vertex of the cube 1s a single octant of the sphere, thus each cell contains the volume of a single sphere.

3
The volume fraction 1s a = %ra_j . and when o 15 0.02, r/a = 6. If the mean distance between particle

centers 1s less than 6a, the Einstein formula is no longer an adequate description. This expression is based upon
the approximation of single, independeat particles perturbing an unbounded flow. Higher order terms describe

the flow field perturbations near a particle due to its nearest neighbors (Batchelor and Green, 1972b), as in

Koo=p l*%a+C2a2+...

Special corrections may be required for particular flows. For example, Lin, Peery, and Schowalter (1970) have
shown that bulk viscosity of a shear flow with solid spherical particles require a correction for inertial effects at

high shear Reynoid number, R;:




' 5 32 A'S
i =u[l'a'§—Rs ” . Ry = -

Following Batchelor (1967), the far-field correction due to the presence of a ngid spherical particle emt

4 pure straining motion.

3 1
2N s
For a plane strain, 1.e.
g L
ax ay

the tar-field velocity perturbation in the plane, z = 0, 1s

51

?
“

3
Bxg - Byylio
3

where (Bxg - By?] is the unperturbed straining fields at the pont (x.y). The r/a = 6 criterion is seen

equivalent to the requirement that the average velocity perturbation at netghboring particle not exceed

~ | percent of the background flow.

For 40 um diameter particles, the r/a = 6 condition gives a particle number density, n < 6 x

10° pamclesn:m:‘ and an increase in bulk viscosity of 5 percent. Particle centers have > 120 um avera
separation; this degree of VOP particle loading is never likely to be exceeded. We thus have reasonabl
assurance that dilute suspensions of probe particles sample the background flowfield and not the flow fi

their neighbors. Under some conditions flow conditions, however, particle pair interactions can be imyp

Isolated strong particle interactions, which perturb the particles’ rotation rate, will occur in shear flows
particles approach each other closely. A particle pair in a shear flow is shown below in Figure 7 in the
reference frame of particle B. Particle A approaches particle B with velocity wb where b is an effectiv

parameter. As b becomes smail (<a), the particle interaction is pictured sequentially in Figure 8 (e.g..
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Particle A Approaches Particle B in the Uniform Shear at
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Figure 8

Sequence of Pair Positions During Interaction
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Darabaner and Mason. 1967). At closest approach, at or near contact. the particle pair rotate as a ngid

i.e.. as a dumbell. Rather than each particle rotating at angular velocity w2, the formula for the ngid b

' rotation rate ot an eilipsoid of revolution with a 2:1 aspect ratio due to Jeffrey, applies approximately fo

+

paired particles.

with bounds.

N

2 8 w
= < _— . =
20 <0, < 20 [ﬂ

When the parucies touch, they quickly accelerate through 8/5). pass through {) near vertical, and siow t
as they approach alignment with the principal strain axis. Then they separate once again and continue o
onginal paths. For small b, the probability of such an encounter is small since the velocity of approach
off directly with b. The mean time between such interactions is then proportionai to n/b, where n is the

number density. For b 2 d, the particle diameter, stokes flow interactions drop off quickly, as /dy.

the weakest attraction between particles, however, may result in a meta-stable pair which can persist for
rotation periods 1n a laminar shear. This effect is observed expenmentally, and must be invoked to exp.

lamunar tlow calibration data in Chapter 4.

Particies wall also interact with solid boundaries. Some range restnctions (h/a= distance to wall/radius:
Failing these. the possibility of lift and/or induction effects which can induce body forces or torques on

probe particle 1s introduced. The exact solution of the Stokes equations for the motion of a neutrally by
sphere 1n a shear flow near a plane boundary has been calculated as a function of h/a by Lin, Lee, and :
(1970). The caiculated particie motion for local unperturbed shear rate w, and velocity U, =wh for sei

h/a values gives

Apparently the particle must come very close to the wall (a fraction of a micron for 100 um particles) i

to significantly reduce the measured vorticity. The reduced velocity of the particie must also locally per
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ahia = 10, — 1 09997, Y - 0.9996
1 woh
3%
ahia =15 3 -0923, Y =092
1 W,
3¢

- 0.436, _Y_ = 0.495
W

boundary laver flow in this case. Sull, corrections of vorticity statistics very near boundaries are not likely to
be required.
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3. THREE COMPONENT VORTICITY MEASUREMENT SYSTEM

The VOP apparatus s a fully automated system which acquires retlection trajectory data n real time fror
smali sampled volume at any point in the flowfield. These data are sequences of discrete, random evént
consisting ot a digitized representation of a reflection trajectory traversing the detector surface, from wh:
vorticity vectors are deduced. The heart of the three-component VOP is the dual-axis position-sensing

photodiode detector. This is described in Subsection 3.1, along with the imaging and data acquisition sy
A detailed account of signal processing and data reduction procedures is provided in Subsection 3.2, foll
Subsection 3.3 by a discussion of erfor recognition routines for 'perturbed’ or irregular trajectories and/«
trajectory fragments. Lastly, a summary of system charactenstics in Subsection 3.4 gives the dependenc

important svstem performance measures on key expenmental parameters.

3.1 Three Component Detection System

The detection system of the VOP consists of three features: the detector which generates electrical sign:
based on incident trajectories; the optical system which serves to define the sample volume and blocks

extraneous background light; and the data acquisition system which digitizes and stores the raw trajector
for post-processing with a personal computer. Each of these 1s discussed in turn below. The entire dat

processing program is inciuded as Appendix A.

3.1.1 Position-Sensing Photodiode

The dual axis position-sensing photodiode (PSD) employed in the VOP system, manufactured by United
Detector Technology, Inc., generates analog signals from which the instantaneous position (X,Z) and the
of the retlected beam are derived. The PIN SC-25 PSD device is an approximately two centimeter squa
biased photo-conductive layer over a uniform resistivity substrate. The axes are defined by four posts o
penphery of the active area, at j;Zp and at tXp. Current drains through the posts in proportion to th
power of light striking the surface. Because the substrate has uniform resistivity, it behaves as a two

dimensional voltage divider for a light beam striking the surface at a particular position. Thus, while th
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ot the currents draining through post-pairs 1s proportional to the power ot the incident Light (X-sum,

Z-sum = [), the ditference ot the currents 15 proportional to both the position of the centroid of the retlected
heam and its power. tor each axis (X-difference o X1, Z-difference o Z{). The quouent of the X,Z-
Jditference signal and the X.Z-sum signal 1s theretore directly proportional to the X.Z-position of the retlection,
independent of the power. The quanuty (X-sum + Z-sum), however, is proportional to the incident power

alone. independent of position.

The detector has a nomtnal seasitivity of 0.6 amps/watt and an NEP figure of ~ 16! watt/Hz , which varies

somewhat with wavelength. The band width of the transimpedence pre-amplifiers 1s approximately 50 kHz at a
vain of 106 V‘amp; thus. the total noise of the detector is approximately | mV (at room temperature). A
retlected power of just a few mucrowatts 1s sufficient to give a signal-to-noise ratio (SNR) of about 100 in the
sum voltage signals. The junction capacitance of the detector will allow speeds approaching | MHz. which can
be exploited 1n the future with faster pre-amplifiers. The detector and its sum and difference pre-amps are

housed together 1n a single shielded unit.

The reproducibility of position measurements on the detector is generally excellent, but is dependent upon the
<ignal-to-notse ratio. The physical position of the centroid, however, is not linear in the position deduced from
the output of the detector. particularly near the edges of the active area. A detailed detector calibration must be

performed and impiemented in the data reduction procedure.

3.1.2 Opucal Configuration

A typical optical configuration 1s shown in Figure 9. While a number of vanations are possible, this
arrangement used to view the near wall vorticity structure of Taylor-Couette instabilities. is illustrative of all the

important features.

Beginning from the incident beam from within the fluid, the optical elements are described in their order along

the optical path. The first optically active surface encountered in this geometry is the outer flow boundary.
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VOP Optical System

Under some conditions. the wall material should be refractive index matched to the working fluid. This
desirable when working close to the wail at 45 deg, as in the configuration of Figure 9, since both stron
reflections and astigmatism compromise the image quality. In the case of water as the working fluid, th

been accomplished by means of a molded window section of fluorinated acrylic plastic, which forms par

boundary.

The second optical element is the coupling prism. Together with the index-matched boundary window s

they provide unrefracted entry of the incident beam and astigmatism-free imaging of the sampled volumc

prism 1s custom-made from either Plexiglas or acrylamide gel (see Subsection 4.2.2).
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Next 1s the plano-convex output coupling lens -- so-called because of its function of allowing rays to leave the
pnsm and emerge from the lens surtace without refraction; the large solid-angie requirements of the three-
component VOP necessitate this as a means of eliminating both the angular magnification and sphencal
aherration induced by planar surfaces. For fully indexed matched components. the center of curvature of the
output coupler’s convex surtace coincides with the position of the sampied voiume in the fluid, which clearly

illustrates the output coupler's tuaction.

The imaging compoaent consists of two leases. The collimating (collecting) first stage is a Nikon F1.4 55 mm
camera lens (inverted). The second stage 15 2 Nikon F2.8 110 mm camera lens which provides
2X-magnitication of the sampled volume at the image plane. Note that the angular magnification. however, for

rays leaving the sampled volume, 1s 0.5X.

These lenses were chosen to atford maximum acceptance angle with minimum spherical aberrauon. At less than
F2. it 1s usually necessary to resort to multi-element optics to improve image quality beyond what 1s
commercially available from precision achromatic lenses. This was estabiished in the laboratory having found
asphenc parrs at F1.0 and achromat pairs at F1.6 unacceptable for imaging. The imaging quality concerns are

made clear in considenng the next optical stage.

Definition of the sampled voiume is accomplished in two dimensions by the incident beam waist and in the third
dimension by the vanable slit mask 1n the image plane shown in the figure. For a 300 um slit width, a point
spread function width through the oputcal train of approximately 100 um, for example, would result in more
than 50 percent of the imaged area being compromised by optical aberrations. That is, all or part of the light is
clipped by the slit edges in some complex way as a function of exit angle. Such difficuities are best avoided
with high quality imaging available with camera lenses used in their proper mode (infinite conjugation ratio).
Actual point spread functions have been indirectly measured for this system by observing the image of a point
light source ( ~5 um spot) passing through the slit mask at successively smaller slit widths. With the camera

lenses the light continues to pass the slit mask with the full F1.5 down to 25 um.
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The final optical element 1s an auto-collimator also referred to as the velocity compensation lens. As this ¢
implies. the tunctioa of this lens 1s to eliminate the effect of translational motion of the real image of the

parucle 1n the image plane. A lens of focal length f is placed at the distance f from image plane to leas

pnncipal plane. and also distance f from principal plane to the detector surface. The position of the ligixt s
on the detector 1s then determuned solely by the angle at which the reflection exits the image plane. The a
collimatuion pnnciple 1s demonstrated by the illustrative construction in Figure 10. The determination of an
velocity 1s not affected by particle translation within the sampied volume. The auto-collimator for this syst

a 40 mm focal length, AR-coated F2.5 precision achromat.

nA -------- ’..-“‘~‘
BUNSES ) -

o eeeeeemeTTT—-- RN
----- 18 {zpa0
- : " .
-------- Na ;
Slit Mask in Auto-colimator Detector
Image Plane Lens Plane
greatly exaggerated)

verticai Scale Figure 10 i

Auto-Collimator Function Illustrated. The position of the rays on the detector
plane depend on exit angle 8 only, not on position in the image plane

3.1.3 Data Acquisition

The four outputs of the PSD, the x-sum, x-difference, z-sum, and z-difference are acquired with a LeCroy
digitizer module in a Camac crate, The four-channe! 6810 has a 512 K word memory and a variable samy
rate of up to 1M samples/s simultaneously on four channeis. Each channel writes a minimum 1K block o!
12-bit data at a umform sampling interval for each trigger received. The trigger signal indicates the prese:
a reflection on the detector surface and the level is set to exclude signals below a desired signal-to-noise r:
Wrap-around buffers allow pre-triggering so that data is symmetrically acquired about the trigger point.

memory is filled after writing only 128 records. Data acquisition must then cease until this data is transfe

to computer disk via the Camac GPIB interface. This is sketched in Figure 11.
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Figure 11

Data Acquisition Path of the Three-Component VOP System.
This system has been used for development and testing purposes only

This data acquisition scheme 1s tar from opumum. Custom-designed hardware in future VOP designs could
lead to real-time acquisition and processing capability. However, for the purposes of instrument development

the 6810 performed adequately and was easily incorporated into the development prototype VOP.

3.2 Data Reduction

Data reduction involves many separate operations which are listed in order below:
1) Background subtraction

2) Thresholding

3 Masking

4) Detector mapping corrections

$) Optical mapping corrections

6) Signai-to-noise ratio statistical weighing
7 Optimum differencing interval
8) Linear least-squares fitting procedure.

These steps are briefly described in the following paragraphs. After these steps have been performed, several

diagnostics are used to evaluate the validity of the measurement; these are discussed in Subsection 3.3.
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All of the data reduction and analysis has been performed on either a 286 or 386 PC throughout the Phase
program. Even some of those features which mught be considered "signal processing™ and suitable for har
implementation have been cast initially in software for convenience. For example, background subtraction
quotients, and thresholding have all been previously done with analog signal processors (Ferguson and We
1983). These were not used 1n the Phase [I program, however. in order to accommodate the available dat

acquisition system.

3.2.1 Background Subtraction

Unfortunately, vahid reflections are not the only source of light falling on the detector surface. The PSD
detector 15 not an 1maging system but rather an averaging system. measuring the centroid of the light distr
over its surtace. Several background sources and their relative importance can be identified in two catego
DC or slowlv varying sources, and rapidly fluctuating sources (on the time scale of the trajectory passage;
the first category 1s direct or stray specular reflections from the incident beam which can potentially overw
the vaiid signal. Also, volume scattering (Rayleigh, fine impurities, and fluorescence of working fluids) f
the sampled volume, which is ordinanly orders of magnitude smaller than a valid reflection. The latter
contnbutions may grow relative to the reflection intensity for larger sampled volumes. In the second cate,
are multiple vahid reflections. 1.¢., more than one reflection on the detector at the same time giving overla:
trajectones. and retlections or scattening from VOP particle surfaces or large particulate contaminants or
bubbles. The former are of the same order of brightness and violently perturb trajectories, while the latte.

usually weak and affected trajectories often cannot be distinguished from "clean” trajectories.

The first category of background disturbance is easily remedied. Because it is constant or slowly varying.

(in ime) background signals can be measured and subtracted from the sum and difference sigoals, e.g.,

Xsls + Xglp

XprFF = Xsls + Xplp . Xsym = Is + Is . Xt = S i;

where X is the centroid of signal plus background, Xg is the desired x-position, and Ig the valid reflectic
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opuical power. and Xg and Ig are associated with the background. The background values can be estimated
from the sum and difference baseline signals prior to the event so the correct values Xg, and Ig can be obtained.
The actual background levels are measured by seeking the most probable digitized value in the individual 1024

point records. This 1s invanably the best baseline estimate.

The second category of disturbance 1s not fixable. Multiple reflection (coverlapping trajectory) events must be
discarded. Weakly perturbed events must pass goodness-of-fit tests (see Subsection 3.3.1 below) to be accepted

as good data.

3.2.2 Threshoiding

Of the 1024 point record stored by the 6810 module, at most only a few hundred of the interior points represent
actual trajectory data. Occasionally, multiple events occur within a single, recorded trace. The algorithm must
decide where those events are located in the data stream and use the remainder for background corrections.
This is often a more complex task than expected, particularly when the data is characterized by extreme
intensity fluctuations. Also, some data sets are characterized by rapidly rising and falling edges whereas the
opposite 1s frequently true for equally valid events. The goal of the thresholding algorithm is to keep the
maximum amount of valid trajectory without introducing artifacts or unnecessarily clipping or chopping

trajectones.

When the light power exceeds a preset threshold, the x and z-positions are calculated (from the quotients of the
digitized difference and sum signals). The thresholding algorithm currently in use compares an absolute
threshold value with a running n-point smooth on the sum of the digitized X-sum and Z-sum signais (the total
incident power) with vaniable hysteresis. The value of n is chosen sufficiently large for each data set to give
adequate smoothing. This algorithm eliminates rapid on-off threshold flags due to noise near the selected
threshold voitage, and suppresses the possibility of splitting a single trajectory into multiple parts due to large
light level excursions. It has the virtue of spproximating & band-limited Schmidt trigger with hysteresis and thus

corresponds to a hardware-implementable feature.
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3.2.3 Masking

From the discussion in Subsection 2.4.4, one consequence of the finite diffraction angle from the lead carb
platelets 1s that retlections have a finite dimension on the detector face. Frequently, the threshold voltage 1
exceeded betore the (Airy disc) reflection is fully on the active area. This clearly gives a false centroid va.
An etfective solution 1s simply to restrict the position values that a valid trajectory can take on, by means «
software mask. A band around the perimeter of the detector active area, which is within an average reflec:
diameter of the detector edge, is likely to suffer the edge effect. All measured positions within this band r.

are disallowed as possible trajectory coordinates. This is implemented in software, just as is the threshold

3.2.4 Detector Mapping Correction

Detector non-lineanty becomes quite serious near the detector edges amounting to nearly 20 percent depart
from lineanty in the worst case. Detector masking helps somewhat, but since measurements are extremely
semsiive (0 trajectory curvature, trajectory endpoints have the greatest weight in these measurements. Can
detector calibration, to ensure that measured reflection coordinates correspond precisely to true reflection

coordinates. 15 unavoidable. Figure 12 is a point-by-point (20 x 20) calibration of the particular PSD dete«
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UDT Detector Calibration Map X-Quotient Versus Z-Quotient.
Lines are | mm apart in physical space
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tUDT PIN SC-25) used in this program, showing lines of real physical position at | mm separation on a
detector output gnd square. The calibration was done manually by traversing a HeNe laser beam across the
detector with the precision translation stage. Using this map, the data reduction program currently performs an

interpolation on the non-orthogonal gnd to find true position coordinates.

3.2.5 Optical] Calibrauion

Calibration of the optical components (the imaging Ienses and the auto-collimator) was performed using a HeNe
laser and a 60X mucroscope objective as a source at the nominal sampled volume position. This reasonably
approximated a point-source and filled the aperture of the 55 mm collector lens. A fine reticle with a square
gnd was piaced perpendicular to the optic axis so that its shadow also fiiled the aperture. The optical system
was properly focused and 35 mm film was positioned at the detector plane and exposed. Onme such photo is

included as Figure 13. The axi-symmetncally distorted gnd image was manually digitized and fit to a single

Vv-501

Figure 13

Optical Calibration. The shadow of a square grid passing through the optical element
provides a map of optical distortion
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parameter equation 1n 1, the distance from the optic axis 1n the detector plane. Based on the assumption 1

~-impie tield curvature caused the distortion. the best fit was given by,

Tdetector
1.284

facrual = 1284 sm“{

This correction ettectively tlattens the field. Figure 14 is a typical digitized trajectory for which all of th

preceding corrections have been made (Subsections 3.2.1 through 3.2.5).
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Digitized Representation of a Corrected Trajectory

3.2.6 Signal-to-Noise Statistical Weights

As mentioned in Subsection 3.2.3, light level excursions can be quite extreme. [t is not unusual to find
vanation of more than an order of magnitude over a data set. Since the noise power is fixed at given ga:
vanations in signal-to-noise ratio (SNR) are correspondingly large. (The calculation of the SNR random
vaniable. and estimates of its distribution versus system parameters are given in Appendix B.) Clearly, ¢
data potnts should be equaily weighted in the fitting routine. Their proper statistical weights are

l 2
—_ and -
co.i a¢.i

2 . .
! ] corresponding to the dependent vaniables 6’; and ¢'; . Propagating the errors
detector signals through the computation of 8’ and ¢’ and gives
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8 > SNR-Atyy 4 7 SNR-Atyy

where At 1s the sampling interval, y4 1s the y distance from the imaged sampled volume to the detector plane,
and D 1s the diameter ot the detector active area. Henceforward, all distances on the detector surface are
normalized by y,, with the system F-number y;/D ~ 1. Lengths are thus equivalent to angles on the unit

sphere.

By accounting for the true instrumental noise, the Xy2 goodness-of-fit parameter descnibed in Subsection 3.3.1
below, takes on useful physical meaning and is used to evaluate how well the trajectory equations and a single
vorticity vector represent a trajectory at any instrumental noise level. Uncertainties in the vorticity components

properly retlect both the instrumental noise and the fit quality.

3.2.7 tumum Differencing Interval

Consider an arbitrary trajectory traversing the detector with a given constant vorticity. [n general, it will

display some local rate of passage on the detector, i, and some angle of inclination, y, with respect to the

v

detector plane coordinate axes (x.z), as well as some finite curvature a3 Indeed, recalling the discussion of
r

Ad

Subsection 2.3.2, the measurement of t, ¥, and 35 represent a natural geometrical basis for the description
r

of w'y. w',. and w’y. For a trajectory traversing the entire detector surface ( ~ | radian), sampled at uniform

1
P At

measure the mean value of t, denoted T , over the entire trajectory with the maximum achievable precision, the

intervals, At, the number of sampled points in the digitized record can be estimated by N ~ To

optuimum differencing interval Atypy OB which the time derivatives are based, must be selected.

The Taylor expansion in time of the trajectory coordinate r about Iy is

r- Ind 1 =*
~r°*irom
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Lut to first order. the uncertainties tin r and f. denoted 87 and 87 . estimated from Eq. (8), are given b:

oF = & 5T~ OF
SNR-At /N

where a is a constant of order umty. Thus, with the estimate of N above

- 1
of o8 ——
Jat

Clearly as At—+0. the loss 1n precision in t is more rapid with decreasing At than the corresponding incre

the number of measurements. N, can offset, and 87 grows. On the other hand, if the intervals become ¢

great, errors due to second order (acceleration) terms in the expansion begin to appear as estimates of the
denvauves become increasingly poor. The optimum differencing interval is defined as that for which the

sources ot error are comparable 1n magmtude:

8 ~ 2 = |F|Atyy
SNR-Atg °op
. . . . y2 oy . .
where 7. a measure of local acceleration on the trajectory, is order asr - for a typical trajectory !
¢
order umty, so Eq. (9) gives an optimum differencing interval, Atopv

or the number of intervals for a full trajectory, Oopt
Dopt ~ v¥SNR

and therefore. from Egs. (9) and (10),

- af

oF » —
JSNRYN™

This analysis can be extended to ¥, and %E , and include partial trajectories as described in Appendix C.
r



In terms of the data reduction algonthm. precision 1s considerably improved when denvatives are computed

over m-pownt intervals where 'nopl = mat, e.g.,
5 fmer - 0 3 fme2 - 62
Y F —— s —— 7
: mat < mat

This approach will not yield as great a precision in w, or be as statistically sensitive to goodness-of-fit tests, as

non-linear regression directly on trajectones, but it is computationally many times faster.

3.2.8 Linear Least-Squares Fitting Procedure

The least-squares fit of the Jdata to the differential trajectory equations (DTEs) is conventional. The three
vorticity components are obtained through the accumulation of appropriate sums and 3 x 3 matnx inversion, a

simple extension of standard linear least-squares methods. The linear DTEs can be wrnitten

 =aw, ¢ =Bw

and xz 15 therefore

. 2 . 2
2 8¢ - ey @' - Boox
= | — ¢ | —]
( 99, 9oy

The linear least-squares technique determines the w which minimizes xz, 1e.,

o % ari(""z - apy) . B!i(‘i"l - Byywx) o
“ "ge Uif

or, dropping the ¢ index (=1,...N) with the understanding that weighted summation is implied

(o6 + aid') = [oone + Biyfuy . (i-k=1.2.9)
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The solution 15 provided by inverting the curvature matnx, (¢, | = [ojo + B8]

wy = ::aiak - B,Bk]-l(aié' - Iiié')

Uncenanties are estimated from the elements of the curvature matnx.

3.3 Error Recognition and Rejection

Some of the trajectones collected by the VOF system will be contaminated or rendered useless by one o

of the following etfects:

)

3)

4)

5)

Trajectory overlap.

Two or more reflections on a detector render these events uninterpretable. The probability of u
overlap 1s data rate dependent (see Subsection 3.4.3, below).

Detector edge effects.

Large reflection divergence angles often attnbutable to multiple-murror clusters within particles.
spunous reflection coordinates and speeds while the reflection 1s moving onto the detector active
Detector masking accounts for most, but not all of these events.

Non-sphencal particles.

Maliformed or clustered particles cause modulation of the particle rotation rate relative to the lo«
vorticity. (It is possible to sample the rotation of such a particle when )/t is large. This situ
difficult to distingwish from a true, local angular acceleration, dw/dt, due to turbulent flow
tluctuations. )

Trajectory fragments.

Under some conditions, fragments which are too smail to provide reliable information on traject

curvature and accelerations, couple the uncertainty in w’, strongly into w’, and w',. This is rel

y z
The zero vorticity problem.

A stationary reflection on the detector can arise in the case of zero vorticity, a finite vorticity v«

parailel to the mirror-normal vector, or diffuse reflection from a contaminant particle.



Trajectones sutfering from any of the above complications are referred to as irregular trajectonies. Some

strategies designed to identify such errors and reject correct or flawed trajectories are discussed below.

33,1 They > Statistic
The basis of least-squares fitting algonthms is the minimization of the )3 statistic, whether by linear or non-
linear regression. The x~ vanable is defined as
=22+ + .. +27?
where Z, are independent random variables normally distributed with zero mean and unit vanance (Bendat &

Piersol. 1971). In the context of curve fitting, such a variable is usually constructed from the measured

Jdependent vanable, y,, the known vanance of its Gaussian noise, ¢;, and the assumed functiopal form for

vix,...{p}). evaluated at the independent control variable(s), x,... . We obtain
i - v, )
Zis
g

or

The best fit is defined as the set of parameters {p} in y(xi,_'_,{p}) which result in the minimum attainable x2.

The number of degrees of freedom for a fit with p independent parameters is » = n-p and the expected value of

X, 18

when the vanances diz have been correctly estimated, and when the deviation from y(xi,"_,{p}) is attributable
entirely to noise. If the former condition is met, increases in xvz are assumed to arise from systematic
deviation of the measured values from the fitted expression. This is the basis of goodness-of-fit tests. A large
xyz value, 1.e., xz > > 1, is a strong indication of a poor fit to the data because the function y(xi,_"{p})

cannot describe the data for any parameter values.

45




Untortunately, y yl is not an absolute test of the adequacy of the fitting function. The distnbution of sig
noise ratios of trajectones in a data set can be broad. Identical trajectones, each containing the same ob
Jefect. are represented in Figure 15. Figure 15(a) possesses a large SNR whereas Figure 15(b) has a io
and instrumental position noise is comparable in variance to the deviations from the true trajectory. (Suc.
error mught be due to a second reflection stnking the detector while the first is traversing the detector. |
cases, the centroid of the pattem is strongly deflected from a legitimate or regular trajectory shape.) In

case. the best fit curve shown as the solid line, is likely to be very similar. On the other hand, if xyz 1s

partitioned into the contributions from systematic deviations, &, from the fitted curve and those due to r

1 I — )
noise g = SNRx and og = SNRp in Figures 15(a) and 15(b), respectively, then
2 _ 3.
X, ~ 5
v
o
(A)x3>> 1 (B)Xe ~1 .
-6931
‘ Figure 15

} Trajectories (points) and Fits Illustrating the Relative Sensitivity of the xyz
Goodness-of-Fit Statistic to Systematic Deviations
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But, from the discussion above, 04 <« 3 and og = &, therefore

2 2
2 X 2 &
"w\=l*2’l'xv8=l*2:2
%A B

X ,2 can be quite insensitive as a goodness-of-fit parameter when the precision of the measurements is poor and

parameter uncertainties are large.

This situation 1s exacerbated when fitting the differential trajectory equations. Noise magnification of the N
and op values as a result of differentiation often eliminates the goodness-of-fit utility of the xi’ test entirely. In

this case, an auxiliary approach is needed for trajectory evaluation.

3.3.2 Onhogonal Polynonual Decomposition

The differenual trajectory equations (DTEs) describing a single reflection and constant vorticity can be fit to any
measured trajectory. Not all measured trajectories, however, result from single reflections at constant vorticity.
Irregular trajectories, those which could not have been produced by the equations or which are pathological
(near the VOP singulanty), must be identified and rejected. A fast algorithm is needed to quantify trajectory
shapes and decide whether they belong to the subset of legitimate or regular trajectories which the DTEs can
produce. Trajectories are described by (6°(t;), ¢'(t;)), the set of N angular coordinates of the reflection sampled
at fixed time intervals, At. The 6’ and ¢’ projections of each trajectory are easily fit to generalized orthogonal

polynomuals using a very efficient linear algorithm (Bevington, 1969).

Orthogonal polynomials are defined as a basis set of functions P (t) on an interval [t, t5] such that an arbitrary
function 6(t) can be expressed as

ty 15

8(t) = ¥ agPy(t) with ap = J P (é(t)dt and J P,(Y)P 1 (1)dt=0 for n#m
a
1

1
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In other words. the ap, are independently specified and do not atfect the other a,, m#n. The polyno:

() = ag + ayitit)) * asltyta) + ...

O'(t) = By + By(tty) + Boltita)® + ...
where the t Jepend only on the number of points, N, ag represents the mean 6’ value, ay gives the ‘av.
slope. a the average curvature and so on. Based upon the symmetries of the VOP geometry and traje
cquations. polynomuals up to the third order adequately span nearly all of the allowed trajectory space.
an arbitrary trajectory shape can be expressed as a vector in 8-dimensional vector space

2

n
'ao.a‘.a-_».a:;.ﬂo.BI.Bz.B:;] = [;.ﬂ. X, = xg. * Xg4 re also generated. Some representative orthogc

polynomual decompostitions (OPDs) are reproduced in Figure 16.

The figure gives the impression that the OPDs span a B"ﬁ] space that 1s much larger than that spanned
DTEs. Figure 16b 1s not a legitimate (regular) trajectory. To reject this trajectory, a (7-dimensional) t

could be found in r;-ﬁ‘] within which trajectories are considered to be regular. However, with the assu

" &
PENNCIPUEEL b ) i"!—
>
— e
I f
8-7
(a) Regular Trajectory (b) Irregular Trajectory

(i.e., not producible with the DTE
Figure 16

Some Representative Trajectories with their Orthogonal Polynomial Representations
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that all regular trajectones are contained in [Z,ﬂ, a trajectory that cannot be fit by the third order OPD is

unlikely to be regular. [t follows that the x,z goodness-of-fit statistics for the OPD can be immediately
employed to reject many irregular trajectories. These statistics, computed from trajectones directly rather than

their time derivatives, are more sensitive tests of goodness-of-fit, as noted in the preceding section. The regular

trajectory boundaries 1n [a.B] have not yet been fully explored.

A useful extension of the OPD x ,2 test for edge effects is used routinely. For OPD X.,Z values above a
threshold, the trajectory is re-analyzed with a smaller detector area. An additional swath of 10 percent of the
detector diameter around its penmeter 1s added to the software mask. If the OPD X,,z value drops below yet
another threshold, the error is assumed to have been edge effect-related and this trajectory is analyzed over the

new smaller detector area. Otherwise it is rejected.

3.3.3 Proximity Tests

The last two classes of problems noted above, trajectory fragments and zero vorticity, are closely related. The
proximity tests are so-called since they monitor the proximity of the measured vorticity to the VOP singularity:
w parallel to the mirror-normal vector. Both zero vorticity and the shortest trajectory fragments may suffer the
effects of the VOP singulanty, the former by virtue of actually being parallel to the mirror-normal, and the
latter by spurious curvature esumates at finite SNR. The discussion of the actual implementation of these tests

has been deferred to Appendix D. The parameters upon which these tests are based must first be introduced.

3 4 Syste teristics

The three-component VOP measurement, though simple in concept, involves a number of subtleties in analysis
and interpretation which complicate the experimental technique in practice. In this respect the VOP technique is
rather like Laser-Doppler Velocimetry (LDV) which suffers the effects of finite size sampled volumes, noise,
sampling bias due to velocity fluctuation, etc. The VOP system measures a reflection from mirrors, log-

normally distributed in diameter, moving in a fluctuating turbulent velocity field, passing through a gaussian
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heam protile at random position. The retlection (and sometimes tluctuaung background light) stnkes the
Jetector at a random tnitial (X,Z) position. for a time peniod (and trajectory size ) dependeat upon the v
vector. the velocity vector, the position of the particle in the sampled volume. and the mirror diameter.
of the independent random vanables (less the number of relations correlating some of them) in the abov
Jescniption 1s a convincing argument for care in analyzing and interpreting data. On the other hand, the
also quite nich 1n information about the vorticity and velocity fields, and yields simple parameters which

used to monitor instrumental precision.

The following subsections outline the necessary correction to raw vorticity component PDFs, as well as
suidelines for interpreting the statistics obtained from these distributions. First, an analysis of the expec
distnbution at constant w is presented. This is the resolution function. Next. a correction for vorticity s
non-uniformuty due to both instrumental and flowfield parameters, called the sampling function, is descr
This function accounts for vorticity variation at fixed instrumental resolution. A method for correcting

vorucity PDFs using both the resolution and sampling functions is outlined. Lastly, issues relating to s;

and temporal resolution are considered.

3.4.1 Vorticaty Resolution Function

The vorucity resolution function is defined as the distribution that would be obtained by measuring a vo
s-function. The width of this distribution is due entirely to instrumental noise, and it is this function th:

convolved with measurement of fluctuating vorticity which must be accounted for:

R(wo) = f_ R(@) dw - wopd’@

and the measured PDFs:

Pmeasured(;) = J_ p(w) Rlw - &) a3
w
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In general, the form of R(w) will vary with w, but it is not possible to measure a vorticity 3-function at every
pount 1n vorticity space 1n order to catalogue the behavior of R(w). On the other hand, if the uncertainties n
vorticity measurement and their distributions can be described as a function of w and relevant experimental
parameters, then R(w) can be directly calculated. In the following, separability of

R(w) = R (wy) - Ry(wy) * R (w,) has been assumed.

Approximate geometrical relationships elicit the essential features of the VOP trajectory equations. The

uncertainty of any particular vorticity measurement can be estimated from relations of the vorticity components

A

to r, ¥, and 3¢ (the alternate vorticity basis described in preceding sections). These values, in turn, are
r

sumply related to the basic trajectory data, where errors are derived from known noise and trajectory
charactenstics. When the noise and trajectory characteristics (i.e., angular size, etc.) are distributed in known

ways, depending upon expenmental parameters, then all of the information needed to generate a resolution

function is at hand. The propagation of measurement error through f, ¥, and %‘ﬁ is described in Appendix C.
r

Since the uncertainty of given vorticity measurement is based upon these parameters, it is important to known
with what probability a given SNR or ry (and thus vorticity component uncertainty, o;) will occur. The
distributions of signal-to-noise ratio and/or transit times, and trajectory angular size are derived in Appendices B

and E, respectively.

Figure 17 shows the geometry of an arbitrary trajectory. The figure is a representation of the unit solid angie
chord (detector) surface on the unit sphere, where a is the distance of the centroid of the trajectory from

detector ceater (x=0, z=0), 7y is the distance from the centroid to the effective center of curvature of the

-1 -
trajectory with vy -~ [%V_] , and c is the distance from detector center to the apparent center of curvature.
r
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Trajectory Geometry

For modest | ¢ | values ( < 1), the approximate rotation rate of the reflection about the apparent center

-

curvature 1s denoted w, = = and the vorticity components can be estimated by
r

wz -~
Viel? + 1
2y, we |c| cose,
Viel2 « 1
wy ~ w L
y c
VIci? + 1
In terms ot the alternate basis t, ¥, and .a.‘ﬁ Eq. (12) are
w' - ii'- 1 a, - cosy
X foeR| v
d
20, - ta—*- L a, + siny
X ieE|




ad

The propagation of the uncertainties 1n the quanunes 1, y. and 3 through Eq. (13) for the vorticity
r

~omponents, gives the component uncertainties. Keeping only domnant terms

b’ fa, LA
g, = 0@, - »
VSNR'r, SNR-/r,
o - o - |t (14)
) ' |VSNR1, VSNR-fr,

t

! 7 |/SNR Ty

where the t,, notation 1n Eq. (13) indicates the square root of the sum of the squares. The approximate total
‘ength. ry;. ot the N-pont trajectory. 1s the fraction of the (1 radian) angular size of the detector. and r, 1s the
muumum angular spacing between successive trajectory points. As expected. the curvarure-related contnibution
to the uncertainty 1n w', and w’, vanishes at detector center (a, = 0, a, = 0). In this case, the second

tsmaller) term domunates in the expression for dw’, and éuw’,.

[n the large | c | limutin which vorucity vectors are nearly perpendicular to the mirror normal, the w,

approximation fails. In this case. :wil = r, and <= -'y- > a giving

w', = _r_ {ag ~ lylcosy) = ¢t [az % - cos¢J
Ve fo)?
la'y = L (ax + lylsiny) = ¢ [ax ¥, s'\nw}
2 ’ dr
e el
w'y = ’ = f ﬂ

iz &

The large il limit gives the same uncertainties in the vorticity components. This error analysis is therefore

expected to be valid for any arbitrary vorticity vector.
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Having descnbed the dependence of the errors on trajectory charactenstics, the error distributions can b
Jenved in Eq. (14) for the component uncertainties, the dominant terms 1n the g;, 0; (\fgﬁTN)_l Ce
the deterrunation of the distnbution p(o;) since the distnbutions of p(SNR) and p(ry)) are known. With t
rower threshold set sutficiently high (Subsection 3.2.2), the vanation 1n SNR produces a modest umtérm
broadening of the ¢; distnbution. The variation in ry then dominates the error distribution. This distrnib
as a tunction of ¢ (the total angular size of trajectory on the unit sphere) is derived in Appendix E. In

large ¢ , approximation the distribution of trajectory lengths is given by

r
p(rN) = __._N_._

J Rz-rgx

0<ry<R. ¢, >R

where R 1s the angular measure of the detector radius. (The random vanation »f a,, and a, is not incluc

this error analysis. and is yet another source of broadening.) Since ¢ o (\/SNR -rN)_l. we obtain

PO & — = %,min < % < 0} max
%G |2 2
i ~%,min

thus for large o;, Eq. (15) is approximately

poj) = <

3
it

The broadenung due to the SNR distribution (and the contnbution of a, and a,), suffices to remove the
(integrable) singularity at o; ., so that Eq. (16) is 2 good approximation over the full range. The uppe:
hout o, .. is either a function of the cutoffs imposed in the proximity tests (Appendix D) for a preset \
This error distnbution estimate is borne out by the calibration data (single vorticity vector) presented in
Chapter 4 where the error distribution for each w component in a laminar flow are presented. The know

distnbution of errors leads naturally to an approximate resolution function described below.
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¥or a subset ot measurements of the quantity x. denved from a normai parent distnbution charactenzed by 9.

the contnbution to the towl distnbution function 1n the range Ao, 15

B

-2
Pirion = ¢ ijAa o--£<o»<a!o'\a
a 2 J :

~here a. 1s the amphitude ot the jth contnbution and w; 1 the statistical weight. The expected form of the

resolution function 1n the limit ot a continuous o distnbution 1s then

Imax
R(x) = J P(x:0) p(a)dea
Jmin
Tmax A
- ] . -X"12¢g do
= ¢ [ —_—
b]
g
Tmin
] -
5 ~ 4 2/
- pe -x~/2a0" .
= L X * X + 2 e min
3 L)
X - -
201in %min
F )
5 < 5 252
- - -x~/2a
b X . X «2le max
4 2 2
X
20 max max

These resolution tunctionts) are denved from calibration data with %nin and 0 ax CStimated from the

cxpennmental error distnbutions. The caiculation of the moments of this distnbution s straightforward.

=]

X0 - j x PR ((x)dx

-0

Tmax »

I daj xu\/'; e-lezr’ dx
04-m

o
_ min
Tmax o s A
J' do ]' ‘,/; e—x'/Zo" dx
4 g
Imin ¢ -
)
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The moments of the normahzed Gaussian distnbution are x = 0. x~ = ¢~, x7 = O.x1 = 304. etc. Then

Imax
g
[ e
X2 2 ot Imin & 9min  “max
= OR = =
[g 11
4 3 3
¢ %min max
vz 9/0max ~ 9mia)
T 1
3 3
%min 9max

g
. L . max
The vanance and tlatness relative to a normal distribution [ =1 ] are
P
min

G‘R 3 172
Omi 2
min 1. Imin "’min

“max

max

2
, Imin {“min]

Note that for unbounded 0,,,,, the resolution function width o, is y3 time greater than the gaussian val

%max

Omin = %max- Equations (18) and (19) are plotted versus in Figure 18.

%min
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RMS Distnbution Widths and Flatness Factors for Resolution Function Versus max
9min

Relative to the Normal Distribution Values

[t 1s usually impossible 1o set ;* (the mean total trajectory angular size) to an arbitrary high value, since it is

Jetermuned 1n part by the vorticity/velocity ratio:

lw -
AR S (20)

g

where ¢ 's the sampied volume dimension parallel to the flow and 7 is the transit time. As descnibed in
Appendix B. 1n geometnes where the tlow 1s inclined to the beam, the vanation of the trav. rsed sampled
volume dimension and therefore transit time, results in a range of ¢  at constant w. Turbulent velocity

fluctuations contnbute to the ¢ , broadening in a similar fashion.

For modest ;* 1n a turbulent tlow a better estimate for p(o;) 1s

C
P

1

Ploj) =

57



Then Eq. (18) becomes

Tmax g c 4 | Imax . J
. -x~r2¢~ do -x= 20 do
Ry(x) = ¢ | =T I . ’
Tmuin g min o
. R ] )
CVr [‘ X C -x —/o;mx X 2/20;\in
= ert | — -erf T — e -e
3 l_ y2 orun \/2_amax y2x*©

These resolution functions are broader and their moments can be computed as before. The second mome

A
Tmax 9max

In
oR 2 %min %min

2

this case (Eq. (21)) gives

O
‘min
9max

min

The resolution function width diverges weakly with unbounded o though op 1s still less than 30,;;, 2

max’

o
max :
= 30. lt1s convenient. in any case, o truncate the error distributions beyond a present o, leve

9min

order to produce reliable bounds on op and mimimize Fp.

In general, some intermediate form of p(g;) is expected, and under differing experimental conditions the

inclusion of other factors may be necessary, e.g., SRN and ¢  broadening. If p(f ) is known, then

. ai?
ploy:r) = [ ’[ PSNR ) pl€,) df, dry
L %N
af

where pgnp 15 the SNR distnbution function (Appendix B), 5 is substituted for SNR from the exp:

r
N
for o,. and p(ry:{ ) 1s computed in Appendix E. In experiments where turbulent flow fluctuations domi:
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.nstrumental broadening, (ne detatled torm ot pro,) ts obviousiy of less impontance to the shape of the PDFs and

.aiues of the moments.

it must be emphasized that the ¢ . o and 0. .. limuts the expression for the normalized resolution function R.
~cale directly wath the vorucity Thus the resolution functions vary systematically with vorticity, comphicating
the deconvolution of tnstrumental broadening from true vorticity fluctuations. This inhomogeneous broadening.
however. preserves the 1ategral probability of vorticity component PDFs. When the probability of sampiing a
particular voruicity s intluenced by the vorucity, corrections are required to elimunate this bias. In order to
preserve the simple torm ot the resolution functions above. turbulent vorticity PDFs are corrected for vorticity

Jependence via sampling tunctions.

142 Vorucity Sampiing Function

What 15 the probability per unit ime of measunng vorticity w, under fixed expenmental conditions. and how
~hould that value be weighted to obtain a true. unbiased voricity distribution? The answer to this question con-

stitutes a vorticity sampiing tunction. The true vorucity PDF, p(;) s related to the measured PDF. p (w;) by
Pmiwx) = [ S(w) Py, Wy, wz)dwy dw,
*or example, where some normalization 1s imposed over the range of integration. and
p@ = S HD) ppl@

where S(w) 1s the vorticity sampling function. Note the probability of measuring w; is influenced in general by

the values of all components. The data rate at any point in vorticity space 1s given by

R = nAu S(@) (22)

where n 1s the probe particle number density and A is the cross-sectional area of the sampled volume normal to

the flow velocuty u.
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Proper statistical weights are given to vorucity components when generaung PDFs and staustics. To the e
. 2 -

that the stausucal weighing factor, l/g;~, vanes systematically with vorticity. thus must be corrected for.

sampiing corrections to the PDFs for data reduced with the opumal differencing scheme can be deduced tr

the form ot o,.

r
0, «

' JSNR -ty

The explicit appearance of © 1n o; can be corrected directly by the sampling factor

2 -1

s uip? s 132 e

4

Si@) = ()72 = [w

A more subtle contnbution with increasing t s the tendency of the ry distnbution to favor longer trajectc
As seen 1 Appendix E. the mean trajectory length is a function of ;. Vanations in t, and therefore ¢,
atfect the PDFs through ry. (Also, functional the form of the resolution function 1s weakly ¢ dependent

which 1s not stnctly a sampling function type correction as defined.) In the large ¢  approximation discu:

the preceding section. however, this effect is pegligible and will not be examuned here.

An 1mportant samphing function factor arises from the increased probability per unit time at higher vortict:

that retlections will be swept 1nto the detector solid angle. Again. for sampled volume transit time 7., we

t ~ { /m,, which leads to

~ [ ®«aFiT,
16xF

where F 1s F-number of the optical system (which has been approximated by 1 in order to simplify all of
foregoing discussions). The first term in the brackets is the fraction of the solid angle 4w subtended by tt
detector surface and the second term is the additional solid angle swept out by the detector surface in time

10 a frame rotating at ¢ = { /7. In the general case where individual 7, values are unknown, this appr

1s approprate. Fortunately, an equivalent correction exists, based on detector transit time, rpy. Detector
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rransit tme wetghing is needed 1n the case of the VOP for precisely the reasons sampled volume transit ime

scighing 1y required 1in Laser-Doppler Velocimetry (LDV). A proper tme average 1s oblained for discrete

-undom events ot tinite duration. ke VOP data and "burst”-type LDV data. only when these events are

acighted by the ume interval over which they are observed (Buchhave. George. and Lumley. 1976)

Crrue = Y. @iTDi | 3 TDi (25)
1 1

To venty that 7y 15 the proper weighing factor, its mean value can be estimated using the same arguments

which led to Eq. (24

D = fol __m (26)
juj } ® » &F 7

where the second term in the Jenomunator corrects for the probability that the reflection leaves the detector area
inume 7,.. At zero vorticnty, this expression correctly reduces to ™ = ¢,/ |u| = 7, The mean detector
transit ime weighted data rate. combunng Eqs. (22), (24), and (26), is thus dependent of u and w.

nVrx
16F%

H.A‘ul S(ﬂ ;D =

+here Vs the sampled volume. Detector transit ime weighing simuitaneously eliminates both vorticity and

. zlocity sampling bias.

This correction simultaneously accounts for the enhanced probability of measurement at high vorticity and the
reduced contnbution of these short events to the time average. This is illustrated in Figure 19. In the sampled

volume transit ume houted case. 7p=7,, and detector transit time is identical to the conventional LDV form.
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Transit Time Corrections. Correct averages are obtained by weighing vorticity values
in proportion to 7py;, the time interval during which the particle is observed

Potenunally the most difficult sampling corrections are those near zero vorticity, or the VOP stngularity wi
So(;) -0 and pm(;) =0, as l:i -0

This 15 related to the interpretation of near zero vorticity by the proximty tests (Appendix D) and has not
heen fully clanfied. nor has any explicit form of S, been derived. [n such cases there is little available

information. Assumptions about the form of p(w'y) are probably required (i.e., that the vorticity field is t
dimensional and that the wy' contribution can be ignored) in order to fill in p(w’,) and p(w’,) near |w| =
an unbiased fashion. Statistically significant null vorticity caused intermuttent irrotational flow (@ =0) can
be distinguished from the normal background errors. This is only expected to be troublesome for turbule:

tlows with hittle or no mean shear or significant intermittency, and wiil be pursued in future work.

Another problematic form of sampling bias is the direct interaction of the vorticity/velocity ratio with the

proximuty tests. Trajectory fragments are typically obtained when the convection velocity is high relative

local vorticity. Since proximity tests limit the allowable contamination of ', and 'y measurement by t
large uncertainty in w'y, two-component fits are generally acceptable only near the detector center. This

effectively smaller detector area creates a sampling bias whose effects were observed experimentally and :

noted 1n Chapter §.
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The complete vorucity samphing function 1s
S(w) = Spl@)S(w)mp (28)

Anich can be incorporated directly into the statstical weights dunny data analysis. 1AL present. S 15 set to

unity.)

The sampling tunction assures that no vorticity vector 1s systemnatically over- or under-counted 1n the measured
PDFs. tlowever, the imphcit r dependence 1o the vorticity resolution function results in inhomogeneous
broadening of the PDFs. Formally, the deconvolution of the PDFs alluded to in the previous section should be
~ertormed on the three-dimensional joint PDF, p(m‘.wy.wz) with the resolution function R(w,. Wy w,) Since
tne breaath of the resolution tunctions scale approximately with [ @i, 1.¢.. dwiw = constant. the deconvolution
-an be lineanzed by transformung to loganthmic coordinates (scaled by Injw{). The final PDFs. p(w;}, are the
projections ot the corrected PDF onto the coordinate axes. Such a computation 1s likely to be impractical,
however, and approximate method will need to be employed. Empincal corrections to the moments, for

cxample, as employed in Chapter 5. may be a generally sausfactory solution.

3.4.3 System Spatial and Temporal Resolutton

The intnnsic spaual resolution of the VOP (paruicle diameter) has been discussed 1n Chapter 2. No discussion
has vet been offered of the effects of finite sampled volume size. Apart from the direct etfects on the vorticity
statistics due to spatial gradients of the mean vorticity field, which are readily correctable. there 1s the more

;mportant i1ssue of the vorucity/velocity ratio, _,2]‘. If the velocity, u. becomes large at given vorticity and
ju

sampled volume dimension ¢, (parallel to u), then the transit time. 1., drops off along with trajectory angular

size ry. Since a much smailer angular displacement ts observed, the precision of vorticity measurement suffers.
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Conversciy, if we 10sist UpOn MatnlaiNIng a2 MIMIMUM mean fy = Ty then

.min’

2 N, min
| w
Tl

which 15 a condition upon the sampled volume dimension paraliel to the mean velocity. If ry o = 0.1 ra

fy

and 2L = 1 cm'! then ¢, must be 21 mm.
ul

Clearly the particle’s position 1s not known within this volume without auxiliary data (i.e., simultaneous v«
measurement). This is of little concem for vorticity statistics, when the mean flow parameters change oni
lightly 1n the streamwise direction and the Lagrangian vorticity fluctuations are slow. This is problematic
however, un transtormung from the Lagrangian to the Eulentan viewpoint where the spatial vorticity structu
convecting through the sampled volume is sought based upon the random time senes. The minimum corre

Jdistance 1s typically several (6 to 8) particle diameters at hugh particle loading (Subsection 2.4).

The temporal resolution of the VOP is a more difficuit issue. [ndependent of flow fluctuations, the instru:
uncertainty 1n the vorticity components, éw;, can be expressed as an uncertainty relation

bw; p = C;
where 1y, detector transit ime. is the time for which the particle is observed and C; is a constant (or func
which depends upon expenmental parameters. The ionger the particle reflection can be observed the bette
the precision of the vorticity measurement. A changing vorticity, however, imposes an upper limit on T

In a turbulent flow, an eddy is not usually expected to persist for more than a single rotation, i.e., the vor

- _ S ] r
vector, w, changes by O{w) in the time ~2#/w. The time for which the particle is observed is )~ .ﬁ
w
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:ndependent ot instrumental noise.  The error associated with being always arbitraniy close to short-hved fine

~cales of turbulence (the “~upport” ot the dissipation) produces an additionai broadening n turbulent PDFs
. i
which does not exist in tamnar distributions. Interestingly therefore. even x,~ distnbutions should have strong

:urbulence signatures, since non-constant vorticity (vortex stretching) degrades fit quality (see Subsection 5.2.2).

The implications ot Eq. (29) deserve further study.

The other temporal resolution 1ssue 1s data rate. Specifically, what is the peak mean data rate’ Since
overlapping trajectones can be recognized and rejected. events of mean duration 7, can be crowded together

‘v1th mean time between events 7g. unul overlap eliminates more events per umit time than are added by
Jecreasing g For random data. a Porsson distnbution descnbes the probability that an event will occur at ime

t. given an event at ume t =0, and a mean time between events, TE. Or event rate RE (= Urg),

-7/t
PE(TE) = e ©

For events of mean duration rpy. the (average) total probability of overlap is the probability that the next event

hegins within ume 7.

™

- -v / -/
PyverlapTE:™D) = & Ear - P TE)

But tor each overlap. two events are lost. Thus the net data rate 1s the mean event rate. Rg, less the overlap
rate
;‘D/TE) . -
Rpata = RE - 2REll - ¢ (valid for rg»mp)
The peak mean data rate 1s that for which RpsT, 1S a2 maximum:

dRpata _,

: ™ = /e = 0.31
o at Rgp = "D/TE
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The mean time between events must be about three times the mean event duration to achieve the highest

rate which Rpg o = 0.46Rg. The peak mean data rate for 75 ~ 0.5 ms1s ~300 Hz. At peak rate.

half of the events must be discarded due to trajectory overlap. Under these circumstances, the importan.
reliable error recogmition algonthms is evident. The peak instantaneous data rate is considerably higher,
only by the mummum spacing of the shortest events. These closely space events, however, are extremel

and very short ume autocorrelation dats is sparse for most applications.




4 WATER COMPATIBLE VOP PARTICLES

The descniption of the VOP (o this point has been quite general in regard to Huid/particle systems. stressing the
need for refracuve index matching and the advantages of neutral buoyancy, etc. For water as the working fluid.
however, these simple prescnptions constituted a real technical challenge: the hist of possible particle matenals

satistying these needs 1s very briet (see Table 2 below).

In practical terms, water-compaubility s esseatial for the development of the VOP into a widely used research
instrument.  Most 1luid dynamics laboratones around the world have either water tunnels or wind tunnels.
Organic tluids cannot be senously cansidered for large-scaie appiications (with the notable exception of the

Pennsvivama State University glvcenne tunnel in which the PMMA VOP particles could work).

To solve this problem, a new class of vorticity probe particle made of Acrylamide gel which provides excellent
index and density matching was invented. The quality of the match is due pnmanly to the fact that gel 1s
compnsed of 90 to 95 percent water. After a brief review of particle manufactunng methods and matenals, the
new Acrylamide process wiil be descnbed and VOP water calibration data in laminar Couette flow will be

presented.

Table 2. Candidate Matenals

Matenai ap gp/pf Status
Fluorocarbon solids .
Pentadecafluoroactyl ~1.355° 1.8 Mirrors incorporated, low yield:
Methacrylate (PDFOMA) VOP tested
Fluorocarbon liquids . .
Perflonnated polyether ~1.31 2.0 Mirrors not yet incorporated
Perfluorophenanthrene 1.334 2.0
Gels
Agar (polysacharndes) ? ? . Not yet tested
Acrylamide (5 to 10%) ~1.34° 1.04 Best probe particles to date

*Values are concentration, or molecular weight dependent.
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4.1 Review of Particle Manutactunng Techmques

For a descnpuon ot the onginal VOP particle process. refer to Fnsh and Webb (1981). The techmque 1

hnetly recounted below to introduce the concepts of suspension polymenzation.

4.1.1 Suspenston Polymenzation

All tvpes of VOP parucles are manufactured by suspension polymenzation techniques involving four bas

features:

1 Liqud monomer, from which the solid polymer is made in the presence of a polymerization ini!
Jdispersed as small droplets in a medium in which it is insoluble.

) The medium, either aqueous or non-aqueous depending upon the type of monomer, actively or
passively inlubits coalescence of the dispersed monomer droplets.

3 The surtace tension between the phases maintains sphencity of the droplets during the period in
the matenal cures.

1) Lead carbonate murrors dispersed in the monomer prior to creating the suspension remain withis

droplets.

The pearl pigmentation additive ZTX-B (formerly a product of the Mearl Corporation, now available on
toreign suppliers), containing basic lead carbonate mirrors was designed by the manufacturer for use in :
plastics. [t contains a plasticizer, dibutyl-pthalate (DBT), and ketones as solvents or thinners. This slur:
readily muscible with methyl methacrylate, the monomer of poly(methyl methacryiate) (PMMA) from wi
ongnal particles were made. The target concentration of mirrors in the distilled monomer will produce
average of one to two mirrors per 30 um diameter droplet. [t is evidently important for the mirrors to ¢
well dispersed 1n the monomer to achieve the most uniform distribution of mirrors in the suspension. A
quantity of benzoyl peroxide is added to this solution (1 g/liter) as an initiator. A suspension of small n

droplets 1s made in a buffer solution by vigorous agitation (a blender works well).
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The butfer solution consists ot low molecular weight, 80 percent hydrolyzed poly(vinyl alcohol) (PVA) at 10 to
20 ¢ hiter 1n distilled water. The PVA acts as an active dispersant which inhibits thinning of the buffer solution
laver between droplets when they interact. The surfactant action of the PV A also aids by inhubiting the
tormation of new surface by creanng a skin-like layer on the droplet. Small quantities of salts are added; NaCl
modities surtace tension. and reduces the tendency for electrostatic forces to promote coalescence. and
ammonium thiocyanate. NH,SCN, inhibits the formation of emulsion polymer. This suspension is heated and
stirred. and the droplets cure. The product is a fine powder of hard, clear, spherical PMMA particles and the
murrors remain inside of spheres of sufficient size to accommodate them. The desired size distribution is

obtained by repeated gravitational sedimentation.

This 1s the model of suspension polymenzation that has guided and informed the development of water
compatible VOP particles using new materials. The first approach to water compatibility used the fluonnated
acrylic plastic poly(pentadecafluorooctylmethacrylate) or PDFOMA. Several crucial differences, due to the
troublesome aature of fluorocarbon chemistey, limit the usefuiness of the PMMA model in this case. The
<econd and most fruitful avenue employed acrylamide gel. This water soluble polymer network effectively turns
the PMMA model inside-out, with a non-aqueous buffer and an aqueous polymer solution as the dispersed
droplet phase. After summanzing the fluid/particle systems that have been used or are still in development, a

Jescnpuion of the water compatible particles is given in Subsection 4.2,

4.1.2 Summary of Fluid/Particie Systems

Table 3 lists the fluid/particle systems conceived to date, along with the relevant physical properties of
the matenals and the particle dynamuc response. For PMMA probe particles, both p-cymene and DBT are
routinely used as working fluids in small scale experiments and in our precision Couette flow apparatus
described in Chapter 5. P-cymene is a light, strong-smelling, aromatic hydrocarbon. Its toxicity is low, but it
1s quite flammable. DBT, as mentioned above, is a commercial plasticizer with 30 times the kinematic viscosity

of pcymene. These two fluids provide a convenient means of spanning a large Reynolds number range with a
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Table 3. Companson of Particle Response Charactenstics for
Particle/Fluid Combinauons

I ettt

Refractive Translational | Rotational F
Probe Densities Indices Response T, | Response | Vix
Parucie Fluid PoiP g n,,ns (ms) T, (ms) ve
30 um yr g
Diameter
Particles
PMMA P.Cymeme 1.2,0.9 1.49,1.49 0.18 0.04 0.0
PMMA Dibutylpthalate 1.2,1.04 1.49,1.49 0.006 0.001 0.1
PMMA 60 wt% Z | in water 1.2,2.0 1.49.1.49 0.06 0.025 0.0
PDFOMA Water 1.75.1.0 1.355.1.33 | 0.1 0.026 0.0
Acrylamde Water 1.04,1.0 1.34,1.33 0.08 0.016 0.0
gel, 8 wi®
LLNL Air 0.005,0.00 | 1.00,1.00 0.03 0.008 0.1
Aerogei* 1

Poly(methlmethacrylate) = PMMA
Poly(pentadecafluoroctylmethacrylate) = PDFOMA
*Not vet attempted

single flow apparatus. Aqueous Znl, solutions are not currently used because they are quite dense and

COrrosive.

New stlica serogel technology from Lawrence Livermore National Laboratonies has made anair-compatit

a possibility. These "frozen smoke” aerogels have been produced with densities of ~0.004 g/cc and ret

index near unity. A VOP probe particle of this type could be used in wind tunnels. The potential of

manufactuning such aerogel spheres is under study.

4.2 Water Compatible Particles

Two successful approaches to water-compatibility , the fluorinated acrylic plastic and acrylamide gel me:

are descnbed below.
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4.2.1 PDEOMA Particles

PDFOMA 1s a pertluoroalkyl ester of methacrylic acid which is used 1n the contact lens industry, co-
polymenzed with other matenals. [t 1s quite expensive, about $3 per gram. Its polymenzation chemistry is
«ssentiallv the same as other acrylics. except for its extreme sensitivity to the presence of oxygen which inhibits
polymenzation. Azobis-isobutyronitnile (AIBN) is the preferred initiator. The first diff :ulty encountered with
PDFOMA is that basic icad carbonate mirrors do not disperse readily = the monomer. The suspending agents
in ZTX-B (or P80-H) are not compatible with the monomer. Careful multiple washings in alcohol are required
to remove the suspending matenials (e.g., even a mono-layer of DBT on mirror surfaces is apparently enough to
promoted clumping of murrors in PDFOMA). Final dilution must be one part in ~ 108. Even so, the strongly
hvdrophobic pertfluonnated chains are not compatible with the basic lead carbonate murrors. In order to render
the murrors equally hydrophobic they are ‘teflon—coated’ by treatment with a dilute perfluoroalkyl triethoxystlane
<olution. The adhesion of the silanol groups to the murrors is still rather poor, but evidently enough to give
good dispersion 10 the monomer. This monomer solution must be de-gassed to eliminate oxygen and excess
alcohoi. The buffer solution must also be modified. The hydrophobic droplets t.nd to cluster quickly. Increased
concentrations of higher molecular weight PVA are required. NH4SCN is no longer needed but higher NaCl
concentrations are used. Pure nitrogen 1s bubbled through the buftfer while heating and stirring pror to and

dunng polymenzation to prevent oxygen potsoning.

A transmussion/reflection photomicrograph of the resulting product is shown in Figure 20. Tue boundaries of the
sphencal poly(PDFOMA) parucles are clearly visible. These particles are from 10 to 50 um in diameter and
only 25 percent contain mirrors which are barely visible in the photograph. Some mirrors can be seen nearly
edge-on, whule others show clear reflections. Some mirrors exhibit a poorly understood surface coniamination

which reduces their reflectivity.

Poly(PDFOMA) particles have been tested in water. The reflections are adequate, but the data rejection rate is

high. Further, these particles are 100 dense to be used in many applications, particularly when larger
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Figure 20

Tracsmussion/Reflecion Photomicrograph of PDFOMA VOP Particles

parucles/mirrors are needed. The success of the acrylamide gel process. however, obviates the need to

PDFOMA process further.

4.2.2 Acrylamude Gel Particles

Acrylanude gel 1s a visco-elastic matenal that 1s commonly used as an electrophoresis medium 1n bioch:
research and biotechnology industries. The gel 1s made by polymenzing acrylamide with small quantit:
acrylamude 1n a dilute aqueous solution, resulting in cross-linked polymer network which forms a rubbe
that 1s 90 to 95 percent water by weight. The polymenzation reaction requires the addition of an nitia
ammonium persulfate, and proceeds rapidly when a catalyst, tetramethylethylenediamine (TEMED) 1s a
the solution. The mechanical and optical properties of the resulting gel matenal are controllable via pol
concentration and degree of cross-linking, but typically has an index of refraction of ~1.34 and densit:
1.04 grcc. Satisfactory VOP particle charactenstics have been achieved using an 8 percent by weight a

solution of acrylanmude/bis-acrylamide at a 50:1 ratio.
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To the author's knowledge, suspension polymenzation (in & non-aqueous medium) has never before been used to
manutacture acrylamide gel spheres. This procedure is not a straightforward extension of textbook methods. In
particular, difficulties are encountered because the polymer forms rapidly (often within seconds) after addition
of the TEMED catalyst to the unpolymenzed acrylamide solution, thereby preventing the break-up into droplets.
Furthermore, the murrors tend to clump in the aqueous solution and tend to migrate to the boundary between the

solution and the suspending medium.

The first of these difficulues is solved by selecting a suspending medium with special properties. "Thoroil", a
product of the Kurt J. Lesker Company, is chemicaily inert, is immiscible with the gel ingredients, has low
toxicity and 1s inexpensive. Most importantly, it is sufficiently polar to dissolve the TEMED catalyst. This
latter property 1s cniical to the success of the gel particle manufacturing process since by dissolving the catalyst
directly 1n the oil. the catalytic action 1s inhibited until the acrylamide solution is dispersed in the oil. The

catalyst then enters the sphencal droplets by diffusion and cuning hegins. The problem of mirror clumping and
mugration is remedied by the addition of high molecular weight polyethylene oxide ( < 0.1 percent). This has

the effect of producing a highly non-Newtoman fluid which effectively immobilizes the murrors. Acrylamide
polymenzation 1s also inhibited by oxygen. All of these fluids, including the suspension oil. must be thoroughly

degassed. A more detailed discussion of acrylamide particle manufacture is included as Appendix F.

A phase contrast photormucrograph of an early batch of acrylamide gel particles is shown in Figure 21. The
hexagonal mirror shape can clearly be seen. The index match is so close that without phase contrast, the gel
sphere boundanes would be invisible. Many of these spheres are more than 100 um in diameter, and some
mirror clumping is visible. Quality control and continuous processing can improve these particles and better
control their size distribution, though they have already provided high quality vorticity data in water without the

problems associated with the PDFOMA process.
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Figure 21

Phase Contrast Photomicrograph of Acrylamide Gel VOP Particles

4.2.3 Water Caljbration Data
The acrylamude gel particles were first tested in water using a precision Couette flow apparatus. This dc
described 1n Chapter 5. Suffice it here to say that the particles were uniformly distributed in a laminar

with a spatially and temporally constant vorticity field with expected value

(w'yow'y,w’y) = (0, 0, 1.35 sl

The measured vorticity distnibutions arc presented in Figure 22. The w, (spanwise) distribution Figure
exhibits a strong peak at 1.25s with a FWHM ~ 10 perceat. It should be emphasized that this is a calit
Small vanations in the positions of optical elements result in a net departure from the nominal angular

magmnfication. The calibration factor, i.e., the ratio of the expected and measured peak values quoted a
should be used to scale ail data acquired in the same optical configuration thereafter. Figure 22(b) is th
(streamwise) whose mean value is near zero as expected, with ~5 percent FWHM. The wy, (normal)

distrtbution 1s many times broader than the others. This is the anticipated consequence of the VOP geo

and finite instrumental precision examined in Chapter 3.

74




HELATIVE PHOBABN I v

30 20 10 00 10 20 30

UJZ(!")

.
r \
z 084
< A
5 o064
% |
o 044 i
> !
o !
% 90 —

3.0 20 10 00 10 20 30

s
10,
> .
= 084
X
2 o84
g i
o 044
z
< 024
3 |
3 I
T 90
230 20 1.0 00 10 20 30
@ (5"
¥
84047
Figure 22

Lamunar Flow Histograms (R/R, = 0.5) Water Calibration Data

Several aspects of these calibration data require some discussion. In particular, the existence of a broad
secondary peak at ~w',/2 must be accounted for. Examination of the individual events comprising the
secondary peak appear to be valid data. Indeed they ase. This peak is the result of stable particle painng at
low shear rate (w,) due to weak surface interaction. Also the widths of these distribution should be derivable

from the component error distnbutions and the resolution function arguments of Chapter 3.

From the expression of Jeffrey (1922), the angular velocity {1, of an ellipsoidal particle in a uniform shear, w,

1S
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Q= a,,wo

—_—
1 - ﬂ,, sy, wot
where o, ¥, and Y, are coetficients depending upon the aspect ratio. », of the particle. Paired sphenc.

particles ot radu a,. and a. are taken to behave as ellipsoids of aspect ratio

a + a»

max(aj.as)

Fora; = as. n = 2. The expression for pq(ﬂ). the probability density function (PDF) of observing the

rate Q. 1s

_~[an) !
vy - )

Differentiating Eq. (33) and eliminating t, gives

. -1
P.()) = a a3702 o 1 _je 1 Z‘I
" KA A B B BO B

in the interval, Yo < 0 < o, The PDF for a single spherical particle reduces to p() = 8 - O,

the total PDF 1s

PO = (1-Npo(@) + fpy (M
where t 1s the fraction of paired particles observed. For the calibration data shown here, f = 0.4.

If the steady state 1s taken to be paired fraction f, at the shear w,, then a calculation of pairing (i.e.. ol

rate should allow an estimate of pair lifetimes in the shear. [f collisions are assumed to take place for a

of impact parameter b < d (=2a), where d is the particle diameter (Subsection 2.3.4) then the totai co:

frequency 1s
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= —nwgd
awg
T T
where a 1s the volume traction of particles in the flow. If the pairs have a mean hfetime Thair then the
equilibnum pair fraction is
- ZoTpair (34)

For the low shear cahibration data. @ = 103, w_ ~ 15!, and f ~ 0.4, 50 7 ~ 107%s, suggesting that the

o pair

pairs survive indefinitely at this shear rate.

This resuit s somewhat surpnsing. Figure 23 is a map of the relative motion of sphere centers in the plane of a
umform shear, taken from Batchelor and Green (1972a). Open sphere trajectories are those for which

(h/a)> = 0 in the preceding analysis where a is the particle radius, but for (b/a)2 < 0 (imaginary impact

T T T T
(/a)2 = 9

B-6936a

Figure 23

Interaction of Two Freely-Moving Spheres in a Linear Shear Flow (from Batchelor & Green, 1972a)
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parameter. b') sphere trajectones are closed. 1.c.. the pairs are stably bound. The imaginary impact par.
~impiv interpreted as the inaccessability of the (biay < 0 region to unperturbed trajectones. Apparent
Arownian mouon. tnplet interaction, or flow fieid fluctuations (perhaps also sphere 1mpertections. comp
surtace 1nteractions) can transport spheres in relative motion across the (bia)? = 0 boundary (in both
Jdirections).  Pair hfetimes can be quite large in Lamunar shear flows. After a sufficient period of time
~heanag tlow, starting from some initial distnbution, it appears that a steady supply of single particles
available only because triplets, etc., are unstable in the flow and the odd particles is always stripped loc
unstable pairs (¢.g., 10 a turbulent shear flow) the lifetime approaches one tumaround time 1/w,, and tk:
equilibnum pair concentration reduces to ~a/x. Evidence for pair disruption by turbulence is seen 1n

Chapter 5.

The component error (o;) distnbutions are shown in Figure 24. As was argued in Subsection 3.4.1. the
seen to be distnbuted approximately as l/aiz. From estimates of o, ., and o, the expected resolutic
functions can computed and compared to the measured calibration PDFs. In the special case of w,, the
resolution function 1s convolved with Eq. (33) to include the pair contnbution. The mean aspect ratio 1

tobe 7 = 1.6 and f = 0.4. These PDFs are shown in Figure 25. The essential features of these data

apparently accounted for in this analysis. There a rs to be an excess noise not seen in the 0. distnb
pp 3 ppea i

however. which 1s particularly apparent in the wings of the w, PDF. Further study is required.
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Resolution Functions Calculated from the Measured

Error Distributions (Compare with Figure 22)
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5. VORTICITY MEASUREMENTS IN COUETTE FLOW

Tavior-Couette tlow, the flow hetween concentne rotating cyhindncal surfaces, continues to be an impor
iaboratory tor the study of the transition to turbulence and of large scale coherent vortical structures. V.
measurements have been performed in six distinct Couette tflow regimes, which are enumerated in
Subsection 5.1.1. Calibration data 1s acquired in the laminar flow regimes. Evidence of coherent vorti.
~tructure 1s observed n the outer boundary rotation turbulence data. The statstics of these turbulent tlo
simslanties to standard turbulent boundary layers. I[nner boundary rotation flows show the charactenstic
pattems of the “spectral evolution” to turbulence (Coles, 1965) as venfied by flow visualization at Revr
number corresponding to the measurements. Spatial and temporal penodicity of the components of the

are measured. which are compared with numencal simulations.

5.1 Couette Flow
In selecting a tlow field in which to venfy the operation of the VOP both in lamtnar and turbulent flow
conditions, the following critenia were appiied: 1) the flow apparatus must be useable with all of the V(
working tluids used previously, culminating with water; 2) it should be a device of small to moderate s.
3) 1t must possess well defined laminar regimes where the vorticity distribution is well known; 4) it mu:
range ot accessible Reynolds number sufficient to reach fully developed turbulence with statistics comp:
other standard flows; and 5) the potential to display coherent vorticai structures. It is difficult to conce:
tlow which meets these critena more precisely than Couette flow. A benchtop precision Couette flow de
be made to tunction with virtually any fluid in relatively smail volumes. Sub-cntical flows posses a cor
vorticity vector everywhere in the flow. Depending upon which boundary surface is rotating, Couette t

varucuty field exhubit astonishing vanety and richness.

5.1.1 Couette Flow Regimes

As mentioned above, there is great variety tn Couette flow behavior which can be generally divided int
categones: tlows dominated ¥ 7 the rotation of the inner (cylindncal) boundary or those dominated by «
boundary rotation.
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Let the radius and angular veiocity of the wnner and outer cylindncal boundaries be denoted r.{}, and 1.0,
respectively.  The boundary conditions on the velocity field are Ugr=r) = {hir; and Up(r=r,) = 1,1, the

ume-independent (subcritical) solution of the Navier-Stokes equations gives (Landau and Lifshit. 1959)

Up=U, =0 Up = ar+2
r
2 22
r {1 Y] - Qe
wherea= 22 ' 1 and b= . offi fo
2 2 2
SR oo

From the equation for the curl operator 1n cyhindrical coordinates, the only non-zero component or the vorticity
1
a(on)

—

ar

21
r

=2a
Thus the vorticity vector has a constant magnitude and direction everywhere in flow field. Note that when

(pfy - Oyr; = 0. thena = O and the flow 1s irrotational. This is a special point. The necessary and
sutficient condition tor the stability of the (inviscid) flow field is the Rayleigh criterion

d 2

a.l:(rUe(r)) >0

which reduces to

2
o

2
Qor, > ﬂiri

For the case of outer boundary rotation (0°=0) the flow is stable. For inner boundary rotation ((,=0) the
flow 1s unstable. For finite viscosity, there is a critical Reynolds number for inner cylindrical rotation marking

the onset of more complex flows.
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Each cvlinder can be thought of as possessing its own Reynoids number based upon boundary surface speed

and wap, g = 101

Qalalry 1) Qriry -1
RO'—' 0otoV 0 l- Rl= 1"*1rrto i .

14 14
the height of the tluid annulus is usually much greater than g., 1.e., h/g 2 30. A flow is generally descnt
hy particular tvpe of coordinates (R,R,) on a map of R, versus R;,. One interesting aspect of Couette flov
that the tlow at (R,R)) 1s not necessanly unique. Several different stable states may be reached dependin

upon how (R .R,) 1s approached.

A map ot R versus R, from Busse. Gollub, Maslowe. and Swinney (1985) 1s reproduced below in

Figure 26(a). The outer boundary rotation dormunated flow map 1s indicated in Figure 26(b) by greatly
extending the R axis. Only the cases of Ry = 0, R, » O and R, # 0. R; =0 are considered. Moving up
R, axis from 0. at R = R, the Couette flow becomes unstable and secondary tlows known a Taylor vortic
appear. These vortices are stationary counter-rotating vortex pairs stacked up and down the span (see Fig
in Section 5.3.1). At R/R. ~ 1.2 the secondary flow tself becomes unstable to azmuthal disturbance. &
tflow selects one of several possible periodic states known as wavy-vortex tlow (Coles, 1965). This state
charactenzed bv traveling aumuthal waves superposed (non-linearly) on a Tavlor vortices. At R/R, ~ 1
incommensurate trequencies appear in the wavy-vortex spectra (Fenstermacher, Swinney, and Gollub, 197
giving nse to quasi- penodic flows. With increasing R;, broadband background fluctuations begin to appe
finally overwhelmung the penodicity which is no longer detectable at R/R. = 23. The basic Taylor vorte
pattern sull persists with fine turbulent structure everywhere in the flow. This process is referred to as th.

“spectral evolution” to turbulence (Coles, 1965).

The behavior along the R, axis 1s distinctly different. For R; = 0, is stable and persists in the giving the

expected Couette value
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until wall-bounded shear flow instabilities akin the ordinary boundary lay type initiates a catastrophic’ transition
to turbulence. This turbulence is initiated at isolated spots in the boundary lay which grow, dominate the flow,

and then disappear, with a pulsating sort of regularity. In this respect, turbulent Couette flow is similar to pipe

flow, exhibiting intermittency with increasing Reynolds number, until the intermittency factor, , approaches

unity when the flow is fully turbulent.

83




53.1.2 Couete Flow Apparatus

The Couette tlow device. designed and constructed for this program. 1s shown below 1n Figure 27. The
relevant parameters dre specific in Table 4. This design 1s unusual n several respects.  First, it 1s actuall
Couette tlows rather than one. as seen n the figure. The muddle cantilevered cylinder rotates freely abou

central cyvlindneal spindle. A fixed outer cylinder was required on which flats could be cut or molded for

- 2
( ) - BEARINGS
OUTERFLUIDSECTION ~ = .
INNER FLUID SECTION — | \
COOLING CORE
RQTATING PRECISION CUT
AND POLISHED PLEXIGLAS SHELL
OUTER PLEXIGLAS SHELL .
!
8-1719g

Figure 27

Precision Couette Flow Apparatus (liming belt dnive)

Table 4. Couette Flow Apparatus Parameters

Inner Fluid Annulus
4.477 cm, n = 3.944 cm, ity = 0.881

o

G = 0.559 cm, h/g = 39

Outer Fluid Annulus
r, = 4.738 cm, = 5.127 cm, r;/r, = 0.894

G = 0.611 cm, h/g = 36

84



mounting of the output couphng optics tor the VOP described 1n Subsection 3.1.2. The rationale tor this
ipproach denves trom the need to accommodate the fixed outer cylinder constraint. and the desire to study both
.t the basic tlow types descnibed n the previous section with a single apparatus.  As only the central cylinder

. wates. the outer tluid annuius constitutes an inner boundary rotaung flow. and the inner tluid annulus gives an

uter boundarv rotating tlow.

The above design provides this tlexibility at low cost since no elaborate seals or bearings need be immersed in
the working tluid. This last feature contnbutes much to the overall advantage of this design since three

Jitferent working tluids are used which no single set of seals could accommodate.

The fixed central spindle and base plate were machined from stainless steel as is the rotaung chuck which ndes
.n sets of thrust and roller beanngs pressed onto the spindle. The plexiglas cylinders were precision machined
and polished. The outer fixed cviinder 1s mounted on a stainless steel base plate and the central rotating
cvlinder 1s mounted in the chuck with adjusting screws for alignment. The rotating cylinder 1s aligned and
halanced 1n place. Baffles cut trom tetlon suppresses irregular end disturbances. Total runout due to machining
and alignment flaws 1s less than two thousandths of an inch up and down the full span of the annuli. The
central cvlinder 1s tumed with a vanable speed synchronous AC motor with a frequency vanable synthesized
three-phase controller. Timng belts and pulleys are used. Cylinder rotation rates are stable against long term
dnft to ~0 0l percent (1.e., dnfting by no more than ~2x in 10% rotations). Periodic speed fluctuations are
observed dunng a single rotation of ~0.1 percent. The Reynolds number ranges accessible to this apparatus

using three working tluids 1s summanzed below 1n Table 5.
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translation stage. The surtace ot the stainless steel inner cyhinder was black-passivated to climinate specular

retlections torm its surtace.

The vorticity components measured 1n this geometry and thetr relationship to the flowtield are indicated in the

tigure. Explicitly, the standard VOP pnmed basis 1s related to the cylindrical coordinate vorticity components

fwy.wgaw) by
wg' = wy
w'=—l (wo * @wp) = w
z v,z— o r) s (36)
u:y' = — (W - wp) = owy

where w, and w, are the components 1n and normal to the plane of the principal axis of the rate-of-strain tensor,
respectively.  The component w_ in this plane should thus expenence the most rapw’ stretching and consequent

intensification.

5.2.1 Transition to Turbulence in P-cymene

Probability density tunctions (PDFs) of two vorticity components for the outer boundary rotating flow
are presented 1n Figure 29(a) through (d). Starting at 1 Hz rotation rate (a) (cylinder surtace speed of 28 cmy/s)
and increasing by factors of 2 up to case (d) at 8 Hz (surface speed 2.25 m/s) where the boundary layer appear
to be fully turbulent. (Some residual intermuttency may persist at this Reynolds number — 25,000 as indicated in
Figure 26(b) but a lamunar peak 1s difficult to distinguish against the background turbulence.) Figure 30(a)
through (c) are flow visuahization photographs corresponding approximately to the 1, 4, and 8 Hz cases. The
tlow visualization particles have been introduced into the inner fluid annulus only. Figure 30(a) is the purely
lamunar case. Figure 30(b) show the formation of fine-grained turbulent zones which migrate through the

tlowfield. In Figure 30(c) the turbulence has essentially filled the inner fluid annulus.
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In Figure 29. the PDF vorticity axes have been scaled exactly with the increasing rotation rate, 1n order t
visual companson will convey the constancy of dw/w up to the strong transition to turbulence at 8 Hz. T
< =) distnbutions are not included since the instrumental breadth of these distributions dominates the
turbulent fluctuations. This is not to say, however, that the mean values and second and higher moments
he obtained from these distributions. The question will be examined in the next section (Subsection 5.2.:

helow).

There 1s some evidence at low speed (1 and 2 Hz) of particle pairing as was noted in Chapter 4. Howev
4 Hz. the charactenstic side lobes have been reasonably suppressed. This can be interpreted as good evi
that weak ntermuttent turbulence i1s an adequate mechanism for disrupting stable pairs, and it follows tha:

Jeveloped flows are unlikely to have significant pair populations.

5.2.2 Vorucity Statistics and Profiles

Table 6 contains the statistical parameters which can be extracted from these data with some confidence.
zach rotation rate, the vorticity scale, the Reynolds number, the distance from the inner (stationary) cylir
which the measurements were made, and the corresponding laminar vorticity (from Eq. (35)) are provide

Note that the number of measurements in each PDF is not large. The error in the second moments is of
.\u;,/v'N—. or ~35 to 10 percent for these data. Because of the inefficient nature of the current data acqu

and reduction procedure, several hours and 30 to 40 data sets are required to generate a few histograms

those 1n Figure 29, though the data is coilected for each set in a matter of seconds. ( A new system, cur
the design stage, will acquire data and process vorticity data in real time.) For the conditions specified 1
table the component mean vorticity w;, rms fluctuation Aw; and an estimate of the rms instrumental broa
based on the error distributions, dw;, are given. Instrumental broadening scales with rotation rate as expe

The widths of the z, s, and n components of vorticity can be seen to be accounted for by instrumental nc

until the onset of intermittent turbulence at 4 Hz. Turbulent fluctuations then apparently dominate the w.




Table 6. Vorucity Statisucs tor the PDFs ot Frgure 29.
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distnbution widths.  This 1y not so 1n the case of Wy, however, where instrumental noise continues to dominate.

At this ievel of statistics (N). estimates ot the turbulent contnbution to the sec ynd moment
2 2
(wn)” - (dwy)

are unrehiable and very sensitive to the estimate of cw_ . The same may be said for higher moments ,i.e.,

0
~kewness and tlatness tactors. tor the PDFs of w, and wy . To obtain the flatness of the w, distnibution to

< 10 percent accuracy would require two orders of magnitude increase 1n the volume of data.

Mean and tluctuating vorticity profile data, normal to the inner cylinder surface, was also obtained only at a few
roints at or below 8 Hz. The normal v coordinate will always be reterred to the stationary boundary. The
mean vorucity profile and rms tluctuations are shown 1n Figure 31. No significant vanations in the vorticity

across the boundary layer were observed for lamunar cases (2 Hz data 1s shown) which maintained thetr Couette
low values at all stations. For the turbulence case (8 Hz) the rapid increase of mean vorticity ‘:'z near the wall
15 clear indication of the development of boundary layer type turbulence. Very little data oa this flow is
available in the hterature (e.g., Taylor, 1936, Coles, 1965 and Reichardt,1956). Near the inner wall. however,
the tlow 1s quasi-parallel and centnpetal accelerations vanish. The flow in this region should behave much like

a boundary layer in turbulent channel flow.

91




, mm)
30 15 0 5 24
] Ty v
. L Estmated wy » 1000 s*'
39 Mean vaes 8H; @ 22 -
Mean vaes. 2HZ ¥ ‘
08 F -
aMS Fluctuanons’ 8Mz = Ay’ ‘Mhl
w
A7 F “
06 F
w
= ost
04
0‘3 - \\
02 B, 1
\ oo N
', !
0.1 -~
J»I =
0.0 . .
0.0 200 400 80.0 80.0
Yo are

" Corrected for instrumental and gradient broadening
+From Kim, Moin, and Moser (1987)
® wy from Kastrinakis and Eckelmann (1983)

Figure 31

Companson of Measured Couette Flow Vorucity Statistics with
Turbulent Boundary Layer Computations and Data

On this assumption. the law-of-the-wall vorticity profile was superposed upon a uniform background vort

Assuming & symmetric vorticity distnbution across the flow (which 1s not strictly true, e.g., Taylor, 193¢
Jdiscussion of Reynolds number dependence below) the w, profile data was fit to the proposed vorticity
distnbution with the constraints that: ) the esumated (y) integral of mean z vorticity across the flow was

to the known outer boundary velocity (2.25 m/s); and 2) that y was non-dimensionalized in the usual wa:

)]

w, . , .
2| . where wq is the mean spanwise vorticity at the mner wall (y=0).

’*"YUT[’ ;

The best fit was obtained for estimated w, ~ 1000 s'! and the mean background vorticity ~ 360 s'1, anc

plotted in the figure.
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Hecause ol the hinite width ot the laser beam ¢ 150 um or about 6 v _ umits for the above data), regions of
-ubstantial spattal vorucity pradients produce an additional broadening (of Aw, 11 this case). From the estimated
sope 01 the mean ., pronie. and the known width of the gaussian beam profile. a simple subtraction ot the
~~timated pradient broademing sutfices to correct dw,. Based upon the arguments of Chapter 3 and the measured
crror distributions ot the vorticity components. estimates of the widths of the vorucity resolution functions éw,
were denved. iynonng the vanation with vorticity. The true s tluctuations are obtained from the difference of

the squares of the measured rms values and the instrumental noise, dw;.

The rms vorticity tluctuations. when corrected tor both instrumental and vorticity gradient broadening, show

udiltative agreement with turbuient boundary laver data. The direct numencal simulations ot Kim, Mo, and

Aw,

“Moser 1 1987) tor exampie. trom which the rms vorticity curves are taken, agree with the measured . at

“o
east W edee of the butter laver tv _ ~30). These data are also consistent with the hot-wire vorticity of

streamwise vortcity of Kastrinakis & eckelmann. and the 9-wire hot-wire measurements of Bahnt, et al.Bevond
this pount the Cuuette values are Likely to be greater due 10 the large mean shear away from the wail. The Aw,

values are more interesing.  Thev appear to be larger than both the Aw,/w, and the curves predicted by the

1 ‘ .
-imuiation. This should not be surpnising, however, since wg | =——(wy + wy){ lics in the plane of the
> )

;nncipal axis ot the rate-ot-strain tensor. where the vorucity tluctuations due to vortex stretching dre antictpated

o e most intense.

These compansons are quite sensiive to the estimate of wy. Further the argument employed to fit the data to the
law-nt-the-wall plus background vorticity 1s tenuous. With increasing Reynolds number the Couette flow
voricuty protile appears to become wncreasingly asymmetnc and the integrated vorticity near the inner wall will
hear no simple relanonship to the outer boundary velocity. A more detatled profile is required. More extensive

measurements at R =32.000 are presented below.
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523 Three-Component Vorticity Fluctuations near the Wail

Al 10 Hz outer boundary rotation rate, corresponding to Ry = 32,000, two protiles were obtaned: the 1
with counterciockwise rotation so that the most accurately measured components are w, and w 1n the no
of Furure 28, and the second with the rotation 1n the opposite sense, so that 1n the same vop geometry tt
accurately measured components were w, and w,. Thus the mean and fluctating values of three orthogo.

vorticity compunents could be accurately obtained without greatly increasing the number of data points r

. . Wy Aw,  Awg Awn )
The protile data for the mean spanwise vorticity, — . and the rms fluctuations —— , 2 , —— in
wo we wg wy

and n components are shown 1n Figure 32. These values have seen normalized by the measured wall ve

wn =975 5’1 The beam wast for this data was ~ 100 um corresponding to 4.6 vy, unit. The mms fluc
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nave been corrected tor instrumental nowse and vradient broadentng as descnbed above This figure combines

e z data tor the clockwise and counterclockwise rotation which were tound to be in agreement within

sxpenmental error as expected. except tor the change of algebraic sizn. The mean values ot the other

cmponents are zero within expenmental error.

The mean spanwise vorucity protile s clearly boundary layer-ike. The scaling 1s ne longer in doubt since
measurements of mean wall vorucity were performed deep within the viscous sublayer (v . = 2.3). Aty _
< 10, the tluctuating vorucity staustics show good agreement with the simulatins of Kim, et.al, though 1t must
~e remembered w and ., represent a 45 deg rotation of the w,, wy basis 1n the simulations. Neither Aw, s
wr Aw, oo chould tend o zero at the wall. as 1s required owa},.rmS since all x and z spatial denvanves are
Jentically zero at the wall. The expected persistance of strong vorucity tluctuations bevond v _ ~ 40 due to the
non-zero background shear. 1s observed. The vorticity fluctuations in the plane of the pnincipal axis of the rate
1 strain (ensor. dw . 4re protoundly amplified well bevond v _ = 40, which in a boundary laver would be
the loganthmc region. The could be taken as confirmation of the numerical observations ot Rogers and Moin
1987), that all turbulent shear tlows should exhibit strong vortical concentrations inclined at ~45° to the mean
ilow direction, 1n the direction of the pnncipal strain. The near equality ot spanwise and normal fluctuations 1s
1150 consistent with their observation 1n direct numencal simulations, that vortex filaments (those distinguishable

‘rom the background) under compression tend to "buckle” and tum, rather than weaken. This level of detail

~1thin the sublaver has never betore been observed due to serious question regarding accuracy (Tavlor's

hypothesis) and spatial resolution.

These values are generally larger than those measured by 1 channel tlow by Balint et al. (1987) using the S-
wire hot-wire probe. While 1t 1s difficult to compare these tlows directly, it seems clear that the vorucity
optical probe pertforms admirably under the worst conditions, 1.e., high Reynolds number, near wall, etc. The
juestionable nature of Tavlor's hypothesis in turbulent shear flows, particularly in the wall region (Piomelli et

al.. 1989; and Champagne, 1978) further enhances confidence in the VOP which does not depend upon Taylor's
hypothesis in any way.
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The PDFs up to now have been treated as one-dimensional. In tact, thev are projections of the measurc
Loty vectors cato selected vorticity basis vectors.  Since the components are measured simultaneous
possibls © view the projections of vorucity vectors onto selected planes, torming two-dimensional joint
These then represent the probability of finding a vortex tilament or tube .or just random background. w.
particular angie ot inchination in the plane. In a manner analogous to the quadrant analysis of the Revn
~tress, Willmarth and Lu (1972), such vorticity maps could potentially lead to a more quantitative under
ot coherent structure, 1n particular, “coherent vorticity” (Hussain, 1986). For the turbulent case at 8 H.
two-dimenstonai PDFs are presented as scatterplots in the w,.wg plane at two locations in the flow.

Figure 33(a) 1s the w,.wg scatterplotat y . = 12, and Figure 33(b) at y , = 28. Although the statstics
poor. the disunctly different character of these planes 1s clear. Aty = [2 the transverse fluctuatuon u
strong as expected and large vorticity excursions appear to be formung a pattern. which is not quite disc
Aty _ = 28, however. even at this level of statistics, a pattern 1s emerging which has been emphasized

Jotted tnangle.
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Figure 33

w,, w, Scatterplots
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For the case of the 10 He rotation rate, the joint PDFs ot the profile data are shown in Figure 34(a) and 34(b)
s scatterplots in the w..w plane and ..« plane respecuvely. Again. a pattern emerges which 1s not evident
rrom the profiles in Figure 51. Two signiticant teatures stand out in these joint PDFs: 1) Aside from the mean
flow core which 1s becoming more symmetncal. there 1s a distinct tendency tor large streamwise {wg) excursion
to have small spanwise excursion. and vice-versa. This suggests the symmetncal bending and amplification of
vorticity for reasonable traction of the sample data. This 1s consistent with the counter-rotating vortices of the
hairptn vortex model, paruicularly in the w,.w, plane though it is not discernable whether the vortices occur 1n
spatially contiguous pairs: and 2) There 1s also the smattening of very intense activity scattered about the Wy Wy
plane near y . that s not as pronounced e¢lsewhere. Little can be made of this at this stage (e.g.. 1n terms of
tilament painng as 1n Pumur and Siega, 1987) wiathout vastly improved statistics over a much larger domain. It
sppears. however. that a farge contnbution to the vorticity tluctuations 1s associated with 1solated. intense

vorncity concentrations. Higher moments are needed at higher Revnolds number. The VOP may be umiquely

suited to this task.

Other auxihary data tvpes mught prove interesting in some applications. From the discussion in Subsection 3.4,

. -
it will be recailed that the x| goodness-ot-fit parameter 1s sensttive to angular acceleration, 1.c., %‘_‘.’

t
interpreting this as an error 1n the vorticity measurement.  But since istrumental errors can be largely
sccounted for by the procedures outlined 1n previous chapters, this fluid dynamically dnven teature should

appear as a residual error which can be characterized. Recall that under the action ot a straimng field ey an

aliygned vortex tilament will intensify as

Qi e 37)

x W

—&" 1 e“
This should appear as an “acceleration tail” in the y, distnbutions. recalling the discussion pertaining to

Eq. (26) in Subsection 3.4.3. Figure 35(a) and (b) are the x% distribution for the 2 Hz lamunar data, and the

8 Hz, y, = 28 data respectively. Some information on both the strength of the filament and the local strain

rale mey be accessible in this way.
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(b) 8 Hz, R=25,000: Turbulent accelerations give apparent degradation 1n goodness-of-fit

Figure 35

5
x; Distnbutions for Laminar and Turbulent Flow.

The elucidation of spatial and temporal vorticity structure is considered in the following sections describing

measurements 1n the tnner boundary rotation regimes of Couette flow.

5.3 Inner Cylinder Rotation Data in Water

We retumn now to the R; axis of Figure 26(a). The flowfield with inner boundary rotation is of fundamentally
different character as described in Subsection 5.1. It is inherently unstable and viscosity inhibits the breakdown
of flow until a cntical Reynolds number R, is exceeded. The subcritical constant vorticity flow data has
already been presented in Section 4. Those measurements, as well as the remaining measurements described in

the following sections were performed in water, using the new acrylamide probe particles.




—_— - ——

“or these measurements pertormed near the wall of the outermost (stationary) boundary, we return to th
_onfiguration ot Figure 9 tn Chapter 3. Thus the relationship between the pnmed VOP vorticity basis v
and the local lowfield cvhindncal coordinates 1s w1 = w,, wyr = -0 and w,, = wy, which is usually
in which most computations are performed 1n Couette flow simulations (e.g., Marcus (1984)). Because «
angles of optical entry and exit in this configuration, all of the index-matching techniques discussed in S
were emploved at the optical interfaces. including an index-matched molded window section (PDFOMA
an acrylamide gel pnsm. The entire optical train, including the incident beam-steening optics, was mour

rucrometer dnven Lranslation stages, so that any point in the flow field was reproducibly selectable, pan

up and down the span (z-direction). The gel pnsm simply slides up and down the span with the optics.

5.3.1 Wavy Vortex Flow

Flow visuahzations at three supercritical Reynolds numbers are shown i1n Figure 36. Figure 36(a) shows
standard stationary Taylor-Couette rolls at Ri/R, = 1.1. These rolls have stationary inflow and outflow
boundanes corresponding to the positions where the streamwise vorticity (wy) changes sign. The photogr
Figure 36(b) 1s R/R. = 1.5. This is near the onset of the wavy-vortax regime, where the Taylor couet
exhubit penodic anmauthal traveling waves. Figure 36(c), at R;/R. =5.0, still in the wavy-vortex regime
a disturbance 1n the flow due to change 1n azimuthal wavenumber propagating up the span as the flow s

into a stable state.

The vaiue of R for this system 1s =127. For water at 25°C, R /R, = 5 corresponds to an inner boun.
rotation rate of 0.35s Hz which lies squarely in the wavy vortex regime. This is a convenient starting pc
senes of vorticity measurements since the amplitude of the vorticity fluctuation are strong relative to the
and yet this is sufficiently far from the quasi-periodic regime to minimize possible flow irregularities. #
penod of time the flow settied into one of several preferred states (Coles, 1965) where it remained stabl
thereatter. If the flow was stopped during the course of the experiments, great care was taken to insure

upon restart it reached the same final state. This proved to be difficult since the azimuthal wave states a

number of spanwise rolls (which are rather degenerate at large height/gap) must be reproduced. Figure
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the tlow visualization photo at Ri/R, = 5. has not yet reached a stable state. showing a pronounced irrey
When the tlow had settied in to 7 azimuthal traveling waves and 15.5 waves (31 Taylor vortices) on the

vorucity measuremerts were performed at 8 Hz station at a depth of y = 0.1 g (one-tenth of the gap) fr(
outer boundary. The wavy-vortex period for this state was measured to be 1.357s, and the spanwise -

wavelength, x = 1.4 cm. Figure 37 is the measured mean vorticity components versus z/A. Again, for

hundred points. the uncertainties in the values of w, and wy(=wg) are a few percent, but the uncertainty

Sy(=w;) 15 comparable to its value.

Since the time at which the individual data points are recorded is also logged, sparsely and randomly san
penodic data can be used to reproduce the temporal signature of the (vorticity) wave. Figure 38 is singl
of ~50 points acquired in just over 90 seconds. Thus the mean sampling rate is less than the period. B
of the accurately measured, stable wave period, however, the time behavior of the vorticity during a sin
cvcle can be reconstructed by folding the record, modulo-7 into a single cycle. ( It is preferable to avoid
situation through. by sampling adequately in the first instance.) Figure 39 is a ‘synthetic’ time history o:
wavy vortex. The trend is clear though a bit noisy. There is a distinct phase relationship between the

components which cannot be easily interpreted with extensive flowfield mapping.
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Figure 37

Wavy Vortex Spatial Vorticity Structure (R/R, = 5, 7 wave azimuthally and 15.5 on the span)
Spanwise variation of mean vorticity component values near the wall,
over one spatial wavelength of wavy vortex flow y/g = 0.1, A = 1.4 cm

102




-

w
|

80

VORTICITY (5 1)

-0 + +# t
& +

"20% T T T T yl

0 20 40 60 80 100
TIME (s)
a8-5795
Figure 38

Wavy Vortex Flow (water) Vorticity Versus Time Sample Record
® In data collected over 2 min interval, no periodicity is visible
- Wavy vortex period, 7, measured 1.347s (viewing image plane)

- Mean sampling period ~2s

This method 1s remumiscent of the phase averaging procedures used in the eduction of coherent structures by
conditional sampling. [n this case, the problem is a rather trivial one since the data 1s periodic and the phase
information can thus be stored along with the data. Some phase jitter may be present in the data due to
incipient instabilities. The 7 azmuthal wave flow at R;/R, = 5 appears to be only barely stable, owing perhaps
to vibration or other flow irregularities. A Reynolds number, the 7 azimuthal wave flow, is not expected to be
stable. Since the flow is essentiaily laminar, pair interactions have not been raled out as additional sources of

noise. Finally, at the outflow boundaries (near reduced time=0) where the vorticity is large, the velocity may
be larger still, resulting in reduced .[l%‘r and thus reduced precision in vorticity measurement. The size of the

error bars (rms distribution widths, not shown) associated with the points in Figure 39 vary systematically
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Wavy Vortex Periodogram (R/R, = 5, 7 azimuthal waves, 7 = 1.347)

across the figure with the minimum near the ceater. This sampling bias, which is also periodic, is likel

affect the mean vorticity profiles, particularly for w',,. Correction strategies have been discussed in Ch.

The temporal autocorrelation is defined as

[0, todt
®(x) = =

}mizdt

Autocorrelations for discrete random data have been described by Frish (1981) and others and will not t
recounted here, except to note that the time axis is simply divided uniformly into bins of sufficient widt!
obtain reasonable statistics in each bin (properly normalized including statistical weights) and still insure
adequate time resolution. A necessary refinement of discrete suto-correlations for finite time events is «
time weighting (Buchhave, et al., 1979), which is the auto-correlation anaolog of transit time weighting
uniformly spaced bins are then suitable for Fourier transformation in order to estimate the power spectn
the random signal. This process has been carried out with the discrete time approximation of Eq. (38) 1
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cnsemble of records hike those 1n Figure 39. Figure 40 1s an autocorrelation of w, for 8 records (a total of

~ 400 points distnbuted over ~ %0 bins). The retlection symmetry 1s an artifact of the wrap-around algorithm
cmployed. While the autocorrelation must be umty at 7=0, the reduced amplitude everywhere else is due to the
partial loss of coherence attnibutable to uncorrelated noise. A fitted cosine function shows that 65 percent of
$,,. or ~80 percent of the rms Aw, 15 10 the perniodic structure of the signal. (Approximately 40 percent of
%0' or 64 percent of dwy. 15 due to the penodicity.) Figure 41 is the FFT of the autocorrelation which
contains no additional information. It shouid be noted, however, that with sufficiently long records and
adequate sampling, these power spectra could potentially show as much temporal detail as the velocity records
in the famous study of Fenstermacher et al. (1979). The difference that vorticity vector measurement could
make 1s that amphitudes and phases of frequency components can be directly associated with the dynamical

vanables that drive the tlow physics and thus the instabilities.

5.3.2 Tucbulent Tayior Vortex Flow

By increasing R,/R, an order of magnitude to 50, all vestiges of penodicity in the flow are lost, and
one 1s well into the turbulent Taylor vortex flow regime. A striking feature of this flow, however, 1s the
spanwise wave structure, which 1s clearly visible in the flow visualization photo in Figure 42. At much higher

values, this “coherent structure” still persists, though less visibly, in the presence of intense turbulence.
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Figure 40

w, Autocorrelation for Wavy Vortex Flow (R/R. = 5, 7 azimuthal waves, 7 = 1.347s)
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Figure 41
Linear Power Spectrum of Spanwise Vortcity

(from FFT of autocorrelation in arbitrary units)
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Figure 42

Flow Visualization Photograph of Turbulent Taylor Vortices, R,/R. = 50
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The R,‘R. = 50 spanwise structure 1s agaln measured across one spanwise wavelength at y = 0.1g. The
histograms of these measurements, as well as the w,,wy scatterplots, are included as a function of position on

the span 1n Figure 43.

The scatterplots show an alternatng pattern of left and right inclined vortex lines near the plane of the wall,
which 1s to be expected from counter-rotating streamwise vortices in the mean flow. The fluctuations, however,
scen clearly in the scatterplots, exhibit several interesting features . The spanwise vorticity fluctuations are most
intense near inflow and outflow boundanes, (where wg =0). Figure 44(a) and (b) are the mean and rms
voruicity values for these histograms. The near vanishing of the spanwise vorticity at ZZA ~ 0.7 is apparently
the intlow boundary position, where low speed fluid accumulates at the outer wall. The small values of w, and
', resuit in enormous uncertainties for wy (noted in the Figure 44(b) as the ‘two-component range’). The mms
fluctuations normalized by the magmitude of the mean vorticity |w| are fairly uniform along z, suggestive of
relatively homogeneous through highly anisotropic turbulence. Again, detailed flowfield mapping is needed for

more definitive descriptions.

At sull higher Reynolds numbers, the fluctuations increase dramatically in intensity. A few histogams are
shown in Figure 45 at R,/R, = 150 for the condition indicated in the figure. The vorticity fluctuations in all of
the turbulent Taylor-vortex flow data show strong interactions with the local mean flow. The eduction of the

prevalent structures as the turbulence accomodates itself to the local flow would be an interesting study.

5.4 Su of Couette Flow Measurements
Three-component vorticity measurements have been performed in the both outer and inner boundary rotation
type Couette flow. Summaries of observations about the structure of the vorticity fields in each of these flows

are given below.
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Turbulent Taylor Vortices R;/R, = 50: Spanwise Profile (y/g = 0.1)
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Turbulent Taylor Vortices R;/R. = 50: Spanwise Profile (y/g = 0.1)
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5.4.1  OQuter Boundary Rotation

For outer boundary rotation Couette flow, lamunar, intermittent, and turbulent vorticity distnbutions were
measured. It was found the lamnar Couette flow exhibited uniform vorticity throughout the flowtfield, at the
values expected from the exact solution of the equation of motion. Intermittent turbulence appeared and was
detected at the anticipated Reynolds number. Fully developed turbulence has mean and rms fluctuating vorticity
protiles in y, the coordinate normal to the inner stationary bounday, which resemble standard plane-boundary
layer rurbulence very close to the wall. Farther from the wall, the vorticity fluctuations appear to be dominated
by the fluctuating component of vorticity which lies parallel to the principal axis of the mean flow rate-of-strain
tensor. Joint probability density functions of the turbulent vorticity show evidence of structures. The z and s
component of the vorticity are only weakly correlated, though apprently not independent (Tennekes &

Lumley, 1972). It is difficuit to distinguish structures from background vorticity, however, and these

observations await improved statistics from greater quantities of data for clanification.

5.4.2 Inner Boundary Rotation

The inner boundary rotation expenments served as both a test of the new acrylamude vorticity probe particles in
water, and a test of the VOP's ability to distinguish temporal and spatial vorticity field structure in the presence
of noise or turbulent flow fluctuations. The laminar inner boundary rotation Couette flow demonstated that the
acrylamude particles behave as expected, and also were a clear indication of the particle pairing behavior
anticipated 10 lamunar shear flow. This pairing is observed to be significantly disrupted by the presence of
turbulent flow fluctuations. The wavy-vortex flow experiments demonstrate the elucidation of spaually and
temporally penodic vorticity. These measurements are limited by the currently available maximum record lenth
that can be acquired. Unfortunately, this limitation neccessitated skipping over most of the interesting range of
Reynolds number where the spectral evolution to turbulence transpires, since several incommensurate
frequencies are difficult to resolve without long temporally continous records. Lastly, turbulent Taylor vortex
flow exhibits fascinating interactions of the vorticity fluctuations with the mean flow, and deserves further

study.
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6. CONCLUSION

6.1 Summary

A svstem tor simultaneous measurement of the three components of the local, instantaneous vorticity vect
lamunar and turbulent liquid flow has been assembled and tested. This system is an extension of the sing:
component Vorticity Optical Probe system developed by Frish and Webb. The most powerful features ot
approach to vorticity measurement are 1ts supenor spatial resolution, limited only by the size of the probe
particles. and its outstanding performance in high vorticity and low velocity regions without the need to t:
Taylor’s hypothesis. In this respect, the VOP is very compiementary to other velocity-based vorticity
measurement methods. Not only are the three vorticity components measured. any two of them more acc
than the third. but uncertainties in the vorticity components as well. Other usetul statistical parameters ar
denved dunng data reduction. This auxiliary information allows vorticity resolution and sampling functic
be denved as function of expenimental parameters. The three-<component VOP is ‘“self-characterizing’, in

sense that 1t measures 1ts own precision as it acquires data.

The VOP 1s now water-compatible. The invention of a new class of probe particles made of acrylamide
offers the possibility of new, widespread applicability of the VOP, particularly in larger scale, high Revn
tlow facilities. The new acrylamude particles are ideally suited to large scale application, since they are

~ 90 percent water by weight and readily mass-producible at low cost.

The three~component system has been tested 1n six distinct Couette flow regimes. Laminar, transitional ar
turbulent tlows were studied for inner and outer boundary rotation. The laminar flows exhibit the expect:
spatally and temporally constant vorticity anticipated from the analytic Couette flow solution of the equat
motion. For inner boundary rotation, the spatial and temporal behavior of the vorticity components the n
outer boundary 1o wavy-vortex flow at R;/R, = 5.0 has been measured. Comparisons with recent numer
simulations of this flow compare favorably (Coughlin, 1991). Turbulent taylor vortex flow shows strong

interactions between the fluctuating vorticity and the local mean flow. Quter boundary rotation data at
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R, =32,000 (based on gap and surface speed) shows very large spanwise vorticity fluctuations at the wail,

> 40 percent, after corrections for wnstrumental broadening. These measurements also compare well, close to
the inner wall, with direct numerical simulations of turbulent boundary layers. Farther from the wall the
difference 1n these flow types becomes evident. The mean background shear in the Couette flow dramatically
amplifies the vorticity fluctuations in the s-direction, inclined at 45 deg to the flow direction which is also the
principal strain direction. This observation agrees with recent simulations of turbulent shear flow, which
suggest that hairpin vortices are an important feature of all turbulent shear flows. Scatterplot representations of
joint w,.ws PDFs show some evidence of intense vortex filaments rotating toward the principal strain axis,
though this must be confirmed with further measurements. These measurements show the potential power and

versatility of the VOP technique. and invite new approaches to old problems.

6.2 Limitations of the Three-component VOP

As with any fluid flow measurement system, there are a number of fundamental limitations which the single

point VOP, by the nature of its operation, can gever overcome.

The sense in which vorticity measurements are time-resolved is somewhat different from other types of
measurement. The VOP trades off some temporal resolution to ‘see’ the rotation of the particle-containing fluid
clemeant, 1n order to avoid the loss of spatial resolution which is invariably the price of finite-difference methods
of velocity gradient measurement. The vorticity is measured at a probe particle’s location which is convecting
through the sampled volume. It may move a considerable distance during the measurement, depending on its
vorticity and the allowed sampled volume dimensions. This is the sense in which the VOP is ‘locally
Lagrangian’, and the Lagrangian microscale of time is the limiting period for accurate vorticity measurement.
Up to this point, this does not really qualify as a limitation. Longer time of observation is required for vorticity
of lesser magnitude, but the convection velocity through the sampled volume does not necessanly cooperate.

The vorticity/velocity ratio problem and the VOP ‘singularity’ (Z;l IQ) are closely related. Short trajectories at

finite signal-to-noise are almost invariably interpreted as having large (spurious) curvature, i.e, orbiting about a
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acdrby potnt. retlecting the indetermuinate nature of the w,' component at a point. For larger trajectones

-ituation improves rapidly giving a useful measure of this component. albeit with greater uncertainty than
others.  The vorucity/velocity ratio often drops below the lower limut of usefulness (typically from 0.1 to
[ .m"* Jepending on the sampled volume dimensions). Here one must either make assumptions about th
vortaity field tn order to measure low vorticity values (e.g., that it 1s essentially two-dimensional, which
usually a good approximation when fitting only two components near detector center), or put a count in a
special bin for near zero vorticity and move on. At the end of the data reduction. if there is a sufficient

of counts 1n this bin, then it may be statistically and fluid dynamically significant, e.g., an irrotational (¢

spike 1n the PDF due to intermittency.

The VOP has sampling limitations. Overlap of finite duration trajectones trajectory are not allowed 1n th
currently used detection scheme. The mean time between trajectories must be at least three times the me
detector transit ime. This implies an average spacing of the probe particles in the flow, and thus typical
the structures that will be resolved. This statement makes the cor nection between the local Langrangian
vorucity measurements and the Eulerian structure of the flow. But here is Taylor's hypothesis is creepin
1n: the notion the spatial structure can be derived from a time sequence of values of a given quantity at a
pomnt 1n the flowfield is still a subject of debate, particularly in turbulent shear flows. Though the VOP

chimunates this controversy for individual vorticity measurements, these questions pertaining to extended !

structures persist, as for all other single point measurements of flow vanables.

6.3 New Measurements. New Methods

As an expansion of singie point measurement capability, a second detector could be added, as indicated i
Figure 9 in Chapter 3, in order to perform two-component velocity measurements simuitaneously with th

component vorticity measurements for the same particle in the sampled volume. Instantaneous vorticity-

correlations would thus be accessible, including significant U and w contributions and components. T
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~evond detector can be just 4s eastiv conrigured as a second VOP.  Two-point spatal vorticity correiation 1s

<l a measurement of tundamental 1mportance 1n the study ot coherent structures 1n turbulence.

Finally. 1t appears that the VOP must one day go the way of many other measurements--toward multiple point
measurements. condiionai sampling, (phase average) methods, and ulimately imaging techmques. The
photograph 1n Figure 46 below 15 ot VOP probe particles in a shear flow illuminated by a sheet ot laser lLight.
Sequences of bnght tlashes along the apparent streamlines indicate the presence of vorticity. As the particles
rotate, reflections from some enter the camera lens producing a bright spot. Only a ume base and a length
scale are needed to extract vorucities. The logical extrapolation from these concepts 1s direct vorticity

- 1suaiization techniques.

6.4 Closing

Another tool. the three<omponent water-compatible Vorticity Optical Probe. has now been added to the
mpressive collection alreadv marshalled 1n the pursuit of a fundamental understanding of fluid flow. The new
VOP 15 uniquely suited to the problems of high shear, high Reynolds number, non-parallel and near-wall flows
that have plagued the expenmental fluid dvnamics community for decades. It is to be hoped that this new

butiding block will enlarge our knowledge of this most common and most complex phenomenon -- turbulence.

Figure 46. Vorticity Visualization?
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Appendix A

VOP Data Reducuon and Hardware Simulation Program

VERS. 6 DEC 90

LARGE

ARRAY AND COMMOM DECLARATION

REAL*4 RDATAX(1024)

REAL*4 DDATAX(1024)
REAL*4 SDATAX(1024)

REAL*4 RDATAY(1024)

REAL*4 DDATAY(1024)
REAL*4 SDATAY(1024)

REAL*4 CHIOPD(10)
INTEGER*2 SQRFLG
COMMON/FLG/SQRFLG

COMMON/WDAT/W(1024),Y(1024),SINTX(1024),SINTY(1024), NCOUNT

COMMON/CDAT/PERIOD,SCALE,YDET,.SNOISE.BTX.BTY,CDHI,CDLO,CUTMAX,Q
COMMON/OMEG/TM(1024), WX(1024), WY (1024), WZ(1024),NU(1024)
COMMON/STAT/DWX(1024),DWY(1024),DWZ(1024),CHI2(1024)
COMMON/MAPI/VXMAP(20.20).VZMAP(20,20)

COMMON/MAP2/XP(20),ZP(20)

COMMON/TIMR/TOTAL,LST,TSCA.NCSEG
COMMON/BLIN/BERMAX,ISCRAP IBENAB

COMMON/PROX/PROXC,PROXW PROXP,CLIPR

CHARACTER*20 FXS.FXD,FYS.,FYD TSMP,ZNAME FMAP

INTEGER*2 OFF6.0FF7,0FF8,0OFF9,0FF10
LOGICAL LPOS.LTRS.LROUND,LTRSI.LTEST
DATA IDFILE/S/

DATA NSM/7/

DATA NWORDS/1024/
FMAP="C.\FORT50\MAP.DAT’

WRITE(*,"(A\)')" ENTER X SUM FILENAME; ~
READ (*,'(A)’,ERR=26) FXS

WRITE(*,'(A\)') ENTER X DIFF FILENAME; '
READ (*,'(A)".ERR=27) FXD

WRITE(*,'(A\)') ENTER Y SUM FILENAME; *
READ (*.’(A)',.ERR=28) FYS

WRITE(*,’(A\)')’ ENTER Y DIFF FILENAME; *
READ (*,’(A)’ ,.ERR=29) FYD
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WRITE(*.'(A '} ENTER TIMESTAMP FILENAME: *
READ (*."(A) ERR=29) TSMP

READ DETECTOR MAP DATA FILE

OPEN(IDFILE. FILE =FMAP. STATUS="OLD’, FORM="FORMATTED")
DO 13 L=1.20
READ(IDFILE.=:PZ
ZP(L)=PZ-.863
XP(L)=.909-0.1*L-1)
DO 12 M=1.20
READ(IDFILE.*)VXMAP(M.L),VZMAP(M,L)
12 CONTINUE
13 CONTINUE
CLOSE(IDFILE)

C
C OPEN DATA FILES
C

OPEN(6, FILE=FXS. STATUS="OLD’. FORM="UNFORMATTED"

CALL CAT(6)

OPEN(7, FILE=FXD. STATUS="OLD’. FORM ="UNFORMATTED")

CALL CAT(D

OPEN(8, FILE=FYS. STATUS="OLD", FORM ="UNFORMATTED")

CALL CAT(8)

OPEN(9. FILE=FYD, STATUS="OLD’, FORM ="UNFORMATTED")

CALL CAT(9)

OPEN(10, FILE=TSMP, STATUS="OLD", ACCESS="SEQUENTIAL",
| FORM='BINARY")

CALL CAT(10)

SET INITIAL CODES AND COUNTERS

nnNoOao

NEV=1
ISEG=0
IBDSG1=999
IBDSG2 =999
[AUTO=0
ISM=0
ITURN=0
NEND=0
NOPT=2
IFLAG=0
IFLAG2=0
ISCRAP=0
IBENAB=0

WRITE(*.'(A\)')" ANY BAD SEGMENTS? ;*
READ(*,’(14)")IBDSG
IF(IBDSG.EQ.1)THEN

WRITE(*,'(A\)')' BAD SEGMENT 1 ;’
READ(*,"(14)")IBDSG1
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WRITE(*,'(A)')y BAD SEGMENT 2 ¢
READ(*."(14")IBDSG2
ENDIF

WRITE(*,"(A\)") CHANGE DEFAULT SUM NOISEX(1=YES)."
READ(*."(14))ICH

IF(ICH.EQ.1)THEN

WRITE(*."(AY)")' ENTER SUM NOISE LEVEL (VOLTS)."
READ(*."(F12.7y'.ERR=37)SNOISE

IF(SNOISE.LT.0.001)GO TO 37

ENDIF

YDET=-1.9
WRITE(*."(A\)")' DETECTOR PLANE POSITION? (DFLT =-1.9);"
READ(*."(I1)")NDET
IF(NDET.EQ.DREAD(*."(F12.7)".ERR=38)YDET
WRITE(*,'(AVY') Y='

WRITE(*,12000YDET

SET DEFAULT PARAMETERS

NMIN =25
NMAX =650
TRS=0.5
TRS1=TRS
TOTAL=0.0
HYS=10.
NSM =17
CDHI=20.
CDLO=2.0
CUTMAX=5.0
BERMAX =15.0
CLIPR=0.06
RCUT=2.
PROXC=.99%0
PROXW = 998
PROXP =994
QDECR =0.065
Q=0.65
QDEF=Q

START BIG LOOP

DO 11 ICSEG= | NCSEG
ISEG=ISEG +1

BASELINE SUBTRACTION
CALL BASE(6.0FF6,SDATAX,NEND,TIME)
IF(NEND.EQ.1)IFLAG=1

CALL BASE(7,0FF7,DDATAX,NEND,TIME)
IF(NEND.EQ.DIFLAG=1
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CALL BASE(8.0OFF8.SDATAY.NEND.TIME)
IF(NEND.EQ.HIFLAG =1

CALL BASE(9.0FF9.DDATAY.NEND.TIME)
IF(NEND.EQ. HIFLAG = |

CALL BASE(10.0FF10.DDATAY.NEND.TIME)
TOTAL=TOTAL - TIME

IF(IFLAG.EQ.HTHEN

NSEG=ISEG-}

WRITE(*,"(AW)'}y END OF FILE ENCOUNTERED AT SEG#
WRITE(*.1201)NSEG

GO TO 107

ENDIF

[F(ISCRAP.EQ.1)THEN

WRITE(*,'(A\})')' BASELINE PROBLEM IN SEG #
WRITE(*. 120DICSEG

{SCRAP=0

GO TO 11

ENDIF

IF((ICSEG.EQ.IBDSG1).OR(ICSEG.EQ.IBDSG2)THEN
WRITE(*,"{AV)") SKIPPING BAD SEG #°
WRITE(*,120MICSEG

GO TO 11

ENDIF

FORMAT(F12.7
FORMAT(13)

[F(TAUTO.NE.)THEN
DO 1 I=1,NWORDS
W) =(I-1)*PERIOD
CONTINUE

ENDIF

IRET=0
IF(IAUTO.NE. hTHEN

SWITCH TO AUTOMATIC (NON-INTERACTIVE) REDUCTION MODE?

WRITE(*,'(AY)")" INTERACTIVE OR BATCH? (1=BATCH);’
READ(*,'(I11)" . ERR=47)IAUTO

VIEW RAW DATA?
WRITE(*.'(AV)')' DISPLAY X SUM? (1=YES);’
READ(*.(I1)’,ERR=25DITD
IF(ITD.EQ.1)CALL FTDISP(SDATAX,1.0)
WRITE(*,'(A\)')' DISPLAY X DIFFERENCE? (1=YES),’

READ(*,’(11)’ . ERR =252)ITD
IF(ITD.EQ.1)CALL FTDISP(DDATAX,1.0)
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253 WRITE(*."(AY)") DISPLAY Y SUM? (1=YES);"
READ(*."(11)' . ERR=25)ITD
IF(ITD.EQ. OUCALL FTDISP(SDATAY.1,0)

254 WRITE(*."(A\)')’ DISPLAY DIFFERENCE? (1 =YES):"
READ(*, (11’ ERR=259ITD
IF(ITD.EQ.)CALL FTDISP(DDATAY,1,0)

CHANGE DEFAULT PARAMETER?

00N

WRITE(*.1300)TRS
256 WRITE(*."(AW)')’ SET NEW THRESHOLD? (1=YES);"
READ(*."(11)’ ERR =56)ICH
IF(ICH.EQ.1)THEN
READ(*."(F12.5)",ERR=56)TRS
IF(TRS.LT.0.01)GO TO S6
ENDIF
57 WRITE(*, 1301)HYS ,NSM
257 WRITE(*."(A\)') SET NEW VALUES? (1=YES):"
READ(*.’(11)",.ERR=57)ICH
IF(ICH.EQ.1)THEN
WRITE(*.'(A\)")' SET HYSTERESIS(+/- % OF THRESHOLD); *
READ(*,'(F12.5)' . ERR=57HYS
WRITE(*,'(A\)')" SET SMOOTHING PAD LENGTH;
READ(*."(13)’.ERR=57)NSM

W
=2}

ENDIF
C
IF(IBENAB.EQ.0)THEN
WRITE(*."(A\)")’ BASELINE CHECKER IS OFF. TURN ON?(1 =YES)"
READ(*,"(I1)"}IBENAB
ENDIF
C

58 WRITE(*,1302) BERMAX
258 WRITE(*.’(AY)')’ RESET MAX BASELINE ERROR? (1 =YES):’
READ(*,"(I1)' . ERR=58)ICH
IF(ICH.EQ.1)THEN
READ(*,’(F12.5)' .ERR=58)BERMAX
ENDIF

WRITE(*,212)QDECR

WRITE(*,'(A\)')' NEW EDGE DECREMENT ? (1=YES);’
READ(*,'(11)")ICH
IF(ICH.EQ.1)READ(*,'(F12.5)")QDECR

WRITE(*.2121)CLIPR

WRITE(*,'(A\)")' NEW END CLIPPING FRACTION (1=YES);"
READ(*,(I1))ICH

IF(ICH.EQ.)READ(*,’(F12.5)")CLIPR

WRITE(*,21)RCUT

WRITE(*,'(A\)'Y NEW FIT IMPROVEMENT RATIO ? (1=YES);’
READ(*,'(11)")ICH

IF(ICH.EQ.)READ(*,"(F12.5)" )RCUT
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WRITE(*,"(A )"y CHANGE PROXIMTY COSINESY(1=YES)!"
READ(*.(I4)"ICH

IF(ICH.EQ.1h'THEN

WRITE(*,'(A\)')" ENTER W [l n COSINE (DEF .998);"
READ(*.(F12. 7Y )PROXW

WRITE(*,"(A)") ENTER n 1l C COSINE (DEF .990):"
READ(*.*(F12.7Y)PROXC

WRITE(*."(A\)') ENTER W Il C COSINE (DEF .994);"
READ(*.'(F12.7Y"PROXP

ENDIF

WRITE (*,1303)NMIN

WRITE(*,"(A\}Y) NEW MIN TRAJ LENGTH ? (1=YES);"
READ(*."(IN")ICH

IF(ICH.EQ.HREAD(*."(13)" )NMIN

WRITE (*.1308)NMAX

WRITE(*,"(A\)'Y NEW MAX LENGTH ? (1=YES))"
READ(*.(INMICH

IF(ICH.EQ. DREAD(*."(I3) )NMAX

ENDIF

FORMAT(' DEFAULT THRESHOLD IS CUFRRENTLY",F8.4,)

FORMAT(* HYSTERESIS CURRENTLY" F8.4,", WITH",13," PT SMOOTHING")
FORMAT(' DEFAULT BASELINE ERROR (NOISE LEVELS)’,F8.4.,)
FORMAT(" DEFAULT MIN TRAJ LENGTH IS CURRENTLY '.13,)

FORMAT(* DEFAULT MAX TRAJ LENGTH 1S CURRENTLY °.13,)

IF(IAUTO.NE.DTHEN

DO 10 J=1.NWORDS
LTRS=(SDATAX(J)+SDATAY())).GT.TRS
LPOS =(SDATAX()).GT.0.0).AND.(SDATAY(J).GT.0.0)
IF(LPOS.AND.LTRS)THEN
RDATAX())=DDATAX(J)/SDATAX(])
RDATAY(J)=DDATAY(J)/SDATAY())
ELSE

RDATAX())=0.0

RDATAY(J)=0.0

ENDIF

CONTINUE

DISPLAY RAW QUOTIENTS?
WRITE(*."(A\)")" DISPLAY X QUOTIENT? (1=YES);’

READ(*,/(IDHITD
IF(ITD.EQ.)CALL FTDISP(RDATAX,1,0)

WRITE(*,"(A\)')’ DISPLAY Y QUOTIENT? (1=YES);’
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READ(*."(IN))HITD
IF(ITD.EQ.1)CALL FTDISP(RDATAY.1.0)

ENDIF

COMMENCE INNER LOOP: THRESHOLDING/MASKING/MAPPING/ANALYSIS

WRITE(*.'(A\)')' STARTING NEW SEGMENT #'
WRITE(*.120DICSEG

F=0.0

TRS1=TRS*(1.0-HYS/100.)

NCT=1

NSTRT=(NSM +1)/2

LLST=NSTRT +1

{F(LLST.EQ.(NSTRT +1))THEN

SUMW2=0.0

DO 4 KK=1,NSM
SUMW2=SUMW2+SDATAX(KK)+SDATAY(KK)
CONTINUE

ENDIF

BTX=0.0
BTY=0.0
SBTX=0.0
SBTX2=0.0
SBTY=0.0
SBTY2=0.0

DO 94 L=LLST.NWORDS-NSM
IF(F.EQ.1.0) GO TO 96

LST=L

NINC=L +NSTRT-!
NDEC=L-NSTRT

SUMW2=SUMW2 +SDATAX(NINC) + SDATAY(NINC)-SDATAX(NDEC)-SDATAY(NDEC

LTRS =(SUMW2/NSM).GT.TRS

LTRS! =(SUMW2/NSM).GT.TRS1
LTEST=LTRS
IF(NCT.GT.NMIN)LTEST=LTRS!
LPOS=(SDATAX(L).GT.0.0).AND.(SDATAY(L).GT.0.0)
IF(LPOS.AND.LTEST)THEN
RDATAX(L)=DDATAX(L)/SDATAX(L)
RDATAY(L)=DDATAY(L)/SDATAY(L)
SBTX =SBTX +SDATAX(L)
SBTX2=SBTX2+SDATAX(L)*SDATAX(L)
SBTY =SBTY +SDATAY(L)
SBTY2=SBTY2+SDATAY(L)*SDATAY(L)
WT=RDATAX(L)

YT=RDATAY(L)

SQRFLG=0

CALL INTERP(WT,YT)
[F(SQRFLG.EQ.1Y'GO TO 11
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WNCT)=WT
YINCD)=YT
SINTX(NCT)=SDATAX(L)
SINTY(NCT =SDATAY(L)
NCT=NCT +1

LROUND =(SQRT(WT*WT +YT*YT.GT.Q)
IF(LROUND)THEN
IF(NCT.LE.NMINYTHEN
NCT=1

RDATAX(L)=0.0
RDATAY(LY=0.0

ELSE

NCOUNT=NCT-2

F=1.0

ENDIF

ENDIF

ELSE IF (NCT.LE.NMIN)THEN
NCT=1

RDATAX(L}=0.0
RDATAY(L)=0.0

ELSE

NCOUNT=NCT-1

F=1.0

ENDIF

CONTINUE
NCOUNT=NCT-1

F=0.0
IF(ICHIL.LEQ.O)LLLST=LST + 1
[FINCOUNT.GE.NTHEN
BTX=SBTX2/SBTX
BTY=SBTY2/SBTY
ENDIF

NCT=1

IF(NCOUNT.LE.NMINYTHEN
WRITE(*."(A)")’ TOO FEW POINTS!!!"
GO TO 103

ELSE IF(NCOUNT.GE.NMAX)THEN
WRITE(*.’(A))' TOO MANY POINTS!!
GO TO 103

ELSE
WRITE(*,"(14)')NCOUNT

IFAAUTO.NE.DTHEN

WRITE(*,’(A\)')’ DISPLAY TRAJECTORY? (1 =YES);’
READ(*,'(IN)ITD
IFATD.EQ.)CALL FTDISP(Y,2,NCOUNT)
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WRITE(*.'(A)")' DISPLAY CORRECTED X QUOTIENT? (1 =YES):"
READ(*.'(IHMTD
IF(ITD.EQ.HCALL FTDISP(W.3.NCOUNT)

WRITE(*."(A\)')' DISPLAY CORRECTED Y QUOTIENT? (1 =YES);"
READ(*./(IHTD
IF(ITD.EQ.)CALL FTDISP(Y,3,NCOUNT)

WRI™ i(*,219)QDEF

WR _Z(*,'(A\)') NEW EDGE CUTOFF ? (1=YES);’
READ(*."(I1)")ICH

IF(ICH.EQ.1)THEN

READ(*,'(F12.5))QDEF

Q=QDEF

ENDIF

WRITE(*,"(A\)') ANOTHER PASS THROUGH THIS SET? (1=YES):"

READ(*,"(ID"IRET
IF(IRET.EQ.NGO TO 8

ENDIF
IF(ICHLEQ.1) THEN

IF(INCLAST.EQ.NCOUNTYGO TO 101
ENDIF

CALL THREE-COMPONENT VORTICITY LEAST-SQUARES FITTING ROUTINE

CALL OMEGA(NEV.TAUTO.,ITURN.ICHI.CHIOP)

TEST FOR OPD EDGE EFFECTS

[F(ICHI.EQ.1)THEN
NCHI=NCHI+1

CHIOPD(NCHI) = CHIOP
IF(NCHLEQ.1)THEN

WRITE(*,'(A)")’ TAKING ANOTHER CUT'
Q=Q-QDECR

NCLAST =NCOUNT

GO TO 179

ENDIF

IF(NCHI.GE.2)THEN

RCHI = CHIOPD(NCHI-1)/CHIOPD(NCHI)
IF(RCHIL.GT.RCUT)THEN

WRITE(*,'(A)")’ TAKING ANOTHER CUT"
Q=Q-QDECR
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NCLAST=NCOUNT
GO TO 179
i ELSE
WRITE(*."tA)' )" NO FURTHER IMPROVEMENT'
! IF(CHIOP.GE.CUTMAX)THEN
WRITE(*,"(A)")" CHI SQUARE STILL TOO HIGH. TRAJECTORY REJECTED’
NEV=NEV-1{
ENDIF
ENDIF
ENDIF
ENDIF
ENDIF
WRITE(*,'(A)')' LEAVING OMEGA®
NEV=NEV +1
NCOUNT=0
103 ICHI=0
LLST=LLLST
NCHI=0
IF(LLST.LT.(NWORDS-2*NSM)GO TO 179
Q=QDEF
CONTINUE

END OF OUTER LOOP

oo s

S
Q2

CLOSE(6)
CLOSE(7)
CLOSE(8)
CLOSE(9)

WRITS DATA TO DISK

nnon

WRITE(*,'(A\))' ENTER FILENAME; *
READ (*.°(A)") ZNAME
OPEN(IDFILE.FILE=ZNAME . STATUS ="NEW’ ACCESS="SEQUENTIAL",
| FORM='FORMATTED")
DO 109 J=1.,NEV-i
WRITE(IDFILE.19)TM), WZ(),WX(J),WY(J)
WRITE(IDFILE.2000DWZ(J),DWX(]),DWY(J),CHI2(J),NU(J)
109 CONTINUE
CLOSE(IDFILE)

193 FORMAT(4(1PE12.5))
200 FORMAT(12X.4(1PE12.5),14)
211 FORMAT(" DEFAULT FIT IMPROV. RATIO;’ ,F12.4)
212 FORMAT(" DEFAULT EDGE DECREMENT;’,F12.6)
2121 FORMAT(" DEFAULT TRAJ. ENDCLIP FRACTION;',F12.6)
219 FORMAT(" DEFAULT EDGE CUTOFF;' ,F12.5)
237 STOP
END

nonan

PLOTTING SUBROUTINE
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CALLS TO PLOTS88 PLOTTING ROUTINES--NOT INCLUDED HERE

SUBROUTINE CAT(JDFILE)

THIS SUBROUTINE READS LECROY 6810 SINGLE CHANNEL TIME DATA

SUBROUTINE BASE(NCHAN,OFFSET,RDATA ,NEND,TIME)

THIS SUBROUTINE SUBTRACTS THE MOST PROBABLE BASELINE
FROM THE RAW PSD SIGNALS

SUBROUTINE INTERP(X,Z)

THIS SUBROUTINE PERFORMS A BILINEAR INTERPOLATION
ON THE NON-ORTHOGONAL DETECTOR MAP GRID TO FIND TRUE
REFLECTION COORDINATES

OMEGA3J VERS. | DEC 87

COMPUTES THETA,PHI AND ASSOCIATED COEFFICIENTS FROM X,Z PAIRS
COMPUTES dTHETA'/dt,dPHI'/dt .... ACCUMULATES SUMS, AND SOLVES
3X3 TO EXTRACT Wx, Wy, Wz,

SUBROUTINE OMEGA(ISEG.IAUTO.ITURN,ICHI.CSUM)

REAL*4 WGHTX(1024), WGHTZ(1024)

REAL*4 SD(3),W(3)

REAL*8 SA(5,5),DET,S511,5522,5533,8512,8813,5523

INTEGER*2 SQRFLG

COMMON/FLG/SQRFLG

COMMON/OPDT/PHP(1024), THP(1024), PFUNC(1024), TFUNC(1024)

COMMON/WDAT/WD(1024), YD(1024),SINX(1024),SINY(1024), NCOUNT

COMMON/CDAT/PERIOD,SCALE,Y,SNOISE,BTX,BTY.CDEFHI,CDEFLO,CUTMAX.Q
COMMON/OMEG/TM(1024), WX(1024), WY (1024), WZ(1024),NU(1024)
COMMON/STAT/DWX(1024),DWY(1024),DWZ(1024),CHI2(1024)
COMMON/TIMR/TOTAL,LST,TSCA ,NCSEG
COMMON/PROX/PROXC,PROXW,PROXP,CLIPR

PI=3.14159

WRITE(*.’(A)')' ENTERING OMEGA’
LOAD DATA
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SY=1.0

FIY.LT.0.008Y=-1 0

DT=PERIOD
SNT =SNOISE
AS=0.0
NP=3
ISUP=1

CLEAN UP TRAJECTORY ENDPOINTS

edgl = SQRT(wd( 1)*wd( 1) + yd( 1)*yd(1))
«dgn = SQRT(wdtncount)*wd(ncount) + yd(ncount)*yd(ncount))

I1=3

IF(EDG1.LT.0.96*Q)I1 =3 ~ INT(NCOUNT*CLIPR)
12=NCOUNT-2
IF(EDGN.LT.0.96*Q)[2=NCOUNT-2-INT(NCOUNT*CLIPR)

COMPUTE SIGNAL-TO-NOISE STATISTICAL WEIGHTS
CORRECT OPTICAL DISTORTION

NMAX =12-11 +1

DO 3 I=1.NMAX

I=1+11-1

X=wD(ID

Z=YD(ID)

WGHTX(D = 2*SINX(ID*SINX(ID*Y*Y*DT*DT/(SNT*SNT*(1 + X*X))
WGHTZ(D=2*SINY(ID*SINY(ID*Y*Y*DT*DT/(SNT*SNT*(1 + Z*Z))
IF(ITURN.EQ. DWGHTZ(1)=0.0

IF(ITURN.EQ.2)WGHTX(I)=0.0

RF=SQRT(X*X +Z2*2)

RN =1.284*ASIN(RF/1.284)

X =X*RN/RF

Z=27*RN/RF

PHP(I)=SY*PI/2.0-ATAN(X/Y)

THP()=PI/2.0-ATAN(Z/SQRT(X*X + Y*Y})
WRITE(*.399)THP(D.PHP(I)

N=Il

CONTINUE

CONTINUE

INVOKE ORTHOGONAL POLYNOMIAL DECOMPOSITION
CALL OPD(N,PHP,PFUNC,AP.BP.CP,DPH.BTX.CHP)
CALL OPD(N.THP,TFUNC,AT.BT.CT.DTH.BTY.CHT)
CSUM=CHP+CHT
SNR=0.5%BTX +BTY)/SNOISE
NOPT =2*INT(0.2/SQRT((BT*BT + BP*BP)*SNR))

IF(NOPT.LT.2)NOPT =2
IF(NOPT.GT.N/2)THEN
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WRITE(*.'(A))  WARNING: NON-OPTIMUM DIFFERENCING NEEDED®
NOPT =N2
ENDIF

DO 33 1=1.N-1
AS=AS +SQRT((PFUNC(I + 1)-PFUNC(1))**2 + {TFUNC(I + 1)-TFUNC(1))**2)

IFHAUTO.NE.DTHEN

WRITE(*,"(A\)’)’ DISPLAY TRAJECTORIES? (1=YES);
READ(*.*(I1))ITD
IF(ITD.EQ.1)CALL FTDISP(PHP,4,N)

WRITE(*,502)AP,BP,CP,DPH,BTX,CHP
WRITE(*.503)AT,BT.CT.DTH,BTY,CHT
WRITE(*.S07)NOPT,N

CCUT=CDEFHI

CCUTLO=CDEFLO

WRITE(*.506)CDEFHI.CDEFLO,CUTMAX

WRITE(*.'(A\)')' SET OPD CHI2S? (1 =YES);’

READ(*.(INHITD

IF(ITD.EQ.HTHEN

WRITE(*,'(A\)')' ENTER MAXIMUM ACCEPTABLE OPD CHI2;’
READ(*.* ERR =36)CDEFHI

WRITE(*.'(A\)")' ENTER MINIMUM SINGLE PASS VALUE;"
READ(*,*.ERR =36)CDEFLO

WRITE(*,’(A))’)" ENTER MAXIMUM ACCEPTABLE CHI2 AFTER ALL CUTS;’
READ(*.*.ERR =36)CUTMAX

CCUT =CDEFHI

CCUTLO=CDEFLO

ENDIF

ENDIF

[F(CSUM.GT.CCUTTHEN

WRITE(*."(A)')’ OPD TRAJECTORY REJECTION!’

ISEG =1ISEG-1

ICHI=0

RETURN
ELSEIF((CSUM.GT.CCUTLO).AND.(CSUM.LT.CCUT))THEN
ICHI=1

ELSE

ICHI=0

ENDIF

INITIALIZE ARRAYS
§2=0.0

DO 6 K=1,3
SD(K)=0.0

W(K)=0.0
DO 5 KK=K,3

134

a2




6

-

PR

~

o

naoonan

SA(K.KK)=0.D0
CONTINUE
CONTINUE

WRITE(*."(A)') ACCUMULATING SUMS’
COMPUTE DERIVATIVES, COEFFICIENTS, AND ACCUMULATE SUMS

DO 7 L=1+NOPT/2.N-NOPT/2
DTHPDT =(THP(L - NOPT/2)-THP(L-NOPT/2))/(NOPT*D1)
DPHPDT ={(PHP(L - NOPT/2)-PHP(L-NOPT/2))/(NOPT*DT)

SQRFLG=0
CALL TRANS(THP(L),PHP(L).SY.A,B,.C.D.E.F)
IF(SQRFLG.EQ.H)RETURN

WGHTX(L) =NOPT*NOPT*WGHTX(L)/4.0
WGHTZ(L)=NOPT*NOPT*WGHTZ(L)/4.0

52=52+DTHPDT*DTHPDT*WGHTZ(L) + DPHPDT*DPHPDT*WGHTX(L)

SD(1)=SD(1) + DTHPDT*A*WGHTZ(L) + DPHPDT*D*WGHTX(L)
SD(2)=SD(2) + DTHPDT*B*WGHTZ(L) + DPHPDT*E*WGHTX(L)
SD(3)=SD(3)+ DTHPDT*C*WGHTZ(L) + DPHPDT*F*WGHTX(L)

SA(1.1)=SA(1.1)+ A*A*WGHTZ(L) + D*D*WGHTX(L)
SA(1,2)=SA(1,2) + A*B*WGHTZ(L) + D*E*WGHTX(L)
SA(1,3)=SA(1.3) + A*C*WGHTZ(L) + D*F*WGHTX(L)
SA(2.2)=SA(2.2) + B*B*WGHTZ(L) + E*E*WGHTX(L)

SA(2.3)=SA(2,3) + B*C*WGHTZ(L) + E*F*WGHTX(L)

SA(3.3)=SA(3.3) + C*C*WGHTZ(L) + F*F*WGHTX(L)

CONTINUE

IF(NP.EQ.2)THEN

SA(3.3)=0.0

SA(1,3)=0.0

SA(2.3)=0.0

SD(3)=0.0

W(3)=0.0

ENDIF

SS11=SA(lL. 1)
§S§22=5A(2,2)
$S33=SA(3,3)
SS13=SA(1,3)
§823=SA(2.3)
SS12=8A(1,2)

... A SYMMETRIC MATRIX
SA(3,2)=SA(2,3)

SA(3,1)=SA(1,3)
SA(2,1)=SA(1,2)

135




nnaGnn

a0 e =

DO20M=1.3
WRITE(*,449)SD(M),SA(M.1).SA(M,2).SA(M.3)

WRITE(*,"(A)")’ ENTERING MATINV"®
SQRFLG=0

CALL MATINV(SA,NP,DET)
IF(SQRFLG.EQ.1)RETURN
WRITE(*,"(A)")' LEAVING MATINV’

IF(DET.LE.0.O)THEN

WRITE(*,'(A)")' ERROR; SINGULAR MATRIX'
ISEG=1SEG-1

{CHI=0

RETURN

ENDIF

DO30M=1.3
WRITE(*,450)SA(M, 1),8A(M,2),SA(M.3)

COMPUTE Wx Wy, Wz

DO 9 I=1.NP

DO 8J=1.NP
W(DH=W(N+SA(1.J)*SD®)
CONTINUE

CONTINUE

COMPUTE CHI-SQUARE AND UNCERTAINTIES

NU(ISEG) =2*N-7
IF(ITURN.GE. 1)NU(ISEG)=N-$5

CHID = W(1)*W(1)*SS11 + W(2)*W(2)*SS22 + W(3)*W(3)*S533

CHIC =2.DO*(W(1)*W(3)*SS13 + W(1)*W(2)*SS 12 + W(2)*W(3)*5§523)
CHIY =-2.DO*(W(1)*SD(1) + W(2)*SD(2) + W(3)*SD(3))

CHI2(ISEG) =(CHID +CHIC + CHIY +S2)/NU(ISEG)

IF((SS11.LE.0.0).OR.(S§522.LE.0.0))THEN

WRITE(*,'(A)')" ERROR; NON POSITIVE-DEFINITE DIAGONAL"’
ISEG=ISEG-1

ICHI=0

RETURN

ENDIF

WZ(ISEG)=2.*W(1)
WX(ISEG)=2.*W(2)
WY(ISEG)=2.*W(3)
IF(SA(1,1).LT.0)THEN
SQRFLG=1

RETURN

ENDIF
IF(SA(2,2).LT.0)THEN
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SQRFLG=1

RETURN

ENDIF

IF(SA(3,3).LT.O)THEN
SQRFLG=1

RETURN

ENDIF
DWZ(ISEG)=2.*SQRT(SA(1.1))
DWX(ISEG)=2.*SQRT(SA(2,2))
DWY(ISEG)=2.*SQRT(SA(3.3))
TM(ISEG)=TOTAL + PERIOD*LST

PROXIMITY TESTS

AFLAG=0.0

IF(NP.EQ.2)GO TO 40

UZ=COS(0.5*(AT + P1/2.0))

UX=SIN(0.5%(AT + P1/12.0))*COS((0.5*AP)-P1/4.0)
UY =SIN(0.5%AT + P1/2.0))*SIN((0.5*AP)-P1/4.0)
POLEY=-1

UDOTW =2.%(UZ*W(1) + UX*W(2) + UY*W(3))
WMAG =2.*SQRT(W(1)*W(1) + W(2)*W(2) + W(3)*W(3))

TSTMAG =2.*SQRT(W(1)*W(1) + W(2)*W(2) + AS*AS*W(3)*W(3))
DWMAG =SQRT(DWZ(ISEG)*DWZ(ISEG) + DWX(ISEG)*DWX(ISEG) +

1 AS*AS*DWY(ISEG)*DWY(ISEG))

WDOTP =2*W(3)/WMAG

IF(WMAG.EQ.0)THEN

WRITE(*,’(A)’)’ DIVIDE BY ZERO ERROR - SKIPPING SEGMENT'
ISEG=ISEG-1

ICHI=0

RETURN

ENDIF

THPAR = ABS(UDOTW/WMAG)

IF(THPAR.GE.PROXW)THEN

WRITE(*,'(A\)')" W NEARLY PARALLEL TO N’

ISEG=ISEG-1

ICHI=0

RETURN

ENDIF

COSERR =TSTMAG/SQRT(TSTMAG*TSTMAG + DWMAG*DWMAG)
IF((ABS(COSERR).LE.ABS(THPAR)).OR.

1 (AS.LE.ACOS(ABS(UY))))AFLAG=1.0

IF(AFLAG.EQ.1.0)THEN

WRITE(*,'(A\)’)’ W ERROR CONE CONTAINS N
DZTMPR=DWZ(ISEG)

DXTMPR =DWX(ISEG)

DYTMPR =DWY(ISEG)

ENDIF

IFAAUTO.NE.1)THEN

*“WRITE(*,500) WZ(ISEG), WX(ISEG), WY(ISEG)

WRITE(*,501) DWZ(ISEG),DWX(ISEG),DWY(ISEG)
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WRITE(*.499) NU(ISEG).CHI2(ISEG)
WRITE(* 504 UZ UX.UY

WRITE(*.505) THPAR,COSERR.WDOTP
WRITE(*.508) AS

ENDIF
IF(AFLAG.EQ.1.0)THEN
IF((ABS(UY).LE.PROXC).OR.(THPAR.GT.ABS(UY)))THEN
ISEG =ISEG-1
ICHI=0
RETURN
ENDIF
C IF((ISUP.EQ.1).AND.(NP.EQ.3))THEN
NP=2
GO TO 18
ELSE
ISEG=ISEG-1
RETURN
ENDIF
ENDIF
IF(NP.EQ.2)THEN
DWZ(ISEG)=DZTMPR
DWX(ISEG)=DXTMPR
DWY(ISEG)=DYTMPR
C ICHI=0
ENDIF

SRS NS

398 FORMAT( '0 THETA* PHI')

399 FORMAT(2(1PD12.4))

49 FORMAT('0 ', 1PD12.4," > ' 3(1PD12.4))
450 FORMAT( '0 MATRIX INVERSE',3(1PD12.4))

499 FORMAT('0 CHI-SQUARE PER '.14," DEGREES OF FREEDOM =".1PE12.4)
300 FORMAT('0 Wz=",1PE12.4," Wx=",1PEI2.4," Wy=",1PEI2.4)

501 FORMAT( 0 +/-".1PE12.4." " 1PE12.4° " 1PE12.4)

502 FORMAT( "0 PHI:",6(1PE12.4))

303 FORMAT( "0 THETA:’,6(1PE12.4))

504 FORMAT('0 Uz=',F12.6,” Ux='F12.6,” Uy='FI12.6)

505 FORMAT('0 W:N COSINE' F12.6," W;:DW " F12.6." W:C ".F12.6)

506 FORMAT( 'DFLTS; MAX',F12.6." MIN',F12.6," MAX AFTER CUTS ",F12.6)
507 FORMAT( ‘0 OPTIMAL SAMLING NOPT=",14," OVER ".14,” PTS")

508 FORMAT('0 TRAJ. ANGULAR SIZE’,F12.6)

RETURN
END
C
C
SUBROUTINE TRANS(THP,PHP,SY.A,B.C,D.E,F)
C
C TRANSFORM TO UNPRIMED ANGLES, COMPUTE COEFFTS.
C
C
C
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SUBROUTINE MATINV(ARR.N.DET)

MATRIX INVERSION ROUTINE

SUBROUTINE OPD(N.Y.YFUNC,A.B.C,D,BT,CHI2)

ORTHOGONAL POLYNOMIAL DECOMPOSITION SUBROUTINE

END
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Appendix B

SNR Distnbution

The signal-to-noise ratio (SNR) 15 determuned by the ratio of the total incident power trom a vahd reflec
and total equivalent noise power Py, The noise power which has a vanety ot uncorrelated sources,

predonunantly tluctuaung background hight Py and thermal detector noise P, 1s

2 2 172 , 1/2
PN = PR rms * PT.rms + Prims = NEPf

where NEP 1» the noise-equivalent power factor of the detector and f is the amplifier band-width. (Dete

noise tncludes thermal noise and shot noise.) The noise voltage VN 1s

.rms’*

) 2 2 I
VN.rms = ,VB.rms * VT,rms - VA‘rmsi

with

, _ . . _ < fli2 - . -
\'B.rms = F'B.rms Sp RT g VT.rms = NEP * ¥ Sp RT ’ vA,rms - vA.rms

where Spy 15 the detector sensitivity and Ry 1s the pre-amplifier transimpedance and V5 ¢ is the pre-a:

voltage nowse. The signal voltage1s V. = Pp * Sp * Ry.

Both the background tluctuation noise and the pre-amp noise are typically small compared to detector nc

the SNR 15 computed on the basis of this value. (In the unusual case where background fluctuations are
3 2 5 _ -11 _
errors are forced 1nto x,~ goodness-of-fit parameter.) For NEP = (07 "W/yHz , Sp = 0.5 amps/W, .

Ry = 100 v 'amps, and the band-width f ~ 50 kHz, the detector noise V. V., is approximately 1|

.fms

The SNR 13
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SNR = =
VN rms PN rms

Since Vo 15 constant. the instantaneous SNR is always proportional to V_. The distnbution of SNR over a data
N ys propo N

<et 15 thus equivalent to the distnibution of reflected laser power.

The distnbution of retlected power 1s 1tself composed of vanations due to random murror positions within the

Gaussian profile ot the incident beam. and the vanation of mirror diameter, d. The instantaneous reflected

power as P,

(B-1)

where ir - r_| is the distance trom the (axi-symmetric) beam center and og 1s the beamwidth. The factor of

L 15 included to account tor the near 45 deg angle of inclination of the mirror-normal to the incident beam.

ve

The area of the hexagonal lead carbonate murror 1s approximated by r 3 In the special case where the

tlow velocity vector 1s parallel to the incident beam, then P (r,d) 1s constant and given by Eq. (B-1). When the

incident beam 1s inclined to the flow. the reflection intensity, and thus the SNR. varies with time and position

_ (u(sin)\): _y -
2 2 B-2
2UB 2UB ( )

2
Py.t.d) = 10_;:[g] e
2

where U 1s the flow velocity, X 1s the angle between the velocity vector and the incident beam direction, and y

1s the coordinate perpendicular to both velocity and incident beam. This is illustrated in Figure B-1. Caly two

cases are considered, sin\ = O and 1, i.e., parallel and perpendicular beam and velocity.
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SECTION

Figure B-1

Detimition Sketch. Incident beam inclined to the flow gives nse to time varying SNR

A) sinA = 0

The incident light intensity in the sampled volume 1s

But. pth)dl = ptr)dr. and p(r) = 27, so

climinating r using Eq. (B-3)
prh) = % for 0 <I <l

A threshold will determine the actual lower intensity iimut, and thus the normalization c.

Mirror diameters are approximately log-normally distributed with most probable vaiue d, and log-normal
width O'd
,
(Ind - Ind,)”

o) e R0 :
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(For ZTX-Bd, ~ 15 um, g4 = 4/3.) The PDF for mirror area A 1s theretore

_ (lnA - inAo)’

l z(mfdf
PA A) x _¢
(A) A

The retlected power P, = {A. thus In(P)) = In(l) + In(A) and

Ini,
plaP) = | py(lahps(iaPr - labd(inl
-
Integrated and transformung In(P,) —» P,
Io PN
In(I,/P,A) PN SNR A, (B-4)

p(SNR) = p(P,) o Fl‘ erf

r

€ l
2ﬁlndd SNR 2\/{ In a4

The threshold sets a cummum Pr.mreshold and determines the normalization constant. Note that the threshold
interacts with the beam diameter through Pr.mreshold = JAyreshoiq- 1-ar8er mirrors see, in effect, a larger

heam diameter.

B) sinA = 1

The situation for beam perpendicular to velocity vector is more complex. The mirror diameters are log-
normaily distnbuted as before, but now the threshold interacts with both beam diameter and transit time,
depending upon where the particles traverse the beam profile. To simplify the discussion, it is assumed that g
1s sufficiently small that murror area A = Ag and Pro = LA, From the expression for the intensity

Eq. (B-3), the PDF of transit times at given Pe threshold IS

T

P(Tee) = ) 12
ZUB In P!’,O _ 12
uZ Pr.threshold r
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Appendix C

Estimation of 8f. dy. AND &
dR

aw’

In the opumum ditferencing discussion of Subsection 3.2.6, and optimum differencing interval was den

1

fYSNR

An estimate ot trajectory length (the fraction of the one radian detector surface angular diameter spanney

A‘opt = mAt =

trajectory) 1s
rN ~ NPAt = Nry

where r 1> the average separation between adjacent samples. The relation for or

2 2 )1/2 af af ra

6t = (00. * Oy = =
JSNRYN  /SNR +/ry.

1 terms of the trajectory angular size ry, where « is a constant of order one. Similarly, for the angle

A
— ] . the trajectory inclination with respect to the detector axes
Py

','«=lan.1

—

by = o aVrA

¢=/S~N_iﬁ

When the component w',, w’, can be approximated as w’, =  cos ¥, w'y = { sin ¥, then, clearly.

Sw' 7,00y = [(61"—)2cosz¢ + (F&w)zsinsz
and

, , or fa
dw'y 0w’y ~

SNRfin
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This is only the case for trajectones passing close to the detector center. Typically, curvature-related errors

[ ﬂ] will dominate.
ar

The computation of 3(3y/dr) 1s more involved. Estimates of 3y/dr, and &dy/dr) are

[ﬂ] o ¥ 5[“ _ 8- 9

ar ar | fp - Ia

where r, is the position of the trajectory centroid, i.e., the o point divides the trajectory in half. With
a po

S ~ oy

N - 2rn"a2
> [“‘n v _ﬂ] { )

) p=in®a g - Ta dr 02
a- = v
v N _ 2
1 (ra - ra)
n=l,n#a gi
1"-2
- ¥
2
(ra - Ta)
n=l.n*a
but r, - r, can be approximated by (n-a)rAt with ry = NrAt
2 6(73’
(large N)

[ -
T 2522
dr
thus

6a

g [ i S
&y
s ySNR N
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Appendix D

Proximuty Tests

The veometry ol tratectones in the detector plane shown in Figure 17 forms the basis of another set ot
particular, the vectors a y. and ¢, are momtored in order to test for conditions leading to erroneous
interpretations ot data near the singulanty in the VOP geometry (w parallel to n). Since these tests usc

magmtudes Lan, Y1, and l—c—l , they are called proximty tests. There are three basic types:

1) Proximuty to zero vorticity magnitude.

For a stattonary retlection on the detector surface 1 y: — 0. A fimte SNR invanably leads to the

musinterpretation ot fluctuations or dnft in its position as a rapid rotation about an axis nearly parallel t
mirror-normal vector. [t 1s hughly improbable, however, that this rotation is real. Indeed, this would b
interpreted as zero vorucity except for the fact that the uncertainty in the vorucity diverge near the VOI

singulanty.
5(:’6)""" as ;ﬁ—-cﬂ
One must interpret zero vorticity data carefully since it cannot be distinguished from contaminant or but

signals.

2) Test for « parallel to fi within experimental uncertainty.

Erroneous curvature measurements for short, faster moving trajectory fragments tend to give |y| < !
uncertainties of the w components can be thought of as forming an ellipsoidal volume with semi-axes &«
éwy at the up of each vorticity vector. The projection of the ellipsoid onto the plane perpendicular to t!
vorticity vector defines a conical region describing the range of possible orientations of the measured v«
vector within experimental ervor. If the mirror-normal vector falls within this cone, it is likely that errc

curvature dominates the vorticity measurement. (This is actually a special case of type (1).) A decisior
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then be made. When |a, 1s greater than a preset cutoff, the event is discarded. When {4l s less than the

cutoff, the contamunation of w’, and w’, due to w’y is within acceptabie limits in which case only two

' components are fit and there 1s no measurement of w'y.
3) Yestfor ¢ «

This indicates a measured vorticity consisting of almost pure Wy If this occurs, having passed the other tests,

the trajectory is subjected to the same criteria as those failing test type (2).
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Appendix E

Trajectory Length Distnbution

In the tollowing, 2{  represents the total angular size of a trajectory on the umt sphere hmited only by
time through the sampled volume, 1.e.. 1t 1s not restncted to that piece which would fall on the detector
« =D 2) 15 the masked detector radius, and the random vanable d(k)( =2r(k)) 1s the fractional chord leng
trajectory section on the detector surface. whose distnbution is sought. . R. and r are used below for

convenience (without subscnipts).

The probabihty ot finding a chord of (half) length r on a circle of radius R for a randomly placed segm

length ¢, in the plane of the circle 1s naturally divided into two regimes: ¢ >R, and w<R.

h >R
This case 1s itself divided into two parts: {21l chords (spanning the circle), and partial chords (a segmer

endpoint falling within the circle). The situation is illustrated in Figure E-1.

y
'}
r
X
—X
FULL LENGTH ¢ SEGMENTS
CHORD
PARTIAL CHORD
8-6935
Figure E-1

Definition Sketch for Trajectory Length Distnbution Derivation
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The full chord distnbution 1s

peri r <R <F)=P_-_r !

The parual chord distnibution 1s

JR2- 2 2 _ 2
pp(r:rsR<!)=I RO-r _Z_R__y__dy

9| =

2 2
= 2yRZ - (. t’[sm'l[%] - 12[] S [siu'l[__R : ”’l -
2
R

The total PDF for case (1) is
pirnr < R < l)=pf(r)+pp(r),R<P

which is shown 1n Figure 3E-2 at several £/R ratios.

=
: 3 p(rr <R< )
: o
<
@
21
&
w UR=6
> )
=
4
3
x 2
%:’;i .
1001 \
00 02 04 [vX.} 08 t0
TRAJECTORY LENGTHDETECTOR DIAMETER -

Figure E-2

PDFs of Trajectory Length for ¢/R > 1

149




2y < R

hl hl
There are tour situations 10 be distingwished in this case: full chords contined o v 2 YR~ - (= | paru
<hords connned to this same region, parttal chords ot length ¢ for v < yR* - (= | und partial chords

regton. r<t. The result

prir < { <Ry =p) +pr ~p3 ~py

ts shown in Figure E-3. The only pont noted here 1s that py, for r=1. 15 a delta-function with amplitud

dependant on ¢:R which has been artificially broadened in the figure.

When ¢ 1s itseit randomly distributed, that distnbution must be convolved with the PDFs above to find t

Hrr<t<R)
4
URa|{025 0s 07 lios
c8s
" H
|
i
J 94
me——
»———"\J
L 038
c 02 04 06 08 10
TRAJECTORY LENGTH/DETECTOR DIAMETER 0 6048

Figure E-3

PDFs of Trajectory Lengths for /R < 1
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