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EXPERIMENTAL AND THEORETICAL STUDIES OF HfDROGENATED
AMORPHOUS SEMICONDUCTOR ALLOYS AND SUPERLATTICES

A. STATEMENT OF THE PROBLEMS STUDIED

The electronic properties, band structure, and the distribution of localized states in
semiconductors, thin-film hydrogenated amorphous Si and its alloys, and disordered
systems.

B. SUMMARY OF THE MOST IMPORTANT RESULTS

Study of Bulk and Surface Recombination in a-Si:H

Using our combined photoconductivity and diffusion length measurement
technique we have derived bulk mobility-lifetime products and the surface recombination
velocity of both types of carriers in undoped hydrogenated amorphous silicon (a-Si:H)
deposited by glow discharge decomposition of silane. The study was based on
comparison of the experimental data with the classical theory of semiconductors. The
measurements were carried out as a function of light intensity with two types of
illumination; a He-Ne (7328 A) laser, and a He-Cd (4420 A) laser. The results, at a light
intensity of 25 mW/cm2, have shown that for the same photon flux the He-Ne laser yields
a photoconductivity 15 times larger than the one achieved with the He-Cd laser. On the
other hand, the corresponding ratio for the minority carrier mobility-lifetime product was
lower only by a factor of two. These results were interpreted assuming surface
recombination velocities of the order of 10-100 cm/sec and a moderate improvement in
the quality of the material with film thickness. We have also found that the surface
recombination velocity may be quite different for the two surfaces of a film, indicating that
growth conditions play an important role in the electronic structure of the surface. From
the illumination intensity dependence we were able to derive information regarding the
states distribution on these surfaces.

Measurements of the above photoelectronic properties as a function of
temperature has revealed information on the temperature shift of the electrons' and holes'
quasi-Fermi levels. For example, we have found that while the photoconductivity is
almost insensitive to temperature variations around room temperature, the mobility-life
time product of the minority carriers has an activation energy of Eg=0.11 eV. Under some
assumptions on the material parameters, these results may yield the density of statec in
some energy intervals of the pseudogap of the materials.




*
L 4

Within the framwork of the present study we have developed the theory of the
photocarrier grating (PCG) technique and utilized it to interpret our experimental results
on a-Si:H. This has enabled the derivation of the mobility-lifetime (ut) products of both
types of carriers in undoped and doped a-Si:H. Previous experimental works using this
technique were limited to the derivation of the put products of the minority carriers only.
Furthermore, we were able to develop a criterion under which the application of the PCG
technique yields indeed the value of the minority carriers put product. We also showed that
this criterion is not always met. Hence, we made the PCG a routine tool for the evaluation
of the microscopic photoelectronic properties of a-Si:H.

In our studies we have also used the photocarrier grating technique for the first
time in the high electric-field regime. The results were shown to confirm the so far
unproven theoretical predictions for this regime. We have demonstrated that by
application of the PCG technique in the high field regime, accurate values for the ratio of
the two carriers ut products can be deduced. This is in contrast with the fact that their
sum cannot be derived accurately from the measurement of photoconductivity because one
cannot determine accurately the carrier generation rate. Combining the ratio determined by
the high-field PCG, with the low field data, yields then accurate values for the mobility -
lifetime products of both carriers.

In the low electric-field regime the many reports concerning the utilization of the
PCG technique have assumed that ambipolar transport takes place in the PCG when it is
applied to a-Si:H. This assumption, which is decisive in the interpretation of the
experimental results in terms of the ambipolar diffusion length, has not been tested so far.
In our work we developed the first corresponding ambipolarity criterion and have
demonstrated that while ambipolarity is maintained in device quality a-Si:H it does not
apply to lightly doped or poor quality a-Si:H matenals. The results were shown to confirm
our theoretical suggestion that the observed ambipolarity in a-Si:H is due to-trapping
effects.

The relation between the inhomogeneity along the direction of the film growth and
the surface recombination velocity has been studied in device quality a-Si:H films. It is
found that the material is electronically inhomogeneous "deep" into the bulk up to a
typical depth of the order of 1000 A. Hence, the surface recombination velocity in a-Si:H
is not a true surface property as in crystalline semiconductors. This result is important for
modeling electronic devices, since these are typically onlv a fow thonsand angsiroms thizk.

Using the deposition temperature as a control parameter for variation of the
dangling bond concentration and the relative position of the dark Fermi level, the
photoconductivity and the ambipolar diffusion length were measured on samples prepared
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by sputtering and glow discharge at different temperatures. This has enabled us to
differentiate between different suggested models for the energetic position of the
recombination centers, as well as the recombination kinetics in a-Si:H. It was found that
the "defect-pool” model yields the best description of the system..

Finally, we were able to achieve the first combined application of the Metal Oxide
Semiconductor and the Photocarrier Grating configurations. This combination enabled us
the first simultaneous study of the two carriers mobility-lifetime products and their light
intensity exponents as a function of the position of the Fermi level, in undoped a-Si:H.
We found that anticorrelations and correlations prevail between these two sets of
quantities. The conclusion we derive from these behaviors is also that the defect pool
model accounts for the phototransport data much better than any other model.

We have studied the Raman spectrum in a-Si'H as a function of film thickness in
order to follow variations in the degree of order in the amorphous network. The results
indicate an improvement of the order with sample thickness. There are considerable
differences between the optical phonon modes at the surface and in the bulk which we
attribute to the fact that the surface layer is less ordered than the bulk. These results are in
agreement with our former observation of improvement of the photoelectronic properties
with the film thickness. More recently we have studied a-Si,C,_,.H alloys and found quite
surprisingly that the silicon network order increases with carbon content. Furthermore,
due to the possibility of bandgap tuning by carbon content and/or variation of laser
wavelength excitation, we found a resonant Raman effect.

The Semiconductor/Electrolyte Interface

Non-Parabolicity in the Lowest Conduction Band of CdS.

Pulse measurements on the semiconductor/electrolyte system were used to induce
and study space-charge layers at the semiconductor surface. Measurements on CdS show
that the free-electron-like lowest conduction band in hexagonal CdS is highly non-
parabolic. A simple model for the structure of this band, which assumes parabolicity up to
0.125 eV above the band edge and a linear dependence of the energy on the wavevector at

higher energies, accounts well for the experimental results. The density-of-statcs function
that emerges from these results is compatible with reported theoretical calculations.

In addition, the measurements indicate that surface states are practically absent at
the CdS surface in contact with the electrolyte. They also shed light on the process of
charge leakage acros: the CdS/electrolyte interface, leakage that occurs mostly when
strong accumulation layers are induced.




Surface States at the Silicon/Electrolyte Interface. -

Pulse measurements on the Si-electrolyte interface were used to study surface
states at the silicon surface. We find that for CP-4 etched silicon, surface states exist in
the upper half of the energy gap, with a total density of about 1012 cm-2. Addition of a
minute amount of hydrofluoric acid to the electrolyte reduces their density by one order of
magnitude. It has been reported that the surface recombination velocity on an oxidized
surface is considerably lowered by an HF treatment, suggesting a ccrresponding reduction
in the density of surface recombination centers. Our results, however, constitute the first
direct evidence for such a reduction. It appears that Si-H bonds are formed at the
interface, just as has been reported for an HF-treated free Si surface. Very likely, the
formation of such bonds leaves, on both types of surface, considerably fewer dangling
bonds and hence considerably fewer surface states.

Study of Density of States in a-Si:H.

Pulsed measurements on the solid-electrolyte system, which proved verv useful in the
study of crystalline semiconductors, have been found to be equally effective when applied
to hydrogenated amorphous Si films. Here, as well, the a-Si:H/electrolyte interface is
essentially blocking to current flow and, as a result, surface space-charge lavers, ranging
from large depletion to very strong accumulation conditions, have been induced and
studied. Measurements in the depletion range under illumination yielded directly the total
density of occupied states in the entire energy gap. This is very useful in obtaining a quick
and reliable assessment of the quality of the amorphous films. In high-grade films we find
that the total density of occupied states is around 1018 cm3. The data in the accumulation
range, on the other hand, provide useful information on unoccupied states near the
conduction band edge. The blocking nature of the amorphous Si/electrolyte interface was
utilized also to apply a sweep-out technique for an accurate determination of pt, the
product of the electron mobility and lifetime, even when this value is very low. In a rather
poor-quality film, for example, we find ut to be 5x10-8 cm2/V.

Cermets and Metallic Colloidal Suspensions

Tunneling and Percolation Behaviour in Granular Metals.

The nature of the percolation process in granular metals was examined for the first
time by a computer simulation of a system of metallic grains embedded in an insulating
matrix. Assuming that the intergrain conduction is due to quantum mechanical tunneling it
was found that a percolation-like critical behavior of the conductivity is obtained, but that
a percolation universal behavior will be found only in a very special case. In contrast, the
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behavior of the electrical noise does not deviate substantially from the universal one.
Comnarison of these results with experimental observations suggests that in the metallic
range, both transport properties are controlled by the continuous metallic network rather
than by intergrain tunneling. We propose that the metallic network resembles the
previously studied system of "inverted random voids".

Local Fields Around Clusters of Prolate Spheroids.

T_-matrix formalism was used to calculate local electric fields around clusters of
prolate spheroids in the long wavelength regime. The calculations are performed as a
function of interparticle distance as well as the angle of orientation. The observed red
shifts in the resonant wavelengths of the characteristic peaks are shown to obey an
exponential relationship as a function of interparticle separation and a sinusoidal
relationship as a function of angle of rotation of the spheroid. The behavior of the cluster
was examined and the two effects, of separation and rotation, were compared.

The results of these calculations were applied to cermet materials and metallic
colloidal suspensions in alkali halide crystals and their effect on enhanced Raman
scattering was discussed.
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. Abstract—Pulse measurements on the CdS/electroiyte system are used to induce and study spece-charge
hyers at the CdS surface. Such measurements show that the free-electron-like lowest conduction band
in hexagonal CdS is highly non-parabolic. A simple model for the structure of this band, which assumes
parabolicity up to 0.125 ¢V above the band edge and s linsar dependence of the snergy on the wavevector
at higher encrgies, accounts well for the experimental results, The density of states function that emerges
from these results is compatible with reported theoretical calculations.

In addition, the measurements indicate that surface states are practically absent at the CdS surface in
contact with the electrolyte. They also shed light on the process of charge leakage across the
CdS/electrolyte interface, leakage that occurs mostly when strong accumulation layers are induced.

Keywords: CdS, band structure, surface, quantum wells.

INTRODUCTION

Band structure caiculations for hexagonal CdS [1, 2]
indicate the presence of a nearly-spherical, fres-
electron-like lowest conduction band extending up to
about 1.8eV above the band edge. While these
calculations provide a broad, overall picture of the
band structure, little detail can be gleaned about the
precise shape of the lowest conduction band. Experi-
mental results such as those derived from optical
measurements are aiso lacking. In this paper we make
use of the semiconductor/electrolyte (S/E) svstem to
study the surface space-charge layer of CdS. The
higher reaches of the lowest conduction band become
occupied in very strong accumulation layers. Such
layers can be induced in the S/E system provided
puised [3-5] rather than d.c. biases are employed.
Electrochemical processes are then largely circum-
vented, permitting the derivation of the physical
characteristics of the surface with minimal involve-
ment of the ratha complex surface chemistry.
Similarly to the case of ZnO {6, 7) and Si [5). accumu-
lation layers of surface electron densities as high as
10“cm-? can be induced and studied at the CdS
surface. Analysis of the data obtained for this range
indicates that the lowest conduction band is highly
non-parabolic, and provides a fairly good idea as to
the shape of the band up to about 1.5eV above the
conduction-band edge.

The S/E interface is not perfectly blocking and
some charge leaks between the two phases, especially
when strong accumulation layers are induced at the
CdS surface. The pulse measurements yield a detailed
characterization of the leakage process. They also
indicate that surface states are practically absent at

the CdS surface when in contact with the electrolytes
used.

THE SPACE-CHARGE LAYER AND THE
SEMICONDUCTOR/ELECTROLYTE INTERFACE

In this section we review briefly the characteristics
of the semiconductor surface space-charge layer [8]
and consider several features of the semiconductor/
electrolyte system, stressing those points that are
directly related to our present work. We consider a
homogenecous, non-degenerate, n-type semiconduc-
tor having fully ionized donors. For depletion and
accumulation layers (one-carrier system), the surface
space-charge density (per unit area) can be expressed
ag

Q.= —gN,. n

where ¢ is the absolute magnitude of the electronic
charge and N, is the surface electron density. By
definition, N, is zero under flat-band conditions,
positive for accumulation layers and negative for
depletion layers. The space-charge capacitance is
given by

Co=[Qu 1V, @

where V, is the potential barrier height at the surface.
The effective charge distance L., which represents the
effective width of the space-charge layer, is given by
the expression

Cux=xgy/L., 3

where x is the relative dielectric constant of the
semiconductor and ¢, is the permittivity of free space.
First integration of Poisson's equation leads to [8]

N, = +(xeonyky T/g%)' F,, “

1067
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where the positive sign applies to accumulation
layers, the negative sign to depletion layers; n, is the
electron bulk concentration. k, is Boltzmann's
constant and T the absolute temperature.

In the general case, the function F, is given by {3]

Fo Jz{ f (NEm,] [v.

l +up(£/k.r+ w.—v‘) 1
*'“( 1+ expE/ky T + w;) )]ds""} » &

where N(E) is the density of states in the conduction
band, w, = W,/ks T, W, being the energy separation
between the Fermi level and the conduction-band
edge in the bulk (positive for the n-type sample
being considered), and v, = g1, /k, T is the so-called
dimensionless barrier height.

For parabolic conduction bands the function F,
assumes the simpiler form

F,= JZ{(4/3)1! -in exp(w,,)j.uc x32
0
"
x [t +exp(x +w,—p,)] ' dx —v,— l} . (6)

For strong accumulation layers, however, in which
the conduction-band edge lies well below the Fermi
level, taking the conduction band as parabolic may
not always be a good approximation. This is defin-
itely the case in CdS and one should use eqn (5),
substituting for N(E) the actual density of states in
the (non-parabolic) conduction band.

Another important factor that needs to be consid-
ered in strong accumulation layers is associated with
the spatial confinement of the electron gas. When the
effective charge distance L. becomes comparable to or
less than the de Broglie wavelength of a conduction
electron, quantization effects set in. The classical
calculations reviewed above may no longer be ade-
quate, the less so the stronger the accumulation layer
(larger N,, smaller L.). One should then solve self-
consistently Poisson’s and Schrodinger's equations
{6.7.9. 10). Unfortunately, such calculations have
not been carried out for CdS. However, the similarity
of the values of the dielectric constant and the
effective mass (at the bottom of the band) in CdS
(x = 9.02 and m/m, = 0.205, where m, is the free-
electron mass) and ZnO (x = 8.5, m/m, = 0.25) per-
mits the- use of the ZnO calculations [6, 7} for CdS
without introducing too large an error.

For non-degenerate surface conditions, corre-
sponding to depletion and weak accumulation layers,
only the bottom of the band is involved and this can
safely be taken as parabolic. Equation (6) then
reduces, to a good approximation, to the simpler
expression

F, = /2{expv,) — v, — 1}, ™

S.Z Wmsz et al.

The semiconductor/electrolyte system considered
here consists of a semiconductor surface in contact
with an indifferent electrolyte such as an aqueous
solution of a salt [KCl or Ca(NO,),]. By biasing the
clectrolyte with respect to the semiconductor, charge
can be induced electrostatically at the semiconductor
surface. This is made possible by the essentially
blocking nature of the S/E interface, which largely
prevents charge transfer between the two phases.
Such blocking is due to the fact that in the electrolyte
the negative ions (such as Cl~) usually lic well below,
and the positive ions (such as K*) well above, the
semiconductor band e”ges [11). Hence, in an n-type
semiconductor being considered, for a negatively
biased electrofyte, the negative ions pile up against
the interface without being able to transfer electrons
into the conduction band, and a depletion layer is
induced. In the reverse polarity, positive ions pile up
against the interface and an accumulation layer is
induced. The'induced charge is in general distributed
between the surface space-charge region and surface
states (if present). In the absence of a foreign layer
(such as an oxide) at the semiconductor interface, the
applied bias drops across three adjacent regions
[8. 12]: the space-charge layer at the semiconductor
surface, and the Helmholtz and Gouy layers in the
electrolyte. Of these three layers, the latter two are
much thinner than the first, at least under pulsed bias
conditions, so that practically the entire applied bias
drops across the semiconductor space-charge layer.
This is evidenced by space.charge capacitance
measurements on metal/electrolyte interfaces [3].
Hence the measured bias represents to a very good
approximation the change 8V, in barrier height V,
across the semiconductor space-charge layer.

In practice, the interface is not perfectly blocking
and to a lesser or greater extent some charge leaks
across the S/E interface. The leakage charge is usually
insignificant when depletion layers are induced
(electrolyte biased negatively with respect to the
n-type semiconductor). It becomes appreciable, how-
ever, under accumulation conditions, the more so the
stronger the induced accumulation layer. 1t is this
leakage that prevents the formation of strong accu-
mulation layers by d.c. biases. By employing our pulse
techniques [3-5), on the other hand..it is possibie to
induce extremely strong accumulation layers not only
on CdS but also on a number of other semiconduc-
tors, such as Ge [3). Si [5) and ZnO [6. 7], without
being hampered by charge leakage. Moreover, these
techniques enable a straightferward separation of the
different components of the induced charge, so as to
obtain the variation of the free space-charge density
as well as of the leaked charge and of the occupancy
of the interface states with the surface potential
barrier. More important still, the use of a limited
number of short-duration pulses minimizes electro-
chemical reactions which may otherwise greatly com-
plicate the interpretation of the data. By the same
token, surface damage that usually occurs under
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prolonged application of large d.c. biascs is largely
climinated.

EXPERIMLNTAL

The samples were cut from single crystal (n-type)
CdS ingots ranging in resistivity between about 0.1
and 10 ohm-cm. The samples’ dimensions were typi-
cally 2 x 3 x 0.5 mm?*, with the large faces perpen-
dicular to the ¢ axis. Following mcchunical polishing.
each sample was first etched in HCl and then in a
solution of K,Cr,0, in dilute H,S0,, at 90°C, for
10 min. This resulted in a smooth surface with a
negliy‘ble density of surface states and low leakage
currents. An ohmic contact was applied to one of tne
large surfaces. The wire lead. contact arca and the
entire sample were masked by epoxy cement, except
for a small area (~! mm’) to be exposed to the
electrolyte. The exposed area was usually the (000T)
face (the *sulfur™ face). The CdS sample and a large
platinum electrode were immersed in a Ca(NO,), or
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D
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(c)

KCI electrolyte. These are represented by the cquiv-
alent circuits (to be discussed bflow) between points
A and B in Fig. l(a) which is a schematic diagram of
the experimental arrangement. The pulse generator
(Hewlett-Packard type 214A) of internal resistance 7,
(=30Q), can provide positive and negative puises of
up to 100V in amplitude and 0.05 to 200 us in
duration. It is connccted to the platinum and semi-
conductor electrodes (points A and B) via a diode D
and a large (0.1-1 uF) series capacitor C. The diode
polarity is such as to permit rapid charging of the
system while the pulse is on and to prevent its
discharge through the low-impedance puise generator
after the termination of the pulse. An electronic
switch S can short-circuit the Pt electrode to ground
at any prescribed time following the termination of
the pulse. The residual resistance r, of the shorted
switch is a few ohms. Short-duration (0.1-10 ys)
pulses are applied singly. one pulse per data point
taken, in order to minimize any electrochemical

(b) Va

Vovl(vﬂp) —

&vg

Fig. 1. (a) Circuitry of the experimental arrangement. The sample is simulated (between points A and

B) by the space-charge capacitance C, and a resistance s in series, and by the leakage and surface-state

equivalent circuits. (b) Schematic representation of expected puise responses of the voltage drops V, and

V.. (c) Actual pulse response of ¥, (upper trace. 1 Vem~') and ¥, {lower trace, 100 mV cem-") for a
CdS/electrolyte interface.
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reaction that may take place at the CdS surface. A
Tektronix type 7407 CRO is used to monitor the
voltage drop ¥, between the Pt electrode (print A)
and the ohmic contact of the sample (point B), and
the drop ¥, across the series capacitor C. Strictly
speaking, the relevant oscillogram is that of the
voltage drop V. between a reference electrode and the
sample, rather than V,. However, the spacecharge
capacitance at the platinum surface is orders of
magnitude larger than that at the semiconductor
surface. Hence, only a negligible fraction of the
applied bias is expected to drop across the
Pt/electrolyte interface, so that the two traces should
yield practically identical results. This was indeed
checked to be the case by the occasional use [6, 7] of
a reference electrode. The magnitude of C is chosen
so as to be large compared to the semiconductor
surface capacitance, typically by a factor of 10-100.
The voltage developed across it (V,) is thus smaller
(by the same factor) than the voltage developed
across the space-charge iayer (V,).

In most cases a space-charge layer already exists at
the semiconductor surface, before applying any bias.
It is characterized by an equilibrium barrier height ¥V,
and a space-charge density Q,,. If surface states are
present, there may aiso be an equilibrium surface-
siate charge of density Q... The voltage pulse, of
amplitude anywhere between 0 and 100 V, charges up
the semiconductor surface region. As will be shown
in a moment, the voltage drop V,, measured just after
the termination of the pulse, represents to a very good
approximation the change 8V, = V,— V, in barrier
height induced by the applied pulse. The voltage drop
V, across the series capacitor C, again measured just
after the termination of the pulse, yields the overall
charge Q.. (= CV,) passing through the systems. The
charge density Q,, (per unit area) is obtained by
dividing Q. by the area of the semiconductor surface
exposed to the electrolyte.

In general, Q,, is made up of three components:

Q= 6Qu- +460Q.+ 0. (8)

where 6Q, = 0, — 0,0 is the change in space-charge
density, 60, = Q. — 0., is the change in surface-
state charge density, and Q, is the density of the
charge leaked across the S/E interface. In terms of
clectron densities, this can be rewritten as

N =8N, +8N,+N,, )

where N, is the total electron density paseing
through the system, SN, = N, — N, is the change in
surface electron density, N, = N, — N,, is the den-
sity change in surface-state occupation, and N, the
density of electrons that have leaked across the
interface.

We shall now discuss the experimental procedure
used in determining the magnitudes of the three
components in eqn (8) or (9). This is best done in
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terms of the equivalent circuits shown in Fig. 1(a).
The ideal case of a perfectly blocking interface and no
surface states is simulated simply by a series combi-
nation of the space-charge capacitance C, and the
combined resistance r of the electrolyte and the
underlying semiconductor bulk below the surface.
Typically, r is about 50Q, approximately half of
which represents the clectrolyte resistance and the
other half the sample resistance. Charge leakage
across the interface, a prominent process in strong
accumulation layers of CdS, is simulated by adding
a parelle]l branch across C,., consisting of a diode in
series with a parallel combination of & capacitor C,,
and resistor R,. As will be shown below, such a
circuit is prescribed by the experimental observation
that the leakage occurs very fast and remains stored
at or near the interface for a long time (R, C,,). Once
the charging puise is terminated, the stored charge
does not flow into C,., hence the diode. If deep
surface states are also present, another equivalent
circuit is called for, shown added by the dashed lines
in Fig. 1(a). The circuit consists of a resistor R,
shunted by a diode, both in series with a capacitor
C,.- On the application of a positive pulse, such states
charge up very quickly, hence the shunting diode.
Their discharge following the termination of the
pulse is usually much slower, the more so the deeper
they are located energetically and the lower the
temperature {8).

It should be noted that the equivalent circuits
shown in Fig. 1(a) serve merely as a means of
classifying the different processes at the S/E interface
on the one hand, and as aids in the understanding of
the method of measurement, on the other hand. They
do not represent accurately the actual conditions at
the interface. In particular, all elements of the equiv-
alent circuits (except r) are in reality not passive but
voltage dependent.

Figure 1(b) illustrates the time variations of V, and
V. during and following the application of a positive
pulse of amplitude V,. All the values marked in
Fig. 1(b), as well as in the following analysis, corre-
spond to unit surface area. The V, scale is expanded
by a factor of 100 or so relative to the V, scale. The
initial rise in ¥, (at 1 =0+), up to the value
V,r/(r +r,), is very fast (abowt 0.01 us) and
represents the ohmic voltage drop across r. Subse-
quently, V, rises much more slowly as C,.. C, and C,,
charge up. At the termination of the pulse (1 = T'), V,
drops rapidly to the level 6¥,, where 8V, is the voltage
developed across C,., i.. the induced change in the
potential barrier height. As for V, it rises monotoni-
cally up to ¢ = T, to the level Q... /C. where Q,, is the
total charge density induced by the pulse, consisting
of 6Q,., Q. and 4Q,. The shorting switch S is
activated at ¢ = T + dT, where the interval dT is very
short (usually 0.1 us), sufficient to permit accurate
readings of V, and V, just after the termination of the
puise. At this point ¥, drops abruptly to practically
zero (V, being very small compared with V,), and
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charge redistribution among C,., C,. C, and C
begins to take place. In the first stage, the charge 60,
stored in C, and its equal counterpart in C discharge
relatively fast through r +r,. The decay constant
associated with this process ie approximately
(r +r,)C, (since C, is small compared with C) snd
is typically several microseconds. In the absence of
surface states (as is very nearly the case for CdS), V,
decays to the value Q,/C, Q, being the charge
remaining in C after the fast decay process. This
charge will be referred to as a “loss” since, in a sense,
it detracts from the induced free space charge. There-
after, V, remains practically constant [solid curve in
the bottom diagram of Fig. 1(b)]. Actually, it decays
very slowly (0.1-1 s) through the input resistance of
the CRO. If, on the other hand, surface states are
present and there is no leakage, V. decays with the
surface-state time constant of approximately R,C,,
(dashed curve in the bottom diagram of Fig. 1(b)]. In
this process, electrons trapped in the surface states by
the charging pulse are thermally re-emitted into the
conduction band. If both leakage and surface states
are present, V, first decays rapidly to the value
(30, + Q,)/C. Subsequently it decays with the time
constant R, C, to the level of Q,/C and thereafter
remains practically constant. This behavior enables
the separate determination of the three components
in eqn (8) that make up the total induced charge
density O,,,. As pointed out above, the surface-state
component is essentially absent in CdS,

Typical oscillograms illustrating the actual pulse
response of the CdS/electrolyte interface for an ap-
plied positive pulse (induced accumulation layer) are
displayed in Fig. 1(c). The upper and lower traces
depict the time variation of V, and V,, respectively.
They are seen to be very similar to the corresponding
schematic diagrams in Fig. 1(b), indicating that the
models discussed above do indeed provide a realistic
description of the S/E interface. As expected, how-
ever, the fast decay process of V., following the
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Fig. 2. Change 8N, in surface electron density against F, in

depietion and moderate accumulation layers. Straight line

(solid) corresponds to V= ~0.065V, dashed curves to

Vo= —0.065V +0.025 V. Corresponding values of the bar-
rier height are marked off at the upper abscissa.
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Fig. 3. Electron density vs barrier height. Stars represent the
free electron density N, for a sample with a relatively low
electron bulk concentration n,. The classical curve (dashed)
is calculated on the assumption of a parabolic conduction
band throughout [eqns (4) and (6)). The solid curve (“*quan-
tized") is based on self-consistent calculations carried out
for ZnO. (In the depletion range, ', <0, N, is negative and
the plot is that of — N,.) The squares represent the leakage

electron density N,.

activation of the sho.ling switch is not exponential,
since C,. in the actual S/E interface is not a passive
element but voltage dependent. This does not inter-
fere at all with the measurement of 8¢°,, 6N,, 6N, and
N, and the results to be presented below were
obtained precisely as described in connection with
Fig. 1(b). It should be noted that the fast decay in V.
is characterized by a decay time of 2 to 3 us, just the
value to be expected from the discharge of the free
electrons in the accumulation layer previously in-
duced by the applied pulse [(r +r,)56Q,./6V,, S
being the area of the CdS surface in contact with the
electrolyte]. Accordingly, we identify the amplitude of
the fast component as representing the induced
change 8Q,. in free space-charge density. The subse-
quent, much slower decay in the V. trace (decay time
in the millisecond range) has a low amplitude, signi-
fying the low density of surface states (less than
10" em-2). This is followed by an essentially non-
decaying component representing the leakage charge.
The non-decaying component cannot be seen on the
scale of Fig. I(c).

RESULTS AND DISCUSSION

The results to be reported are based on the analysis
of oscillogram traces of the type shown in Fig. 1(c)
above. Under equilibrium conditions, a depletion
layer usually exists at the CdS surface in contact with
the electrolyte. Since the measurements described
above yield directly only the changes 6N, = N, -~ N,
in the surface electron density as a function of
6V, mV,~V,, the first task is to determine the
equilibrium barrier height V,. Using eqn (4) one can
write

ON, = +(xeon kg T/q?)'2F,(V o+ 6V,) — No. (10)
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density N,.

For depletion and weak (non-degenerate) accumula-
tion layers, F,(V4,+ 6V,) can be evaluated from the
simpler expression given by eqn (7). A plot of the 6N,
data agsinst the calculated values of F, should yield
a straight line only if the correct value of ¥ is chosen
in the calculation of F,. A simple computer program
has been set up to so determine V4. The results are
shown in Fig. 2, where the choice of V= —0.065V
is seen to lead to the required linear relation. The
accuracy of this method is about +0.02V, the
limits for which deviations from linearity become
detectable. This is illustrated by the two dashed lines
in Fi~. 2 which correspond to V,= —-0.065V
+0.025V, for which marked deviations from the
linear relations are clearly apparent. The slope of the
straight line yields the electron bulk concentration n,
{see eqn (10)). The value so obtained is marked in
Fig. 2 and agrees well with Hall effect measurements.
N, is derived from the intercept of the straight line
with the ordinate (F, = 0).

Once V,, and N4 have been determined, the com-
plete N, vs F, curve (depletion and accumulation
ranges) can be evaluated from the measured data
through the relations V, = V+ 6V,, N, = Ny + 6N,.
Typical results obtained in this manner are displayed
by the full points (stars) in the semi-log plots of Figs 3
and 4, corresponding to the two extremes of the bulk
carrier concentration in the available resistivity range
of the samples. In the depletion range (V, <0), N, is
negative but, beeause of the logarithmic scale used,
the plot is that of its absolute magnitude. The dashed
curves in both figures (referred to as ‘*‘classical™)
represent eqns (4) and (6), with the appropriate
values of n, and W,. They assume parabolicity
of the conduction band throughout. The solid
curves (“quantized™) take quantization effects into
account. As pointed out above, they are based on
self-consistent calculations carried out for ZnO [6, 7)
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which, to a fair approximation, are adequate also for
CdS. As expected, toe classical and quantized curves
coincide for depletion and moderate accumulation
layers. Inthese ranges. they are seen to account well
for the experimental data. Such agreement, obtained
with no adjustable parameters, shows, among other
things, that there is no significant density of shallow
surface states at the CdS surface. After the activation
of the shorting switch, such states might release the
trapped elections induced by the pulse back into the
conduction band very fast, in a time comparable to
that of the discharge of the free electrons in the
space-charge layer. The two processes would then be
indistinguishable, with the result that the measured
value of 80, in Fig. 1(c) would be higher than the
change in the free space-charge density. The good
agreement of the data with the theoretical curves,
which represent the free charge only, rules out this
possibility.

For strong accumulation layers, on the other hand,
the experimental points in Figs 3 and 4 are seen to lie
well above both of the theoretical curves. This can
only mean that the density of states in the upper
reaches of the CdS conduction band is considerably
larger than that associated with a parabolic band.
This point will be discussed in detail below. The
squares in Figs 3 and 4 represent the electron leakage
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Fig. 5. Model for the structure of the CdS lowest conduc-

tion band (solid curves). (a) Energy E vs wavevector k. (b)

Density of states N(E) vs energy E. The dashed curves

depict the extensions of the parabolic region for E(k) and
N(E).
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Fig. 8. (a) Schematic representation of the expected re-

sponse of the voltage drops ¥, and V, to a double pulse. (b)

Decay characteristics of the leakage charge for different
induced barrier heights V,.

0.2-10 us. In other words, the leakage takes place
practically instantaneously following the onset of the
pulse and is not augmented during the pulse. As will
be shown below, it remains stored at or near the
interface for a considerable time (hundreds of micro-
seconds). It is gratifying that for both electrolytes and
for the different puise durations, the results of N, vs
V,, which take into account the electron leakage, are
identical. These observations are compatible with the
equivalent circuit in Fig. 1(a), and in fact led to its
construction. The dashed curve represents, as previ-
ously, the classical approximation on the assumption
of a parabolic band throughout (constant effective
mass). The solid curve is based on the non-parabolic
model (Fig. 5), and is again seen to account well for
the experimental data.

As pointed out above, electron leakage, the domi-
nant loss mechanism in strong accumulation layers of
CdS, is associated with the non-decaying component
of Q. [Fig. 1(b)). Hence, apart from the magnitude
of the electron leakage, the circuit of Fig. 1(a) is
unable to provide any information on the decay
characteristics of the leakage charge. To that end, we
employed two pulse generators connected in parallel
80 as (o provide two pulses separated by a variable
delay time /,. Except for the diode D and the shorting
switch S, which have been omitted, the rest of the
circuit is identical to that in Fig. 1(a). The variations

of ¥, and V, with time are schematically displayed in
Fig. 8(a). The first pulse charges up the inmerface
capacitance (consisting of the space-charge capaci-
tance C, amd the leakage capacitance C,). At the
termination of the pulse (¢ = T), V, does not yicid
directly the value of 6V, because in the absence of the
diode D, 60, now discharges through the internal
resistance of the two pulse generators (7, /2). Thus, at
! = T, V, assumes the value of [(r,/2)/(r + 1,/2)] 6V,,
from which 8V, can be evaluated. The discharge time
t is given approximately (since C» C,) by
(r +r,/2)C,., which is typically of the order of several
microseconds. As for V,, it rises monotonically dur-
ing the first pulse, up to the value of Q,(T)/C, Q(T)
being the total charge induced by the first pulse.
Thereafter it decays with the same time constant of
1 to the level Q,,/C, Q,, being the leakage charge
incurred by the first pulse. After a delay time 1,, taken
to be larger than t such that practically the entire
charge in C, has decayed (V,~+0), the second pulse
is applied. Its amplitude is adjusted so as to recharge
C, to the same value of §V,. If ¢, is smaller than
R, C,., the storage time of the leakage charge, then
C,. would still retain some of its charge at 1 = ¢, and
the leakage charge Q,, measured after (,4+ T + 1t
would be less than that (Q,,) after T + ¢. By measur-
ing @5 — Q. the charge retained at the interface up
to the application of the second pulse, as a function
of the delay time ¢, between the two pulses, one can
derive the decay characteristics of the leakage charge.
In Fig. 8(b), Nyp — Ny 1= —(Qu — Qy1)/q) is plotted
against ¢, on a log-log scale for different values of the
induced barrier height V,. The decay characteristics
are most interesting. For a considerable length
of time (~500us for V, =071V, ~200us for
V.= 104V and ~70 us for V, = 1.35V), the leakage
charge is almost fully retained at the interface
(N, = 0). Subsequently, the charge leaves the inter-
face and its decay with time is nearly linear. The
unique features of the leakage charge are: that the
leakage occurs in a time shorter than 0.2 us (see
Fig. 7), immediately upon the application of the
pulse; that no further leakage takes place through the
pulse duration (up to at least 10 us); and that the
charge remains stored at or near the mterface for
hundreds of microseconds. From the experimental
point of view, these features are most fortunate in
that the stored leakage charge can be accurately
determined and taken into account in the determi-
nation of the N, vs V, relation, which is of primary
interest in this paper.

CONCLUSION

The space-charge characteristics of strong accumu-
lation layers of hexagonal CdS show considerable
non-parabolicity of the lowest conduction band in
this material. A simpie model for the structure of the
lowest conduction band (Fig. §5) accounts well for the
experimental data. It assumes a parabolic band up to
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an energy E, of 0.125 eV above the band edge and a
linear dependence of the energy on the wavevector at
higher energies. Such a8 model is no doubt an oversim-
plified representation of the actual situation, but it
provides a good idea as to the structure of the lowest
band; and indeed, the density of states function of the
model agrees well with that calculated by Huang and
Ching [2] using a minimal basis, orthogonalized
LCAO method.

It should be noted that most of the electrons in
strong accumulation layers occupy states in the non-
parabolic section of the band. As such they are
characterized by considerably higher effective masses
than at the bottom of the band. Consequently, quan-
tization effects are expected to be insignificant, so that
our using the classical calculations [eqn (5)] for
the space-charge characteristics in the comparison
between theory and experiment is justified.

The measurements presented were made possible
by the pulse techniques employed in the study of the
S/E interface. These techniques enable both the
creation and study of space-charge layers at the semi-
conductor surface, ranging from large depletion to
huge accumulation conditions. What is more impor-
tant, they permit a straightforward separation of the
different components of the induced charge at the S/E
interface, so as to obtain the required variation of the
free electron density N, with the barrier height V,. At
the same time, the measurements yield the electron
leakage across the interface, which becomes promi-
nent in strong accumulation layers. While a determi-
nation of such leakage is essential for deriving the
experimental N, vs ¥, curve, the leakage process is of
considerable interest in itself. The observation that
the leakage increases nearly exponentially with bar-
rier height and hence with interface field suggests that
electrons tunnel from the accumulation layer into
some ionic species (such as H*) in the electrolyte,
possibly at sharp points and other imperfections at
the interface. The leakage takes place practically
instantaneously (in less than 0.2 us) following the
onset of the pulse and no further leakage occurs

during the pulse (up to at least 10 us duration—see
Fig. 7). This suggests that the ensity of the ionic
species is relatively low: the tunneling electrons
appear to saturate compietely all the active ionic
species within a tunneling distance corresponding to
the induced interface field. Another observation is
that the leakage remains stored in the electrolyte, for
a considerably long time (see Fig. 8). The storage time
probably represents the time it takes for diffusion to
replenish the exhausted ionic species near the inter-
face. The storage time of several hundreds of micro-
seconds is not unreasonable for such a diffusion
process.
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ABSTRACT

The nature of the percolation process in granular metals is examined for the
first time by a computer simulation of a system of metallic grains embedded in an
insulating matrix. Assummig that the intergrain conduction is due to quantum
mechanical tunneling it is found that a percolation—like critical behavior of the
conductivity is obtained, but that a percolation universal behavior will be found only
in a very special case. In contrast, the behavior of the electrical noise does not
deviate substantially from the universal one. Comparison of these results with
recent experimental observations suggests that in the metallic range, both transport

roperties are controlled by the continuous metallic network rather than by

intergrain tunneli We propose that the metallic network resembles the previoust
studied system o%venetr random voids”". P d

INTRODUCTION

About twenty years ago Abeles and coworkers [1] initiated a comprehensive
study of the electronic rties of granular metals, by studying the metal content
and temperature dependence of their electrical conductivity, o(x,T). As a result of
these studies they have attributed the electrical conductance in the materials of low
metal content to quantum mechanical tunneling under the constraint of metal grain
charging [2], and the conductance of the materials of high metal content, to simple
metallic transport in the network formed by the coalescence of the metallic grains
[3] Correspondingly, in the latter case a percolation—like 54] behavior is to be
expected [5] where the percolation threshold, x. , is associated with the onset of a
continuous metallic network. While the more specific nature of the conduction
mechanism for x<x. was never settled [6], the conduction in the x>x. range
seemed until recently to be well accounted for by the percolation process mentioned
above. The most convincing piece of evidence to support the percolation
conduction was the power—law dependence:

ox (x—xt)t (1)

found [3] in the W-Al,O3 system, with an exponent t=1.9, which is very close to™~
the universal value of t' = 2.0 predicted for three dimensional resistor networks by
percolation theory [4,5].° That a percolation geometry is formed by the coalescence
of metallic particles is sup, by two observations. The first is that in a
composite made of macroscopic silver—coated glass spheres which are embedded in
Teflon (i.e. where physical contact rather than tunneling between the "metallic”
heres takes plaeey the same, universal, behavior was found [7). The second
xnmtion is that a trangition from therm activated behavior to a metallic—
temperature dependence of the conductivity t place [1] at metal contents close
to x‘i , when x. is determined by fitting the experimental data to Eq. (1&.l Even the
problem of "unexpected” high x. values obtained experimentally [3}, which seemed
to cast some question on the percolation description, was removed recen
This removal is based on the argument that such metallic networks are
described by a structure which approximates a randomly closed—packed system of
conducting spheres than by a three dimensional (Scher and Zallen-like) system of a
mixture of conducting and insulating spheres, or an effective—medium—~like (3,9]
mixture of the two phases.
Recently there was, however, an attempt by Mantese er al [9,10] to describe
the metallic conductivity in Py~Al,0,, for the range x>x, , by an effective medium
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"did not find any other presentation of

theory which, a priori, should yield t=1 for 10—+

the exponent in Eq. (1). It was also argued- E

[9] on the basis of that theory and the -
11

experimen found [10] x dependence of
the mugyt:mx. et oven fir 2> Be
a ma even x , sl xad? oy i
is dominated by intergrain—tunne 10°F Xend] vol¥ 3
ggnducﬂon rather than by metallic e
transport). view of the contradiction [ /’
between the effective medium and the T
percolation approaches, the first question §
that arises 1is whether the rimental gt}
r—law behavior reported % lesetal &
3‘]' is specific to granular W-AlL,O3 or o
ether it is a general phenomenon in
ular metals. Examining the literature we

2 alaa

Co-Si02
%259 volX
t =2,020.1

2 s a bzl

conductivity data of granular metals that 'OF
indicate a power—law behaviour in general, ;
and a percolation universal behavior, of t=t,
in particular. Following then the possibili
that such a percolation—like behavior was a
unique observation we have carried out 1 U DT RN PP
experimental measurements on another © 0T . 0.1 -1
grfanuullar system, i.e&inC‘o-SiOr The results (x=xe)/xe

e messurements are
shown in Fig. 1 and are compared to the 2&% lt',f uTll;: Cosgescilgc
results [3] on W—Al,O,. Our results clearly vity gran o0
confirm the universal behavior for x> (as obtained both at 78 K and 3
and thus the suggestions of Abeles e ol ]3] K) 8 @ function of (x-xJk. .
of a percolation—like rather than an tal X dxs ¢ vogént:ine; ﬁon °
effective—medium—like  behavior. More g;t ﬁtagf tl,:g ::tsa to ) °'.‘;.h:
details of the Co—SiO, granular system and . Eﬂ’ ¥
the temperature ependence ~ of  its dashed line represents the data of
conductivity were presented previously £2]. Abeles etal, ref. 3.

Since the above experimental evidence provides quite a convincing proof for a
percolation—like conduction, the question arises whether the effective medium
picture with the intergrain tunneling transport is indeed necessary to account for the
resistivity normalized noise, as suggested in Ref. 9. The present computer
simulation is trying to answer this question by studring the transport properties of a
system of metallic spheres between which a simple quantum tunneling conduction
takes eJ)lac:e. The corresponding model, which is interesting in its own right, is
studied here for the first time. The results appear to show that for x>x. , both.
the conductance and the resistance noise are dominated by the metallic network
transport. Morecover, we propose that, at metallic contents just above x‘i the
coalescence of the grains forms an "inverted random void” like network [13, 4i, ie
a system of intersecting permeable spheres.

a s bacael

THE MODEL

Our model consists of hard spheres of diameter b which are randomly
dispersed in a cube_ of a unit volume. Hence, for N spheres the fractional occupied
volume is x-(wl6)b3N. In the simulations the N spheres are Slaeed randomly one
sfter the other. A new zhereisaccepted to the m only if it does not overlap
a previous sphere. For the precision used in the simulations for the coordinates of
the spheres’ centers there is no geometrical contact between any pair of spheres.
Thus, up to a concentration which corresponds to the rando close packed
structure [8] (x=0.64) the system has no connectivity. If we assume that the above
system simulates metallic particles embedded in an insulating matrix, all the
spherical particles can be considered electrically connected due to quantum




mechanical tunneling. For simplicity we consider simple tunneling or a constant
tunneling activation energy 2;2 (ic. we neglect the interaction energy between the
spheres or we assume a high enough temperature [9]) which is a reasonable
approximation for a system where all the spheres are of the same diameter [1]. We
assume then that the conductance between two metallic grains can be written as:

g = goexp(—siry) , )

where g, is a constant (taken as unity), s is the separation (at the nearest g:g)
between two spherical particles and r, is the characteristic tunneling distance (the
. decay distance of the electrons’ wave~—function [gl). By mgnmﬁ a conductance g
to each pair of metal spheres we have cons a network of N(N-—1)/2 resistors.
This model is expected to be a simple simulation of a granular metal when x<x
and, for the ensemble of particles which do not belong to the percolation cluster
when x>x. . Computationally, however, if reasonable statistics are desired, the
computer memory requirements become difficult and expensive. The difficulty is
- reduced [15] if one assumes a cutoff distance s, such that for s>s. one takes g=0.
The physical justification for the cutoff is the fact that the average distance een
the nearest—neighbor spheres’ centers in the system is cP6] d=(6/nN)"°=bix"- and
one expects then that resistors for which s>s.>>d will provide a negligible
contribution to the conductance of the system. We set s, equal to 6b. For typical
granular metals [1}, r, < b/S and d 2> b, and thus setting sc=6b amounts to
neglecting conductances which are smaller than the typical largest conductance in:
the system by a factor of exp[-5(7-db)]. '
Following the construction of the system we have computed the currents
through all the different conductors, using our conjugate—gradient aigorithm [14,15],
and computed the resultant conductance, G, and the resistivity normalized noise Sgr-
For simplicity we considered the case where the resistance fluctuations are
proportional to the value of the resistors. Correspondingly the resistance noise is
taken here as {11,13] 10 : S

se=6b  500sNs2000
where A is a constant and the summation is | ® 1e=0.05p 3
over all the resistors in the system. This 08 ©° r=02p . .
form has the essentials of the problem, since
it contains the diverging nature of the g

resistor  distribution. view of the ¢
exponential dependence of g [Eq. (2)] it is
not expected that intergrain volume effects
[13,14] will alter signi cantli any of the
conclusions of the present wor

o
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RESULTS _ °

The typical behavior of the computed
sample conductance G, as a function of the 02| ° , .
metallic fractional volume x, is shown in Fig. o
2 for two values of ryb. It is seen that the - ° .
conductance increases monotonically with x, ° *
and that this increase is faster the smaller o0l __,09° ; ,.0® | ,
the value of r,. As is to be ed from 0.0 0.1 0.2 0.3
the model, there is no criti x. below x
which G=0 (as in well defined percolation FIGURE 2. The computed
systems). On the other hand, the qualitative dependence of the conductance G
features of the data in Fig. 2 are similar to of a system of metallic spheres in a
those found experimen in the various unit volume, on the volume fraction
granular metals [3,9,12). = Considering the of metal, for two extreme values of
results of Fig. 1 it is apparent that a log—log r,, the characteristic tunneling
presentation of the data given in Fig. 2, for x distance .
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larger than some x. , may indicate whether
our simple tunnexlfng model resembles a
percolation—like behavior [Eq. (1)) Indeed
the best fit of these data, for the higher x
values, to a power—law behavior yiclds a
"threshold” value of Fx‘:-g;l illnnd . a
correspon exponent. or the illustration
ofthenadtureh‘ofthisﬁtweshowinl-" 3a
log—log presentation of the data of Fig. 2.
’l?ge results show that for the higher x values
the data can be well fitted a power—law
and cannot be distinguished from typical
percolation simulation data. Even the
deviation from a r—law behavior at low
x—X, resembles the typical behavior due to
finit¢ size scaling [4,14] and thus, for the
finite samples used here, this deviation does
not reveal a non-—percolative conduction.
The t values found are, however, strongly r,
dependent.  Qualitatively this is to be
expected for the small values of r b since
for thcse values only nearest neighbors
contribute to the electnical conduction of the
system and thus it resembles conduction in a
percolating system. The increase of t with
decreasing r,, indicates then a transition from
a conductance duc to the many parallel
chains of a few resistors of high values, to a
conductance due to very few (percolation—
like) long chains of many resistors of smaller
values. Indeed, for an experimental system
where nearest neighbor (percolation—like)
tunneling transport takes place between
"metallic’ spheres which do not coalesce
(Mogul-L i PVC), we have found tLlG]
previously that a power law behavior with a
nonuniversal exponent (t>t.) is obtained.
We may conclude then, that in systems
where the tunneling is of short range, the
conductance behaves according to the
continuum theory of percolation [%,13,16]. In
fact, it a?pean that we may define a
phenomenological critical value for o Which
marks the transition between a non-
rcolative (t<ty) behavior to a
nonuniversal) percolative behavior (t>t,).
is value, in the present simulations 1s
found to be r,.=0.1b. To further stress the
relationship between the present problem and
continuum percolation [5,13] we show in ng
4 the conductance distributions, P(g), whi
were found here for various values of r,. It
is clearly seen that these distributions exhibit
a diverging behavior reminiscent of the
conductance __ distribution  functions  [5)
P(g)=(l-a)g™® which yields the
non critical behavior for other
continuum systems [13,14]. This behavior is
known [5] to be manifested by the relation
t=t,+a/(l-a). Hence, when the system
approaches a percolation — like network
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FIGURE 3. The data of Fig. 2
presented on a log(1/G) vs. logf(x—

scale. The apparent critical
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(ro~0) the nonuniversality is due to the singly—connected (nearest—neighbor) largest
resistors, as in "conventional” continuum percolation [5,13,16). In summary, the data
resented in Figs. 2—4 show that, in rincirle, data derived from a system of grains
tween which simple tunneling takes place, can always be presented in a form
which ::ﬁ;stssla(wntinbgt‘x’n; pezcolaﬁoq—lik:aubeh[ti\éi]or: Theas pretsgntation isﬁb!:lth
conce see above) and experimentally justiied in the r b0 it.
We earr!ed out computations for various values of the cut—off distance s, in
the range b =< 5. < 6b and no variations of significance in the present context were
obscrveg [15]. Hence we do not discuss these variations here. )
Turning to the resistivity normalized noise data, we found again (for x>x.), a
power—law behavior of the form:

1 T ™ v T T T
o« _ -« 4 s T
SR = (x — xo) ) \ Tunneling Model

[ W ETS

This is shown in Fig. 5. As expected from H
the conductance data, the values of « -
increase with decreasing r, but they are
found to be confined to a relatively narrow
range around 16 (x =16+0.5). Noting that
the universal « value is x,=1.56, the &
surprising fact is that the deviation x—x (for '
K>Kk,) is much smaller than t—t, for the
same continuum system. This is just the
opposite to the situation in typical continuum
systems [5,13). Following the interpretation
of the conductivity data, this implies that
since the currents through the man 1072
"parallel” high resistance channels are small, L
e noisc power is dominated by the singly
connected bonds through which the entire
current is passing as in a Fenuine percolation -
backbone.  Hence, while the value r,. L
describes the transition to the percolation—
like behavior of the electrical resistance, the 5- Y AN\ )
corresponding value for the resistance noise 0.1 1 10
is probably smaller. The reason for this may (X-Xe)/Xo
be that as r, decreases below r,. the second
moment of the current (i.e. e resistance FIGURE 5. The computed
[5]) through a chanpel made of necarest dependence’ of the  resistivity
neighbors dominates the multiplicity of the normalized noise Sp as a function
non-—nearest neighbors current paths in the of (x-x)x. for x > 01 The
system, but for the fourth moment (i.e. the values of x (and x.) are marked in
:}:ctrical noise [5,13]) this may not yet be the figure.
¢ case.

sc=6b 500sN<2000
e r°-0.05b
° r,=0.2b
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k=2.1
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DISCUSSION

The first conclusion from our simulation results is that the critical behavior of
a ?stem of grains, between which tunneling transport takes place, i.e. the value of
t, depends on r/b. Relating our results to granular metals we note that the values
of b vary significantly from one granular material to another {1}. We should expect
then that since the universal-like behavior (t=t.) will appear only for the specific
value of ryJb, different materials should exhibit Qifferent t values. The fact that in
granular metals one seems to get a universal behavior (Fig. 1 and Ref. 3) indicates
that a different mechanism is responsible for this behavior, namely percolation. We
thus reconfirm the original suggestion of Ref. 3 that in the x>x; range, metallic
network percolation appears to be a better description of the system than intergrain
tunneling, which can not account for the observed universal behavior.

Let us now compare our results with those of Mantese et al. [9,10]. They
concluded that even for x>>x. the resistance—noise is associated with the




intergrain tunneling rather than with the continuous metallic network.  This
conclusion is based on the asumptions that the relative resistance noise associated
with intergrain tunneling is independent of x and is much larger than the
corresponding noisc associated with the metallic network. In contrast, our results
show that the intergrain relative noise is strongly x dependent. In addition, while
the metallic grains contribute maybe a low relative noise, the metallic network
may yield a high relative noise, due to the metallic necks between the grains. This
noise, in principle, may be even larger than that associated with intergrain
tunneling. Another discrepancy is the value of the resistivity—normalized—noise
exponent k. The results of our model show (see Fig. 5) that intergrain tunneling is
reasonably well approximated by the known [13,14] universal percolation behavior
xt<1. In contrast, the experimental findings of Mantese et al. [9,10] show a very
strong nonuniversal behavior manifested by x/t=2.39 for Pt—Al,O; and xt=4.22 for
Mo-Al,0;. Thus we must conclude that these experimental results may be better
explained 3by conduction in a metallic network than by intergrain conduction.
Further support for this argument can be found in their experimental observation of
the change in the temperature dependence of the relative resistance noisc at the

same x. as the transition in the temperature dependence of the electrical resistivity
to metallic—like.

The question now arises what kind of a metallic network can cause the
observed universal value [3] for t and nonuniversal value [10] for x. So far the only
system known to obey these two conditions simultaneously is the inverted random
void model [13,14] {where overlap of permeable conducting sghcres takes place) for
which in three dimensions }14] t=t, and x=x,+3 ie. xt=230. Noting in particular
the agreement with one of the experimental values [10] it :Kpcars that upon the
coalescence of the metallic particles, for x just above xﬁ , the "necks” which are
formed resemble overlaps of two permeable spheres. ence we believe that for
x>x. both the conductance and the corr ding noise are associated with the
inverted—void—like metallic network. It 1s only for x<x. that the electrical
behavior of granular metals is determined by intergrain tunneling.
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The photocarrier grating (PCG) technique is used for the first time in the high electric field
regime. The results are shown to confirm previously unproven theoretical predictions

for this regime. It is demonstrated that, by application of the PCG technique in the high-field
regime, accurate values for the ratio of the two carriers mobility-lifetime products can be
deduced. This is in ccntrast with the fact that their sum cannot be derived accurately from the
measurement of photoconductivity because one cannot determine accurately the carrier
generation rate. Combining the ratio, determined by the high field PCG, with the low-field data
yields accurate values for the mobility-lifetime products of both carriers.

l. INTRODUCTION

The two most informative parameters which charac-
terize the photoelectronic properties of a semiconductor
are the mobility.lifetime, u7, product of the two charge
carriers."? These parameters contain the information re-
garding the transport mechanism (u) and the recombina-
tion kinetic mechanism (7). Traditionally ur products
have been determined under transient conditions’ or under
steady-state conditions.* It is well known that the two
types of measurements yield different results,¢ but in de-
vices it is usually the steady-state ur value which deter-
mines their performance."? For both basic physics’ and
device physics® it is important in many cases to determine
these values accurately. This paper proposes and demon-
strates a new technique for accurate determination of the
u7's of both carriers.

While by now it is quite established that in low mobil-
ity materials the photocarrier grating technique (PCG)
yields accurate values for the minority carrier (the carrier
with the lower drift mobility'®) steady-state ur product,’
there is no accurate technique to derive the same product
for the majority carriers. Thus, the latter quantity has been
derived thus far from the measurement of the photocon-
ductivity 0. Assuming that the electron is the majority
carrier, the relation between the above quantities is ex-
pressed by the equation'®

o=q(u;7 5 +mr})G (n

and the inequality p,v ¥ > p,r X. Here g is the (positive)
electronic charge, G is the carriers generation rate,
u.(p,) is the band mobility of the electron (hole), and
7 7(7}) is the recombination time for the electron (hole).
The experimental difficulty with the applicstion of Eq. (1)
is that o and in particular G cannot be determined accu-
rately. The difficulties are associated with inaccurate deter-
mination of the sample geometry, the quantum efficiency of
the carrier generation, the absorbed light fraction (even
after correcting for reflectivity and scattering), and the
inhomogeneity of the impinging light beam. Usually, when
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one derives'a ur value from photoconductivity [by using
Eq. (1) or similar expressions'-*], one can only say that
this value is within a factor of two of the “correct” value.
This problem may become severe if one wants to determine
B8 when ur X = pur2 In this case, one determines
HaT : from another measurement (e.g., the low field
PCG'') and with the inaccurate sum [Eq. (1)) one may
obtain a “negative” value for u,r X. Another example for
the need to overcome the inaccuracies is in the problem of
the ratio between the steady state ur value and the tran-
sient u7 value.'® It may be that this ratio is twice as large
or twice as small as that reported in the literature.*¢

Following these considerations it appears that there is
a need for a technique in which the uncertainties in the
measurement will be removed. One of the major advan-
tages of the photocarrier grating (PCG) technique''™"? is
that, one measures photoconductivity ratios, rather than
absolute values of the photoconductivity, under the same
G. This technique has been used, however, thus far in the
zero-field limit,>'" where it yields essentially the minority
carriers u, and in the low-field (or *“relaxation™) regime,
where it yields an ill-defined ur product.''® It can be
shown'® that the latter is a result of the fact that in the
low-field regime the measured quantity (B, see below) is a
complicated combination of the two carriers ur products
and other parameters and thus it cannot provide unique,
single carrier, ur values. In this paper we examine the
previously unstudied high-field regime and show that in
this regime one can derive a unique value for
mt }/(per ¥). A combination of this result with the
paT 5 result derived from the zero field POG measurement
then yields an accurate value for u,r X

Il. THEORETICAL BACKGROUND

Tuming to the utilization of the PCG method for the
present problem, we follow the concepts of the zero-field
PCG theory'? while introducing the specific variations and
definitions associated with the high-field regime. A more
detailed account of the analysis and the physical picture of
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the photocarrier Ptmg under these conditions will be
given elsewhere.!® In the PCG configuration, two light
beams which can interfere generate carriers in a photocon-
ductor.!' When they are made to interfere, a sinusoidal
carrier generation along the direction between two copla-
nar electrodes (hereafter the x direction) takes place.
When they are made not to interfere, a uniform illumina-

tion results. The ratio between the additional photocon-

ductivities which result due to the application of one of the
beams (the low-intensity beam), in the above two situa-
tions is the quantity which is being determined'' experi-
mentally, 8. The photocarrier generation function is given
then by G = Gy + AG(x), where: AG(x) = A, cos(kx).
The gencrated electron concentration distribution which
results is n(x) = ng 4+ An(x), where An(x)
= A,cos(kx + v), and the corresponding hole concentra-
tion distribution is p(x) = py + Ap(x), where Ap(x)
= A, cos(kx + ¢). Here Gy(ny,p,) is the carrier genera-
tion (electron concentration, hole concentration) when no
grating is formed, k = 27/A where A is the grating period,
and v (¢) is the phase shift of the electron (hole) concen-
tration grating'’ with respect to the carrier generation grat-
ing (¢ = v =0 with no field). 4, is the amplitude of the
generation grating and 4,(A4,) is the excess electron (hole)
concentration amplitude in the presence of the grating. The
theory developed thus far'>'®!" js applicable only if the

linearization of the continuity equation applies, i.e., if

A, € Gp, and if the material is assumed “intrinsic” in the
sense that n, and p, are much larger than the carrier con-
centrations in the dark. The task of the theory is then to
present A,, A,, ¢, and v in terms of the ur products while
the task of the experimental procedure is to correlate the
former parameters with the quantity measured by the PCG
technique, B. For the presentation of the experimental re-
sults one uses the normalized grating amplitude'*'” 7.4
which can be expressed as'®

Vor=[ (1A, cos v + p4d, cos ¢)?
+ (B A, sin v + ppd, sin 8)2]/[A,0/Gy)  (2)

and is related to 8 by'''%!?

Yia=(1 - B)/(2vYd), (3)

where ¥, is an experimental quality factor (of the order of
unity'') and y is the light intensity exponent of the pho-
toconductivity.'®

Under the small signal grating conditions the linear-
ization of the transport-continuity equations is possible and
for the electrons the corresponding equation takes the
formlz.”

&An
~ (ugny/€)(bp/6, — An/6,) — D, (‘5;[)

dAn
—p kLo (E_) + (An/t, + Ap/t,) =A, cos(kx). (4)
The equation for the holes takes a similar form. The
first term in Eq. (4) is the space charge term, € is the

dielectric constant, and the @’s are the free to total electron
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(or hole) ratios.'® The second term is the diffusion term
and, we assume throughout that D, = (kzT/¢)u,, where
kT is the thermal energy. The third term is the drift term
where E; is the applied dc field, and the last term on the
left-hand side of Eq. (4) is the small signal recombination
term'” (characterized by the small signal rwombmanon
times z,, and 7). For all practical purposes'® ¢, = r % and
= rk »- Equation (4) and its coupled hole equation can be

lv.:d analytlcally by subsntutmg the above suggsted so-
lutions in these equations,'® but the expressions for 4,
A,, ¢, and v are so cumbersome that they are of no prac-
tical use for deriving unique u7’s from the experimental 8.
The alternative approach'® is to perform the experiments
under conditions which correspond to a simplified mathe-
matical version of Eq. (4) and its hole counterpart, such
that a desirable unigue and simple relation between the
above mentioned quantities will result. Such a simplifica-
tion occurs if the space-charge term is made negligible
compared with the diffusion term and the diffusion term is
made small but .non-negligible compared to th- driit
term.'® If we assume that Eq. (4) has the sinusoidal solu-
tions suggested above, the condition mentioned can be
written [see Eq. (4)] as

(gno/€0,) [(2,8,/148,) — 11<KPkgT/q<kEy  (5)

Under condition (5), the algebraic equation obtained
by using the suggested solutions of Eq. (4) (and its hole
counterpart) can be easily shown to yield reasonably sim-
ple relation between 7.4 and the ur products.'® In partic-
ular, assuming that: ut, — palp, > kEguuptal, (i.c., fields
higher than kkzT/g = 1600 V/cm but not oo high, see
below) the solution for y.¢ [see Eq. (2)] becomes'®

Yew=(2kkgT/qEo) (dtstaty/ [ (1 2,)? — (ust))?1}.  (6)

If we further assume that 1, > 3u,t,, this equation can be
further reduced to

Yen=(2kkT/q) a7 £/ (er F)1(1/Ey). (7)

Since. in the experiment, 2kk 3T /q is known, a presentation
of the measurable quantity y.qs [see 12q. (3)} as a function
of 1/E, is expected to yield the steady-state carriers ur's
ratio. On the other hand, the known result (in the E;
— 0 limit) for the ambipolar diffusion length L is that'"'?

Yer=(1 + KLY "', ' (8)
where
L= (2kgT/q)usr }. (9)

As pointed out above, the principle of the method is to
substitute the experimental results for y.4 in Egs. (7)-(9)
in order to derive the two .t products without resorting to
the inaccurate estimates of o and G.

Before turning the experimental results let us consider
the consequenm of condition (5). For the typical grating
of A = 10~ * cm this condition implies that E, > 1600
V/cm, and for a-Si:H if (u6,)/(u46,) = 10, one must not
exceed'® a light intensity of 1.5 mW/cm? (for higher drift
mobility ratios lower intensities should be used). For the
demonstration of the proposed method under convenient
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FIG. 1. The measured dependence of the excess carriers normalized-
grating-amplitude vs the applied clectric field, under three different back-
ground He-Ne illuminations. The ambipolar diffusion lengths are deter-
mined from the zero field limit.

experimental conditions, this constraint led us to choose an
a-Si:H material for which (u,8,)/(u,6,) < 10 as well as
the lowest light intensity which enabled a convenient mea-
surement (0.7 mW/cm?). A rough preliminary estimate of
this ratio was determined from the corresponding photo-
conductivity and the diffusion length measurements by ap-
plying the method of Ritter ez al.'’ We note in passing that
the material used in the following experiment had a pho-
toconductivity of 1.7 X 10~° (Qcm)~' at 100
mW/cm? and that for this light intensity 12,8,/140, is
larger than the corresponding value for the weak light in-
tensity which we have used for the verification of the linear
dependence of y.g on 1/E,. This is, of course, a resuit of the
*“faster” displacrment of the quasi-Fermi level for elec-
trons, in comparison with that of the holes, with increasing
illumination intensity in a-Si:H.'*'® We emphasize that in
contrast to the common E, — 0 case,'>!'* we are interested
here in nonambipolar conditions for the excess carriers.

lil. EXPERIMENTAL RESULTS

The experimental details of the present work were
much the same as those described in detail previously.'""?
The measured dependence of y.q on the applied electric
field E; is shown in Fig. 1. The conspicuous qualitative
feature of the data is the inflection point in the Y4 vs Eg
dependence, and in particular its shift towards the lower
values of E, with decreasing illumination intensity. This
result is consistent with the predictions from computer'’
and analytic'® solutions of the continuity equations [see Eq.
(4)), and with the expected transition from ambipolar to
nonambipolar transport in the grating [Eq. (5)] with de-
creasing dielectric response time and increasing field. The
transition (which is signaled by the inflection point) is
necessary for the applicability of Eq. (6). As discussed
above, and as can be gathered from the data, this condition
is well fulfilled for illumination levels below 2.5 mW. Also
given in the figure are the ambipolar diffusion lengths de-
rived by using the 7, values at E, — O and relation (8)
(with A = 9 X 10~* cm). These values have been con-
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FIG. 2. The results of Fig. 1 for the He-Ne illumination of 0.7
mW/cm?, plotted as a function of the inverse applied electric field. The
slope of the plot and the zero field result yield the ur products for the two
carriers.

firmed independently by a more detailed PCG measure-
ment.'> We should point out that the measurement for
Yeg < 0.15 requires an extremely high sensitivity of the
technique which is beyond our capability at present.

Following the observation of nonambipolar transport
at 2500 V/cm (the inflection point, for F, = 0.7 mW/cm,
see Fig. 1) we expect, for higher fields, the linear y.q4 vs
1/E, dependence predicted by our “diffusion/drift pertur-
bation” approach'® [Eq. (7)]. Indeed, this expectation is
fulfilled by the y.4 vs 1/E, plot, shown in Fig. 2. Compar-
ing the slope in the linear regime with Eq. (7) we get a
value of 0.24 for the minority to majority ur ratio. Com-
bining this with the p,7 5 result [derived as explained
above from Eqgs. (8) and (9)], we find that the sum of the
two pr'sis 2 X 1078 cm¥/V.

V. DISCUSSION

In order to check the qualitative validity of the above
novel theoretical and experimental approaches, we have
compared the above sum of the ur’s with the one derived
from photoconductivity, although, as is apparent from the
above discussion, these may differ by a factor as large as 2.
Our best experimental estimate of o under the 0.7-mW/
cm? illumination (electrode separation 0.4 mm, beam di-
ameter 3 mm, and sample thickness 1 um) was 1.3 10~’
(f2cm) ~'. The corresponding He-Ne laser photon flux
was 2.1 X 10'* photons/cm?s. Assuming the commonly
accepted?® 30% reflection, and an absorption coefficient of
2 X 10° cm ~ ! we estimated a carrier bulk generation rate
of 2.8 X 10" carrier-pairs/cm’ s. Using these values in Eg.
(1), we find that u,r X + purf= 29 x 10~% cm’/V.
Considering the more reliable procedures for the determi-
nation of this sum from the measured photocurrent,'*?!
we found somewhat different estimates. All the estimates
can be summarized, however, by (3 = 1) X 10~ % cm?/V,

_ (which agrees with the uncertainty range suggested in the

above given discussion). The important point, of course, is
the good agreement of this value with the value derived
from the data of Fig. 2. This agreement proves the validity
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of our suggested new method for the derivation of the u7’s.
For the reasons given above, the difference between the two
results is attributed to the uncertainties associated with the
extraction of the u7 from photoconductivity, rather than to
possible shortcomings of the present method.

In conclusion, we have presented the first study of the
PCG in the high electric field regime and have shown
quantitative agreement between experimental results and
the simplest analytical predictions for this regime. The
agreement with the corresponding photoconductivity data
shows that the suggested technique can be useful for the
determination of accurate values for the two carriers ur
products.

ACKNOWLEDGMENTS

This work was supported in part by the U.S.-Israel
Binational Science Foundation and in part.by the U.S.
Army Research Office, Grant No. DAAL 03-89-G-0114.
The authors are indebted to A. E. Delahoy for providing
the samples used in the present work, and to H. Branz for
critical reading of the manuscript.

'R. A. Smith, Semiconductors (Cambridge University Press, London,
1978).

1§, M. Sze, Physics of Semiconductor Devices (Wiley, New York, 1981).

JA. Many and G. Rakavy, Phys. Rev. 126, 1380 (1962).

“H. S. Sommers, Jr., in Methods in Experimental Physics, edited by K.
Lark Horovitz and V, A. Johnson (Acsdemic, New York, 1959), Vol

J. App!. Phys., Vol. 70, No. 4, 15 August 1991

6 Pt B, p. 357

SK. D. Mackenzie and W. Paul, MRS Conf. Proc. 95 (North-Holland,
Amsterdam, 1987), p. 281.

M. A. Parker and E. A. Schiff, Phys. Rev. B 37, 10426 (1988); R. S.
Crandall and 1. Balberg, Appl. Phys. Lett. 58, 508 (1991).

See, e.g., ). Kocka, E. Sipek, O. Stika, H. Curtins, and F. Juska, J.
Non-Cryst. Solids 114,336 (1989).

3See, e.g., R. S. Crandall, ). Appl. Phys. 34, 7176 (1983).

- °L. Yang, A. Catalano, R. R. Arya, and L. Balberg, Appl. Phys. Lett. 87,

908 (1990).

YR S. Crandall, in Semiconductors and Semimetals, edited by J. 1. Pank-
ove (Academic, New York, 1984), Vol. 2], Part B, Chap. §; R. S.
Crandall and 1. Balberg, Appl. Phys. Lett. 58, 508 (1991).

"D Ritter, E. Zeldov and K. Weiser, Appl. Phys. Lett. 49, 291 (1986).

121, Balberg, J. Appl. Phys. 67, 6329 (1990).

D, Ritter, E. Zeldov, and K. Weiser, J. Non-Cryst. Solids 97-98, 619
(1987). ’

“#D. Ritter and K. Weiser, Phys. Rev. B 34, 9031 (1986).

153, Z. Liu, A. Maruyama, S. Wagner, and A. Delahoy, J. Non-Cryst.
Solids 114, 363 (1989).

141, Balberg, Phys. Rev. B 15 (in press).

D. Ritter, E. Zeldov, and K. Weiser, Phys. Rev. B 38, 8296 (1988). In
this paper the high-field regime has been considered but only numerical
solutions were given. Hence, 8 unique derivation of ur products by
comparison of experimental results with that work is impossible.

8 A. Rose, Concepts in Photoconductivity and Allied Problems (Wiley,
New York, 1963).

19]. Balberg, A. E. Delahoy, and H. A. Weakliem, Appl. Phys. Lett. 53,
992 (1988).

0G. D. Cody, in Semiconductors and Semimetals, edited by J. 1. Pankove
(Academic, New York, 1986), Vol. 21, Pt. B, p. 11, and references
therein.

21w, B. Jackson, R. J. Nemanich, and N. M. Amer, Phys. Rev. B 27,
4871 (1983).

|. Balberg and S. Z. Weisz 2207




Identification of nonambipolar transport in the application of a photocarrier
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“Thus far the many reports concerning the utilization of the photocarrier grating (PCG)
method have assumed that ambipolar transport takes place in such a PCG when it is imposed
on hydrogenated smorphous silicon (¢-Si:H). This assumption, which is decisive in the
interpretation of the experimental results in terms of the ambipolar diffusion length, has not
been tested thus far. In this letter a corresponding testing criterion is proposed, and' it
is demonstrated that whenever ambipolarity is lost, the PCG-derived diffusion lengths may be
wrong. The finding that ambipolarity is maintained in device quality a-Si:H is shown to
confirm the theoretical suggestion that, whenever observed, the ambipolarity in a-Si:H is due

to shallow trapping effects.

By now the photocarrier grating (PCG) technique for
the estimation of the minority-carrier mobility lifetime
(pu7) product in amorphous semiconductors has become
the most accepted and widely used method for this
purpose.'”” The very fundamental assumption associated
with the interpretation of the corresponding experimental
results is that ambipolarity (or local charge neutrality) is

maintained in the PCG. Under these conditions the phys. .

ical quantity derived is the important photoelectronic pa-
rameter which is known as the ambipolar diffusion length
L. This crucial assumption has not been confirmed thus
far. In fact, it is quite surprising that in spite of the many
reports'™’ in which the results were interpreted in terms of
L no one has reported nonambipolar transport. In view of
the importance of the knowledge of the minority-carrier ur
( < L?) product for the physics® and application® of hydro-
genated amorphous silicon (a-Si:H) and in view of the
present abundance of the PCG method, a critical exami-
nation of this assumption appears necessary.

The PCG technique is based on a comparison of the ac
(due to light chopping) photocurrent through a photocon-
ductor under two conditions: when it is subjected to spa-
tially modulated illumination and when under the same
illumination intensity there is no such modulation. The
relation between the corresponding ratio of the two ac pho-
tocurrents, S, and the microscopic transport and kinetic
parameters of the material, which are summarized (see
below) by the parameter 7., is given by'?

Ya=[(1 =872y )" (1

Here v, is an experimental quality factor which is of the
order of unity' and y is the well-known light-intensity
exponent of the samples’ dc photoconductivity o, (i.e.,
o « GJ, where G, is the carrier’s generation rate under the
relatively large uniform dc dbackground illumination).
The purpose of this letter is to suggest a test by which
one can qualitively identify the existence or nonexistence of
ambipolar transport in the PCG and to demonstrate exper-
imentally that one can find ambipolar as well as nonambi-
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polar transport in a-Si:H materials. This test is possible
now due to the development of an analytic theory of the
PCG.’

Since the concept of ambipolarity is somewhat differ-
ent in the present context than in the classical theory of
semiconductors'® we redefine it here as the set of condi-
tions under which local charge neutrality prevails (see be-
low). Under these conditions the PCG measurement can
be readily shown'’ to yield the relation

Y= (14 KLY ", (2)

where k = 2m/A, A is the grating period, and L is defined
by :

L2=(2k3T/9) (1 8ut48,)/ (Bn + 148, o= 2Dty (3)

Here kpT is the thermal energy, ¢ is the (positive) elec-
tronic charge, u.(u,) is the electrons’ (holes’) band mo-
bility, 6,(6,) is the ratio between the free-electron (hole)
concentration ng(po), and the total (free and trapped) con-
centration of electrons (holes), N + ny (P + pg), and fy is
the “common” two-carrier recombination time.>'*!> Un.
der the PCG configuration, in the zero applied field limit,
the excess free-clectron (hole) concentration that forms
under the generation grating is described by An
= A,cos(kx) [Ap = A, cos(kx)], where 4,(A,) is the ex-
cess electron (hole) concentration amplitude. Hence it is
obvious that local charge neutrality will be maintained if
Ap/6, = An/6,. Physically this condition means that all
(frec and trapped) generated electrons are not spatially
separated from all generated holes. Since the carriers dif-
fuse from regions of excess illumination and the dielectic
response time 74 ( = €/0, where ¢ is the dielectric con-
stant) is finite, some separation will always exist. In the
PCG configuration, where the only imposed length scale is
the grating period A, one can say that “local” charge neu-
trality prevails if the two-carrier separation in the PCG is
much smaller that A. This happens when A is much larger
than the dielectric diffusion lengths of the two carriers. The
latter lengths are the distances traveled by the two carriers
due to diffusion within the time 7, This distance for all the
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(free and trapped) electrons is (D,8,7,)'2, and for all the
holes it is (Dy8,7,)'/. Here D,(D,) is the diffusion coef-
ficient of free electrons (holes). Hence the requirements
for ambipolarity in the PCG are A » (D 8,7,)' =L, and
A> (D,7) *mLy,

This conclusion, from the above simple physical pic-
ture, has also been derived rigorously.” The exact solutions
found (which are given explicitly in Ref. 9) yield the de-
pendencies of 4, and 4, on k* and f where

f=AJ/A,=l0y/(€8,) + k'D,)/[oo/(€8,) + k’D,}, (4)

and where 0p = g(u 1y + paPp). Considering the definition
(4) it is apparent that f is a quantity that measures the
degree of ambipolarity. Indeed, when the above ambipo-
larity requirements for Ly and L, are fuifilled, f is re-
duced to 6,/6, and the ambipolarity condition A4,
= (0,/6,)A, is fulfilled. Correspondingly A, is given by’

Ay=G\6,/[1/1g + 2K*Dy). (5)

_ With application of Eqgs. (3) and (5) and the definition'*

of v.x as the ratio of the excess pliotoconductivities in the
presence and absence of the grating, i.c., as™'*

Yea=9(pA. + 1sds)/ G100/ Go),

one can immediately see that under the ambipolar condi-
tions 7,¢ is reduced to the well-known'* relation given by
. (2). '

= If the conditions for L, and L., are not fulfilled si-
multaneously we have to introduce f from Eq. (4) into the
expressions for A, and 4, and then use the definition of
Yen- For example, in the extreme nonambipolar limit, i.c.,
when f = D,/D,, v has the form

Year=(1+ Bi?)/(Ck* + Di? + E), (6)

where B, C, D, E are quantities determined (through cum-
bersome expressions) by the various material parameters
that characterize’ 4, and 4,. In the intermediate case, i.c.,
when the condition for L, is reversed but the condition for
Lyy is fulfilied [so that / = (K*D6,74) ~'] Yeq takes the
form

Yea=Kk/(ak* + bk2 + ¢) + 1/(a'k? + b"), )

where again g, b, ¢, a’, b’ are determined v the various
material parameters. The latter case describes, for example,
an n-type material for which Ly, > A > L,; The condi-
tion L, > L, definitely holds in undoped and phosphor-
ous-doped 0-Si:H where (assuming the Einstein relation'®)
one would expect that D8, > Dy, (since'® p.8,
> 10u,6,). Hence in discussing n-type o-Si:H we do not
have to use the most general expression for the parameter
J [Eq. (4)] and we may consider the three simpler cases
that yield the 7.4 results given by Eqgs. (2), (6), and (7).
The important point to realize is that unlike the ambipolar
case given by Eq. (2), the cases described by Eqgs. (6) and
(7) yield a maximum in the y,¢ vs k* dependence. Hence a
presence of such a maximum in the experimental data is a
clear signature of nonambipolar transport. A more detailed
discussion of the various coefficients in Eqgs. (6) and (7)
will be given elsewhere.
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FI1G. 1. The messured dependence of the normalized grating amplitude
on the squared wave-vector of the photocarrier grating, as obtained on
undoped device quality ¢-Si:H.

Let us estimate now the magnitude of the parameter f
[Eq. (4)] and the corresponding expected y.q vs &% depen-
dence. In trying to quantify / one notes that we do not
know the values of D, and D, in a-Si:H and even for u, and
ity we have only rough estimates. However the order of
magnitude of these quantities is quite well established'® as
ge = 10cm®/V s and u, =~ 1 cm*/V s. Assuming the Ein-
stein relations one can then estimate that D,
= (kpT/q)ps. = 0.25 cm*/s and that D, = 0.025 cm%/s.
Consideration of Fermi-Dirac statistics'® and our knowl-
edge of the band-tail widths'® are not expected to increase
these values by more than a factor of 3. The photoconduc-
tivity is well known for device quality® a-Si:H; for & gen-
eration rate of 10?' cm =2 s~ ! (1-sun intensities) it is of
the order of go=10"* (Qcm)~'. Since for a-Si:H,
€=10"""Fm " and since in the typical grating geome-
try A=1 um, we find that under the above conditions f of
Eq. (4) is of the order of

£=(10%6, + 10%)/(10%/6, + 10°). (8)

For obtaining the ambipolar limit, i.c., in order that the
s (K*) dependence given by Eq. (2) will be maintaining,
we must have , < 1and 6, < 10~ . These two conditions
are definitely fulfilled considering the above values of u,
and u, and the corresponding values of the drift
mobilities.'*

Turning to the experimental results derived from the
measurements on the PCG we note that these results are
usually presented by B(A) plots.' Here, however, in order
to make a comparison with the predictions (2), (6), and
(7), we use the dependence of y4 [the values of which are
determined from the measured 8 and relation (1)] on k%
In Fig. 1 we show the predicted [Eq. (2)] and the experi-
mentally observed y.4 vs k* dependence for device quality,
und(;?ed a-Si:H. In the present case we found' that
yor'/? = 0.91 which is consistent with the independent de-
termination of ¥ ( = 0.85). The excellent agreement be-
tween these results and the predicted behavior of Eq. (2),
as well as the above-mentioned expectation from Eq. (8),
seem to confirm our suggestion® that the small values of
6, and 6, are the reason for the ambipolar behavior in the
PCG imposed on undoped a-Si:H. This proof is, however,
incomplete since it could be that the experimentally ob-
served Eq. (2)-like behavior is “universal” and has noth-
ing to do with our / parameter. In particular, this possi-
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bility cannot be ignored since no other experimental y ¢ vs
k? dependence has been reported in the literature'™” thus
far. In order to provide a decisive proof for the applicabil-
ity of the theory,” and the meaning of f as outlined above,
one has to show that being guided by our expression for f
[Eq. (4)] it is possible to obtain experimentally nonambi-
polar behaviors such as those given by Eqs. (6) and (7). In
other words, one has to show that by upsetting the fulfill-
ment of the conditions for L4 or for L,; one can obtain a
deviation from the ambipolar behavior given by Eq. (2).

We have chosen to demonstrate a nonambipolar be-
havior by using a doped material. Our approach is based
on the finding'® that with a few ppm »f phosphorous dop-
ing the duift mobility of the electrons increases while the
drift mobility of the holes does not, i.e., 8, increases while
6, does not. On the other hand, it is known that such
doping causes an increase in the photoconductivity. In or-
der to offset this increase we have used thinner films (4200
A instead of 2 um) than those used for the undoped a-Si:H
films.'” Hence, for the doped films, the first term in the
numerator and the second term in the denominator of Eqs.
(4) and (8) become dominant. Correspondingly we expect
a nonambipolar y.¢ vs k2 dependence [as given by Eq. (7)],
i.c., an apparent peak in the corresponding plot. The re-
sults shown in Fig. 2 confirm this expectation. In turn, this
observation proves the results of our general theory,’ the
meaning of the “ambipolarity” coefficient f, and our con-
jecture regarding the importance of 6, and 6,

Another extreme nonambipolar case may be expected
in very thin films of a-Si:H where the high defect density'®
(or the strong effect of the surface recombination velocity)
is expected'® to yield low values for o, and L. Correspond-
ingly we have chosen an undoped 250-A film in which ur
is three orders of magnitude smaller than in our 2-um
undoped film. For this case one would expect, on the basis
of the above large difference in the majority-carrier ur's,
the behavior characterized by Eq. (6). Carrying out the
Yes Vs k* measurement on these films has confirmed the
expectation for a nonambipolar transport. This can be seen
by the predicted presence of a corresponding peak in Fig.
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FIG. 2. The measured dependence of the normalized grating amplitude
on the squared-wave vector of the photocarrier grating as obtained for a
doped sample (PH/SiH, = 3% 10~ *) and a very thin undoped sample of
4-Si:H. Note that ry, is a constant (of order 1) and thus the qualitative
contrast between the results shown in this figure and those shown in Fig.
1 is apparent.
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2. Hence the guidance provided by our ambipolarity
coefficient’ f is shown again to have a predictive power for
the ambipolarity test. ,

In conclusion, we have shown theoretically and exper-
imentally that a nonmonotonic decrease of the normalized
grating amplitude with the squared grating-wave vector is
a signature of a nonambipolar transport in the PCG. Our
procedure provides, then, an immediate qualitative test for
the interpretation of the results in terms of the ambipolar
diffusion length. A quantitative application of the ambipo-
larity factor f further confirms that the claim made in the
many reports, in which the value of L was derived from
PCG measurements on undoped a-Si:H, is justified, and
that the reason for this is the high trapping rate in this
material.
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mests, sigaificast errors cas be incarred in the measured Aunger line intensitioa. To overcome this difficuiry, a
universai reistion bas been derived theoretically whereby the experimestally measured line isteasities can easily be
corrected 00 as to yield good estimates for the true intensities, ie. those that would have been measured were the
resolution infinitely geed. The validity of our correction procedure was recestly demosstrated for the high-emergy
KLL asd low-esergy LMM lines of Si, Al and Mg as well s for the high-energy LMM and low-esergy MNN

INTRODUCTION

When the resolution width used in measurements of
Auger clectron spectroscopy (AES) becomes compara-
ble to or larger than the intrinsic Auger linewidth, the
signal intensity is no longer a linear function of
resolution.’:? As a result, atomic concentrations derived
from line intensity messurements usually depend on the

] resolution used, s situation that is detrimental for quan-

tification. Since the resolution width is usually pro-
portional to the Auger emergy, this effect is more
pronounced in measurements of high-energy Auger
lines. Contrary to the common belief (see e.g. Refl. 3)
that the width of the Auger lines is of the order of 3—4
eV, the widths of the high-energy lines of many elements
] are below 1 eV,* a fact that enhances the dependence of
the measured concentrations on the resolution used.

In order to overcome these difficuities, we have
derived®:? a universal relation whereby the experimen-
tally measured peak-to-peak amplitudes of the differen-
tiated Auger signal, referred to as the ‘derivative

¢ amplitude’, can easily be co 30 as to represent
rected uite accurately in most cases the true value of the
derivative amplitude. All that is required is to multiply
the as-measured amplitude for the line of each element
‘El’ by I + (W/(EIYW(E]>. Here W{ED is the intrinsic
width of the line and W/(El) is the resolution width at
the line's energy®2 (see below). Thus the corrected sensi-
tivity S, relative to a standard line ‘St’ (such as silver)
D is related to the corresponding as-measured sensitivity
Sees DY
Seorr ™ FSpene n
where the correction factor F is given by

Falt [W(EIYW(ED]?
1 4+ [W/St/wsy)?

@

® Author (0 whom correspondence should be addregsed.
———————_° Author lo whom correspondence should be addrmeed.

lines of Cu. In this paper we extend these studies to the high-esergy LMM Lioes of Za, Ge, Fe, Co asd Ni. We

® present bere the istriasic insshapes of these Lines as well as the Auger sessitivities relative 1o silver, measured with
different resolutions. The correction procedure applied to the data yields the trwe semitivities to 2 good approx- -
imation sad is therefore impertant for quantification and for theoretical calculations of Auger yields.

Strictly speaking, our analysis is valid for Gaussian line-
shapes, but it is usually quite adequate, with somewhat
reduced accuracy, for more compiex lineshapes as well.

In this paper we display the intrinsic lineshapes of the
high-energy LMM lines of Zn, Ge, Fe, Co and Ni as
obtained from extremely high-resoiution measurements.
In addition, we present the atomic sensitivities at differ-
ent resolutions. The combined data lead to the cor-
rected, true sensitivities of these elements.

EXPERIMENTAL

The samples studied, together with the silver standard,
were mounted simultaneously in the vacuum chamber
of a Physical Electronics model 560 Auger microprobe.
Their surfaces were cleaned by argon ion bombardment.
Two modes of operation were used in'the AES measure-
ments, the ‘ESCA (electron spectroscopy for chemical
analysis) mode’ and the ‘Auger mode’. In both modes an
electron beam was used to excite the Auger transitions.
In the ESCA mode a retarding field is applied to the
Auger electrons so that they enter the analyser at a low
(constant) energy. The resolution sttained in this mode
was extremely high, amply sufficient to measure accu-
rately the natural shapes and intrinsic widths of all
lines. The intrinsic width W, of each line is given at this
high resolution by the energy separation between the
positive and negative peaks of the Auger derivative.
Unfortunately, our ESCA mode is unsuitable for
quantitative intensity measurements because of losses in
beam intensity introduced by the retarding field. Such
losses bave a complicated on energy, so
that a quantitative comparison of derivative amplitudes
for different Auger lines is unfeasible. The derivative
amplitudes were therefore measured in the usual Auger
mode, i.e. without the application of the retarding field.
In addition, this is the mode commonly used in quanti-
tative apalyses and is hence of more interest. The
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Figure 1. Derivative spectra of the Zn LMM line in the ESCA
mode (bottom curve) and in the Auger mode at three different
resoiutions (three upper curves).
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resolution was varied by adjusting the analyser aper-
tures. In this manner three resolutions were obtained,
around 0.3%, 0.6% and 1.3% of the Auger energy E.
Care was taken at each setting to perform the measure-
ments on the different samples under identical experi-
mental conditions. The measurements were carried out
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with a primary beam enérgy of 5 keV. The derivafive
spectra were obtained by nine-point computer differen-
tiation of the measured N(E)-spectra.® The measure-
ment steps were sufficiently fine (either 0.05 or 0.1 eV)
that the ‘differentiation potential’® was aiways less than
0.7 of the measured widths of all the Auger lines
studied. Hence this procedure yielded accurate values
for the derivative spectra® in as far as the differentiation
procedure is concerned.

The resolution width W, was determined? by differen-
tiating the signal originating from the elastically scat-
tered electrons at a sufficiently high primary beam
energy (~2 keV) and measuring the separation between
the positive and negative peaks. In some measurements
W, was determined by measuring the actual width of an
Auger line of narrow and known intrinsic width. The
measured width W, is related to W, and W, by 2

Wol=W?+w? 3

Obviously W, = W, in the limit of infinitely good
resolution (W, <- W), while for an infinitesimally narrow
line (W, « W) W, = W,. Since W, is proportional to
energy, its value at any Auger line can readily be evalu-
ated.

RESULTS

The siiver line, used as the standard. and all the high-
energy LMM lines studied were measured both in the
ESCA mode (resolution width W, either 60 or 120 meV)
and in the Auger mode at three different resolutions
(0.33%, 0.55% and 1.3% of the line energy). The

_detailed lineshape of the silver line has been reported

previously.* Figure 1 displays the evolution of the Zn
LMM lineshape as the resolution is degraded from that
in the ESCA mode (bottom curve, W, = 60 meV) to
those of the Auger mode (three upper curves). The
curves in the figure were shifted along the y-axis and the
line intensities were normalized to 10. As seen in the
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bottom curve of Fig. 1, the zinc line is intrinsically very
narrow (0.65 ¢V) and has a satellitc about 3 eV above
the main line. The satellite is still resolved (with lower
amplitude) in the first upper curve (W, = 3.3 eV), our
best resolution in the” Auger mode, but is completely
washed out in the much poorer resolutions of the two

uppermost curves.

Figures 2-5 display the intrinsic lineshapes of the
high-energy LMM transitions of the rest of the elements
studied, as measured in the high-resolution ESCA
mode. The line intensities in these figures were normal-
ized to full scale. We note that the Ge LMM line (Fig.
2), just like the Zn LMM line (Fig. 1), is intrinsically
very narrow (1 eV). Such linewidths are characteristic
also of the KLL lines reported previously.* In contrast,
the LMM lines of the three transition metals are appre-
ciably wider, as can be seen in Figs 3-5.

Measurements in the Auger mode, such as those dis-
played in Fig. 1, together with those of the silver line
{not shown here) were used to determine the derivative
amplitudes of the different lines and, through their
ratios, the atomic sensitivities. The as-measured sensiti-
vities S,...,, of the Zn and Ge lines relative to Ag at three
resolutions are depicted by the open symbols <n the
semilogarithmic plots of Fig. 6. As expected, the as-
measured sensitivities decrease as the resolution is
degraded. The full symbols represent the corrected sen-
sitivities S,,,, obtained by the use of Eqns (1) and (2)
with W(Ag) = 1.3 eV.* These are seen to be constant to
within 10%-20%, independently of resolution. The
horizontal lines depict the averages of the corrected
sesitivities for the two elements. The curves below rep-
resent the calculated dependences of S, on resolution,
as evaluated from Eqns (1) and (2), and are seen to fit
well the measured points. These curves immediately
indicate what values of S, are to be expected at any
resolution. For the case at hand one would need a
resolution of 0.01% or so in order to measure the true
sensitivities. Obviously such resolutions are unat-
tainable by far in AES measurements. Hence one has no
recourse but to use the correction method described
here if one wishes to arrive at reasonable estimates for
the true sensitivities.

Similar plots are displayed in Fig. 7 for the Ni and Fe
lines. The correction factors for Ni are smaller than
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Figure 6. As-messured and comected sensitivities of the LMM
tines of Zn and Ge relstive to the MNN line of Ag es functions of
instruments! resolution.
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Figure 7. As-measured and comected sensitivities of the LMM
lines of Fe and Ni reistive to the MNN line of Ag as functions of
instrumental resolution.

those for Zn and Ge owing to the larger width of the Ni
line (1.75 eV). The agreement with theory in this case is
not very good. This is not surprising since the Ni line is
far from Gaussian (see Fig. 5). Hence the correction
procedure yields only a rough estimate of the true sensi-
tivity, yet the divergence in the corrected sensitivities
does not exceed 20%-30%. The Co line is also non-
Gaussian (see Fig. 4) and the agreement of the sensi-
tivity values with theory is similarly poor. As for the Fe
line, the agreement with theory is quite good, as
expected in view of its Gaussian lineshape (see Fig. 3). It
should be noted that here the corrected sensitivities are
lower than the as-measured sensitivities. This is because
the width of the Fe line (3.6 eV) is much larger than the
width of the Ag line (1.3 eV), so that the correction of
the silver intensity is larger than that of the Fe line
intensity (see Eqns (1) and (2)).

The main results for Zn, Ge, Fe, Co and Ni are sum-
marized in Table 1. The table lists the intrinsic widths
W, of the lines, as obtained from Figs 1-5, the as-
measured sensitivities relative to Ag at three resolutions
and the average corrected sensitivities (Sqoq -

Table 1. As-messured seasitivities S___. at three resolutions
snd average corrected semsitivicies (S,.) of the
LMM lises of Za, Ge, Fe, Co and Ni relative to the
MNN Lkise of Ag. The data were takes with & primary
beam emergy E, of S keV. Also included sre the line
energies E and the intriasic Lisewidths W,

s
Bomem  E(V) W, V)  O3I%  OBEW 1% (S
In 984 0.85 0.583 0.48 0.31 93
Ge 147 1.0 0.29 0.22 0.14 28
Fe 703 36 0.17 0.20 0.23 013
Co 778 44 0.28 0.48 0.48 0.2*
Ni 848 1.78 0.41 0.42 0.39 1*

* This value represents the energy separstion between the positive
pesk and the meen of the two negative pesks of the ditferentisted
Auger signal (see Fig. 4).

* These vaiues are rough sstimates (see text).




DISCUSSION

The use of the high-resolution ESCA mode with fine
steps in the data accumulation provides a detailed
picture of the natural lineshapes of all the Auger lines
studied. All the lines, except the Fe line; exhibit double
peaks or prominent satellites in their close vicinity.
Such fine structure should be useful in studying the dif-
ferent initial and final states involved in the Auger tran-
sitions (see e.g. Ref. 7).

The narrow widths of the high-energy LMM lines of
Zn and Ge (1 eV or less), just like those of the high-
encrgy KLL lines reported previously,* are not sur-
prising, since these lines originate from deep level
transitions. As a result of the narrow widths, the errors
in the as/measured sensitivities are quite large, requiring
corresporndingly large correction factors. The consider-
ably larger widths of the high-energy lines of Fe, Co
and Ni are probably due to the unfilled d-shelis in these
clements.

HIGH-ENERGY LMM AUGER TRANSITIONS PLEASE R'ETU'Q/‘Z‘ ‘.® \
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The observation that “Yhe as-measured sensitivities at
different resolutions can vary whereas the corrected sen.
sitivities are the same to within 10%-20% demonstrates
once again the validity of our simple correction
procedure—this much in spite of the fact that the Auger
lines studied were not strictly Gaussian. some deviating
quite significantly from a Gaussian lineshape.

The corrected sensitivities provide good estimates for
the true sensitivities. They can differ by one to two
orders of magnitude from the as-measured values. It is
these true sensitivities that the results of any theoretical
calculations®® of Auger yields should be compared
with. This is particularly important for Auger lines orig-
inating from different transitions.*
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Until the recent development of the photocarrier grating (PCG)
method it was impossible to follow the phototransport properties associated
with minority carriers in materials in which the diffusion length of these
carriers is in the submicron range. The two systems in which significant
knowledge of the minority carrier properties have already been extracted by
the application of the PCG are amorphous silicon and polycrystalline Cu-
ternary—chalcopyrites. While the basic physics of the method is well
understood the interpretation of its expenimental results, in terms of the
microscopic transport and recombination mechanisms, is not settled. In this
presentation we give a short review of the present understanding of the
PCG method and its application to the above materials.

L INTRODUCTION

The special feature which singles out semiconductors from other
materials is that the electrical conduction in those materials is carried out
by two types of carriers. The carrier which dominates this conduction 1is
known as the majority carrier. On the other hand the other, minonty,
carrier is the carrier which controls the electrical behavior of inhomogeneous
semiconductors in general, and in semiconductor dcvices in particular.
Hence, in addition to the interest in the basic physics of the electronic
structure and the transport mechanism associated with the minority carrier,
there is a strong motivation to study the properties of this carrier from the
device physics point of view. Correspondingly an intensive effort was madf
in order to characterize the minority carrier properties in semiconductors-.
Of these properties the minority carrier’s diffusion length, L, was studied
more than any other parameter. L., yields information on both, the
transport and the kinetics of the minority carrier, and is the dominant
parameter in determining the performance of the well understood and
widely used bipolar devices.

" It turns out that the many methods which were a plied to crystalline
semiconductors have used in one way or another the fact that L, = 10
um. The development. of new, in:particular thin film, semiconductors: where
L,,h< 1 wm has challenged the researchers of those materials to develop
suitable methods for the measurement of their Lp,. The first attempts,
which were based on methods used for crystalline semiconductors, failed
mainly because in the corresponding inhomogencous configurations the short
Ly, could not be separated from, the drift length contribution due to the
presence of internal electric fields“.
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A breakthrough in the postg'bility of the measurement of cam
when Ritter, Zn.'.ldo%'h and Weis suggested the use of a phlg{garric:
sinuosidal grating which is based on the possibili?' of comparin with a
variable carrier—concentration grating period A. It is obvious then that for
L{," >> A the existance of the grating does not effect the measured
photoconductivity, o,, while otherwise o, 1s cff?tcd by the presence of the
grating. The relatidn between o, and X yields® then the valug3 of L. It
took however three years, aftét the work of Ritter et 23, to prove
experimentally that indeed the length parameter dcterm{{xcd from the
measurement, L, is associated with the minority carriers”. The exact
relation between L and L., is still however a matter of intensive discussion.
On the other hand the latter experimental proof enabled the utilization of
the PCG technique to resolve many matcngl— hysics and device—physics
issues in drogenated amorphous silicon F —Si:H) and Cu-—ternary
chalcopyrites”(CulnSe, and CuGaSe,).

II. THEORZSTICAL DEVELOPMENTS

The basic physical picture of the photocarrier grating formed by a
small sinuosoidal carrier generation grating, which is superimposed on @
much larger uniform generation background, is now well understood®.
Quantitatively, it is generally agrccg that the length L denved from the
PCG measurcment can be written as":

L = V2Dt (1)

where D is some “effective” diffusion coefficient and t is some “effective”
small sxgn:?% recombination time that can be written (for high enough o
values) as”»V: &

1t =(aU/an)p + (3U/Bp), (2)

where U is the common, two carrier, recombination rate in the uniform
background of the electron (n) and hole (%) concentrations. Unti recently
even Eq. (1) was in doubt since it is not obvious that a small superimposed
sinuosidal carrier ggncration will yield a small superimposed sinusoidal
carrier concentration®. The questions of present debate’® are the meanings
of an "effective” D and an "effective” t. These concepts depend of course
on the set of assumptions made in the theoretical calculations, and their
justification, when applied to a given material and under given conditions.
We list here the set of assumptions made in order to get the simplest
expression for L in tcgmg of the microscopic parameters of the material, and
we refer to objections’” © made regarding this set.

In the value of D the question is whether one should considﬁr only
shallow trappigg or whether deep trapping should also be included’. The
other question® is whether the quasi Fermu level (or the carrier generation
rate) effects the value of D and whether one can assume the ful rgcnt of
the Einstein relation in systems studied thus far by the PCG-. The
expression for t is even more problematic since one has to assume a prion
a recombination mechanism and thus an explicit expression for U. Also, as
with the quantity D, the question of which trapping should be considered is
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still o_pcné"s. Correspondingly the interpretation of the value of L and its
light intensity and temperature dependences, in terms of electronic structure
and transport mechanism, is determined by the assumptions made regarding
the material under study. The simplest assumptions are the fuifillment of
the Einstein relation, constant carrier mobdities, oal éhauow (or no)
trapping, and a Shockley Read recombination mechanism->° (single level, n,
p << P, N, where P, and N, are the correspondin conccntration§ of
available recombination centers). These assumptions yield the expression”:

L? = (ZkT/q)[p.cp.hfn'rp] ! [heTq + p.h'rp], 3)

where, kT is the thermal energy, q is the electronic charge, p.(np) is the
clectron (hole) mobility and @y ) 1s the electron (hole) recombination time
in the uniform background of tHe two carriers. One notes of course that if
the minority carriers are the holes (p 7p << He7y) this expression is
reduced to L? = (ZkT/q);.'.h-x-p and thus the*assumption:

L =1Lp @)

is ﬁg@Ucd. As stated out above there is currently sufficient experimental
data®’ to assume that Eq. (4) is a fairly good approximation for the
materials studied thus far. However the acruracy of this relation is definitely
an open question and so is the pnla}'?l information that can be extracted
regarding the recombination process™’+°.

III. EXPERIMENTAL DEVELOPMENTS

At present there are some twenty PCG experimental systems in the
world, which except for some minor details are similar to the system used
initially”. The photocarrier generation grating is created by the interference
of two coherent laser beams, which are of very different light intensities.
Hence the generation of a large uniform carrier background and a srnail
superimposed, sinusoidal, carrier grating which has a submicron period>"",
The imitial experimental results obtamned by the .PCG method yielded
observations which appear-to be contrary to expectations’. The variation of
L+ with the variation of materials was found to be over a narrower range
than the corresponding change in the majority carrier wr product, the rauo
K fdlu.cfn was found to be much larger than the one observed in time-—
oP— ight measyrements, and the light intensity exponeants yere found to be
different for L and p.7, In contrast4with the expectations® from the simple
Shockley Read model. Gt turns out* that the first observation is simply a
result of the A range available at present in PCG experimental systems,
while the second.observation relates omly to the oldest sets of data, which
were taken in measurements carried out on nearly compensated maternals.
The third observation is obviously a result of the application of the above
Shockiey Read approach. One can show that 1if charge neutrality is
considered a one level Shockley Read—like model of recombination can still
explain most of the data reported. This is since under this consideration
Eg. (2) takes the two term form:

" = Kln + Kz(Nr'i'Pr) (5)
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where Ky ana K, are constants. Hence the range of possibilities covered by
Eq. (5) is enough to account for the data. In ?act for maternials where this
is not the case 1t is enough to introduce just one idditional (e.g. correlated)
recombination ceater in order to explain the data™. At present the proper
approach seems to be the one in which the minimum assumptions, necessary
to explain the deviations from the behavior given by E.cs‘ (3), are made.

Among the achievements of the applications of the PCG technique to
a—Si:H materials we should mention™: optimization of materials by finding
deposition conditions under which L is maximized, determination of the
majority carrier to minority carrier transition (as a function of boron
doping), evidence for the existence of safe hole traps, the determination of
the dependence of the minority carricr quasi Fermi level on temperature,
the surface recombination velocity, the relation between p.7, and the
corresponding quantity in time—of—flight measurements, and the
experimental proof that it is the minority carrier which is the limitin
carrier in the p—i—n solar cells. In the Cu—ternary—chalcopyrites the PC
yielded the value of L, and its relation to the variable crystallite size in the
material. Here again conditions were found for maximizing L, as a
function of composition and deposition parameters~.

In conclusion, the PCG 1s presently the only available method for the
experirnental study of the phototransport fE:'Opcrties of the minority carriers
in materials where the corresponding diffusion length is in the submicron
regime. The present understanding of the method and its results is
definitely sufficient for the understanding of the device physics of the
corresponding materials. From the progress made thus far it appears also
that additional data and proper theories will enable to make this method an
effective tool for the derivation of more detailed information regarding the
basic physics of these materials.
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Lineshapes and yields of high-énergy Auger lines
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t Department of Physics, University of Puerto Rico, Rio Piedras, PR 00931, USA
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Abstract. We present high-resolution measurements of the Auger MsNg7Ng7 transitions of Au,
Ptand W. All the linés studied are narrower than 2 eV. We also measured the atomic sensitivities
for the above Auger transitions with a resolution of 0.4% of the Auger energy (somewhat better
than commonly available), With this resolution it is impossible to resolve fine structure and
gross errors are incurred in the measurements of Auger signals. We corrected the measured
sensitivities with the method deveioped previously; the correction factors for the sensitivities are
around ten. These large factors represent also the errors incurred in the as-measured seasitivities
if no correction is applied.

With the commonly available analyser resolution in Auger electron spectroscopy (AES), of
about 0.5% of the Auger energy, the lineshapes can be greatly distorted and most of the fine
structure obliterated. Large errors can also be incurred in the measured signal intensities
[1]. This effect leads to gross errors in the measured atomic sensitivities and-hence in the
evaluation of cross sections for Auger excitation. In order to overcome these difficulties,
we have derived [1] theoretically a universal relation whereby the experimentally measured
peak-to-peak amplitudes of the differentiated Auger signal can be corrected so as to represent
quite accurately the true atomic sensitivities.

The samples studied were mounted together in the vacuum chamber of a Physical
Electronics model 560 Auger microprobe. Two modes of operation were used in the AES
measurements [1], the ‘ESCA mode’ and the ‘Auger mode’. In both modes an electron beam
was used to excite the Auger transitions. In the ESCA mode, a retarding field is applied to
the Auger electrons so that they enter the analyser at a low (constant) energy. The resolution
attained in this mode, 200 meV, was very good. Such a resolution, combined with a fine
mesh (0.05 V), was amply sufficient to measure accurately the natural shapes and intrinsic
widths of all lines. Unfortunately, our ESCA mode is unsuitable for quantitative intensity
measurements [1]. The Auger signals were therefore also measured in the usual Auger
mode, with a resolution of 0.4% of the Auger energy. We present results on the highest-
intensity MNN lines of Au, Pt and W, corresponding to the MsNg7Ng7 transitions. In the
ESCA mode the lines are well resolved and, in addition to the main peaks, several satellites
were observed. The widths of the main peaks and the satellites are less than 2 eV (see
table 1). In order to obtain the atomic sensitivities (with respect to Ag), we measured the
Auger signals of Au, Pt, W and Ag in the Auger mode. The lines appeared now as single
peaks with no discernible fine structure. Their as-measured atomic sensitivities (relative to
Ag), Smess, are listed in table 1.

The high-energy MNN lines of Au, Pt and W are quite narrow, less than 2 eV. Because
of their high energies (~ 1700-2000 eV), the commonly available analyser resolution (about
0.5%) in their vicinity would be ~ 8-10 eV. Obviously, it is impossible to resolve such
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Table 1. The intrinsic linewidths of the MsNgyNgy transitions of Aw; Pt, and W, and their as-
measured and corrected atomic sensitivities relative to Ag. The primary electron beam energy
was 5 keV and the analyser resolution 0.4%. The effective width of the Ag line used in the
calculations of Scor Was 1.3 eV [1]. Also included are the theoretical values of Mrockowski
and Lichtman [2) and those listed in [3).

Element E;(eV) Wi(€V) Smeas Scor Theory 121 Handbook (3]

Au 2015 1.95 0033 027 0077 0.036
Pt 1960 1.90 003 030 0.092 0.042
w 1729 1.45 0076 0.83 0.130 0.080

narrow lines with that kind of resolution. Thus, the only way to obtain the intrinsic lineshape
of the lines is by operating the analyser in a very-high-resolution model, such as the ESCA
mode used here. The narrowness of the high-energy lines and the poor analyser resolution
in the Auger mode pose another problem, that of how to obtain the true atomic sensitivities
associated with the transitions. Our analysis makes it possible to overcome this difficulty
even when the resolution is much poorer. All that is needed for a good approximation of
the true sensitivity is to multiply the as-measured line intensities by the correction factor
(1] {1 4 (W,/ W;)3], where W, is the analyser resolution width at the Auger-line energy and
W, is the natural Auger linewidth. This procedure has to be applied for the transition in
question as well as for the standard transition (Ag in this case). The atomic sensitivities
are then given by the corrected line intensities relative to that of Ag. The fifth column in
table 1, Scon, lists the values of the corrected sensitivites. We note that they are about an
order of magnitude higher than the as-measured sensitivities (Smeas). They are also higher
than the corresponding theoretical values derived from Mrockowski and Lichtman’s [2]
calculations and listed in the sixth column of the table (theory). For comparison purposes,
we include in the last column the sensitivities taken from [3]. They are fairly close to our
as-measured sensitivities obtained with comparable resolution. We wish to stress that the
corrected values represent true sensitivities. It is these values that should be compared with
theoretical calculations on the one hand, and be used for more accurate quantification of
Auger measurements on the other.
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ABSTRACT

Pulsed measurements on the solid-clectrolyte system, which proved very
useful in the study of crystalline semiconductors, have been found to be equally
effective when applied to hydrogenated amorphous Si films. Here, as well, the
aSi:H/electrolyte interface is essentially blocking to current flow and, as a result,
surface space-charge layers, ranging from large depletion to very strong
accumulation conditions,. can be induced and studied. In particular, valuable
information can be gained on the density of the localized bulk states.
Measurements in the depletion range under illumination yield directly the total
density of occupied states in the entire energy gap. This is very useful in
obtaining a quick and reliable assessment of the quality of the amorphous films.
In high-grade films we find that the total density of occupied states is around
10" cm™. The data in the accumulation range, on the other hand, provide
useful information on wnoccupied states near the conduction band edge. The
blocking nature of the amorphous Si/electrolyte interface is utilized also to apply
a sweep-out technique for an accurate determination of pr, the product of the
electron mobility and lifetime, even when this value is ve?' low. In a rather
poor-quality film, for example, we find pr to be 5 x 10 cm#/V.

INTRODUCTION

Considerable effort, both theoretical and experimental, has been devoted to
derive the density of states spectra in a-Si:H films [1). In this paper use is
made for this purpose of pulse measurements on the semiconductor/electrolyte
(S/E) system. Such measurements, which proved to be very useful in the study
of crystalline semiconductors [2-4), have been found to be equally effective when
applied to a-Si:H films. The essentially blocking nature of the S/E interface
allows one to induce by an applied bias space-charge layers at the a-Si:H
surface, ranging from large depletion to very strong accumulation conditions. In
this manner, the entire energy gap in the space charge region, together with its
localized states, can be swung below and above the Fermi ievel. At the same
time, one can measure the surface space-charge density Q. as a function of the
barricr height V. In a-Si:H, Qg resides predominantly in the localized states
(except in strong accumulation conditions), so that the measurements yield, at
least in principle, the energy distribution of the density of states.

High-grade, device-quality films are usually close to intrinsic (resistivity
~10" ohm-cm).  Such .high-resistivity films cannot be handled by our
mcasurement technique because the surface space-charge capacitance C.. cannot
be charged within the short-duration applied pulse biases. Accordingly, most of
the results to be reported here have been obtained under illumination, for
which the photo resistivity is typically 10° ohm-cm or less. Our measurements
in the depletion range are in remarkably good agreement with the theoretical
curve that takes into account the presence of localized states [5]. The data thus
yicld dircctly the total density of occupicd states in the cntire cnergy gap. This
is very uscful in obtaining a quick and reliable assessment of the quality of the
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amorphous films. In hlghﬁradc materials we find that the total density of
occupicd states is around 10" cm™. The results in the accumulation range, on
the other hand, provide useful information on the unoccupied states near the
conduction-band edge. Analysis of the data in this case, however, is more
difficult because surface states are appzrently also involved.
‘ The blocking nature of the a-Si:H/electrolyte interface is utilized also to
apply a sweep-out technique for an accurate determination of pr, the product of
the electron mobility and lifetime. The technique is effective over a very wide
range of ut. In a rather Poor-quahty film, for example, we have measured a pr
value as low as 5x10°® cm%V

EXPERIMENTAL

Device quality a-Si:H films were prepared by rf glow-discharge
decomposition of silane. First, a thin n+ layer was deposited on a conducting
glass substrate, followed by a 1 um thick intrinsic film. The n+ layer provides
an ohmic contact between the conducting glass and the intrinsic film. The
conducting glass was cut into squarcs of about 0.5 cm? in arca and a contact
attached to the conducting glass. The wirc lead, contact arca and the cntire
sample were masked by epoxy cement, except for a small area (~ 2 mm?) of
the film’s surface to be cxposed to the electrolyte. The sample and a platinum |
electrode were immersed in an indifferent electrolyte such as Ca(NO,), or
(NH),SO,. The sample was illuminated through the (transparent) elcctrolytc by
A ~3 mW Hc-Nc laser. The measurement tcchnique has becn described
clsewhere [3], and will be revicwed only bricfly here. A short (0.1-40 pscc)
voltage pulse applied between the Pt and the sample is used to charge up the
scmiconductor space-charge capacitance.  The voltage drop across these
electrodes, measured just after the termination of the pulse, represents to a very
good approximation the change 8V, in barrier height across the film’s space-
charge layer induced by the apphcé pulse. The change 8Qg. in space-charge
density is obtained from the voltage developed across a series capacxtor, again at
the termination of the pulse. In general, the induced charge may include also
charge leaked across the S/E interface arising from imperfect blocking. Methods
have been developed to determine directly the leakage charge and subtract it, if
neccessary, from the mcasurcd chargc so as to yicld 8Qg. [3,4). In the casc of a-
Si:H, howcver, the interface is csscntially pcrfcctly bluckmg over the cntire
range of barrier heights studied. Pulses of varying amplitude are applied singly,
one per data point taken. In this manner electrochemical reactions that may
take place at the a-Si:H interface are practically eliminated and, what is more -.
important, damage to the amorphous film is minimized. @ We found that
applying a large number of pulses degrades the material, drastically reducing its
resistivity and introducing large trap densities.

In order to derive the Q. vs. Vg curve from the measured 8Qg. vs. 3V
data, one has to determine i? cf the quiescent barrier hclght an§
space charge density, respectwely Sctcrmmed quite accurately (to within
* 20 meV) from mecasurements in tﬁc deplctlon range. Thc entire Q. vs. V
curve can then be constructed, using the relations Vi Voo + 8V, Qg
Qsco + 8Qq.. In what follows the surface electron dcnsnty X& = Q./q, w ere
q is the electronic charge, rather than Qg is plotted against \f

The dark and photo resistance of ecach sample (lsx:twccn the a-
Si:H/electrolyte interface and the n+ contact) was derived from current-voltage
characteristics measured at the onser of the applied pulse, before the surface
space-charge capacitance can be charged through the sample’s resistance (see




below). In this manner, the blocking interface is effectively shorted.
RESULTS AND DISCUSSION

- Typical results of the surface electron density N vs. the barrier height V,,
obtained for an illuminated a-Si:H sample irom measurements with a pulse of
3-usec (squares) and 30—-psec (circles) duration, are displayed in the semilog
plot of Fig. 1. In the depletion range (V,<0), the N values are negative and,
because of the logarithmic scale used, the plots are those of their absolute
magnitudes. The free electron concentration under illumination ny, in the
amorphous film has been derived from the measured photoconductivity on the
assumption that the electron mobility p is 10 cm?*Vsec [6,7). The corresponding
theoretical dependence of the surface electron density No on barrier height Vq,
as obtained from a solution of Poisson’s equation [5] in tile absence of localized
states, is shown by the dashed curve. The experimental points are seen to lie
well above this curve indicating, as expected for amorphous films, that the
space-charge layer in both the depletion and accumulation ranges is dominated
by localized states. —~ e s
) When a depletion layer ¥ 10 “t o-Si:H #108, ILLUMINATED
is fgrmed (by an applied é 3 n.,.=8x10#'20m'3,v.°=—0.03 v -’
negative pulse), free and o 0F
trapped electrons are 1230 usec, N=9x10"7 em™| % goP
expelied from the surface { ¢ P
region, leaving behind the
positively-charged  localized
states that make up the
immobile space-charge in the
depletion layer. . Consider
first the casc of a non-
illuminated sample. The first
process that occurs following
the application of the . ) )
negative ulse is the -~20 -15 =10 -05_ 00 0
ex;gaulsion oFl" Jree clectrons BARRIER HEIGHT V, (V)
from the surface region. As
a result, there is a net Figure 1. Surface electron density N¢ vs.
thermal emission of trapped barrier height Vg in an illuminated sampic of
clectrons from localized a-Si:H.
states into the conduction
band, and the emitted electrons are, in turn, swept away from the space-charge
region. Only shallow states, down to 0.3-0.4 eV below the conduction band
edge, are able to do so within the measurement time (the pulse duration) [5].
Under illumination, on the other hand, the situation is quite different. Hole-
electron pairs are continuously generated by the light. The electrons are
expelled from the surface -region, while the holes are attracted to the surface
where they can recombine with the trapped electrons. In this manner electrons
in occupied states throughout the energy geap can be discharged and expelled
from the space-charge layer, irrespective of the depth of the states. The only
factors that determine which and how many states can release their trapped
electrons within the measurement time are the hole capture cross sections of
the states and the hole trapping kinetics. Referring to Fig. 1, we see that for a
measurement time of 3 psec (squares) only a fraction of the trapped electrons
are expelled, but when the pulse duration is extended to 30 usec (circles),
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practically all occupied states in the depletion layer are dis::harged and expelled
(see below). The solid curves, passing in each case through the points, were
calculated from Poisson’s equation for the case in which localized states of

densities N, (as marked) are present [5].

The agreement between theory and

_ expenmcnt is seen to be remarkably good, addmg considerable confidence to
our analysis. The total density of occupied states in the entire energy gap,
derived from the data for the 30 psec measurement time is about 10l
which is the expected value for the films studied.

When accumulation
layers are formed,
unoccupied states are filled
up. Here again, .the
experimental points are seen
to be initially well above the
dashed curve calculated for
the case of no localized
states present, indicating that
localized states dominate the
space charge layer in this
range as well. Surface states
are probably also involved.
At stronger accumulation
conditions, however, the
calculated curve crosses the
experimental  points  and
climbs above them. This is
not understood at present,
and more work is in progress
to account for such a
behavior. Further studies
are needed also to
distinguish between surface
and bulk states.

It should be noted that
the quiescent barrier height
is nearly zero. This is to be
expected since illumination
tends to flatten the bands at
the surface [S].

The expelled trap density
under depletion conditions,
as derived from
mecasurements such as those
shown in Fig. 1, is plotted in
Fig. 2 against pulse duration
(measurement time). The
lower two curves were

obtained for high-grade a-
Si:H films, while the upper
curve was obtained after a
film has been degraded by
the

application of many
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Figure 2. Expelled trap density vs. pulse
duration (measurement time) for three a-
Si:H samples under illumination.
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voltage pulses. In all cases, the expelled trap density increases with pulse
duration, but tends to saturate at a pulse- duration of 30-40 usec. We
interpret the saturation level as representing the total density of occupied states
in the energy gap. We are in the process of developing a model involving the
hole trapping kinetics in order to account for the shape of the experimental
curve. Such a model might yield an estimate of the average cross section for
hole capture by the occupied states.

The results depicted in Fig. 3 are similar to those in Fig. 1, except that they
were obtained for a non-illuminated sample. The low dark resistivity necessary
for the application of our pulse technique has been achieved in this case by
degrading the film (sce above). Here we find a rather high density of occupied
states, as expected for poor-quality material. Since the sample is in the dark,
“ the trapped electrons must now be discharged through thermal emission into
the conduction band. As such these states must be not deeper than 0.3-0.4 eV
below the conduction-band edge [5].

The dark and
photoconductivity of a
degraded a-Si:H -sample vs.
applied pulse voltage is
displayed in Fig. 4 on a
semilog plot. The
measurements were taken at
the onser of the pulse,
before the space-charge
capacitance at the a-Si:H
interface can charge up. For
positive pulses (electroiyte
positive with respect to the
n+ contact), the conductivity
in both the dark and under
illumination is seen to E T S Sy = N T R R W |
increase with applied voltage. APPLIED PULSE VOLTAGE (V)
This is due to electron

injection from the n+ layer. Figure 4.Dark and photo conductivity of a
In the negative polarity, the degraded a-Si:H sample vs. applied voltage
dark conductivity is pulse. Solid curve in the negative pulse
independent of voltage, as it range represents eq. (3) for pr = 5 x 10°®
should. The cmé/V.

photoconductivity, on the

other hand, is seen to decrecase with pulse amplitude, approaching the dark
conductivity at large negative voltages. We attribute this behavior to electron
sweep-out by the applied ficlds, as shown by the following considerations. The
continuity equation (5] for the case of a blocking contact can be written as:

rF Y

L

2

—

W U!O\lﬂ'p

CONDUCTMTY (10”*mho/cm)

AAAAAAAA

dN/dt = L — N — uENA , (1)

where N is the total density of photo electrons in the sample per cm?, L is the
number of hole-electron pairs gencrated by the light per cmec, E is the
applied field and d is the film's thickness. Strictly spcaking, the last term in cq.
(1) should be pEny(d), where ny(d) is the electron concentration at the n+
contact. For simp‘icity, we have replaced “bl(d) by the average electron
concentration N/d, which is a fairly good approximation. Space-charge effects




are negligible in this polarity, even if all photo electrons are swept away from
the sample (leaving behind the photogenerated holes). Hence the field is very
nearly uniform at the value V/d. Solution of eq. (1), with the boundary
condition that N assumes the zero-field density N, = Lv at the onset of the
pulse (t = 0), yields

N = NJ/(1 + prE/) + Nexp[—(lr + pEM)J(1 + dipE). )

Now d/uE is the electron transit time through the film and is typically 107 sec
for an applied voltage of 1 V. The measurement is taken about 1 psec
following the pulse onset, so that the second term in eq. (2) can be neglected
to a very good approximation. Re-writing eq. (2) in terms of the
photoconductivity o = quN/d we then have

o = o /(1 + prVid?) (3)

The solid curve fitted to the photoconductivity data at negative voltages in Fig.
4 is a plot of eq. (3) for ur = 5x10® cm¥V. The fit with the experimenta!
points is scen to be very good. The rather low value of ur is rcasonable for
the dcgraded sample used in the mcasurcment. The method can be applied
cffectively even if pwr is an order of magnitude lower. It should be noted that p
in this context is the trap-controlled mobility [7,8].
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ABSTRACT

In this paper we show that the degree of order of the Si network in a-Si:H is
increasing with two length scales from the surface into the bulk. The major manifestation
of the disorder is the variation in the Si-Si bond-stretching rather than the variation in the
width of the dihedral angle distribution. The results are interpreted in terms of the

“decrease of the hydrogen concentration from the free surface into the bulk.

INTRODUCTION

A considerable understanding of the lattice dynamics of covalent amorphous
semlconductors in general, and of hydrogenated amorphous silicon in particular, has been
gained'? between the mid 70’s and the mid 80's. This understanding is based on the
identification of the phonon spectra in these materials as associated with a coupli E
parameter-weighed phonon density of states of the crystalline one phonon modes*
Following this development the Raman spectra of a-Si:H became a tool in evaluating the
"order” of the amorphous silicon nctwork Both the tool and the "order” are simply
defined by the similarity to the spectrum® of crystalline silicon, c-Si, while the amorphicity
of the structure (i.e., the corresponding lack of a long range order or the presence of the
corresponding amorphous radial distribution function®) is maintained. The most
conspicuous feature of these Raman spectra is the phonon density band which originates
from the transverse optical (TO) Si-Si stretching mode in the tetrahedral structure of c-Si.
The closer the peak posmon of the corresponding band in the spectrum, w,, to that of
the c-Si line at 520 cm’', and the narrower the peak width, A, the more "ordered” the
material. The mlcroscoplc meanings of these features are that the Si-Si bond length is
closer to that of ¢-Si, and that the width of the bond's dnhedral angle distribution function,
A®, is narrower. In particular, modeis were presented*® and predictions were given for
an almost lincar relationship between Ay, and A8. Once this model became well
cstabhshed attcmpts were made to relate the degree of order to other physical
properties” %, and 10 evaluate the effeets of various film deposition parameters on the
degree of disorder. The purpose of the present study is to follow the type and degree of
network order from the free surface of a deposited a-Si:H film toward its bulk.

Our approach in the present work is to study both, the effect of the laser excitation
frequency and the effect of the film thickness on the Raman spectra. The need for such
a simultaneous application of both approaches is that application of the first approach
only, does not enable the assocnatmn of the observations with other physical parameters
(such as the optical band gap®) that were studied in conjunction with the Raman spectra.
On the other hand, the results of the second approach do not necessarily represent
inhomogeneity within the films. For example, it is known that for thick films there is
hardly any thickness dependence of the-Raman spectra'>'%, does this mean that these
films are uniform? Hence, mutually consistent results of the "above two approaches may
reveal whether the previously reported film thickness dependencies of the Raman spectra
have to do with inhomogeneity in the network structure along the axis of growth, and
indicate the reason for these dependencies. We also note in passing that while film
thickness dependencies of the Raman spectra have been studied previously, we do not
know of a simultaneous report of the thickness dependencies of the TA-TO peak
intensities ratio, Iy,/lyo, the peak width A1, and the peak position wyy, of the TO mode.

Consequently, no comprehensive picture regarding the film thickness dependence of the
disorder has been derived thus far.

Mat. Res. Soc. Symp. Proc. Vol. 207. ©1993 Materisls Resesrch Soclety




Following the above considerations it appears that only a ?:omprchcnsive study of
the various features, and the simuitaneous approach adopted in the present study may
provide maps for the inhomogeneity of the various degrees of network order in a-Si:H
films. Following the derivation of the maps we will discuss the possible mechanisms that

- determine the spatial distribution of the disorder.

EXPERIMENTAL DETAILS

The samples used in the present study were device quality a-Si:H films that were
deposited by rf glow discharge decomposition of silane under standard conditions'>'"!®
(e.g., decomposition temperature Tg = 270°C and growth rate of 4A/s). These conditions
were kept the same for all the samples used, except the deposition time which was varied
in order to yield films of difféerent thicknesses. The substrates used were Corning 7059
glass slides. The most relevant characterization of the samples is their optical band gap.
Consequently we show in Figure 1 the Tauc-band gap of the films (the first set was used
for our Raman spectra study). These data were derived from the measured optical
transmission and reflection of the films.

The Raman spectra were recorded using a Raman microprobe'? (from Instruments
S.A.) and the applied laser excitation sources were 514.5 nm radiation from a 6W model
Innova 906 Ar* laser, and 620nm radiation from model CR-590 dye laser, both from
Coherent, Inc. The measurements were carned out in back scattering gcomclry, using a
100X microscope objective.
In order to avoid any
heating (or degradation) of
the sample, the laser power
at the sample was kept A e firsl set
below 6 mW and the o second sel
incident beam has been
slightly defocussed on the
samples. The samples’
condition was displayed on a
video monitor interfaced to
the microscope. The
detector system was a water .
cooled 1024 channel diode 15 e
array from Princeton 0 ! 2 3 4 5
Instruments. The raw data d (um)
was smoothed using a fast

fl?:arliceﬁrt \g.tg)riggvcl‘(’)l:egéatr); Figure 1. The Tauc-optical gap as a function of sample

AISN Software Inc. thickness used in the present Raman study (first set).
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EXPERIMENTAL RESULTS

In Figure 2 we show typical Raman spectra taken by the application of the above
described two laser excitations. It is seen that for this 10 um thick film there are
significant differences between the two corresponding spectra that we attribute to the fact
that in device quality a-Si:H the red light photons have an absorption depth of 500 nm
while the green light photons have an absorption depth of 70 nm. In the set of samples
studied here the band gap varies, as seen in Flgurc 1, but both excitations correspond to
above-optical band gap-absorption, and the ratio between these two absorpnon depths
does not vary significantly within this set. In Figure 2 the feature around 150 cm™, which
is known to be associated with the TA bond bending mode, splits, in contrast to many and
in agreement with many previous reports. The most interesting observation is that the
relative intensity of the two whpc.lks is dmcrem for the two excitations. Since this mode
is believed to involve Si triades® and Si-rings’ this finding, which has not been reported
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previously, can be attributed to

different relative weights of these

network configurations® in the ; 10pm
film layer adjacent to the surface
(the green excitation), and in the
bulk (the red excitation). We
further note that this observation
indicates that the intensity ratio
of the peaks I,/ has to be well
defined in order to be used as a
criterion for the network disorder.
The second feature, around 300
cm’, is known to be associated
with the LA mode and it seems o
(by the above argument) to be 50 100 150 200 250 300 IS0 400 450 500 550 600 &S0
enhanced in the surface region. Ramoan Shift (cm-1)

The third feature, around 410 cm’

! which is known to be associated Figure 2. Typical Raman spectra of a-Si:H films
with the LO mode, is responsible under the excitation of two different laser
for the asymmetric broadening of frequencies.

the most conspicusus feature in

the spectrum, the peak of the TO stretching mode, which is located around 470 cm™. The
strength of the LO mode in the film’s layer adjacent to the surface (a larger amplitude
for the green excitation) may be interpreted as due to a higher concentration of Si rings
structures’" on the surface and its vicinity. Such higher concentration of rings can be the
result of the bond bridging that takes place on the surface.

Examining the TO peak position in both spectra shows a consistent behavior of
both wyp and Aqo. The decrease of wry, and the increase of Ayg with respect to those of
c-Si are larger for the green excitation. Considering the above-mentioned criteria for the
short and intermediate range order of the Si network®® we may conclude that the top 70
nm layer (the depth of the green light absorption) is less ordered than the bulk material.
Note that this is also true for a 10 um sample for which a film thickness dependence
study can be wrongly interpreted as indicating a homogeneous network order throughout
the film.

The above conclusions are following the premise that the different behavior of the
red and green excitations in Figure 2 cannot be attributed to a resonance Raman
scattering. The basic argument for this premise is that the two excitations used here, are
well removed from the resonance that occurs®, in a-Si:H, for photon energies larger than
3 eV. If there is any contribution of the "tail" of the resonance that affects our results it
is clearly being offset by the penetration effect argued above. The evidence for that is the
fact that is our observation that wy, decreases, the A g increases, and the I4,/I; increases
with increasing laser frequency, while in the pure resonant case the reverse is true.
Furthermore, while the switching in the TA subpeaks amplitudes can be easily attributed
to the difference between a bulk and a surface response (see above)it cannot be
attributed to a resonant effect. As we show below, the interpretation of the above data
in terms of the film inhomogeneity is also consistent with the following findings regarding
the thickness dependence of the features. mentioned above.

Let us turn then to the thickness dependence of wyo. As it is clearly shown in
Figure 3, wqg increases within the first couple of microns of film thickness, and then
saturates for both excitations. This increase is relatively faster for the green excitation in
comparison with that of the red excitation. We interpret these results as indicating that
an "equilibrium” degree of network disorder for the corresponding property is established,
both at the "free surface” vicinity and in the bulk, only for depths larger than a couple of
microns. If we assume that a thin sample is similar in its properties to the top layer of a
thick sample this finding is consistent with the findings of Figure 2. The range of variation
of the network order is also consistent with the homogeneity scale associated with other
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physical properties of these films,
such as the optical band gap
(Figure 1) and the phototransport
properties'. For the derivation of
the A value, so that the result is

‘not affected by the contribution

of the LO mode, we have
considered in this study the value
of twice the right hand side width
of the TO peak as done in
previous studies*!*', We find
that A is quite insensitive to the
sample thickness but, as clearly
seen in Figure 4, it is larger for
the green excitation than for the
red excitation. We note in passing
that the independence of A On
d is reminiscent of the
independence found' on T or on
the band gap® in a-Si:H films
made by glow discharge
decomposition of silane when the
hydrogen content, C,,, is less than
20 at % (see below).

The main conclusion from
the results shown here is then,
that in device quality materials,
A® is a constant. Considering the
theoretical predictions and the
experimental  values*® we  can
conclude that the bulk A6 is as
narrow as it can be (i.e, 9),
while at the vicinity of the surface
A© has not relaxed to the bulk
optimized value. On the other
hand the fact that the surface A8
is also independent of the history
of the sample growth, indicates
that there is a "surface optimized"
A® which is achieved in device
quality a-Si:H.

Turning to the 1/l
ratio, which we denote here by
Ar\/Arp to indicate that the
corresponding data is obtained by
taking the ratio of the areas
under the corresponding peaks,
we get the results shown in
Figure 5. Other evaluations of
I1A/lro ratios and their meaning
will be discussed elsewhere. The
overall decrease of the A;p/Ara
ratio with thickness and the larger
ratios for the green excitations
are consistent with previous
results, obtained on glass
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Figure 3. The thickness dependence of the TO peak
position for the two applied laser excitations.
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substrates'®, and with the general decrease of network disorder from the surface into the
bulk.

DISCUSSION AND CONCLUSIONS

The data presented seems to indicate quite clearly that device quality a-Si:H is an
inhomogencous system in the order of the Si network along the film’s growth axis. The
inhomogeneity has two depth scales, one that is less than 70 nm and the other that has
a tail of a couple of microns from the free surface into the bulk. These two length’scales
should be considered when analysis of a-Si:H devices is carried out. The most important
conclusion of the present work is that the Raman spectra reported in the literature, which
are normally taken using 514 nm wavelength excitation, refiect the degree of network
order within the first length scale. Deeper in the bulk the amorphous network has a
considerably larger degree of order.

Turning to the various features of disorder and their meaning let us start with the
A+ thickness independence shown in Figure 4. The fact that A-m has been found to be
independent of T for other films prepared by glow discharge', such that the variation
of E, is the same* as in our films (see Flgure 1), yields the conclusion that the dihedral
angle distribution disorder is optimized under the preparation conditions of device quality
a-Si:H. The fact :hat this is in sharp contrast with the dependence found in sputtered
films**' and the fact that A, is of the order expected for the minimum possible A6 is
indicating that no more improvement can be made in narrowing A® by variation of
deposition conditions. On the other hand the constant difference between A values for
the two excitation frequencies used can be interpreted as due to the sharp difference
between the close vicinity of the free surface (70 nm) and the bulk of a-Si:H. While not
mentioned previously in the literature, this finding is not to surprising since the bond
reconstruction near the surface, due to the termination of the tetrahedral network, is
quite different from that of the bulk. The present resuits show then that the A8 width at
the surface vicinity is also optimized, but, as to be expected the surface optimized value
is larger than the bulk optimized value.

The results for the A;,/A o thickness de?endence which are similar to those
obtained by other researchers (for glass substrates *), reveal the variation of this ratio on
a scale of a couple of microns, just as the E (d) variation shown in Figure 1. We find
again a clear difference between the close vicinity of thc surface and the bulk. Since the
TA mode is associated with the presence of Si triads' this conclusion is consistent with
the variation of the photoelectronic properties which depend on the concentration of
dangling bonds. One can indeed show that there are two length scales involved m the
latter concentration. The first is associated with the surface recombination velocity'® and
the other with a broader decrease of this concentration toward the interior of the bulk™.
The agreement of the above observations with those found in the stud dy of the Raman
spectra as a function of T, for materials of the same optical band gap'® is an indication
that it is the E; dependence that should be used for comparisons of features in the
Raman spectra In pamcular. since the dihedral angle order is shown here to be
optimized, it appears that the prime reason for the variation of E(d) is due to the
variation of C,,. It is also well known that C;; decreases trom the surface into the bulk®.
Correspondingly, there is the decrease of the Ay, /Ay, ratio with d, and, as discussed
above, the corresponding decrease of the dangling bond concentration. ‘This conclusion
is also consistent with the wy, dependence on d as given in Figure 3, since again, the
results are consistent with the wy, dependence on Ts. The explanation for the latter
results was given by the model of the quasi interstitial hydrogen. This model, as proposed
by Hishikawa et al'®, suggests that the main role of the hydrogen atom is to act as an
interstitial impurity in the silicon network, yielding repulsive forces between itself and the
neighboring silicon atoms. Therefore the much larger hydrogen concentration at the
surface and its gradual decrease into the bulk account well for the observation. A model
based on network relaxation, on the other hand, cannot explain simultaneously the
independence of Ay, and the dependence of w4, on d.
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T-matrix approach for calculating local fields
around clusters of rotated spheroids

William Vargas, Luis Cruz, Luis F. Fonseca, and Manuel Gémez

A T-matrix formalism is used to caiculate local electric fields around clusters of prolate spheroids in the
long-wavelength regime. The calculations are performed as a function of interparticle distance as well as
angle of orientation. The observed red shifts in the resonant wavelengths of the characteristic peaks are
shown to obey an exponential relationship as a function of interparticle separation and a sinusoidal
relationship as a function of angie of rotation of the sphercid. The behavior of the cluster is discussed
and the two effects of separstion and rotation are compared.

1. iIntroduction

Optical properties of systems of particles whose size is
smaller than the wavelength of the incident electro-
magnetic radiation have been studied for a long
time,!2 but the effect of the clustering of such parti-
cles is not yet well understood. Recent interest has
developed in this subject because clustering is essen-
tial to the understanding of many physical processes
of interest. Moreover, the current calculations of
local scattered electric fields are directly applicable to
fields such as surface-enhanced Raman scattering
and light scattering and absorption from metailic
colloids in alkali halide crystals.>-8

Clusters of spheres have been analyzed, primarily
in the radiation zone*!2 or with the use of an
electrostatic approach.!%!* The purpose of this study
is to calculate the local electrodynamic field around
clusters of two prolate spheroids in the long-wave-
length regime as a function of the separation between
them and of their relative orientations by using a
T-matrix approach, which describes electromagnetic
scattering for a general wave that is incident on
objects of arbitrary shape. Although the formalism
can be used to calculate important parameters in the
radiative regime, such as scattering cross sections,
the local fields are the major concern here.

The T-matrix method permits an electrodynamic
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approach that considers vectorial multipolar fields, in
contrast to other recent electrostatic approaches that
consider scalar multipolar potentials.’® The exten-
sion to two scatterers is achieved by using an effective
T matrix for more than one scatterer, which retains
all the advantages of the T matrix for the single
scatterer and also permits caiculations for scatterers
made up of clusters of metallic particles of arbitrary
shape. The rotation of the individual T matrices
corresponding to any given particle is achieved by
using a transformation of the spherical harmonics
under finite rotations. This study extends previous
research on the calculations of the scattered electric
field in the vicinity of clusters of metallic scatterers. ¢
In this vicinity two-particle clusters of various config-
urations gave enhancements of up to 105 and demon-
strated the existence of a critical distance greater
than the touching distance between the scatterers at
which maximum enhancement was obtained.

We demonstrate that because of clustering interac-
tions the calculated spectrum shows two peaks for the
case of clusters of two small prolate spheroids aligned
in the direction of the incident electric field, in
contrast to the spectrum of the isolated small prolate
spheroid that has only one peak. The principal peak
decreases in intensity and shifts exponentially as a
function of interparticle distance to the value of the
resonance for the isolated spheroid, whereas the
secondary peak has a vanishing intensity that de-
creases exponentially as a function of interparticle
distance. A decoupling interparticle distance d of
4b, where b is the semimajor axis of the prolate
spheroids that make up the cluster, is observed. At
that distance the behavior of the cluster near any one
of the two constituent particles equals that of one




isolated spheroid. It is shown that there is also a
shift in wavelength to the red as a result of the
rotation of the spheroids and that this shift varies
sinusoidally as a function of orientation.

For all the calculations herein, silver was taken asa

model metal by using the complex frequency-depen-
dent dielectric function reported in the literature for

the bulk material,'® although the method is applica-
ble to any material for which the complex dielectric
constant is known. For the range of sizes used in
these calculations, an electronic mean free path re-
duced by the boundary of the scatterer or quantum
size effects could introduce some modifications to the
data for silver used here.

Section 2 presents the T-matrix formalism devel-
oped for isolated particles and its modification for
metallicclusters. The calculations are done as expan-
sions in vector spherical harmonics ¥,, whose num-
ber n corresponds to terms in the multipolar expan-
sion of the electromagnetic field. Because our main
objective is to study clusters, spherical harmonics are
used as a convenient basis. A rotation of the T
matrix corresponding to a single scatter is performed,
permitting consideration of geometries where the
spheroids in the cluster have arbitrary relative orien-
tations.

Section 3 presents the calculation of the local
electric fields for these clusters. The clusters are
analyzed as a function of separation between sphe-
roids and as a function of angle of orientation with
respect to the incident wave. The rate of change of
the wavelength shift as a function of interparticle
distance and angle of orientation is then discussed.
In Section 4 conclusions are presented.

2. Formalism

A. Single Scatterers

The T-matrix formalism developed by Waterman!é
takes into account multipolar contributions, which
are essential for any valid calculation of local fields of
single nonspherical particles as well as for all clusters
even when they are in the long-wavelength regime.
The formalism also takes into account phase-retarda-
tion effects caused by the size of the scatterers, which
are important for particles and clusters whose sizes
are comparable with the wavelength of the incident
field.

In this method the scattered, internal, and incident
fields are expanded in terms of the corresponding
elementary fields that are a basis set of solutions for
the vector Helmholtz equation,

VxVxW¥w-kiw=0 (1)

The incident g, and internal ¢, fields are expanded in
terms of the basis that is regular at the origin Re ¥
and the scattered ¢, field in terms of the nonregular ¥

1

one,
u-gmmm.

g= ED,, Re?,, 'l“ < Imins

£, = 3 F.¥, 7] > F @)

where A, are known coefficients, D, and F, are
unknown, r,,, is the radius of the maximum sphere
inscribed in the scatterer, and R, is the minimum
sphere inscribing the scatterer. .

The elementary wave functions are expressed as

¥roma(T) = Vo' HR ™V X){REY g P)a ()], (3)

where t = 1, 2, 0 = even(e) or oddlo), n = 1,2, .. .,
m=0,1,...,n,

(2n + 1)}n -~ m)!
Ymn = €m 4nin + 1)n + m)!

Yema(f) = cos(mé)P,™(cos 8),
Y, mal?) = sin{mo)P,™(cos 0).

‘The index t = 1, 2 describes the type of excitation,

magnetic or electric; ¢, is the Neumann symbol
defined as ¢y = 1 and ¢,, = 2 otherwise; n is the order
of the multipole; and o gives the parity of the
elementary functions. The regular form of the basis
functions are obtained by substituting the Hankel
functions with the Bessel functions.

The surface currents on the scatterers are used to
express the expansion coefficients of the internal field
with those of the scattered and incident fields, respec-
tively, by the following relationships:

F = -i Re(Q')G, (4)
A=iQG, (5)

where G represents the vector of the expansion
coefficients of the internal field and Q' represents the
transpose of the ? matrix. For a particle with a
complex dielectric function, Q is given by

Qu = f d([V x Re W,(kr)] x ¥, (ker)

+ Re W,(kr) X [V x W, (kor)}), (6)

where kg2 = e0?/c? and k? = ¢,0%/c? s is the

surface of the scatterer, and V,(kr) is substituted by

Re ¥,(kr) wherever Re @ appears. In our case e, =

ixl (vacuum) and ¢, is the corresponding value for
ver.

Equation (5) permits the calculation of the internal
field, at least when |r| < rgm. Eliminating G from
Eqgs. (4) and (5), we obtain a relation between the
coefficients of the scattered and incident fields:

F=TA, (7
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where T is the T matrix of the single scatterer defined as
T=-Q'ReQ. (8)

With Eq. (2) the local fields can be calculated for
I*| < Famin by using the Q matrix and for |r| > T'mas bY
using the T matrix, but the region r, > |r| > Tmin 18
forbidden because the convergence of the expansions
of Eq. (2)1snotensured Some research has been
done to improve on this shortcoming; Bringi and
Seliga!” proposed a mathematical procedure that
used the T-matrix framework to calculate fields in-
side this forbidden zone. Barber et al.!® used a
method based on the T-matrix approach to evaluate
local fields not only at the tips but at any place on the
surface of the spheroids.

b. Rotation of the T Matrix

For the rotation of the T matrix, two coinciding
coordinate systems are considered. With respect to
the origin of both systems, the Euler angles «, B, and
v are used to rotate one of the systems relative to the
other.®* The rotation of the basis functions is accom-
plished by transforming the spherical harmonics
under finite rotations. These transformation proper-
ties are given in the quantum mechanics literature
(e.g., Ref. 20).

Explicitly, if ¥,y n, and ¥, . are the vector spheri-
cal functions in the rotated and nonrotated coordi-
nate systems, respectively, then one can write

Voo = ,.2 Dromel@, B, VVWenmor

where the index n is invariant under rotations and
the rotation matrix D is a function of the Euler angles
that define the relative orientation of the two coordi-
nate system.?

The incident and scattered electric fields in Eq. (2)’

are then expanded with respect to the two coordinate
systems. A relationship between the expansion coef-
ficients for €, and €, in the two systems can be
established by using the orthogonality of the vector
spherical functions. Using the definition of the T
matrix, we finally obtain

T' = D"Ya, B, v)TD(a, B,Y), (9)
where T’ is the T matrix for the rotated coordinate
system.

C. Clusters

The T-matrix formalism has been extended to sys-
tems with more than one scatterer by Peterson and
Strém?® by using the translation theorems for the
vector spherical functions.?* The translation proper-
ties of ¥, and Re ¥, are summarized by Ref. 22:

Re ¥pu(r + 8) = 3, Ry u(8)Re ¥, (r),
Yo(r + 8) = 3 0 nid)Re ¥, (1), |8 > |rl,

q',,.(l' + .) - 2, Rm.f'n'(.)‘vv'n'(r)y '.I < 'rli
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where 0,,, and R, ., are the elements of the
translation matrices as defined in Ref. 9.

Peterson and Strém obtained a T matrix for the
cluster of two particles in terms of the T matrices of
each single scatterer,

T(1, 2) = R(a,)[T(1)[1 - o(-a, + &,
x T(2)o(-a; + &,)T(1)]"*
X [1 + o(-a, + a,)T(2R(a; - a,)}}
x R(-a;) + R(a,){T(2)[1 - o{-a, + a,)
x T(1)o(-a, + 8,)T(2)]"Y[1 + o{-a, + &,)
x T(1)R(a; - &,)]iR(-a,), (10)

where a, and a, are the distances from the origin to
the center of scatterers 1 and 2, respectively.

The scattered field can be expressed in terms of the
incident field by using the T-matrix with the follow-
ing relationship:

g, = Eto.

Most of the results presented herein will be ex-
pressed in terms of the total electric field given by

& =€, + €, (11)

It is important to remember that the local fields can
only be calculated by starting from a minimum
circumscribing sphere around the scatterers to en-
sure convergence of the spherical wave expansions.

With these two transformations, rotation and trans-
lation, it is then possible to consider clusters with
variables separation and arbitrary orientation of the
constituent metallic spheroids.

The quantities discussed here are the normalized
local field intensities |€,/€|2 in the neighborhood of
the clusters of two prolate spheroids. These have
been calculated by inserting the individual T matrices
of each spheroid, Eq. (8), into Eq. (10), thus yielding
the effective T matrix for the cluster as a function of
interparticle distance. In the case of a different
orientation between the spheroids, their rotation has
been taken into account by applying Eq. (9) and
substituting the rotated T matrix into Eq. (10).
Finally, the total electric field vector has been calcu-
lated from Eq. (11), from which the enhancement of
the intensity of the field was obtained by taking the
square of the magnitude of that vector.

To illustrate the general results from this type of
calculation, we use two identical prolate spheroids
with an aspect ratioa/b = 0.9 anda = 5 nm, wherea
and b are the semiminor and semimajor axes of the
prolate spheroid, respectively. The formalism per-
mits the treatment of spheroids of any eccentricity,
but because of computational time and memory limi-
tations only the described size is considered.
Although the clusters of spheroids used here are in
the long-wavelength regime, the calculations are elec-




trodynamic in nature because the formalism is devel-
oped from the vector Helmholtz Eq. (1); results can
and have been obtained for other sizes and aspect
ratios.}4

The calculations were done by taking the direction

of propagation of the incident wave front to be along .

the y axis. The polarization of the electric field is
parallel to the direction of the interparticle distance,
which is the x axis. By testing other directions of
incidence and polarizations, we have determined that
the latter orientation gives the highest scattered-
intensity enhancement (of the order of 10%) for the
configuration of the clusters considered; we therefore
choose these as our working parameters. The calcu-
lations of the electric field are performed as a function
of interparticle separation and relative orientation of
the spheroids. -

Two resonant peaks are exhibited by the spectra of
all the geometrical configurations considered. It is
worth noting that this behavior is due to the interpar-
ticle multipolar interactions, because only one peak is
observed when the spheroids are sufficiently far apart
(\zl)xen d, the interparticle distance, is of the order of
4b).

The two resonant peaks experience a characteristic
red shift as a function of decreasing distance between
spheroids for all the clusters considered. This shift
reflects the interaction among the spheroids in the
cluster, which becomes stronger as the distance be-
tween the centers of the particles decreases, thereby
resulting in maximum shift for touching spheroids.
Figure 1 shows the calculated spectrum for the
cluster of two spheroids whose semimajor axes are
aligned with the incident electric field. Because this
is the more elongated cluster, it exhibits the highest
enhancement shown in this paper (of the order of
10%). The closer the spheroids the higher the interac-

-=11.112

a.11.812

™=12.112
&

I(arb.units)

i

Y% — 500
wavelength(nm)

Fig. 1. [Intensity of the total electric field at the point of observa-
tion P as a function of wavelength for a cluster of aligned spheroids
with a/b = 0.9 and a = 5 nm for three interparticle distances
(d = 11.112 nm = 2b, touching spheroids, 11.612 nm, and 12.112
nm). Thedirection of the incident radiation is along the y axis and
the polarization is parallel to the x axis.

tion between them and the more multipolar terms are
required in the calculation. As the interparticle
distance decreases, the low-energy peak shifts more
rapidly toward the red than the high-energy peak.
This behavior is related to higher multipolar terms,
other than the dipolar, which become more important
as the spheroidal constituents of the cluster approach
each other. As the interparticle distance diminishes,
the low-energy peak decreases rapidly in energy while
its intensity increases. The high-energy peak disap-
pears when d = 3b, the decoupling distance, whereas
the low-energy peak shifts to the resonant wave-
length corresponding to the isolated particle.

The effect of rotation has been analyzed by rotating
only one spheroid and by examining the local field at
opposite points on the exclusion sphere on the axis
that joins the centers of the particles, because for this
case the cluster is asymmetric. The analysis is also
performed by rotating both spheroids, thus maintain-
ing the mirror .symmetry of the cluster. In both
cases the interparticle distance is held constant.
Figures 2(a) and 2(b) show the behavior of the local
field observed at the two previously indicated points
on the x axis when only one spheroid is rotated.
Figure 2(a) describes the field near the nonrotated
spheroid and Fig. 2(b) describes that near the rotated
spheroid. The difference between the two observa-
tion points is in the intensity of the local field,
whereas the position of the resonance peaks remains
constant. This constance is to be expected because
the resonant peaks are phenomena associated with
surface plasmons of the cluster that depend on the
configuration of the whole cluster and not on the
point of observation. Figure 3 shows the spectrum
of the simultaneously rotated spheroids. The config-
uration 6 = 80° coincides with the cluster of Fig. 1,
which exhibits the highest enhancement in this paper.
The rotation of the spheroids does not affect the
number of peaks observed in the spectrum, although
their energies are shifted toward the red as a function
of increasing angle measured with respect to the y
axis. For this case the red shift of the peaks is also
attributed to the increase in interaction between the
spheroids, because for an isolated spheroid the shift
in energy as a function of angle of rotation is negligi-
ble for slightly eccentric spheroids. The maximum
enhancement is obtained in Figs. 2(a) and 2(b) when
the rotated spheroid is at an angle of 8§ = 90°. This
occurrence is reasonable because the semimajor axis
of the rotated spheroid is perpendicular to the polar-
ization of the incident electric field at 6 = 0° and is
parallel at 8 = 90°, thereby enhancing the field by its
geometry and directing the energy more efficiently
toward the other radiating spheroid. As we ex-
pected, the largest red shift and enhancement occurs
in Fig. 3 where both spheroids are simultaneously
rotated.

The resonant wavelengths for the cases shown in
Figs. 1 and 3 have been studied as functions of
interparticle distance d and orientation 8, respectively.
Figures 4(a) and 4(b) display the behavior of the
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Fig. 2. (a), (b) Intensity of the total electric field at the point P asa
function of wavelength for a cluster of spheroids witha /b = 0.9 and
@ = 5 nm for different angles of orientation of the sphervids with
respect to the vertical axis. The directions of the incident radia-
tion and the polarization are as shown.

low-energy peaks as a function of orientation angie
and of interparticle separation. Figures 5(a) and
5(b) provide this same analysis for the high-energy
peak. A least-squares fit to the data was made for all
four cases to determine the behavior of the red shifts
as a function of interparticle separation and also as a
function of orientation. The spread of calculated
resonance wavelengths about the smooth curves is
due to the fact that all resonant wavelengths analyzed
in Figs. 4 and 5 were obtained from a spline interpola-
tion of the calculated cluster spectra. The uncer-
tainty introduced by this interpolation in determin-
ing the resonant wavelengths is of the order of =2

nm.

In the case of both the low- and high-energy peaks
for the rotated spheroids, the shift toward the red
shows a sinusoidal behavior, as is illustrated in Figs.
4(a) and 5(a). A least-squares fit of this data gives a
functional behavior for the shift that is governed by
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Fig. 3. Intensity of the total electric field at the point P as a
function of wavelength for a cluster of simultaneously rotated
spheroids with a/b = 0.9, a = 5 nm for different angles of rotation
of the two spheroids. The directions of the incident radiation and
the polarization are as shown.

the simple relationship A(8) = A + B sin%8). For
Fig. 4(a),A = 376.7 nm and B = 47.8 nm; for Fig. 5(a),
A=3518nmand B = 7.2 nm.

From Figs. 4(b) and 5(b), it appears that the
position of the peaks have an exponential behavior as
a function of increasing interparticle distance. A
curve fitting gives the functional relationship A(d) =
A" + B\ exp{—(d — dg)/n]. For the case of the low-
energy peak, A’ was taken to be the resonant wave-
length for the decoupled cluster, i.e., the resonant
frequency of an isolated spheroid. Here 3\ is the
difference between the resonant wavelength of the
touching spheroids and the resonant wavelength with
no coupling and d, is the touching distance 2b. The

430 460

(o) (v)
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wavelength(nm)

deehnad,
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Fig. 4. Shift in the resonant wavelength for the low-energy peak
as a function of (a) the rotation angie 6 of the simultanecusly
rotated spheroids, and (b) interparticie separation d for the aligned
spheroids. The solid curve represents a least-squares fit to the
calculated points.
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Fig. 5. Shift in the resonant wavelength for the high-energy peak

as a function of (a) the rotation angle 8 of the simultaneously

rotated spheroids, and {b) interparticle separation d for the aligned

spheroids. The solid curve represents a least squares fit to the
calculated points.

12,4

only fitting parameter used is , which corresponds to
a decay factor. For Fig. 4(b), A’ = 361.5 nm, A = 94
nm, and the fitted parameter is n = 0.57 nm. For
the case of the high-energy peak it is also necessary to
fit \’; the resulting fitted curve for Fig. 5(b) yields
N\’ =350 nm, 5A = 13.6 nm,andn = 0.32 nm. From
the analysis it is evident that the low-energy peak
suffers a considerably larger shift in wavelength than
the high-energy peak as a function of both angle and
interparticle distance.

The decoupling distance for the cases discussed
here occur at d = 3b. For all other cases studied by
us the decoupling distance has been found tobed =
4b, which is twice the distance of touching spheroids.

4. Conclusions

A T-matrix formalism has been used to calculate the
local electric field near clusters of metallic spheroids,
and the influence of clustering on their spectrum has
been investigated as a function of interparticle dis-
tance d and relative orientation 0 in the long-
wavelength regime. The calculations show two reso-
nant peaks in the spectrum caused by interparticle
interactions, which is in contrast with one peak in the
spectrum of the single spheroid. The high-energy
peak disappears and the low-energy peak becomes the
peak of the isolated spheroid for interparticle dis-
tances of 4b. This fact should prove useful in the
analysis of clusters of more than two ellipsoidal
particles.

As a result of the interaction among the spheroids
that form the cluster, enhancements of up to 103 are
observed. Higher enhancements should be observed
for more eccentric ellipsoidal constituents of the
cluster. The enhancement is shown to be sensitive
to the relative orientation of the spheroids and the
interparticle distance. Both resonant peaks are red
shifted as a function of reduced interparticle distance

and.ofincruningangle of rotation with respect to the
y axis. P

The position of the higher-energy peak is less
sensitive to interparticle distance than the lower-
energy one, and rotations are less effective in shifting
the peaks than the separation of the spheroids.
Through a least-squares fit, we demonstrated that
the shifting of the low-energy peak obeys an exponen-
tial relationship as a function of the varying interpar-
ticle distance that decays to the value of an isolated
spheroid for values of d = 3b, whereas the red shift
obeys a sinusoidal relationship as a function of the
angle of rotation of the spheroids.

For ~xperimental systems composed of a collection
of scatterers with a random distribution of interparti-
cle distances and orientations, these calculations will
be important in predicting the estimated effective
width of the observed resonances. The predicted
width is expected to be greater than the ones shown
here because such a system will have contributions
from clusters with a wide variety of interparticle
distances and relative orientations. A rough esti-
mate suggests that the resonant peak of that system
should have a width of the same order as the differ-
ence between the resonant energy of the cluster of
touching spheroids and the resonant energy of a
decoupled cluster.

Recently some efforts have appeared in the litera-
ture that treat clusters of spheroids by using ellipsoi-
dal harmonics,?? but to our knowledge only calcula-
tions restricted to the far zone have been performed.
We do not expect that the use of ellipsoidal harmonics
will simplify in any significant manner the calculation
of the field in the near zone, because a cluster does not
have either spherical or ellipsoidal symmetry; there-
fore, we do not anticipate any advantage of one
expansion over the other.

This research was partially supported by the Na-
tional Science Foundation grant INT-8509185 and by
the U. S. Army Research Office grant DAAL03-89-G-
0114.
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The dependencies of the two carriers mobility-lifetime products on the position

of the Fermi level in a-Si:H

Y. Lubianiker?, L. Balberg?, S.Z. Weisz® and M. Gomez

b

3The Racah Institute of Physics, The Hebrew University, Jerusalem 91904, Israel

PDeparment of Physics, University of Puerto Rico, Rio Piedras 00931, P.R.

In this presentation we report results obtained by the first combined application of the Metal Oxide
Semiconductor and the Photocarrier Grating configurations. This combination enabled the first
simultaneous study of the two carriers mobitity-lifetime products and their light intensity exponents as
a function of the position of the Fermi level, in undoped a-Si:H. We found that anticorrelations and
correlations prevail between these two sets of quantities. The conclusion we derive from these
behaviors is that the "defect pool” model accounts for the phototransport data much better than any

other model.

1. INTRODUCTION

One of the methods [1.2] used to determine
the energetic location of the defect states in
hvdrogenated amorphous si’*~~n. a-Si:H, is
finding the dependence of measureable
phototransport properties on the energy
separation between the conduction band edge
in the bulk, E, and the equilibrium (or "dark")
Fermi level, Eg
dependencies of the two carriers mobility-
lifenme, p7, products on AE = E . - Ep have
been given recently by variois researchers for
both, the "standard” [3,4] and the "defect pool”
[4), models of a-Tiil “Wils the modeks
proposed were for undoped a-Si:H. the
experimental results were limited thus far to
data obtained on doped materials [2.4.5] in
which a different distribution of recombination
centers may exist [6,7). In the present work we
report the first determination of the above
dependencies, in undoped a-Si:H, applying a
combination of Metal-Oxide-Semiconductor
(MOS) and PhotoCarrier . Grating (PCG)
configurations. Previously either the MOS
configuration [8] or the PCG configuration [9]
have been used for the study of phototransport
parameters. The novel application of the
combined configuration enabies a simultaneous
study of both the majority and minority carnier

Predictions for the’

phototransport properties as a function of

AE = E(s)-Eg, where E _(s) is the energy of
the conduction band edge at the
semiconductor-oxide interface. In particular we
are able to present the first simultaneous results
of the dependencies of the light intensity
exponents on AE_, and to show that these
dependencies on Ai yield 2 more convincing
proof for the "defect pool” recombination-
centers model than “"quantitative” fits of the
theoretical predictions to the measured pr
products [4]. Since the majority carriers in
undoped a-Si:H are the electrons we define
their hight intensity exponent by the relation
(ut), = GY1, where (i), is the electrons 7
product and G is the carniers generation rate.
Correspondingly for the holes, we define the
exponent S by the relation (u7)y-= G5, The
main conclusion of the comparison of our
experimental data with the presently available
theoretical results is that the "defect pool” is the
best description given thus far for the deep
recombination-level distribution in a-Si:H.
This conclusion applies for both undoped and
slightly doped (a fraction of a ppm) a-Si:H.

2. THEORETICAL BACKGROUND

Following the many data which indicate the
presence of three charged states of a dangling




bond [10], the presently accepted models of the
deep states (i.e. the recombination centers) in
a-SitH do consider these -states [2-4].
Correspondingly, the most common mode]
used for interpreting the various data is the
simplest possible model which is based on the
presence of these states. In this model, known
as the “standard” model [2-4] of a-Si:H, it is
assumed that there are D* and D° dangling
bond centers, the common energy level of
which lies below E, and the D" centers, the
energy level of which lies above Er. The most
significant feature of this model is the
correlated occupation statistics [11] of these
states, i.c., that the occupations of the D* and
DP centers also determine the occupation of the
D’ centers. Very recently a numerical study of
the “"standard” model [3] has shown that in
undoped a-Si:H, (u7), will increase with
decreasing AE, while (p.'r) will decrease with
AE. It was further found b] that vy decreases
from 1 to 122 with decreasing AE, whils S is
independent of AE having the value S = 0.
Qualitatively these results are the same as those
expected for a single recombination level in
general [12.13] and for parameters which are
appropriate for a-Si:H in particular [2]. It is
important to note that the S=0 prediction is
independent of the particular parameters
chosen for the above rwo models [13].

The more recently suggested model for a-Si:H
is the so-called “defect poof® 'model in which
one assumes three ipdependent "sets” of levels,
so that each set consists of a D°/D™ level and a
D level [6]. Thus far predictions based on this
model were made [4] for the AE dependencies
of (uT), and (uT)y, but not for y and S. We
argue howcvcr hcre that while y will have
qualitatively the same AE dependence as in the
"standard” model, it is very likely that in the
"defect pool” model S has a non-zero vailue
which decreases with AE. Basically, the
argument is based .on the very simple picture
{12] of the single recombination-center level.
In this picture the variation of <y with increasing
AE is controlled by the charge neutrality
condition which is fulfilled by the fact that the
electron concentration is equal to the
concentration of the positively charged deep
recombination centers [12] (D” centers in our

L R VT

case). We argue [13], bv svmmetry, that the
same condition holds for the holes and the
negatively charged recombination centers (D-
centers in our case) provided (as assumed in the
"defect pool” model) that po correlation exists
between the occupation of the wo types of
centers [4]. Hence, S will vary in a wav similar
to v, i.e. it will decrease from S = 1/4 10 S = 0
with decreasing AE. We find then that the

S # 0 observatiofi is a signiature of a svstem
which has at least two occupation-independent
levels. A more detailed discussion and the
justification for considering recombination in
the deep states rather than in the band tail
states will be given elsewhere [13].

3. EXPERIMENTAL

The MOS structure used in the present study
was almost the same as the one used previously
[8.14] for the study of the photoconductivity
and its dcpendcncc on AE, in a-Si:H. Since
this structure has been described and discussed
before, its description will not be repeated here.
Let us mention only that our lum-thick film of
device-quality undoped a-SitH has been
deposited [15] using rf glow discharge
decomposition of silane. The new experimental
configuration which was used here was the
application of the PCG technique 10 the MOS
structure. We should point out that the
common PCG measurement [9] actually vields
the ambipolar diffusion length L, from which
one derives (i), using the well known relation
[15] between them ((n7), = L?). We can
determine then both (;.t.'r)c and (wT), as a
function of AE..

4. EXPERIMENTAL RESULTS AND
DISCUSSION

Since the relation between the applied gate
voltage V5, and AE_ has been discussed in the
past (8] we can scalcsV , which is in the range
6ZVGZ~6V with the band bending scaie at the
surface, which is in the range
0.8=AE 0. f eV. We note that it is essentially
the forward bias (V >0) rangc which yields
this vanatiou g independent
experimental proof for the abovc Vg-AE;
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scaling is derived from the fact that the
presently found variation of y between 1 and
0.5 (see below) with the above variation of V.
is in excellent agreement with the predictions
made for this in all the available
theories {1-3] and all the available experimental
results which either used doped materials [1,2]
(i.e. the <y dependence on AE) or the MOS
configuration [8,14] (i.e. the <y dependence on
AE)). Now that we have sef the AE = AE
scale we can compare our results with ti:c
predictions of the “"standard™ [3,4] and the
"defect pool” [4] models.
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Figure 1. The measured two carriers puT
products as a function of . The results
are compared with the predictions of Ref 4 for
the "standard” model (dashed curves) and the
"defect pool” model (full curves).

Our experimental results for the dependencies
of (u7), and (u7), on AE. are shown in
Figure. f. For comparison with the theoretical
predictions we also show the calculated results
for the above two models [4], for a defect
concentration of 10'° cm™. It is seen that the
measured dependence of (17), on AE, is in a
much better agreement with the "defect pool”
model than with the “standard® model
predictions. By examining other “standard”
model predictions [3] it appears that this
conclusion goes beyond the choice of the
parameters used in the calculations, since the
(17), dependence on AE, is much sharper for
the “defect pool” model On the other hand we
see that the dependence of (1T),, is in better

Lucara e,

qualitative agreement with the "standand"'

model. These two behaviors indicate clearly
that the true situation is more complicated than
the “standard” model i.e. that there is at least a
partial occupation-independence of the
recombination levels invoived (see below). We
must note however that the agreement of the
(p.'r)c/(;.l."r)l1 value with the “"defect pool” model
prediction is simply a consequence of the
parameters chosen, as can be seen from the
predictions for the “standard” model when
different parameters have been used [3).
Hence, while the agreement with the “defect
pool” predictions is better, in view of the lack of
parameter-effect-analysis it is not too
convincing. An important observation is the
fact that the present results are almost identical
with the results obtained by variation of AE by
doping [4,5,16). This has three consequences.
First, it lends further support to our AE =AE

scaling. Second, the slight doping necessary to
move Ep from E_-0.8 to E_-0.5 eV does not
yield a consicferable ghange in the
recombination level structure in comparison
with the undoped material, and third (which is
very .mportant for the present experimental
approach) the "vicinity to the surface” nature of
the combined PCG-MOS configuration does
not effect the results.
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Figure 2. The measured light intensity
exponent as a function of AE .

In Figure. 2 we show the AE, dependencies of
the light intensity exponents. The results for <y
in Figure. 2 are in excellent agreement with
those of previous experimental [8,14] and
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theoretical [2,13] works on undoped a-Si:H,
where vy was found to decrease quite sharply
from y =1 to -y = 0.4 in the range of 0.5 <
AE=<08eV.

So far all the data discussed above is
consistent qualitativelv with both the one level
model [2,12] and the "standard" model [2,3] of

a-Si:H. Let us turn then to the results of the
S(AE,) dependence (reported here for the first
time for undoped a-Si:H). As we seein
Figure. 2, S decreases’ apprecxably with
decreasing AE.. This result is in agreement
with the expcnmcntal finding of the behavior of
S when boros- doping was used [16]). While
these and the present experimental
observations of the behavior of S are consistent,
the variation of S, and its high non-zero value,
are inconsistent gualitativelv with the
expectations implied [13] by the one level [12]
or the "standard”[3] model (see above). Hence
the one-level model and the " "
cannot account for the S data, and consequently
we should consider the next model in
complexity for a-Si:H, i.e. the “defect pool”
model. This model, as discussed above (Sec. 2),
is most likely to yield 2 non-zero value for S.
Hence, the behavior of S is a much more
convincing tool than the (p.'r) and (p.‘r)h
resuits [4] for the determination of the
recombination level structure in a-Si:H.

5. CONCLUSIONS =

We have followed the variation of the four
phototransport properties (wT),, (LT)y, 7Y and
S as a function of the energy separatxon AE in
undoped a-Si:H. We found that the quahtatwe
S(AE,) dependence excludes the one level
modef or the "standard” model as representative
models for the recombination level structure in
a-Si:H while it does not exclude the validity of
the “defect pool” model. This conclusion is
further supported by the better agreement of
the AES dependencies of (), and (7)), with
the calculated predictions of thc dcfcct pool”
model.
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Study of the density of states in a-Si:H using the Si/electroly"te system
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Localized states in a-Si:H are studied by pulsed measurements on the a-Si:H:electroivte (S/E)
system. The S/E interface is essentially blocking to current flow and. as a result, surface space-charge
layers, ranging from large depletion to very strong accumulation conditions. can be induced and
studied. Measurements in the depletion range under illumination yield directly the total densitv of
occupied states in the entire energy gap. This is useful in obtaining a quick and reliable assessment of
the quality of the amorphous films. In high-grade films we find that the total density of occupied states
is around 10 8 ¢m3, The data in the _accumulation range, on the other hand. provide usctul
information on unoccuplcd states near the conduction band edge. The S/E svstem is utilized also to
apply a sweep-out technique for an accurate determination of w7, the product of the electron mobility

and lifetime, even when this value is very low.

1. INTRODUCITON

Consideraole effort has been devoted to
derive the density of states spectra in a-Si:H
films [1]. In this paper use is made for this
purpose of pulse measurements on the
semiconductor/electrolyte (S/E) system. Such
measurements, which proved to be very useful
in the study of crystalline semiconductors {2].
have been found to be equally effective when
applied to a-Si:H films. The blocking nature of
the S/E interface allows one to induce by an
applied bias space-charge layers at the a-Si:H
surface, ranging from large depletion to very
strong accurnulation conditions.  In this
manner. the entire energy gap in the space
charge region, together with its localized states,
cuan be swung below and above the Fermi level.
At the same time, one can measure the surface
space-charge density Q.. as a function of the
barrier height Vo In a-SitH. Q. resides
predominantly in lhe localized states (exoept in
strong accumulation conditions), so that the
measurements yield, at least in principle. the
energy distribution of the density of states.

High-grade, devwe-quahty ﬁlms are
usually close to intrinsic (resistivity ~10'° ohm-
cm). Such high-resistivity films cannot be

handled by our measurement technique because
the surface space-charge capacitance cannot be
charged within the short-duration applied pulse
biases. Accordingly. most of the results to be
reported here have been obtained under
illumination. for which the photo resistiviry is
typically 10° ohm-cm or less. Our results in the
depletion range are in remarkablv good
agreement with the theoretical curve that tukes
into account the presence of locahzed statcs.
The data thus yield directly the total density of
occupied states in the entire energy gap. This s
very useful in obtaining a quick and reliable
assessment of the quality of the amorphous
films. In high-grade materials we find that the
tota] density of occupied states is around 10'®
cm™. The results in the accumulation range.on
the othcr hand. provide useful information on
the unoccupied states near the conduction-band
edge. Analysis of the data in this case. however,
is more difficult because surface states are
apparently aiso involved.

The blocking nature of the u-
Si:H/electrolvte interface is utilized also to apply
a sweep-out technique for an accurate
determination of pT, the product of the electron
mobility and lifetime. The technique is effective
over a very wide range of wt. In a rather poor-
quality film, for example. we have measured a




= value as low as 5x10¢ ecm?/V.
2. EXPERIMENTAL

Device quality a-Si:H films were prepared
by rf glow-discharge decomposition of silane.
First, a thin n+ layer was deposited on a
conducting glass substrate, followed by a 1 wm
thick intrinsic film. The n+ layer provides an
ohmic contact between the conducting glass
and the intrinsic film. The conducting glass was
cut into squares of about 0.5 cm? in area and a
contact attached to the conducting glass. The
wire lead, contact area and the entire sample
were masked by egoxy cement, except for a
small area (~ 2 mm*) of the film'’s surface 1o be
exposed to the electrolyte. The sample and a
platinum electrode were immersed in an
indifferent electrolyte such as Ca(NO,),
(NH)).,SO,. The sample was 1llummatcd
through the (transparent) electrolyte by a ~2
mW He-Ne laser. The measurement technique
has been described elsewhere [2], and will be
reviewed only briefly here. A short (0.1-40
psec) voltage pulse applied between the Pt and
the sample is used to charge up the
semiconductor space-charge capacitance. The
voltage drop across these electrodes, measured
just after the termination of the pulse,
represents to a verv good approximation the
change 8V_ in barrier height across the film's
space-charge layer induced by the applied pulse.
The change 8Q.. in space-charge density is
obtained from tﬁc voltage developed across a
series capacitor, again at the termination of the
puise. Pulses of varying amplitude are applied
singly. one per data point taken. In this manner
damage to the amorphous film is minimized.
We found that applving a large number of
pulses degrades the matenal. drasticallv
reducing its resistivity and introducing large
trap densities.

The quiescent barrier height V., is
determined quite accurately (to within 20 meV)
from measurements in the depletion range.
The entire Q.. vs. V. curve can then be
constructed, on the basis of the 8Q, vs. 8V
data [2]. In what follows the surface electron
density No = Q. Jq, where q is the electronic

L

charge, rather than Q.. is plotted against V.

The dark and pgoto resistance of each
sample (between the a-Si:H/electrolyte interface
and the n+ contact) was derived from current-
voltage characteristics measured at the onset of
the applied pulse, before the surface space-
charge capacitance can be charged through the
sample’s resistance (see below). In this manner.
the blocking interface is effectiveiv shorted.

3. RESULTS AND DISCUSSION
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Figure 1. Surface electron density N vs. barrier
height V in an illuminated sample of a-Si:H.

Typical results of N¢ vs. V,, obtained for
an  illuminated a- SlsH sample from
measurements with a pulse of 3-usec (squares)
and 30-psec (circles) duration, are displaved in
the semilog plot of Fig. 1. In the depletion
range (V,<0), the N¢ values are negauvz ang.
because of the logant i’lmlc scale used, the plots
are those of their absolute magnitudes. The free
electron concentration under illumination ny,
in the amorphous film has been denved from
the measured photoconductivity on the
assumpnon that the electron mobility g is 10
cm?/Vsec [3.4]. The corresponding theoretical
dependence of N. on V_, as obtained from a
solution of Poisson’s equan’on in the absence of
localized states, is shown by the dashed curve.
The experimental points are seen to lie well
above this curve indicating, as expected for
amorphous films, that the space-charge laver in
both the depletion and accumulation ranges is

to
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dominated by localized states. Note that V__. is,
as expected, nearly zero since illumination tends
to flatten the bands at the surface.

When a depletion layer is formed (by an
applied negative pulse), free and trapped
electrons are expelled from the surface region,
leaving behind the positively-charged localized
states that make up the immobile space-charge
in the depletion layer. In an unilluminated
sample only shallow states, down to 0.3-0.4 eV
below the conduction band edge, are able to
thermally emit their trapped electrons into the
conduction band within the measurement time
(the puise duration) [2]. Under illumination,
on the other hand, the situation is quite
different. Hole-electron pairs are continuously
generated by the light. - The electrons—are
expelled from the surface region, while the
holes are attracted to the surface where they can
recombine with the trapped electrons. Ia this
manner electrons in occupied states throughout
the energy gap can be discharged and expelled
from the space-charge layer, irrespective of the
depth of the states. Referring to Fig. 1, we see
that for a measurement time of 3 psec (squares)
onlv a fraction of the trapped electrons are
expelled, but when the pulse duration is
extended to 30 psec (circles), practically all
occupied states in the depletion layer are
discharged and expelled (see below). The solid
curves, passing in each case th;nugh the points,
were calculated from Poisson’s equation for the
case in which localized states of densities N, (as
marked) are present. The agreement between
theory and experiment is seen to be remarkably
good, adding considerable confidence to our
analysis. The total density of occupied states in
the entire energy gap. as derived from the data
for the 30 psec measurement time is about
10'8cm3, which is the expected value for the
films studied.

When accumulation layers are formed,
unoccupied states are filled up. Here again, the
experimental points are seen to be initially well
above the dashed curve calculated for the case
of no localized states present, indicating that
localized states dominate the space charge layer
in this range as well. Surface states are probably
also involved. At stronger accumulation,

-

however, the calculated curve crosses the
experimegtal points and climbs above them.
This is not understood at present, and more
work is in progress to account for such a
behavior. Further studies are needed also to
distunguish between surface and bulk states.
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Figure 2. Expelled trap density vs. pulse
duration (measurement time) for three a-Si:H
samples under illumination.
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Figure 3. Dark and photo conductivity of

a degraded a-Si:H sample vs. applied voltage
pulse. Solid curve in the nezanve pulse range
represents eg. (3) forpt = 5x 108 em?/v.

The expelied trap density under depletion
conditions, as derived from measurements such
as those shown in Fig. 1, is plotted in Fig. 2
against pulse dunon. The lower two curves
were obtained fo:  zh-grade a-Si:H films, while
the upper curve - . obtained after a film has
been degraded by the application of many




voltage pulses. In all cases, the expelled trap
density increases with pulse duration, but tends
to saturate at a pulse duration of 30-40 usec.
We interpret the saturation level’ as
representing the total density of occupied states
in the energy gap. We are in the process of
developing a model involving the hole trapping
kinetics in order to account for the shape of the
experimental curve,

The dark and photoconductivity of a
degraded a-SitH sample vs. applied pulse
voltage is displayed in Fig. 3 on a semilog plot.
The measurements were taken at the onset of
the pulse, before the  space-charge
capacitance at the a-Si:H interface can charge
up. For positive pulses (electrolyte positive with
respect to the n+ contact), the conductivity in
both the dark and under illumination is seen to
increase with applied voltage. This is due to
electron injection from the n+ layer. In the
negative polarity, the dark conductivity is
independent of voltage, as it should. The
photoconductivity, on the other hand, is seen to
decrease with pulse amplitude, approaching the
dark conductivity at large negative voltages. We
attribute this behavior to electron sweep-out by
the applied fields, as shown by the following
considerations. The continuity equation for the
case of a blocking contact can be written as:

dN/dt = L - N/r - uEN/d, (1)

where N is the total densntv of photo electrons
in the sample per cm?, L is the number of hole-
electron pairs generated by the light per cmsec,
E is the applied field and d is the film’s
thickness. Strictly speaking, the last term in eq.
(1) should be pEny,(d), where ny,(d) is the
electron conoentranon at the n+ contact. For
simplicity. we have replaced ny,(d) by the
avcrage electron concentration N J which is a
fairly good approximation. Space-charge
cfiects are negligible in this polarity, even if all
photo electrons are swept away from the
sample (leaving behind the photogenerated
holes). Hence the field is very nearly uniform at
the value V/d.- Solution of eq. (1), with the
boundary condit.on that N assumes the zero-
field density N = Lt at the onset of the pulse
(1 = 0), yields

N=N_/(1+p1E/d)+
N exp[-{A+REMN)/(1 +d/utE). (2)

Now d/uE is the electron translt time through
the film and is typically 10 sec for an applied
voltage of 1 V. The measurement is taken
about 1 usec following the pulse onset, so that
the second term in eq. (2) can be neglected to a
very good approximation. Re-writing eq. (2) in
terms of the photoconductivity o = quN/d we
then have

o =0,/(1+pTVid?). (3)

The solid curve fitted 1o the photoconducmm
data at negative voltages in Fig. 5 is a plot of eq.
(3) for pr = 5x10% cm?V. The fit with the
experimental points is seen to be very good.
The rather low value of T is reasonabie for the
degraded sample used in the measurement. The
method can be applied effectively even if p7 is
an order of magnitude lower. It should be
noted that w in this context is the trap-
controlled mobility [4].
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ABSTRACT

A comparative study of the deposition temperature (T,) dependence of the mobility-lifetime
() products of the charge carriers in glow-discharge and rf sputter-deposited a-Si:H is

described and discussed. The T,-dependence of the s and the majority carrier light-intensity
exponents of the two types of films are strikingly similar. These observations then iead to the
conclusion that the structure of the recombination levels and the recombination processes are in
accord with the “defect pool” model, in contrast to previous suggestions. The differences

between the two types of films thus appear to be limited to the concentrations of dangling
bonds.

INTRODUCTION

Various techniques for depositing a-Si:H have been studied over the years, some of
which were claimed to yield higher quality films than others [1). The glow discharge (GD)
decomposition of silanc has been exhaustively investigated, and most of the applications
employ this deposition method [2]. The study of films deposited by other techniques was
usually limited 10 the description of their measurable properties and the comparision of these
properties with those of undoped “device-quality” GD films {3]. All of the theoretical
progress, devoted to the understanding of the electronic structure of a-Si:H, was achieved by
comparing the theoretical predictions with the experimental results on GD films [4-9). The
question of whether the phototransport data on material produced differently indicate different
electronic structures, transport mechanisms, or recombination processes has been addressed
only rarely. One such study of the phototransport data associated with the majority carriérs in
GD and f sputtered (RFS) was reported by Jousse et al. [10), who monitored the effects of
boron doping on the phototransport parameters. They concluded that in RFS materials the
recombination process is coatrolled only by the valence bandtsil, but in GD films the
recombination involves a defect center with either a single or two positively correlated energy
states. This paper recxamines these conclusions in view of new phototransport data and the
recent theoretical developmcnts [6,9] in understanding the behavior of the minority carrier
phototransport properties in GD device-quality material [6-9). RFS films were of course
extensively studied (11), and in contrast to GD deposition, enable a T,-independent control of
hydrogen incorporation.

The results on two sets of samples, a GD and an RFS deposited set are described in this
peper. The variable deposition parameter used to obtain sequential films with coatinuously
varying properties in both sets was Ts. Indeed, this parameter has been employed extensively
for numerous purposes, e.g., in finding correlations between various structural [13) and/or
electronic properties [3]). This parameter was conspicuous in establishing the relation between
the deep states density and the width of the valence banduil in GD a-Si:H [14]. In addition, it
is probably the most convenient variable deposition parameter, and its effect on the films is

Qoo
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conceptually very clear and uncontested: A higher T, enbances the “order” and density of the
distorted tetrubedral network on the onc hand [13] and the effusion of the hydiogen on the
other hand [14]. Since the former process improves the transport and the passivation of the
dangling bonds while the latter increases their density, it is not surprising that the charge carrier
lifetimes peak around T, = 250°C. However, the details of the dynamical processes and their
dependence on the substrate temperature are obviously complex. For example, the relative
roles of T, in hydrogen diffusion [17] and incorporation [18] are still unsettled. Similarly, its
direct effect on the network relaxation and indirect effect on the relaxation via hydrogen
effusion [19] are aiso not well understood. This paper, which is devoted .to phototransport
data, makes no attempt to correlate the data with the structural properties of the materials since
the transport properties of semiconductors are very sensitive to small variations in the structural
and compositional details of the material. Hence, a very comprehensive study will be needed
in order to discuss that correlation. However, the basic nature of the recombination mechanism
does pot have to depend on those details. This basic mechanism is the subject of this paper.

EXPERIMENTAL PROCEDURE

The GD films that were deposited at Solarex [21] at 250°C and at a typical deposition rate
of 4 A/s onto Corning 7059 glass substrates were ~5000 A thick. The RFS films prepared at
the Ames Laboratory (22] were deposited by sputtering a 6™ diameter polycrystalline Si target
located ~1.5" above the heated substrate at 13.56 MHz and an 1f power of 400 W. The partial
pressures of the Ar and H, gases were 10 and 1 mt, resp. The thickness and deposition rates
of the films ranged from 0.8 to 1.5 ym and 1.5 to 2.9 A/s, resp. The contacts were coplanar
NiCr or Au contacts separated by 0.4 mm. While the optoelectronic properties of GD films
barely change upon annealing at 250°C [16], those of the RFS samples, which were annealed
at that temperature in air for 2 h, indeed improved.

The phototranspart properties were studied by the photocarrier grating (PCG) technique
[23-25] using a H=-Ne laser, i.e., with illumination that can be considered to be “uniformly”
absorbed in the films, The results were obtained under ambipolar conditions [24] so the
minority carrier (bole) mobility-lifetime product (47), could be derived directly from the
measured ambipolar diffusion length L via the relation

()9, = (Q/2KT)L2 B ¢))
The majority carrier (electron) (%), product was derived directly from the measured photocon-
ductivity op, and the relation

9. = ow/(qG) )]

where G, the photogeneration rate of electron-hole pairs, was determined by assuming unit
quantum efficieacy of generation by the absorbed photons. As mentioned above, however, the
most gignificant parameters for interpretation of the data are the so-called light intensity
exponents [26], defined by the relations

(o), @ Gl 3
()0 @ G328, @
The pt resrls shown below were obtained at 10 mW/cm? illumination, and the exponents

were derived from the behavior in the 0.8 - 10 mW/cm? range. The analysis of these data was
described in previous reports [20,23].
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conceptually very clear and uncontested: A higher T, enhances the “order” and deasity of the
distorted tetrahedral network on the one hand [13] and the effusion of the hydrogen on the
other hand [14]. Since the former process improves the transport and the passivation of the
dangling bonds while the latter increases their density, it is not surprising that the charge carrier
lifetimes peak around T, = 250°C. However, the details of the dynamical processes and their
dependence on the substrate temperature are obviously complex. For example, the relative
roles of T, in hydrogen diffusion [17] and incorporation [18] are still unsettled. Similarly, its
direct effect on the network relaxation and indirect effect on the relaxation via hydrogen
effusion [19]) are also not well understood. This paper, which is devoted to phototransport
data, makes no attempt to correlate the data with the structural properties of the materials since
the uransport propertics of semiconductors are very sensitive to small vaniations in the structural
and compositional deiails of the material. Hence, a very comprehensive study will be needed
in order to discuss that correlation. However, the basic nature of the recombination mechanism
does not have to depend on those details. This basic mechanism is the subject of this paper.

~—

EXPERIMENTAL PROCEDURE

The GD films that were deposited at Solarex [21] at 250°C and at a typical deposition rate
of 4 A/s onto Corning 7059 glass substrates were ~5000 A thick. The RFS films prepared at
the Ames Laboratory [22] were deposited by sputtering a 6™ diameter polycrystalline Si target
located ~1.5" above the heated substrate at 13.56 MHz and an 1f power of 400 W. The partial
pressures of the Ar and H, gases were 10 and 1 mt, resp. The thickness and deposition rates
of the films ranged from 0.8 to 1.5 ym and 1.5 t0 2.9 A/s, resp. The contacts were coplanar
NiCr or Au contacts separated by 0.4 mm. While the optoelectronic properties of GD films
barely change upon annealing at 250°C [16], those of the RFS samples, which were anneaied
at that temperature in air for 2 b, indeed improved.

The phototransport properties were studied by the photocarrier grating (PCG) technique
[23-25] using a He-Ne laser, i.e., with illumination that can be considered to be “uniformly”
absorbed in the films. The results were obtained under ambipolar conditions [24] so the
minority carrier (hole) mobility-lifetime product (ut), could be derived directly from the
measured ambipolar diffusion length L via the relation

(1), = (Q/2kT)L2 (1

The majority carricr (electron) (p), product was derived directly from the measured photocon-
ductivity o, and the relation

(V) = Gl(q0) @

where G, the photogeneration rate of electron-hole pairs, was determined by assuming unit
quantum efficiency of generation by the absorbed photons. As mentioned above, however, the

most significant parameters for interpretation of the data are the so-called light intensity
exponents [26], defined by the relations

(o), ® qr! 3)
(o), = G (4

The pv results shown below were obtained at 10 mW/cm? illumination, and the exponents

were derived from the behavior in the 0.8 - 10 mW/cm? range. The analysis of these data was
described in previous reports [20,23].
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RESULTS

Figure 1(a) displays the well-known bebavior of (), in GD a-Si:H (10,14). It
increases significantly with increasing T, up to ~200°C, and decreases considerably at T, 2
300°C. The behavior of (), is similar (Figure 1(b)), but it decreases at T, 2 350°C. The
behavior of y (Figure 1(c)) appears to be carrelated with (1), in some ranges of T, but anti-
correlated to it in other ranges of the deposition temperature. On the other hand, the behavior
of S (Figure 1(d)) appears to be anticorrelated with (¢t), over the entire range of T,

Due to their poor photoconductivity, (¥t), of the as-deposited RFS films could not be

measured by the PCG technique. Although o,y improved after annealing, it was still
insufficient to enable the determination of S (Eq. (4)), which required attenuated illumination.

Figure 2(a) displays the dependence of (ut), on T,; it is strikingly similar to the dependence in
GD films (Fig. 1(a)). On the other hand, the peak of (), vs T, is much narrower peak in the
RFS samples than in the GD films. The bebavior of y (Figure 2(c)) is interesting. A priori the
behavior of the annealed films appears to be anticorrelated with that of the unannealed.
However, comparison with y(T,) of the GD fijlms (Fig. 1(c)) indicates that all of the T,-
dependences can be matched by appropriate displacements along the T, axis. This approach is
adopted in analysing and interpreting the results.

DISCUSSION AND CONCLUSIONS

As mentioned above, the general qualitative dependence of yx on T, is well understood:
Atlow T,, two factors are responsible for the high defect concentration and consequent short
lifetime of both types of charge carriers: (i) H diffusion during deposition is too slow to
passivate many of the dangling bonds and (ii) the bandtails are broad, due to the unrelaxed
network, which yields shallower recombination centers [14]. At high T, hdyrogen effusion
increases the density of dangling bonds [14,15] and may also lower the network order {19}
which is improved by its incorporation. These effects are confirmed by various measurements
(14], notably the constant photocurrent method (CPM) [3]. Hence, the results on the GD films
shown in Figs. 1(a) and 1(b) can be understood simply within this picture. The detailed

behavior of (pt), at 480 s T, < 300°C can be attributed to the competition between the

competing processes. This may also explain the variations in the (4t), behavior in films

deposited under different conditions [3].

While the st behavior cannot disclose more specific information on the basic recombina-
tion mechanism, the light intensity exponents y and S (as shown for photoconductors in gener-
al [26] and for a-Si:H in particular [9,20]) can. Turning to the former, we see that y = 0.9.

“The Rose model” of bandtail recombination [26] does not allow y > 1, and suggests that the
characteristic width of the exponential conduction bandtail is given by

Epo = II(1 - DIKT. e

If recombination occurs only in the bandtail states 1 2 g 2 0.9 implies that E_, = 0.2 eV. This
width is far larger than any previous, more direct estimate of E., (= 25 meV). Indeed,
application of the “Rose model™ [26] for a-Si:H led to the conclusion that the recombination

occurs not in a bandtail but in & deep localized state [27]. Another interpretation of the the Rose
mode] was suggested for the recombination dominating the minarity carriers (boles) [28]. In

@ ool
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Figure 1. 77:: deposition temperature T, dcﬁendem'of the phototransport parameters of the

. GD films: The mobility-lifetime prc product of the electrons (a) and holes (b), and the corres-

ponding dependences of the light intensity exponents y (c) and § (d) (see egs. (3) and (4)).

this case the model yields |
. ' Ey = [(1-2S)2S)KT. . ©®

Unlike the case of E,, the values shown in Fig. 1(d) are not in sharp contrast with our know-
ledge of E,, [3). For example, for S = 0.15 we get E,, = (7/3)KT at room temperature.
However, this model is still inappropriaté since S decreases (i.c., E,, increases) as T,
increases from 200 to 300°C, while CPM data clearly indicate a narrowing valence bandtail
(3.14). The increasing E,,, also sharply contrasts with the above picture of enhanced network
order at higher T, ' | . '

Qoos




02/01/84 13:01 518 294 0639 CMP DIV AMES LAB

The foregoing discussion leads to an interpretation in terms of deep recombination centers
which, in a-Si:H, must consist of various dangling bonds. The simple single recombination
level mode] is easily ruled out in the range y > 1, since these values require at least two levels,
the occupation of which is a prion uncorrelated [26]. Fory <1 the results shown in Fig. 1(c)
can indeed be interpreted as due to a single level. However, Fig. 1(d) rules this out since a
single level system was shown to yield S = 0 [9). For a-Si:H it is reasonabie to consider the
correlated occupancy or “standard” model of dangling bonds [5,7,10] which assumes a singly
(D% or unoccupied (D*) level lying below the Fermi level E¢ and a doubly occupied (D) level

above Er. The correlated occupancy of these levels was recently argued to yield the same

behavior as a single recombination leve] [9]). Indeed, the “standard” model [S] yields S = 0 for
this picture as well. In summary, while Figs. 1(2) - 1(c) arc consistent with the “standard”
model, Fig. 1(d) is not. Thus, another independently occupied level must be added to account
for all of the results. One possibility is to add such a level to the “standard” model. - Calcula-

- uons which essentially consider the valence bandtail states as another recombination center

indeed yielded posiiive values of S in accordance with Fig. 1(d) [7,8]. Yet these calculations
yield S > O only when y > 1 [B), in contrast to the data shown in Fig. 1(c) in the most
interesting range of T,, namely 200 < T, <300°C.

- In contrast to the above models, the recent “defect pool” model of essentially uncarrelated
dangling bond bands, where a D- band lies below a D? band which lies below a D* baad {5}, is
consistent with all of the data shown in Figs. 1(8) - 1(d). The uncorrelated nature of the bands
enable S = 0 values, while their number and energetic order relicve the correlation betweer y >
1 and S > 0. Indeed, for the light intensities used in this work the values of y=0.95and S =
0.18 are to be expected from this model [6]. Therefore, the S > 0 values exclude the earlier

model {10] for GD material and show that the the “defect pool” model is to date the simplest
which can account for all of the phototransport data.

The annealed RFS films (Fig. 2) exhibit close similarities with the GD samples (Fig. 1).
In particular, the two-peak behavior of Figs. 1(a) and 2(a) indicates a similar electronic
structure and recombination mechanism for electrons in the two types of a-Si:H. Itis futher
interesting that the as-deposited (ut), values of the low-T, films are much Jower than the values

of the annealed or GD samples. On the other hand, the (yt), values of all the high-T, samples
are close. This implies that for sufficiently high T,, but lower than that yielding poor photo-

transport properties, the H content and network disorder are independent of the initial deposi-
ion process.

The behavior of (v),, in the RFS films is similar to that in the GD films around the peak
at T, = 250°C, but that peak is much narrower in the RFS samples (Figs. 1(b) and 2(b)). If

(#v),, is controlled mainly by the D- centers, then the results indicate that their content is more
dependent on the deposition method than the density of the electron traps, which are

presumably the DO and D+ centers. The similar behavior of (yt), suggests that the y values of
the annealed RFS films (Fig. 2(c)) are essentially the same as those of the GD films (Fig. 1(c))

if the curves are shifted to match the y > 1 regions in the two types of samples. They> 1 value
of the RFS film at T, = 150°C again rules out the bandtail-only [10), the single recombination

level, or the “standard” model without bandtails. For y < 1 the data are inconsistent with the
“bandtail only” model (see above) but consistent with all of the other models in which the

approach of Ep to the dominant recombination level (say, the D°) will decrease (ux), and
increase (ut), and y. However, the striking similarity of the T,-dependence of (xv), and y in
the annealed RFS and GD films strongly suggests that the “defect pool " model is applicable to
the annealed RFS films as well. In particular, the decreasing y(T,) from y > 1 and its detailed

@oos
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behavior provide strong evidence for the similarity of the recombjnation processes in the two
types of materials. ’

In conclusion, the T,-dependence of the phototransport parameters of glow-discharge
(GD) a-Si:H indicated the presence of at Jeast two significant occupation-independent
recombination levels. The results are consistent with the “defect pool” model. The closely

similar behavior of the majority carrier phototransport parameters of GD and annealed 1f
sputter-deposited (RFS) films suggest similar recombination processes. The differences are

apparently due to higher dangling bond contents as well as different relative densities of the
various types of dangling bonds in the RFS films.
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EXCITING FREQUENCY-DEPENDENT RAMAN SCATTERING
IN a-Si, ,C:H ALLOYS*, Gerardo Morell, R.S. Katiyar, S.Z Weisz,
Deparment of Physics , University of Puerto Rico,San Juan, PR,
00931, USA; and Isaac Balberg, The Racah Institute of Physics,
The Hebrew University, Jerusalem 91904, Israel

We have measured the Raman spectra of a-Si,,C.:H alloys using
three different frequencies of energies: 2.71, 2.41, and 2.14 eV. These
alloys are characterized by their Tauc optical gap, that falls between
1.8 dnd 2.4 eV. As more carbon is incorporated into the a-Si:H matrix
the width of the Si-Si TO band as well as the TA/TO band intensities
ratio decrease indicating an increased order in the network. However,
the degree of ordering in all samples is inhomogeneous. The surface
layer is more disordered than the bulk, as can be concluded from the
changes in the spectra of any given sample as a function of exciting
energy. Spectra taken with the 2.14 eV line shows a systematically
higher TO mode frequency of about 5 cm™ and a smaller width of
about 10 cm™ than the ones measured with the 2.41 or 2.71 eV lines.
Hydrogen dilution during the growth process is seen to have a limited
effect on improving the degree of ordering in the alloys. Also, an
intensity enhancement is observed in some samples that can be
explained as a resonance effect.

*Work supported in part by EPSCoR-NSF grant EHR-9108775 and by
U.S. Army Research-Office grant No. DAALO3-89-G-0114.
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Infrared and Raman Studies on a-Ge,,Sn_:H Thin Films-
E. Ching-Prado, R.S. Katiyar, W. Mufloz, O. Resto, and S.Z.Weisz

Department of Physics, University of Puerto Rico
Rio Piedras, P.R. 00931 USA

Abstmct

Infrared and Raman measurements were carried out on a-Ge, ,Sn,:H thin films grown on
Si substrates. The hy}irogen concentration is ft;:md to decrease with increasing tin content.
Preferential formation of monohyuryde groups (GeH) is observed with increasing Sn
concentration. Tin dcpendepce of the GeH and GeH, stretching modes are exPlained due to the
lower electronegativity of Sn in comparison to that of Ge. The study reveals that the stability-
ratio electronegativity of germanium must be revised or its value should be smaller than 3.59 for
the a-Ge:H system. Also, the GeH wagging and GeH., roll modes show that there is a large bond
angte variation with increasing Sn concentration. Additionally, the changes in the frequency,
width and intensity of the Ge-Ge(TO) like phonon, clearly indicate that the structural disorder
increases with increasing tin content. Auger electron microprobe and Raman study with different
excitation laser lines show differences near the surface in comparison to the bulk, v_v_hich 1s
produced by the partial segregation of tin atoms, formation of Sn-clusters in the surface, and
reduction of the germanium concentration near the surface, as well as preferential attachment qf

hydrogen to Ge than to Sn.




