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EXECUTIVE SUMMARY

OBJECTIVES

Describe how the field strength of an HF signal, expressed in decibels (dB) above or below
1 microvolt per meter reference, is calculated in different HF propagation prediction programs
and how the accuracy of the predicted field strength values from these programs can be deter-
mined and presented.

RESULTS

All of these prediction programs produce median predictions of the rms field strength. Seven
HF propagation prediction programs have been reviewed for the Polar, Equatorial, Near vertical
incidence Experiment (PENEX) project. These include three empirical based programs (Medusa
PROPHET, FTZ, and FTZ4), and four analytical programs (HFTDA, IONCAP, ASAPS, and
AMBCOM). AMBCOM is the only ray tracing program included.

The implementation of a data screening program DASCR3 allows the development and
generation of a powerful statistical description of the characteristics of the measured field
strength and of how well the seven candidate programs predict observations. It offers all the
statistical requirements suggested by the Comite Consultatif International des Radiocommunica-
tions (CCIR) for the determination of the accuracy of a field strength prediction program. (The
CCIR is the International Radio Consulitation Committee in English.) Useful statistical parame-
ters produced by DASCR3 that can describe the accuracy of a predicted field strength value
include the following: average residual (bias), root-mean-square residual (or standard deviation),
average relative residual (relative bias), root-mean-square relative residual, average absolute
relative residual (magnitude of the error in the model), correlation coefficient between observed
and predicted values, standard error of the estimate of linear regression, and the constants
necessary to represent the residual distribution by a Johnson distribution and its corresponding
test of fit information. DASCR3'’s ability to allow and store up to 40 different auxiliary variables
allows the comparison to be subdivided into many subcategories. DASCR?3 usage also allows the
determination of possible improvements that might be made to these field strength prediction

programs.
RECOMMENDATIONS

1. The accuracy of the field strength predictions from the seven HF predictions described
herein be determined using PENEX data.

2. For comparison to other accuracy determinations, these same seven programs be
compared to CCIR Data Bage D.1 using DASCR3.

3.  The accuracy of these programs be determined as a function of the following auxiliary
variables: the month; year; sunspot number; circuit identifier (name and path transmitter and
receiver coordinates); frequency; great-circle distance; 24 predicted hourly values (always
monthly median values) of sky-wave field strength in dB relative to 1 uV/m, of path basic MUF,
of the percentage of the days per month when the frequency is below the path basic MUF, of
solar zenith angle and cosine of the solar zenith angle at path midpoint, of E-layer MUF; 24 pre-
dicted hourly values at each reflection point (control point) of E-layer critical frequency, secant
of the angle of incidence on the D-layer, critical frequency of the sporadic-E layer foEs, and the
sporadic-E layer blanketing frequency fi,Es; and the eight 3-hour magnetic index Kp, values.




4. The Johnson distribution parameters be determined for each value of auxiliary variable
used to determine the accuracy of each program.

5. The results of the accuracy studies of these programs be used to make recommenda-
tions on how each program might be improved.
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INTRODUCTION

This report describes how the field strength of an HF signal, expressed in dB above or below
a 1 microvolt per meter reference, is derived in different HF prediction programs, particularly
the ones that will be evaluated in Project PENEX. HF sky-wave field strength is a measure of
the signal intensity as it appears at the receiver antenna. Field strength is one of the least
understood parameters characterizing HF signals and is one of the most difficult parameters to
measure by calibration techniques. The report will present a general discussion of HF prediction
programs and their differences; it will also provide a detailed discussion of how each program
develops their field strength numbers. A substantial amount of text is devoted to the develop-
ment of the basic transmission loss equations used in each program to show the difference
between the models.

The final section will present how the observed and predicted data will be compared in the
analytical studies and will describe a special data screening program used for that purpose at the
Naval Command, Control and Ocean Surveillance Center, Research, Development, Test and
Evaluation Division (NRaD).

HF PREDICTION TECHNIQUES

The following section is taken from AGARDograph No. 326 (pp. 69-72, 1990). To deter-
mine the performance of an ionospheric-dependent radio system, more than just an ionospheric
model is needed. The ionospheric model must be tied to a set of equations or a formulation that
enables the simulation of the propagation of radio waves through the ionospheric model. The set
of equations, or the formulation chosen, together with the ionospheric model, are often termed
an ionospheric propagation model. When the ionospheric model that is contained in the
propagation model can be used for making predictions of the ionospheric structure, the propaga-
tion model is termed an ionospheric propagation prediction model. The propagation model must
provide the method for calculating the geometry pertinent to the radio system, as well as
methods for handling information about required performance levels: transmitter power, signal
level and modulation, antenna characteristics, receiver location, and noise environment. The
degree that each of these is incorporated into the propagation model often determines the
complexity of the model.

Most of the HF propagation models available assume that signals are reflected from the
ionospheric E- and F-regions according to strict geometrical considerations. The ionospheric
parameters at the reflection points are estimated from the ionospheric model and are used as
input to the formulation relating to the reflection process. The details of the method used to
evaluate the reflection of HF signals from the ionospheric regions (i.e., the evaluation of modes)
vary with different propagation models.

Performance predictions are made for many purposes, such as system design, frequency
management, and operational improvements. Most of the propagation methods were originally
intended to provide information of a long-term predictive nature by using monthly median
predictions of ionospheric structure; however, a trend has emerged in recent years to utilize
propagation predictions on much shorter time scales. The complexity of the long-term and
short-term propagation prediction methods is generally as different as the approaches used.

The best known long-term performance prediction methods involve the used of large-
scale computer programs. The work of Lucas and Haydon (1966) was the first long-term,




computer-based program of its sort. The concepts of service probability and reliability were
introduced in this program, HFMUFS, and was subsequently replaced by that of Barghausen et
al. (1969). There were four distinct versions of these programs, dubbed ITS78. Each was given a
slightly different name and was color coded (Red Deck, Blue Deck, Yellow Deck, Buff Deck)
according to the color of the cards on which it was sent out.

The final version, HFMUFES4, (Haydon et al., 1976) gained international usage. Since its
introduction, the IONCAP program (Teters et al., 1983) has also become widely used. These
programs provide the means to calculate HF propagation parameters at any location on the earth.
Field strength, mode reliability, and Maximum Usable Frequency (MUF) are but a few of the
parameters that are obtained from these programs. They enable the program user to specify
antenna gains as a function of take-off angle and to specify required systems performance, in
terms of the signal-to-noise ratio evaluated at the receiving point of the circuit. Both programs
have common features, such as use of the same sets of numerical coefficients to represent the
morphological behavior of the ionospheric structure and the atmospheric noise expected at the
reception point. There are, however, significant differences among HFMUFS, HFMUFES4, and
IONCAP. The major changes from HFMUFS in HFMUFESA4 are as follows:

1. All numerical coefficients representing the ionospheric characteristics were calculated
as functions of universal time.

2. E-layer propagation characteristics were calculated from numerical coefficients repre-
senting E-layer critical frequencies (Leftin, 1976).

3. Numerical coefficients, representing the minimum virtual height of the F-region,
were included for calculating the semi-thickness of the F-layer (Leftin, Ostrow &
Preston, 1967).

4. Revised values of manmade noise and its frequency dependence were included.

5. A method for combining two, or more, noise sources of nearly equal amplitudes was
added.

6. A new formula for estimating absorption, including a winter anomaly effect, was
derived (Schultz & Gallet, 1970).

7. The chi-square distribution was used to evaluate all distributions (Zacharisen &
Crow, 1970).

8. Revised excess system losses were included.
9. System performance predictions could be made for sporadic E-propagation.
10. The numerical maps of £,F2 were continuous in month and sunspot number.

11. Numerical coefficients representing atmospheric noise, as a function of universal
time, were included (Zacharisen & Jones, 1970).

12. Numerical maps of the continents, for use in ground loss calculations, were added
(Zacharisen, 1972).

13. Provision was made to use up to three different transmitting and receiving antennas
over the HF band.

14. Modifications were made to allow antenna patterns to be read into the program.

The ionospheric loss term in IONCAP differs significantly from that used in either HFMUFS
or HFMUFES4. The IONCAP uses the same set of £,F2 coefficients as does the HFMUFS.




The original version of IONCAP used the same 1-MHz representation of atmospheric noise. The
current IONCAP uses a 1-MHz representation of atmospheric noise due to Spaulding and
Washburn (1985). The various modes in these three programs are computed in different
manners; consequently, the signal-to-noise ratio that is calculated by each of the programs for
the circuit conditions is different. The IONCAP program has a distinct advantage of the
Barghausen et al. (1969) program by enabling the user to incorporate into the calculation
specific knowledge about the ionosphere, such as, an electron density profile obtained from
independent information.

In utilizing a propagation prediction method, the user must specify the particulars of the
circuit, such as the transmitter and receiver location, transmitter power, transmitter and receiver
antenna, and the quality of service required. In addition, the universal time, month, and sunspot
number that are appropriate for the period for which calculations are to be performed must be
specified. There are numerous output options that are available, including Maximum Usable
Frequency (MUF) for the circuit, the Lowest Useful Frequency (LUF), and the field strength for
any frequency that has been indicated by the user. The mode, signal-to-noise ratio, predicted
signal reliability, and take-off angle for each mode are likewise available.

The three prediction programs discussed above are complete HF propagation performance
prediction programs. There is an existing class of programs that can be considered a subset of
these. These programs are concerned primarily with evaluating the field strength of an iono-
spheric-dependent radio system. Models of this type are given in CCIR report 252-2 (CCIR,
1970a), the supplement to CCIR Report 252-2 (CCIR, 1980) and CCIR Report 894 (CCIR,
1982); CCIR Report 894-2 (CCIR, 1990a). The field strength calculations given in Report 252-2
(CCIR, 1970a) are consistent with the method used in HRFMUFS. On the other hand, the field
strength calculations that are given in the Supplement to Report 252-2 (CCIR, 1980) are more
complex than the method of calculation of field strength used in ITS78 or HFMUFES4. The
complexity is due to a significant difference in the manner in which the ionospheric modes are
evaluated. In the CCIR Report 252-2 approach to ionospheric reflection estimations and mode
evaluation, the pertinent calculations are performed at specific points, called control points,
along the propagation path determined by the path length. No account is taken of the change, or
gradient, in electron density along, or transverse to, the propagation path. These gradients are
accounted for in the Supplement to Report 252-2. It thus provides a more physically appealing
calculation at an increase in computational time by a factor of 10 to 30.

The field strength prediction method given in CCIR Report 894 had as its roots: work
performed by CCIR Interim Working Party 6/12 to develop a sky-wave propagation prediction
program for use in planning the HF broadcasting service (ITU, 1984). This field strength model
is actually a combination of two field strength programs: a simplified version of CCIR Report
252-2 is used for path lengths of less that 7000 km, and the field strength model developed by
Deutsche Bundespost (FTZ) (Damboldt, 1976) is used for distances of greater than 9000 km. A
linear interpolation scheme is employed for distances between 7000 and 9000 km. More recent
revisions to this method are described in CCIR Reports 894-1 (CCIR, 1986) and 894-2 (CCIR,
1990).

For the propagation models given above, the field strength is evaluated for each mode that is
determined according to the geometry incorporated into the program. The selection of the modes
that are chosen to determine the overall field strength for a given frequency is not the same for
each of the programs. Generally, however, three or four of the modes that are associated with the
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least amount of loss are chosen; then, the antenna gain is incorporated into the field strength
calculation for each mode.

The FTZ propagation program (Damboldt, 1976; Damboldt & Suessmann, 1989) employs an
empirical field strength calculation that is based upon observations collected over a number of
HF circuits, most of which terminate in Germany. The data that have been gathered for more
than 10 years for certain circuits are related to predicted ionospheric critical frequencies to
obtain an empirical method for determining field strength. In particular, the field strength
recordings revealed a steady increase in signal strength from the LUF to a maximum value,
following approximately an inverse frequency dependence. This frequency is called the LUF in
this method; a formula for its calculation is provided. It is different than the classical LUF

calculation. After the maximum value is reached, the field strength decreases until it reaches the *

operational MUF, which is higher than the classical MUF. This is the consequence of several
mechanisms that are not taken into account by the other prediction techniques. Because of its
simplicity, the FTZ method was adopted in the mid-1970s for propagation prediction programs
designed for computers with limited memory in the early desktop models, such as PROPHET
and early versions of Medusa. The weakness in FTZ models is that the peak of the field is
dependent on how the operational MUF and LUF are used to determine the field strength. If
these frequencies are well chosen, then the field strength is for the minimum hop mode, and the
antenna gain can be determined for it. Otherwise, the ficld strength prediction will be inaccurate
at any given frequency, and the mode, for which the field strength is represented, will be
unknown. How the MUF and LUF are chosen for the FTZ model will be discussed in some
detail later.

Report 894 (CCIR, 1982) provides the basis of yet another propagation model that was
developed at the First Session of the HF Broadcasting Conference (ITU, 1984). This model,
referred to as the HFBC84, was developed specifically for planning the use of the HF spectrum
for broadcasting proposes. The primary difference between HFBC84 and the Report 894 model
is in the manner that the antenna gain is taken into account in the computation of field strength.
Before the selection of the modes, which are to be combined to determine field strength of a
given frequency on paths of less than 7000 km, the antenna gain at the appropriate take-off angle
for each mode is added to the field strength. The resultant field strength is determined by using
the strongest E-mode and the two strongest F-modes for paths up to 4000 km. Between 4000 and
7000 km, only the two strongest F-modes are considered. For paths greater than 9000 km, the
maximum antenna gain that occurs between 0- and 8-degrees elevation angle is used in the field
strength compatation. The inclusion of the antenna gain in the field strength calculation, prior to
the selection of the modes that are combined to form the resultant field strength, leads to a much
improved field strength prediction. The HFBC84 program provides an efficient means to
determine the area serviced by the HF broadcast transmitter and to assess the likely interference.

Yet another prediction program was produced by the International Working Part TWP) 6/1
of the CCIR in response to Recommendation No. 514 (HFBC-87), which invites the CCIR to
“...undertake studies of the propagation prediction method adopted by the Conference and to
recommend both improvements in the method and later, if necessary, an improved method to be
used in the future.” An interim report was produced by the CCIR as Report 894-2 (CCIR, 1990).
In 1991, a final report (CCIR, 1991) presented eight elements of the HFBC-87 propagation
method for which improvements were recommended.

There is a class of prediction programs that differs considerably from those discussed in
previous paragraphs. These programs are concerned primarily with tracing the signal rays




through the ionosphere. The one , ~-gram of this type to be considered in the PENEX evalua-
tions is called Ambient Ionospheric Communication Predictions at HF Program AMBCOM
(Hatfield, 1980; Hatfield et al., 1987; Smith & Hatfield, 1987). AMBCOM was born out of work
done by Stanford Research Institute in the 1960s to develop computer codes, called NUCOM
Codes, that would simulate ionospheric changes after above ground nuclear explosions.

In AMBCOM, the ionosphere is modeled in three parabolic layers. Ionospheric tilts and
initial frequency gradients are taken into account by specifying the parabolic parameters at as
many as 41 points along the path. These parameters were initially derived from the Institute for
Telecommunications Sciences coefficients used in HFMUFES. Then they were modified to
incorporate a high-latitude ionospheric model (Elkins & Rush, 1973a and 1973b; Vondrak et al.,
1978), an auroral absorption model (Vondrak et al., 1978), and a sporadic-E model ( Phillips,
1963; Sinno, Kam, & Kirukawa, 1976; Kolawole, 1978). If desired, actual measurements may
be used in place of parameters. The propagation analysis consists of a rapid, semi-analytic,
two-dimensional, ray tracing routine based on the Kift-Fooks method (Westover & Roben,
1963). Both topside and bottomside reflections from the normal ionospheric layers are allowed.
AMBCOM computes propagation losses with a homing feature for evaluation of specific
point-to-point communication circuits, along with binary error rates and signal-to-noise ratio.

EMPIRICAL HF FIELD STRENGTH MODELING—1976 TO PRESENT

INTRODUCTION

In 1976, the original development of the MINIMUF model (Levine, 1976) provided simple
formulation to calculate the HF MUF using minicomputer and emerging microcomputer
technology. Empirical HF oblique sounder data provided the basis of the MINIMUF and QLOF,
a simple LUF model. At the same time, work in Germany by Deutsche Bundespost produced a
simplified empirical field strength (Damboldt, 1976). This model, called Nachrichtentechische
Zeitschrift (FTZ), used data that, for the most part, had been collected over long paths (i.e.,
greater than 7000 km). Because the model was simple and easy to use, this last fact was just
ignored. Given that the LUF and MUF boundaries could be estimated, it was generally felt that
FTZ gave a reasonable estimate of predicted field strength. The field strength model, coupled
with a noise model that was developed later, led to predictions of signal-to-noise. In 1976, the
first PROPHET system was developed on an AN/UYK-3 militarized minicomputer that had
32-Kbytes (KB) of RAM. Over the years, literally dozens of versions of PROPHET were
developed by using the MINIMUF, QLOF and FTZ models as the heart of the predictions.
Traditional methods to calculate these parameters were just too cumbersome; however, computer
technology over the last several years has made that a moot point. The question of how good
these predictions were has lingered throughout this period, and the issue has largely remained
unresolved.

It should be remembered that in 1976, MINIMUF, the genesis of these simple models, was
developed, such that MUF calculations could be done in less that 32 KB of RAM. The original
MINIMUF was 80 Basic statements in length. The approach is untraditional because MINIMUF
is an emulation on how the MUF boundary fluctuates as a function of time of day, season, and
sunspot cycle. Simply put, it is an empirically calibrated, dual RC lag circuit. Its developers were
engineers. As a result of scientists in the HF propagation field taking every opportunity to
discredit MINIMUF, the accuracy of MINIMUF itself has been well documented by its




developing organization (Sailors, Moision, & Brown, 1981; Sailors, Sprague & Rix, 1986; Roy
& Sailors, 1987). The same reaction was not true for QLOF because the LUF boundary is a
fuzzy, vague function that is signal-to-noise dependent. No one could come up with a better idea.
Last, FTZ was developed to support the long range shortwave broadcasting service of Deutsche
Bundespost. The data that it used in its empirical development all had one common feature: one
end point was in Germany. This immediately opens the question as to its global applicability.
Even with its detractors, PROPHET continues to be one of the favored tools by certain military
users, some commercial broadcasters, and the amateur shortwave radio community.

Subsequent sections will discuss the evolution of FTZ; its use in PROPHET,which will be
referred to as FS; the expansion to HFTDA as a successor model in PROPHET and Medusa; and
the new improved FTZ4 field strength models. In addition, the more traditional programs,
IONCAP, ASAPS, and the raytrace program AMBCOM will be discussed.

THE FTZ MODEL

The basic field strength calculation developed in the original version of FTZ in 1976 remains
the same today. It was first derived by Beckmann in 1965 (Beckmann, 1965, 1967) and
described the variation in field strength within a transmission range as

£2 |8 £
E=E]|1 p= +f12[f2 + f:] 30 + G, + 10 log p ¢))
where
E =  Sky-wave rms field strength in dB above 1 pV/m
E; = free space field strength
G. = Gain of the transmitting antenna
P = Effective radiated power (erp)
fm = Operational MUF, or the upper frequency limit for a transmitter
power of 1 Mw erp, and a receiving field strength of 1 uV/m (or
1 Kw erp and 30 dB below 1 uV/m)
f1 = frequency where the field strength of a 1-Mw transmitter is
1 uV/m.

FTZ’s approach to field strength calculation is a traditional approach by using CCIR formulation
with some “tweaking” in the £; andfa calculations by using locally acquired empirical data. The
mistake most people make by using FTZ and FTZ4 is to assume that £ is the classical LUF, and
that£» is the classical MUF. In fact, they are not and are quite different.

Damboldt (1976) stressed that the Beckmann formula empirically comprises all different
factors influencing propagation. It yields only an estimated field strength. The modes, solar
zenith angle, angle of incidence, blanketing and other phenomena, are not dealt with separately,
as is the case in the more analytical field-strength prediction methods. These phenomena are
contained partly in the characterization of the circuit frequency boundaries with £, and £, the
classical MUF used in the determination of £ . The empirically determined K-factor of the
MUF computation implicitly comprises all other influences on the field-strength calculation.




One of the major strengths of empirically derived models is that the data, used for the modeling,
inherently contain the subtle variations that are so difficult to model explicitly. In many cases,
empirical models will out-perform a model that uses more traditional analytical approaches.

Damboldt (1976) observed that as the operating frequency increased away from the fre-
quency where the signal is no longer useful, the field strength increased to a point under the
MUF, and then started decreasing past the classical MUF to a frequency called the operational
MUF (OMUF). The causes of this controversial higher boundary included scatter, transequato-
rial propagation, field-aligned irregularities, sporadic-E, off-great-circle propagation, and
ducting; all phenomena that are not easily modeled, but known to exist. The OMUF is derived
by

fp,=K=f, Q)
with
3 . 2
K=1+w—t2 x| |ZeBo0n 1, y[ Lfee™D A3)
£, noon b fg,noon
where
1, = Classical MUF
Ly = gyrofrequency
fg,noon = £, for local noon of the respective control point.
f,min = minimum hourly value of the classical MUF.

The constants W,X,Y are chosen empirically; they are dependent on the geographical position of the
HF path. To a certain degree, they take into account propagation through the auroral zones and the
geomagnetic equator. Values are shown in table I in the original Damboldt paper (Damboldt, 1976)
and are given here in table 1.

Table 1. Empirical values of W, X, and Y constants used for the
determination of the correction factor K.

Constants
Orientation w X Y
East-West 0.1 1.2 0.6
North-South 0.2 0.2 0.4

The theory behind by using the K-factor is briefly presented. The dynamics of the ionosphere
are characterized by diurnal and seasonal variations of the classical MUF. On the other hand,
ionospheric irregularities become more apparent as the F-layer height increases and its critical
frequency decreases; consequently, the highest value for K is obtained in winter nights when the
classical MUF values are at their lowest.




The variability of the first two terms in the formula of the K-factor is due to the ratio of the
hourly values of the standard MUF to the noon value of MUF and its reciprocal value, respec-
tively. The term with the coefficient X describes the increase of the K-factor from day to night;
however, since during the day, the K-factor has to reach a certain value, the term with the
coefficient W is added, counteracting the term described first. That last term, with the coefficient
Y, varies with the ratio of the minimum standard MUF £, min to the noon value £, noon, and
it expresses the increase of the K-factor from winter to summer.

The classical MUF is based on the CCIR atlas of ionospheric characteristics (CCIR, 1970b).
The Control Point Method is applied. In the case of the E- and F-layers, the two control points
are respectively 1000- and 2000-km away from the terminals. After the great-circle path and the
great-circle distances to the control points have been determined, the 24-hourly values of £, are
calculated according to the CCIR atlas.

The calculation of £; is derived from the formula for non-deviative absorption, which is the
basis of the CCIR LUF calculation. The parameter £, is found by setting the free-space field
strength for 1000 kW erp, normalized to 1 kW, minus the non-deviative absorption for the
minimum hop mode loss equal to 30 dB below 1 pV/m and is given by

1/2

Y V/CosX(1 + 0.009%R),)

£f,=5.3 1| - - £, @)
cos¢,1ln 2.5x10
DP
where

I = aseasonal factor that is also dependent on the geographical posi-
tions of both terminals and can be determined from I = [/J
(National Bureau of Standards, 1948)

X = solar zenith angle

R, = the 12-month running mean of sunspot number

¢, = the angle of incidence at the D-layer

Dp = the oblique path length

N = the number of penetration points

£y = the gyrofrequency.

With the above formula for £; , the LUF is determined for the daylight hours. During the night, the
LUF is assumed to be dependent only on the distance between transmitter and receiver so that

= ,l P 5
Lin 3000 ©5)

In addition, as there is a certain lag between the time of sunset and the decrease of D-region ioniza-
tion, the decay from day-LUF to night-LUF is accounted for the three hours after sunset by

fl = 2f1n 3-0'795 t (6)




With the determination of £, andf, , the field strength can be calculated by calculating the
free-space field strength using

S
E, = 20 1093‘-’1112—@ )

where P is the erp, and D is the distance between transmitter and receiver. This is the field strength
produced by 1-kW input to a short dipole over perfect ground. The gain of the transmit antenna is
4.8 dB, relative to an isotropic. To determine the field strength relative to an isotropic, it is necessary
to subtract 4.8 dB from the field strength given by equation (1).

THE FTZ4 MODEL

In 1989, a revision to FTZ, called FTZ4 (Damboldt & Suessmann, 1989) was introduced. It
follows the same approach as FTZ, in that it uses the formula in equation (1), requiring the
definition of £; and £, . There were some modifications in how these functions were derived.
The parameter K in equation (3) now has a lead constant of 1.2 instead of 1. The value of £; for
the three hours after sunset is now given by

£, = 2£,, 01t @®)

The major changes in FTZ4 include an improved MUF derivation model, consideration of
E-Region intervention, and some correction factors to consider different ranges.

FTZ4 introduces the FTZMUF2 MUF prediction model. It derives £,F2,M(3000), for a
given location from updated CCIR data bases, and calculates a MUF(4000), as a function of
time, by the expression

MUF = 1.1 » £,F2 +« M(3000) ©

The £,F2 and M(3000) values are interpolated as a function of season, local-time, geomagnetic
latitude for £,F2, and geographic latitude for M(3000) from tables developed from CCIR Report
430-4 Atlas of Ionospheric Characteristics (CCIR, 1983). The accuracy of this approach is a direct
function on the size and accuracy of the tables of coefficients. As is the case in the presentation of
any of these mini-HF prediction programs, there is the comparison to MINIMUF to demonstrate its
superiority—and this paper is no exception. It is not clear whether or not they used the MINIMUF
or MINIMUF 3.5 for the comparison; however, they claim an improvement by reducing the standard
deviation in FTZMUF2 by a factor of two. It is a moot point, as MINIMUF 3.5 has been replaced
by MUF85, which has demonstrated an even larger improvement.

A second improvement in FTZ4 is the introduction of the E-Region MUF. By using a
function determined by Rawer (1952, 1956), the E(D)MUF is calculated. The critical frequen-
- cies £ (B) for the E-layer (in MHz) are determined as follows:

~
L

c = Kg*cos”y
Ky =2.25 + 1.5cos¢ + (0.01 - 0.007cos¢d) R,, (10)
n=0.21 +0.12cos¢ + 0.0002R,,

g




12-month running mean of the sunspot number
sun’s zenith angle
geographical latitude.

»
i nnu

The 24-hourly values of the E-layer E(D)MUF are determined from

E(D)YMUF = 5»f_+E, (11)
with the distance factor

Ep = ((((((-4.368#10%+Earc+1.335+1077) sEarc-5.977+107)

«Earc+0.0002625) *Earc-0.005039) *Earc+0.03761) (12)
*Earc-0.01332) sEarc+0.2085

where Earc = E-layer hop length in radians.

The basic MUF for the whole circuit is chosen by taking the higher value of the E- or
F2-MUF for each control point, and then taking the lowest value of all three control points.

The last change in FTZA4 is the addition of a correction factor to the operational MUF (£,,)
that is dependent on path length. It has been known for a long time that the Damboldt database is
predominantly long paths. In the new model:

fo=K*£f,+C, (13)

where C; equals 2-(D/4000)2, for circuits <4000 km, or 1, for circuits >4000 km. This has the effect
of reducing the operational MUF for short paths.

A careful check of all the other constants used throughout the FTZ4 indicated that it uses the
same constants as were used in the original FTZ, except that the lead constant in equation (3) is
now 1.2 instead of 1.0.

FTZA comes on a stand-alone 3.5-inch floppy and is suitable for use on a standard desktop
mini-computer. In the program comparisons for Project PENEX, the FTZ4 model will be used.
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THE MEDUSA PROPHET HF FIELD STRENGTH PREDICTION MODELS

The calculation of field strength in the PROPHET HF Signal Assessment Systems has been
under continual change since 1976 as new and improved approaches were developed.

The original PROPHET system was developed to operate in a computer system that
contained a very limited amount of memory, either 32 KB or 64 KB of RAM,; therefore, when
FTZ first appeared, the differential between the classical MUF and the operation MUF was
viewed with some skepticism. The first versions of PROPHET took a simple approach, they
used the MUF calculated with MINIMUF as the £, and the LUF value calculated by the
original QLOF model as £, . Over time, it was learned that when compared with small amounts
of field strength data, the peak in the calculated FS was occurring too low in the usable band-
width and the adoption of an operational was necessary.

A simplified method of estimating the operational MUF was implemented (Sailors, 1990). It
was assumed that the MUF value, at a given time, season, geographic position, and sunspot
number, is a statistical parameter and has a Gaussian distribution. Given this assumption, the
operational MUF in PROPHET was determined by the product of the MUF and the 99.1
percentile value of the MUF distribution as expressed by

f, = 1.85 » HPF » MUF (14)

where HPF is the 90th-percentile value factor for an assumed Gaussian MUF distribution (Barghau-
sen et al., 1969). The reason that this equation was used, instead of the approach used in FTZ, is that
the K-factor was based mainly on data measured on paths terminating at one site (Germany), and
might contain aspects specific to that site. Table 2 lists the HPF (Fy) and the FOT (Fp) as a function
of time of day.

As revised versions of MINIMUF were introduced, they were adopted into the PROPHET
FS calculation. Between 1976 and the present, the models used were MINIMUF, MINIMUF-3.5
and MUFS85 (Sailors et al., 1986), the latter being the model presently in the Medusa project
PROPHET. MUFSS5 represented a significant improvement over MINIMUF-3.5, especially at
high latitudes (Sailors et al., 1986).

The value of the LUF, £, , was derived from the empirical QLOF series of models (Sailors &
Moision, 1987), the latest of these being QLOF 2.0, which is used in Medusa PROPHET. Except
for these revisions, the basic equation (1), as shown in the FTZ discussion, is the equation that is
presently being used in Medusa PROPHET. For frequencies above the MUF, the field strength is
reduced by a loss of 12 dB per MHz until a maximum increase in loss of 60 dB is obtained.

HFTDA—~—A HYBRID APPROACH TO FIELD STRENGTH PREDICTION

The empirical approaches of the 1970s and the mid-1980s were driven by the need for
simplicity to accommodate limited computer memory. Since 1987, desktop computers have
become faster and have more memory, so the original requirement for simplicity has been
overcome by events. A new approach was adopted at the Naval Command, Control and Ocean
Surveillance Center (NCCOSC), Research, Development and Test Division (NRaD), formerly
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the Naval Ocean Systems Center (NOSC), to develop a new field strength model to replace the ver-
sions of FTZ, which had been in use for about 15 years, for one that would more accurately charac-
terize conditions at path lengths of less than 7000 km (Sailors, 1990; Systems Exploration, Inc.,
1990). The new model, called FIFTDA, reverted to more classical methods by using system loss
equations to calculate the predicted path loss between transmitter and receiver. The E-layer, F-layer,
and mixed mode hops are calculated. For path lengths greater than 7,000 km, the FTZ model used
in PROPHET/Medusa was retained. At these longer ranges, QLOF Version 2.0 is used for obtaining
f;,and £, is found by using MUFs produced by MINIMUF-85 in equation (14).

HFTDA contains a model relying on propagation, via the regular E-layer, as was first
described in ESSA-ITSA1 (Lucas & Haydon, 1966) and the F2 layer that was developed in the
semi-empirical modeling for MINIMUF-85 (Sailors et al.,1986). The program finds the lowest
order mode for the E-layer, the F-layer, and a mixed E-layer and F2-layer mode. Only one
E-layer hop is considered in the mixed mode. The remaining hops are via the F2-layer.

The E-layer MUF is calculated as follows: first, the ionospheric absorption index is deter-
mined at each E-layer control point from

I=(1+0.0037R,,;)cos (0,881y)13 (15)

R,; = 12-month running mean of the sunspot number
X = sun’s zenith angle - degrees.

The value of the absorption index at night has a value that is a function of solar activity (Wakai, 1971)
and is given by

Tpn = 0.025 (1 + 0.031R,,) (16)

The value of I used is the maximum of the values given by equations (15) and (16). The above value
of I isrelated to the E(2000)MUF by;

E(2000)MUF = 3.41 + 38.43%T - 68.07*I2 + 89,9713 17
- 70.97%I% + 29.51%I5 - 4.99=+I° (MHz)

The £ _E is determined from E(2000)MUF by multiplying it by the E-layer distance factor for zero
distance (0.2085). The minimum of the values at the E-layer control points (£ ,Ep;,, ) is used to deter-
mine the E-layer MUF, finally, the E-layer MUF (EMUF) is found from

EMUF = £ E,;, * sec ¢ (18)

where sec ¢, is the secant of the angle of incidence of a ray path with E-region ionization height
(110 km) for E-modes.
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The minimum hop predicted for the E-Layer is calculated for a peak layer height of 110 km
and the path length. The radiation angle associated with this mode must have an angle greater
than some predetermined minimum. If not dictated by the user, the angle is assumed to be at the
horizon (i.e., zero degrees). Transmission losses are calculated for E-modes for frequencies up to
(1.4*EMUP).

The minimum F2-layer hop must be above some preset value for the take-off angle as for the
E-layer and must also penetrate the E-layer at the F2-layer angle calculated by using the F2 peak
layer height as calculated in HFTDA. The F2-layer hops are increased until the mode take-off
angle satisfies the above restrictions. The E-layer penetration frequency is (£.Enin *sec ¢, *
1.05), where sec ¢, is the secant of the angle of incidence of a ray path with D-region
ionization height (100 km) for F-modes.

The mixed mode is calculated by using the E-layer height (110 km) as the peak layer height
to determine a take-off angle. The frequency must be supported by the E-layer at one end of the
path and penetrate at the other end for this mode to be possible. One E-layer hop is permitted,
and then the path is completed with F2-layer hops. The number of F2-layer hops depends on the
path length.

Only one minimum hop is chosen for each mode of propagation for each layer, since the
antenna patterns are only chosen by operating frequency and path length, thereby making
discrimination, between a 1-hop and 2-hop path, impractical until more realistic antenna patterns
are used.

The basic transmission loss for each mode is given by
Lb = th + Li + L‘. + Ln + Lg + Lb (d.B) (19)

where the basic free-space loss is given by

Lo, = 32.45 + 20logf +20 logP’ (dB) (20)
and
£ = operating frequency (MHz)
P! = virtual slant range (km)
L; = non-deviative ionospheric absorption below the MUF (dB)
L. = loss correction factor for E-modes (dB)
L» = over-the-MUF loss (dB)
Ly = ground-reflection losses at intermediate reflection points (dB)
(taken as 2 dB per ground reflection)
Lp = excess system loss to allow for auroral, sporadic-E obscuration,

and other losses not explicitly included in the predictions (dB). In
HFTDA, it has a fixed value of 7 dB.

The non-deviative ionospheric absorption equation is the one used in IONCAP with the near
specular reflection losses calculated for E-layer modes at low frequencies (Headrick et al., 1971;
Teters et al., 1983). The non-deviative ionospheric absorption is given by
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. _(677.2) nIsecé,
17+ £)7% 4+ 10.2

(dB) (21)

where
I = the average absorption index taken over all the control points
fy = gryofrequency at 100 km
n = pumber of hops.

The non-deviative absorption given by equation (21) is an average value for F2-layer modes. The
effects of E-region electron density non-deviative absorption, collision frequency were averaged in
the curve fitting process; therefore, a loss correction factor for E-layer modes, at low frequencies
with near specular reflection valid for frequencies above 2.0 MHz, is calculated by

L.=1.359 + s.ses-log(mfup (dB) (22)

The equations for E-mode and F-mode losses assume that the mode goes through the absorbing
region (true height of reflection above 95 to 100 km).

The over-the-MUF losses are calculated by using the Phillips (Phillips, 1958; Wheeler, 1966)
method for values of the frequency/MUF ratio up to approximately 1.4 to 1.5, depending on the
ground distance. For values of this ratio, greater is considered in the scatter region (Joint
Technical Advisory Committee, 1960). The developer, Don Lucas, of this model was an original
developer of IONCAP in the mid-1980s and made significant improvements in the over-the-
MUF loss model when he developed the code for HFTDA in 1990. While HFTDA uses several
models from IONCAP, the over-the-MUF losses are a significant departure. The over-the-MUF
losses are a function of season, sunspot, geomagnetic latitude, local time, and path length. The
losses are calculated as follows: first, an initial value of Ly, is found from equation [23]; where
£, is the mode MUF,; o is (0.0391 £,,) for E-layer modes, and (0.1172 £, ) is for F-layer modes
and mixed modes, then

L, = 101log P (dB)

1 T 1
P=—1]e -=x3dx

,/ﬁ£ (-3 %) 23)
;- £t

If the frequency is above £,y , the frequencies at which scatter effects apply, then the losses are
calculated from
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L, = 101ogP +7. Slog( ff ) (dB)
end

- e st 30

Lena = ta
g

Z =

The parameter £on4 is found from

Long = 1.42f, for d < 1000 km
_ d-1000 (25)
fw-(1.4+o.0175< = )) « f,  for d> 1000 km
The parameters £, and o are defined as above.
The resulting field strength for each mode in terms of the system loss equation is
E;, = 107.2 + P, + 20logf -G, -L, (dB above 1 pv/m) 26)
E, = 107.2 + P, + G, + 201ogf - L,
with the system loss given by
L,=L, - (G, + G,) (dB) 27
where
P, = effective radiated power in same units as received power (Watts)
Ly = system loss (dB)
G. = antenna power gain relative to isotropic in free space (dB) for the
transmitter antenna
Gr = antenna power gain relative to isotropic in free space (dB) for the
receive antenna

The system loss of a radio circuit is defined as the signal power in decibels that is available
at the receiving antenna terminals. This excludes any transmitting or receiving antenna transmis-
sion line losses, since such losses are considered readily measurable. The system loss does
include all the losses in the transmitting and receiving antenna circuits—not only the transmis-
sion loss caused by radiation from the transmitting antenna and re-radiation from the receiving
antenna, but also any ground losses, dielectric losses, antenna loading coil losses, and terminat-
ing resistor losses. Antenna gain is taken as antenna power gain that is the product of antenna
directive gain, in the direction aligned with the propagation path in both elevation and azimuth,
and of antenna efficiency.

Antenna gains, G- and G., are in the direction of the propagation path and include all
antenna losses, such, that G.+G; is an approximation of the gain Gp. The values of G and G
are required for any elevation angle, azimuth direction, and fnequency. In HFTDA, the antenna
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gains are determined from a table of antenna gains for each type antenna represented, which is a
function of frequency and elevation angle (21 frequencies and 6 elevation angles). After the
take-off angle is determined for the mode, the nearest three elevation angles in the table are used
to select table antenna gains for the nearest integer frequency, above, and below, the desired
frequency. Then three-point Lagrangian interpolation is used to interpolate the gain for the two
integer frequencies. The results of the two Lagrangian interpolations are then interpolated by
using a linear interpolation based on the given frequency at the two closest integer table
frequencies.

After the field strength is determined for each of the three modes, the predicted field strength
is determined from the sum of the fields in microvolts per meter. The resulting field strength is
converted back to dB relative to 1-microvolt per meter.

HFTDA program is highly modular, allowing changes in the predicted parameter with some
ease.

HFTDA, called LTLFLD in NOSC Technical Document 1848 (Systems Exploration Inc.,
1990), has been developed around analytical methods and empirical data for the HF spectrum
between 3 to 30 Mhz. Any calculations or predictions outside of this range should be suspect.

Sunspot numbers (SSNs) over 150, a very unlikely event for the next 20 years, should be
used with caution since the critical frequencies of the F2-layer (£ ,F2) are more related to where
you are within a given cycle, rather than the absolute sunspot number. Some scientists believe a
saturation effect occurs at SSNs of greater than 150 because the £,F2 ceases to increase. The
impact of £,F2 saturation with SSN on the determination of transmission loss and field strength
itself is not clear.

HFTDA predictions are hourly medians of the monthly medians correlated with monthly
medians correlated with a monthly median running average sunspot number. Much care should
be taken when predicting for a given day, or a few days ahead. Field strength predictions are
weakly associated with daily values of solar activity.

Solar flux data, that are used as an indicator of ionization in the F2-layer may, or may not,
effect in the same manner the E-layer and D-layer, which controls most non-deviative absorption
calculated by this method. Correlation coefficients are not available for the D-, E-, and F2-layers
to warrant daily predictions of field strength. The accuracy of the prediction routine, therefore,
depends entirely upon its intended use, which includes frequency assignment in the long term,
siting, antenna selection, day-to-day frequency use, and absolute signal determination. The
method for predicting field strength at a receiving location, using HFTDA, is the solution of
Norton’s transmission loss equation (Norton, 1959). It is this equation that is the genesis of most
analytical approaches to HF field strength predictions.

The simplest calculations were used to increase speed of the calculation, as accuracy was
assumed not to suffer for median values and field strength calculations alone. Fourier series
expansions representing the predicted ionospheric coefficients (e.g., £,F2) are not included in
any of the variables.

THE IONCAP MODEL

'The IONCAP HF prediction model has had a checkered and controversial history over
its first decade. When first delivered to the U.S. Army in 1978, it was, to a large extent,
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undocumented. Over the ensuing years bugs became obvious, with several analysts working
independently toward their elimination. Toward the late 1980s, there were several versions of
IONCAP, each with different modifications and improvements. Attempts were made to get all of
the changes into one version. A version, called VOACAP, was developed by the Voice of
America (VOA) and was released in April, 1993 (Lane, Rhoads, & DeBlasio, 1993; Sweeney et
al., 1993). VOACAP will be the object of the PENEX field strength testing, as well as the latest
version of IONCAP from the Institute for Telecommunications Science. The following descrip-
tion of the field strength calculation is taken from a 1983 IONCAP Users Manual (Teters et al.,
1983).

In IONCAP, the basic parameter models that form the basis for the ionospheric predictions
are numerical map representations of the parameters that describe the parameter, their temporal
and global variations, in terms of Fourier harmonics. The critical frequency of the E-layer, £ E ,
is due to Leftin (1976). The representation of the critical frequency of the sporadic-E layer,
£,Es, is due to Leftin et al. ( 1968). The D-region ionization is included as an exponential
decrease below the E-layer; a height of maximum, h,E, of 110 km and hy, E/Y,E ratio of 5.5 are
assumed (i.e., Y,E = 20 km). IONCAP uses the numerical map of f,F1 produced by Rosich and
Jones (1973) to predict f,F 1. For the F1-layer, the height of maximum is linearly related to the
sun’s zenith angle, and the ratio of the height of maximum A,F 1 to the semi-thickness of the
Fl-layer is assumed to be 4. Models of the critical frequency of the F2-layer, £,F2, and the
monthly median M(3000)F2 factor are due to Jones et al. (1969). The height of the maximum
ionization in the F2-region, h,F2, is determined from the M(3000)F2 factor (Shimazaki, 1955).
Having obtained Ay, F2, the semi-thickness of the F2-layer, Y, F2, is obtained from A, F2 in units
of Y F2 mapped as a function of geomagnetic latitude and solar activity for solar activity (Lucas
& Haydon, 1966). Numerical maps represent the continents for use in ground-loss calculations
(Zacharisen, 1972).

The ionospheric profile is divided into four regions: D-E region, F2-region, E-F2 valley, and
an F1 ledge. The nose of the E-layer is parabolic. The ionization is assumed to decrease
exponentially, starting at the lower part of the E-region (i.e., iy,E - 0.85 y,E), with constants
chosen, such that the slope of the profile is continuous at this point. The F2-region is assumed
parabolic. In the E-F2 region, only the total density is modeled, and it is represented by a line
from a frequency f, (0.98 £,E ) to a frequency £, (0.8516 £ _E ) at the E-layer. The Fl1-layer is
considered to be a ledge from the F2-layer to the E-F valley. The F1 ledge may be either a linear
layer or a parabolic layer. If the height of maximum ionization of the F1 ledge is less than the
height of the F2-layer at the frequency of f,F1, the parabolic shape is used. If the height of
maximum of the F1 ledge is greater than the height of the F2-layer, then the height of maximum
of the F1 ledge is reduced to the F2-layer height.

IONCAP uses a simple closed form method to find ray paths from one electron density
profile. These ray paths are described by the operating frequency f, the take-off angle, the
vertical height of reflection &', the true height of reflection A, and the ground range.

For IONCAP, the basic transmission loss for each mode is given by

Ly=1Ly*+ Ly +Lo+Ly+Lyg+L,+L,+ Ly (dB) (28)
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where

Lyt =  the basic free-space transmission loss expected between ideal, loss-free,
isotropic, transmitting and receiving antennae in free space (dB)

L; = non-deviative ionospheric absorption below the MUF (dB)

L. = loss correction factor for E-modes (dB)

L, = over-the-MUF loss (dB)

Ly, = ground reflection losses at intermediate reflection points (dB)

L, = excess system loss to allow for auroral obscuration and other losses not
explicitly included in the predictions (dB)

L, = deviative absorption (dB)

L, = sporadic-E obscuration loss (dB)

Lz = sporadic-E reflection loss (dB)

The basic free-transmission loss Lpr is as given in equation (20). The non-deviative ionospheric
absorption L; is given by equation (21) with the absorption index at each control point given by

I=-0.04 +exp(-2.937 + 0.8445 £_E) (29)

and the gyrofrequency £, replaced by the longitudinal component of the gyrofrequency £; . The
formula for absorption index I is in terms of the critical frequency of the E-layer £_E, which
includes the variation in zenith angle and solar activity. This formula is an inversion of that formerly
used for obtaining £ E from I. The correction term to the absorption loss for E-layer modes that
do not penetrate the whole of the absorbing layer allows for frequencies below 2 MHz. It is similar
to equation [22] and is given by

L.=A + Blogk, (dB) (30)
with

A =1.359 for f,E> 2 MHz,

fE-0.5
= 1.359(—-°—1—5—-—) for 0.5 s f,E < 2 MHz,

= 0.0 for f,E < 0.5 MHz,
B =8.617 for F,E > 2 MHz,

= 8.517(551——-51£) for 0.5 < f,E < 2 MHz, @31)

= 0.0 for f,E < 0.5 MHz,

X; = £,/ £,E for h > 90 km,
= £, (90) / £ _E for h < 90 km,
h = true height of reflection,
£, = equivalent vertical sounding frequency.
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The equations for the E- and F-layer mode losses given by equations (29) and (30) assume that the
mode goes through the absorbing region (true height of reflection above 95 to 100 km). When the
true height of reflection is below 90 km, these equations give losses much higher than those
observed. In IONCAP, the constant term, 10.2, in equation (21), is replaced by (v /2« ) for values
of the true height h less than 88 km and is given by

=)
2xn
h

v

4.39
h-70
s )

( bv-so)
63.07 exp|-2———
(32) '

61+3(

Because a complete electron density is used in IONCAP, any high-or low-angle mode will be
considered. Deviative losses are considered to be averaged into the above equations for reflec-
tion heights less than that at the layer MUF. For modes with reflection heights greater than that
at the layer MUF and for modes just past the E-F cusp, a deviative loss term is added. The
equation for this term L, is based on the relationship that the loss is proportional to the product
of collision frequency with the difference between group path and phase path. The deviative
absorption loss in dB L is given by

_ B(£,) (b’ - h) ysec (§,) [(£, + £,)1°° +10.2]

L dB)
P (f + £,)9 +10.2 ( 3)
where
f, = vertical sounding frequency
h’ = virtual height of reflection
h = ftrue height of reflection
£ = oblique sounding frequency
£; = longitudinal component of the gyrofrequency
¥ = electron density profile
@, = angle of earth’s normal-to-ray path at 100 km

The calculation of the function B(£,, ) depends on the presence of the Fl-layer. In the case when
the F1-layer is not present, £, is takenas £,E for the determination of L, for the F2-layer, to pre-
serve continuity at the E- to F2-layer transition. In the case when the F1-layer is present, £, is taken
as £ E for the F1-layer deviative absorption calculation, and £, is taken as f,F for the F2-layer
deviative absorption calculation. This assures a smooth calculation of loss for all electron density .
profiles. The deviative absorption is taken as the maximum value of all the possible layer hops pos-

sible.

IONCAP does not assume that propagation ceases at the MUF, but that it is allowed to
decrease according to the probability that the critical frequencies of the E-, F1-, or F2-layers are
above the predicted values of the MUFs (Phillips, 1958; Wheeler, 1966). The equation for this
loss term is
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L, =10logP (dB)
1 | 1.,
p= 1 -1 2)ax
& oot £
;. £ fa
g

where £ is the oblique sounding frequency, £, is the MUF for the circuit elevation angle and dis-
tance, and ¢ is the standard deviation of the distribution of the MUFs for mode being calculated.
For the E- and F1-layers, o is given by the maximum of 0.01 or 0.1 times the layer MUF. For the
F2-layer, o is given by

o = |(F,,; - 1) F2MUF|

1.28 )

where F, ;iseither F2 forf <F2MUF or F, for f>F2MUF from table 2. Table 2 shows the distribu-
tion of daily values of the F2 MUF about their monthly median, F2MUF, as the ratios of upper and
lower decile MUFs to median F2MUF (F, and F 1 , respectively) for a given season, a given solar
activity, 4-hour local time blocks at the path midpoint, and for each 10 degrees of geographic latitude
from 15 to 75 degrees, north or south. For the sporadic-E layer, ¢ is given below.

The ground reflection loss calculation for randomly polarized sky waves assumes equal
amounts of energy in the horizontally and vertically polarized fields. The losses are represented
by the following equation

L, - 1010g( 1) (am (36)

where Ky is the magnitude of the vertical reflection coefficient at the take-off angle A, and Ky is
the magnitude of the horizontal reflection coefficient at A. These reflection coefficients are a func-
tion of the relative dielectric constant of earth, the conductivity of earth (mhos/meter), the dielectric
constant of free space (farad/meter), the frequency transmitted, and the take-off angle. This equation
is inadequate for take-off angles of less than 2 degrees.

There are two transmission-loss terms associated with modes of propagation with the
sporadic-E layer. The layer is modeled as a thin layer occurring at the height h'Es (usually 100
to 110 km). Its effect on modes of propagation passing through it is given by the Es obscuration
loss. It is calculated by a method proposed by Phillips (1963) and modified to use the now
available maps of £ _E s, the median value of the highest ordinary wave frequency reflected
from the sporadic-E layer at vertical incidence:
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L, = 10 log(1 - P) (dB)
17 1,
P = ——lexp(-=x*dx
\/ﬁ'£ (2 ) 37)
7 = f-of,Es
f, = f,Essec¢

The variance 0 is obtained from the 50% and 10% (or 90%) values of f_Es according to

fes |f,Es - SC

g =
1.28155| f,Es

(38)

where SC is the upper decile of £,E s, if f = £, Es, or SC is the lower decile of £ Esiff < £, Es.
For modes that have reflected from the sporadic-E layer, the basic transmission loss is the absorption
losses supplemented by a reflection loss (corresponding to the over-the-MUF loss) defined by

Ly = 8.91 pP°7 (dB) (39)

Note that this is effectively the same as L, =8.91 - 10 log P. The probability P is obtained as in
the above equation.

The excess system loss L,, allows for auroral, sporadic-E obscuration, over-the-MUF losses,
and other losses not explicitly included in the predictions. In IONCAP, this loss is determined
from table 3 for path lengths less than 2500 km, and table 4 for path lengths equal, or greater,
than 2500 km. The value obtained from the respective table is the median value for a given
geomagnetic latitude, local time, and season. Over-the-MUF losses are subtracted from the table
value. When the sporadic-E layer is calculated, the sporadic-E obscuration loss is subtracted
from that value.

The sky-wave field strength for each mode is directly related to the basic transmission L,,.
This is the loss as contrasted to system loss that would be observed if the actual antennas were
replaced by ideal, loss-free isotropic transmitting and receiving antennas. The field strength is

E =107.2 + 20logf,, + G, + P -L, (isotropic) (40)
where

E = rms field strength in dB above 1 pV/m;
G, = transmitting antenna gain (dB) in the direction of the ray path used

to determine L, (decibels referred to an isotropic antenna);
P = transmitter power delivered to the transmitter antenna in decibels

referred to one watt;
Lo = operating frequency in MHz.
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WINTER (NOV,, DEC.,JAN,, FEB))

Table 3. Expected excess system loss (dB) for paths less than 2500 km.
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The antenna gains in IONCAP are determined by a two-dimensional linear interpolation on
a table of antenna gains for each type of antenna represented. The table gives antenna gains,
46 elevation angles from 0 to 90 degrees, for every integer frequency from 2 to 30 MHz. The
resulting array is 46 by 29. The gain determined for the transmitting antenna includes a factor to
account for its transmission efficiency.

The predicted field strength is determined from the sum of the field strengths of the individ-
ual modes in microvolt per meter. This result is then converted back to dB, relative to 1 micro-
volt per meter.

THE ASAPS MODEL

The ASAPS model (Caruana, 1993) is used by the Australian Government Ionospheric
Prediction Service (IPS) Radio and Space Services to predict HF sky-wave system performance
and to analyze ionospheric parameters. ASAPS stands for Advanced Stand-Alone Prediction
System. ASAPS makes good use of graphical displays that make life easier for the user. The
model predicts the maximum usable frequency (MUF), absorption limiting frequency (ALF),
elevation angles, mode probability, path loss, field strength, radio noise, noise-path loss(NP),
and signal-to-noise power ratio for a range of possible propagation modes. ASAPS assumes
great-circle propagation, with mirror reflections from the regular E- and F-layers.

In ASAPS, the MUF and ALF of a mode are used to determine the availability of a mode.
The MUF is evaluated by using the IPS world maps of ionospheric characteristics (Fox, 1988;
Fox & McNamara, 1986, 1988). The mode’s ALF is determined, from an empirical formula in
terms of the solar zenith angle.

The computation of path loss is based on path range. For circuit ranges less than 9000 km,
the basic transmission loss is essentially the method described in the Supplement to CCIR Report
252-2 (CCIR, 1980). For paths greater than 11,000 km, the path loss is given by the FTZ
method. For path lengths between 9000 and 11,000 km, a separate path loss is computed by
using both the CCIR method and the FTZ method. The resultant path loss is the weighted
average of these two. For the CCIR separate-loss-term procedure, the steps in the computation
include (1) determination of the ray paths of the mostly normal propagation modes between
transmitter and receiver on purely geometrical terms, (2) prediction of the state of the ionosphere
at each sky reflection point to determine which of these modes are open—the operating fre-
quency must fall between the ALF and the upper decile of the MUFs for the path—and (3) com-
putation of the path loss for each open mode. The FTZ method makes circuit predictions for
only a composite mode (i.e., no specific modes are considered).

The separate transmission loss and gain factors that are specifically taken into account in
ASAPS for paths lengths < 11,000 km are as follows:

* spatial attenuation, including focusing of rays with low elevation angles and rays
propagated to very long distances (L, and G,)

* non-deviative and deviative absorption (L, )

e polarization coupling loss (L, )

* ground-reflection loss (L )

* sporadic-E obscuration loss (L, )

e transmitting and receiving antenna gains (G, and G;, respectively)




The basic transmission loss for path lengths < 11,000 km is given by

Lb - Lb[ + L. + Lp + Lg + Lq - Gt (dB) (41)

The basic free space attenuation Ly is the same as given in equation (20) for HFTDA. The ground
reflection loss L, for multiple-hop modes is the same as given in equation (36) for IONCAP.
Depending on circuit path length, the horizon focus gain G, is calculated using one of the following
two methods:

For circuit paths that are less than one-quarter of the Earth’s circumference in length (about
10,000 km), the kurizon focus gain for E- and F-modes is calculated by the Bradley (1970)
method. This method gives G, as a function of the mean elevation angle of the upgoing rays
over all hops. It is independent of the number of hops, and it reaches a maximum of 9 dB at
grazing incidence. G, has been approximated by four 6-degree Chebychev polynomials:

* For mean elevation angles < 10 degrees

G,(E-modes) = 4.14 -4.00x+3.007x%+0.069x3

~-1.06x*+0.681x%-0.347x%
42)
G,(F—modes) =6.03-3.161x+1.4x2+0.624x3

-1.413x*+0.088x%+0.533x¢

where
x = Jmean elevat.sz onangle -5 (43)
* For mean elevation angles > 10 degrees
G,(E-modes) = 0.81 -0.876x+0.353x%-0.028x3
~0.227x*-0.274x% +0.387x¢
2 3 44)
G (F-modes) = 1.50-1.244x+0,173x2+0.540x
~0.267x%-1.136x° +0.853x"
where
x = Jneanelevationangle - 50 (45)

40

For circuit path lengths that are greater than one-quarter of the earth’s circumference, the horizon
focus gain G, is given by the following formula (Hortenbach & Rogler, 1979):

Gy = -20 1og(l1 - -—"%’5 ] (46)
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where
D = great-circle path length between transmitter and receiver in
kilometers
n = 1for D < three-quarters of the Earth’s circumference (3xR/2)
and 2 for longer distances
R = Barth's radius (6370 km).

The horizon focus gain is limited to a maximum value of 30 dB.

The types of absorption taken into account in ASAPS are the normal non-deviative and
deviative absorption (including the median winter-anomaly absorption). The auroral absorption,
the extra attenuation of radio waves that traverse the auroral zones, is not calculated in ASAPS.
The estimation of the non-deviative and deviative absorption in ASAPS is based on the analysis
of verncal -incidence absorption measurements (George, 1971). The absorption estimation uses a

between the absorption at vertical and oblique incidence obtained by George and
Bradley (1973) from the results of ray-tracing calculations through model ionospheres. The
procedure is described in detail by George and Bradley (1974). This takes no account of
absorption in the F-region arising from collisions between electrons and ions.

The absorption L, , experienced by the ordinary wave frequency £, reflected obliquely
from the ionosphere, is given in terms of the absorption L, (£, ) of the ordinary wave at vertical
incidence on a related frequency £,

L(£,) (£, + £,)?86C 1,4,

Lg(fob) = (fab . fl)z

“n

where £, , the electron gyrofrequency about the vertical component of the geomagnetic field, is
taken as positive. This is approximately 1.5 MHz for the E-modes and 1.0 MHz for the F-modes.
The parameter £, is given in terms of £, by

£, = £,,co8i,,, (48)

i,4q is the incidence angle of the unrefracted ray at a layer height of 100 km, such that

sini,,, = 0.9845cosA (49)

where A is the ray’s elevation angle at the ground.

George (1971) showed that at noon the term A(£,) =L, (£, )(£, +£1)2 was related to Ar,
the limiting value of A(£f,) for a sufficiently high frequency that signals traverse the whole of
the absorbing region without deviation, and @, is a function of the ratio of £, to £_E as given
by

NEAWPES (50)
“(f,E)' A,
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The function ¢, is approximately independent of location, season or solar epoch and is
given in figure 1. (The figure given here and used by ASAPS is the same as figure 7 in the
Supplement to CCIR Report 252-2 (CCIR, 1980), except that the maximum value of @, is
limited to 1.56.) Equation (50) holds under normal absorption conditions and also applies
approximately for winter-anomaly absorption. Samuel and Bradley (1975) have shown that
equation (50) may also be extended to other times of day than noon. For a given month and
location, Ay increases linearly with 12-month running mean sunspot number R,, and changes
diurnally as a function of the solar zenith angle %. For a given month and location, Ay in
ASAPS is given by

Ap(T,x) = A;(0,0) cosP(0.881%) (1 + 0.0067 T) (51)

where Ay (0,0) is the value of A, at solar minimum (T =0) and solar noon (X = 0). The parameter
T is the ionospheric index used by IPS, and its relationship to R, is givenin table 5 (Turner, 1968).

\
I
[\

0.8

=

Figure 1. The George absorption function ¢, .
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Table 5. Relationship between the IPS ionospheric index T and Rj2

(Turner, 1968).
Month Ordinates at origin (c) Slope (d)
January -1.58 0.96
February 0.81 0.94
March -0.65 0.97
April -0.54 0.99
May -0.06 1.00
June 0.34 1.01
July -0.18 1.00
August 1.19 0.97
September 270 093
October 1.87 0.93
November 245 0.92
December -0.04 0.96
where
T=c+d*Rp;
The parameters A, (0,0) and p e-c functions of month and of modified dip latitude / X /
where
tanx = —2I (52)
JCos A

The parameter I is the magnetic dip angle in radians (considered positive if north of the magnetic
equator), and A is the geographic latitude of the point. Figures 2 and 3 (figures 8 and 9 in the Supple-
ment to CCIR Report 252-2 [CCIR, 1980]) give p and A, (0,0), respectively, for each month and
| X / value. At high latitudes with / X / >70°, values of A, (0,0) and p are takenasfor/ X /=
70°; hence, combining equations (47), (50), and (51) gives the daytime absorption for ASAPS

A,(0,0)cos?(0.881x) (1+0.0067 T) ¢°(—£LJ seci,,

I.E (53)

For a multiple-hop mode, the absorption on each hop is evaluated separately by using mid-hop posi-
tion ionospheric characteristics and a mean elevation angle for the upward and downward legs of
the hop.

After sunset, the absorption falls to a small non-zero value. The total nighttime absorption
(Wakai, 1975) is given by

(7+0.019D) (1 +0.0157)

L (f) =
* ob fzﬂf;io

(dB) (54)
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wheref , is the operating frequency in MHz, and D is the tote] ground range between transmitter
and receiver in km. The values determined are regarded as applying separately to each of the propa-
gation modes that can exist. The value for L, , determined from equation (54), is taken for the mode
when it gives a value larger than that obtained from equation (53).

When an upgoing wave is incident on the ionosphere, it leads to the excitation of an ordinary
(O) and an extraordinary (X) wave. These waves, having different polarizations, may be
regarded as propagating independently within the ionosphere and being subject to different
amounts of absorption. This polarization coupling lossL,, is given in ASAPS by the empirical
formula

L, = A + B* (hop length) + (number of hops) (dB) (55)

where the constants A and B depend on the mode, as defined in table 6, and the hop length is
expressed in radians, with a maximum value equivalent to a hop length of 15,000 km.

Table 6. Polarization loss constants.

Constants E-modes F-modes
A 2.400 2.060
B 2.548 1.019

Sporadic-E obscuration losses are taken into account in ASAPS by using an empirical
formula developed by Sinno et al. (1976). For a wave frequency fin MHz and an incidence
angle i,,, of the oblique ray at a height of 110 km, the obscuration loss for one traverse of the
Es-layer by an F-mode is given by

L, = -log (1 - 3?) (dB) (56)
where
S = 1 .
Y R — L
fEsseci,,

The sporadic-E critical frequency f_E s is approximated by 1.2 * f_E , with a lower limit of
1.2 MHz. Equation (56) gives L, =0.04dB forf= £ ,E s * sec 1,00,and L, — o asf—0. Because
sporadic-E obscuration loss can become quite large for small frequencies, sporadic-E obscuration
loss in ASAPS is limited to a maximum value of 54 dB per hop. L, is evaluated separately for each
hop, then summed.

Finally, for circuit lengths <9000 km, ASAPS determines the rms field strength from

E g = 107.2 +201logf + P, + G, - L, (dB above 1 pV/m) (58)
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where

P, = signal power (in dBW) at the input to the transmitting antenna

f = transmitting frequency in MHz

G. = wransmitting antenna gain in dB relative to an isotropic antenna in
the direction of the propagation mode

L, = basic transmission loss for the mode in dB

The antenna gains that are in ASAPS are determined by a two-dimensional linear interpolation from
tables of antenna gain given at 6 take-off angles and 21 frequencies.

For circuit lengths >11,000 km, ASAPS uses a variance of the FTZ method adopted by the
CCIR for use at circuit ranges greater than 9000 km (CCIR, 1990a). The median field strength is
given by

(dB above 1 pV/m) (59)

where

E, = 139.4 - 20 logD’
(£,+L,)2 [(£+£,)% (£+£,)3 (60)

X=1 -
(£ b E)2 ¢ (£, +£)2 | (F4£)2  (£y2£y)2

free-space field strength for 3,000 kW erp

virtual slant path length in km between transmitter and receiver
upper limit frequency (operational MUF) given in equations [2]
and [3] with 1.2 replacing 1.0 MHz

lower limit frequency (MHz) (similar to equation [4], but includes
winter anomaly effects

F-layer gyrofrequency (MHz)

transmission frequency (MHz)

transmitter power in dBW

antenna gain of transmitter antenna in dBi

focus gain on very long paths in dB

extra empirical loss (or gain), currently defined as -4.2 dB

My b
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KoJo! vn"b;n o
|

"
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The focus gain is given by

D

G.p = 10 log '————d-
Risin{—
lsm‘k)l

(dB) ©1)
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where R is the Earth’s radius, and D is the great-circle distance between transmitter and receiver,
inkm. G,, islimited toa maximum value of 15 dB, since it tends towards infinity as D approaches
a multiple of = R. The rms field strength is taken to be 1.6 dB above the median value

E

rms

= Emedian +1.6 (62)

By equating the CCIR and FTZ rms field strengths, the equivalent FTZ pathloss (L,..) becomes

Loz = L, = 167.8 + 2010ogf ~ E X - G,, (dB) (63)

For circuit path lengths between 9,000 and 11,000 km, a separate pathloss is computed in
ASAPS by both the CCIR method (L) given in equation [41] and the FTZ method (L) given
in equation [63]. The resultant pathloss (L,, ) is the weighted average of the two

Ly, = (1-w)Ly+ WLgp (dB) (64)

where the weight w is given in terms of the path length (D) by

_ D -9000
T 2000 (65)

The rms field strength, for circuit path lengths between 9,000 and 11,000 km, is then given by the
CCIR formula in equation [58] with L,, replaced by L,,, .

THE AMBCOM HF PREDICTION MODEL

The AMBCOM (Hatfield & Smith, 1987) is a fast, versatile, two-dimensional (2D) ray
tracing program for simulating high-frequency (HF) ionospheric sky-wave propagation and the
resulting performance of various HF systems, for example, communications, broadcast, geoloca-
tion, surveillance and over-the horizon radar (OTHR) systems. Its name is an acronym for
Ambient Communications, by analogy with the Nuclear Effects on Communications (NUCOM)
code, from which it is largely derived.

The basic premise, underlying the design of AMBCOM, is that the accuracy of the propaga-
tion model should be compatible with the accuracy available in the ionospheric model. Since
only enough ionospheric profile information is normally available to portray three-parameter
layers, little purpose is served by employing a ray path calculation that presumes more detailed
knowledge of the profile. On the other hand, strong horizontal gradients in critical frequency and
height are apparent even in maps of monthly median parameters. Neglect of these systematic
variations can be equally misleading: gross errors in range estimation or in the computed
elevation angle at the receiver, or both, can occur under certain conditions. AMBCOM is
designed to account for such variations to the first order.

The distinguishing feature of AMBCOM is the propagation model, which combines the
advantages of open-ended ray tracing with the speed of analytic integration through parabolic
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layers. By “open-ended” it is meant that the path of the ray through the ionosphere—and the range
at which it returns to earth—are determined by the refractive effects of the ionosphere. This is in
contrast to virtual-geometry codes, where the point at which the ray returns to earth is specified in
advance and each hop is symmetric about its predetermined reflection ;- .int. Examples of widely
used virtual-geometry codes are HFMUFES, IONCAP, and RADARC. Such codes cannot predict
“unconventional” modes of propagation, such as, topside reflections (M-modes) and chordal modes.
Because AMBCOM uses ray tracing, it will handle large ionospheric gradients and will predict
asymmetric hops and unconventional modes when they are indicated by the ionospheric model. Sig-
nificant differences in the ionosphere and propagation models used by AMBCOM, RADARC, and
IONCAP are summarized in tables 7 and 8.

Another AMBCOM feature is that it is one of the most thoroughly documented propagation
codes. Although originally developed for mainframe computers, a PC-based version has been
developed recently.

AMBCOM is based on the NUCOM code developed by the Stanford Research Institute
(SRI) during the 1960s and 1970s under sponsorship of the Defense Atomic Support Agency
(DASA) and its successor, the Defense Nuclear Agency (DNA), to predict the performance of
HF communication systems under normal (i.e., ambient) and nuclear ionospheric conditions
(Nielson et al., 1967). AMBCOM employs the ray tracing and communication system concepts
of NUCOM, but it is intended primarily for use under ambient conditions. The current version of
AMBCOM incorporates additional models of the ambient ionosphere that were developed in the
late 1970s (Hatfield, 1980).

Table 7. Summary of significant model differences.

Program Names
Models RADARC AMBCOM IONCAP

Ionosphere Generation
Median models Yes Yes—including Yes

Auroral Ionosphere
Spatial representation |4 samples 41 samples 4 samples
Real-data input ionograms at 4 loca- |9 parabolic parame- |ionograms at 4 loca-

tions ters at up to 4] loca- |tions

tions
Propagation Model
Raytracing method Martyn’s Theorem Semi-analytic raytrace | Martyn’s Theorem
Tilts, gradients No Yes No
Topside reflections No Yes No
Radar propagation Yes Yes No
Point-to-point propa- |No Yes Yes
gation
Radio System Simulation
Circuit reliability No No Yes
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Table 8. Differences in the input ionospheric and noise data.

Program Name
Variables RADARC AMBCOM IONCAP
foF2
- Coefficients Oslo (CCIR, 1967) New Delhi (Jones & | Oslo (CCIR, 1967)
reference Obitts, 1970)

- SSN variation Linear Second order Linear

-  Centered on 15th of month 15th of month 15th of month

foF1 Analytic (formula) Filled layer based on | Coefficients (Rosich,

E,F2 1973)

foEs Coefficients (Leftin | Coefficients (Leftin | Coefficients (Leftin
et al., 1968) et al., 1968) et al., 1968)

fE Coefficients (Leftin, |Coefficients (Leftin, | Coefficients (Leftin,
1967) 1976) 1976)

M(3000)F2

-  Method used Coefficients Coefficients Coefficients

-~  SSN variation Linear Linear Linear

Land mass Coefficients Coefficients Coefficients

Atmospheric Noise

- Coefficients Yes Yes Yes

- Time variable LMT (hours) (Lucas | UT (hours) (Zachari- |LMT (hours) (Lucas
& Harper, 1965) sen & Jones, 1970) & Harper, 1965)

The ionosphere is modeled with three parabolic layers of electron density. The £ F2 is
represented by a set of coefficients developed by Jones and Obitts (1970). The M(3000)F2 is
represented by coefficients due to Jones et al. (1969). The height of the F2-layer is determined
from the M(3000)F2 by using a relationship by Shimazaki (1955). This result is corrected for
retardation in the E- and F1-regions (Wright and McDuffie (1960). The £_E is represented by
coefficients due to Leftin et al. (1968). The height of the E-layer is modeled at 115 km, with a
semi-thickness of 25 km, and with no day/night variation. The height and semi-thickness of the
pseudo-F1 layer are computed from the parameters of the E- and F2-parabolic layers. The
bottom of this layer is set at 130 km, and this layer is required to overlap with the F2 layer by
one-half its own semi-thickness (75 km). The critical frequency £ F1 is related to £ £ by

fFl = (£,E) 2"

Vaufl
120

(66)

The maximum value of £ _F1 is limited to being less than 0.695 £ _F2 . The f_Es is represented by
coefficients developed by Leftin et al. (1968). The height and semi-thickness of the Es-layer are set
to 110 km and 1 km, respectively.
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Special features of AMBCOM include the following:

e A model of the electron density profile in the high latitude ionosphere (including the
auroral zone).

e A model for computing auroral absorption.

e Models for computing reflection and penetration losses for the Es-layer, as functions
of the maximum frequency and blanketing frequency of the layer.

¢ Consideration of both topside and bottomside reflections from the Es-layer (e.g.. M
modes).

e An option to search for high rays on one- and two-hop F2 modes (1F1H and 2F2H
modes).

The new model of tb nigh-latitude ionosphere is, itself, a modification of the RADC-
POLAR model developed by Elkins and Rush (1973a, 1973b). It is based on the incoherent-scat-
ter radar measurements of electron density profiles in the auroral ionosphere (Vondrak et al.,
1978) by SRI at Chatanika, Alaska. The auroral absorption model was developed by SRI from
previously compiled riometer data. It describes the variation of median auroral absorption as a
function of corrected geomagnetic latitude, longitude, season, local time, solar activity, and
geomagnetic activity (Vondrak et al., 1978).

The expression for basic transmission loss for AMBCOM is given by

Ly = Lpg + Lpy + Lyy + Ly, + Lyy +L, + Ly, + L, + Ly +L, (dB) (67)

where

Ly = free-space loss (dB)

L, = divergence loss for F2 high-ray modes (dB)
L,; = nuclear D-region absorption (dB)

Ly: = EF absorption (dB)

Las = non-devistive D-region absorption (Li) (dB)
L, = F1-F2 deviative absorption (dB)
Laur = auroral absorption (dB)

L, = Sporadic-E obscuration loss (dB)

Lz = Sporadic-E reflection loss (dB)

L; = summed ground-reflection loss at intermediate ground-reflection

points (dB).

The free-space spreading loss term for AMBCOM is the same as that given by equation (20). The
defocusing loss term for F2-layer high-ray modes is given by

... D sinA | dD
Rsin 3 cosp ld_pl

(P2

(68)

Ly, = 101log (dB)
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where

-

group path (km)
take-off angle
arrival angle
ground range (km)
earth radius (km).

0wy
nuwonouon

To improve the accuracy, Ly, is calculated for both forward and reverse rays, then, the average of
these two values is used. For the reverse calculation, angles A and B are interchanged.

AMBCOM provides models for estimating several components of absorption loss, according
to the altitude at which the absorption occurs and the source of the ionization responsible for the
absorption—solar radiation, nuclear radiation, or auroral precipitation. These are computed
individually (if appropriate) in various parts of the program and are combined at the end of each
hop. Up going and down going legs of a hop are treated separately to take into account spatial
variations in electron density and possible changes in the angle of incidence of the ray.

Solar-controlled absorption is computed in three height regimes: the D-region (below 92
km), where the absorption is non-deviative; the E-F1 region (92 to ~ 150 km), where both
deviative and non-deviative absorption may occur; the F1-F2 region (above 150 km), where the
absorption is treated as strictly deviative. (If desired, the nuclear absorption can be computed for
the same three height regimes; however, the nuclear routines are bypassed, unless externally
generated electron-density profiles are input.) The solar D-region absorption La; for the
ordinary ray is evaluated at each D-region traversal by

119(1.0 + 0.0037 SSN) (cos0.881y)!-3secq, fory < 102'

L, = (£ + £,) %8 (69)
0 for x > 102°
where
SSN = sunspot number
X = solar zenith angle at location of D-region crossing
$o> = ray angle of incidence at 70 km
f = operating frequency (MHz)
£, = electron gyrofrequency at 100-km altitude (MHz).

The second solar-controlled absorption region extends from 92 km to about 150 km and considers
total ionospheric absorption in each parabolic layer (both deviative and non-deviative). The same
expression is used for ambient and nuclear cases, but the values of some of the parameters differ.
The term La; is computed by

Ly, = Y AA; dB/layer traversed

2 -
AA! = 5.7x10 (vec.iz + veox) £2 ﬂy(2y,, y) Ay dB/slab (70)

an?(f + £,)? Jyecos* ¢, - By (2y, - ¥)
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slab thickness (km)

vertical distance of the slab from the layer bottom (km)
layer semi-thickness (km)

collision frequency with air molecules and oxygen atoms,
appropriate to the slab altitude (millions of collisions/s)
incidence angle at the entrance to the layer

operating frequency (MHz)

electron gyrofrequency at the slab height

layer critical frequency (MHz)

N
Hunaunu

£:
b an

At altitudes greater than about 150 km, the collision frequency is generally about three orders of
magnitude smaller than the wave frequency. This leads to a relatively simple expression for the total
deviative absorption incurred as given by

- 8.7v

!/ _
p= 2 (P'-P)  (dB) (72)

where P/ and P are the group and phase paths for that portion of the ray path above 150 km, and
v = 103 51, The deviative absorption is usually small, except at near-vertical incidence.

The auroral absorption model, L,,,., is based on a method proposed by Foppiano (1975) and
adopted (after certain modifications) by the CCIR (1980). The Foppiano (1975) model was
developed by fitting equations to published riometer data from 27 stations in the northern
hemisphere to model the spatial and temporal variations of auroral absorption. The resulting
equations can be used to predict the monthly one-way-vertical absorption, Ap, at a frequency of
30 MHz (a typical riometer frequency) as a function of cotrected geomagnetic (CGM) latitude
(¢), corrected geomagnetic longitude (0), corrected geomagnetic time (T), sunspot number (R),
and month (M). This is subsequently converted to a value Agp, which is a function of magnetic
index Kj,. Both the CCIR (1980) and Hatfield (1987) describe how this value is, in turn,
converted to an operating frequency at oblique incidence on the auroral D-region, L,,,; .

Foppiano’s model of monthly median absorption combines the effects of auroral substorms
occurring over an entire month at a given hour of the day, for a given month of the day, and for a
given level of solar activity (specified by the 12-month running-average sunspot number, R).
Although the median absorption is implicitly related to magnetic activity, through its dependence
on sunspot number, the model does not have an explicit dependence on magnetic activity;
consequently, the large increases in auroral activity tend to be obscured in the averaging process.
Conversely, a few large substorms may contaminate the quiet-day predictions. This model is not
appropriate for use with an HF ray tracing code when the structure of the refracting regions is
defined as a function of magnetic activity in a 3-hour time frame.
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Accordingly, SRI developed a model (Vondrak et al., 1978) that closely follows Foppiano’s
formulation, but adds an average magnetic-activity dependence. The auroral absorption on an
HF ray path,L,,; , is calculated in three steps as follows:

1. Compute Q1, the percentage probability that one-way-vertical absorption at 30 MHz
exceeds 1 dB. This parameter was chosen by Foppiano because much of the avail-
able auroral-absorption data is presented in terms of Q;.

2. Using an empirical relationship between Q; and An, compute Ay and convert to the
related Kp-dependent value, Agp, by using the input value of Kp.
3. Convert the one-way-vertical absorption at 30 MHz (i.e, Ayp) to absorption at the
desired operating frequency for the angle of incidence of the ray on the D-region.
Further details about this model can be obtained from Smith and Hatfield (1987).

To assess the effects of sporadic-E on received signal strength, one must take account of the
fact that sporadic-E is partially reflecting and partially transparent; thus, some signal attenuation
is incurred in reflection from, or penetration through, the layer. The reflection loss is denoted
here as L, , and the transmission (or obscuration) loss by L . Two methods of estimating L,
and L, are provided in AMBCOM: the Phillips model (Phillips, 1963), and the Sinno model
(Sinno et al., 1976). The user selects the method to be used by specifying an input.

For the Phillips method, L, and L, are given respectively by

L,=101log (1 - Pg)  (dB)
f,Es 3)

where £, Es is the sporadic-E blanketing frequency, £ _Es is the maximum vertical incidence ordi-
nary-ray frequency for the sporadic-E layer, and the probability P is determined by equation [37],
as is done in IONCAP.

For the Sinno model, the empirical formula for the reflection coefficient r is given by

Y = —_1___
1+10p"®
. 2.077 _ 2.077
logp, logf,Es - log f,Es (74)
_ f,Es
P = f Es
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Thea L, is given by
L, = -20logr = 2010og(1 + 10p?) (dB) (75)

When p, =0.55 (a typical value for summer midnight), n =8. When p, =0.9 (a typical daytime
value), n =50, such that L, increases sharply for £, >£Es ; this implies a thicker layer with a
relatively well-defined critical frequency. At p =1 (£ ,Es = £ ES), L, =21dB forall n . To esti-
mate the obscuration loss L, it is assumed that the transmission coefficient  is given by

t=y1-12 (76)
giving L as
L,=~201logr (dB)
2
1 an
= -10logil - | ——r
og{ [1 + 10p"]}

When n =8 (summer night), L, = L, for p =0.67; that is, the layer is equally reflecting and trans-
parent when the equivalent vertical incidence frequency is about two-thirds of £_Es . The parameter
f,Es is obtained in these formulas from Leftin et al. (1967). The values of £, Es are estimated as
a function of latitude (lat), day, and night from an expression due to Kolawole (1978)

£ Es ¥ = [o.s + o.z(i‘?—N)]f,Es |1at| 2 70
100
.65 £ Es night |lat] < 50
£,E8 = S 2 8
f,,Es"( 1"2&0'50) + szs‘('””zéat ) 50¢|lat|<70

Smith and Hatfield (1987) generally prefer the Sinno model.
The ground losses are calculated as in IONCAP at each reflection point.

The field strength in AMBCOM is calculated differently than in the other analytical pro-
grams. The field strength, €,, for each mode is obtained by

e, = /120%p, * 10° 79
where the power density is
p, = £ (80)




and
1=anm(PN? e lp, s 1, %1 %1, 1,4+ 1,+1,. (81)
with
P/ = Group Path (m)
1,, = divergence loss for F2 high-ray modes
1, = absorption loss terms
1 = FI1-F2 deviative absorption
ﬁux = auroral absorption
1, = Es obscuration loss
l, = BEsreflection loss
1, = ground-reflection loss
Pe = power transmitted in watts
9¢ = transmit gain relative to an isotropic

In AMBCOM, e, is converted into decibel units by

20loge, = E, = P, + 85.8 (dB>1 mv/m) (82)

relative to 1-watt radiated; or equivalently

E, =P, +115.8 (dB>1 pv/m)

83
E,=115.8 + P, + G, - L, ©3)

where P, is the power transmitted in dB, relative to 1 watt, and G, is the transmit antenna gain in
dB, relative to an isotropic. This is the equation for field strength for a half-wave dipole over ground
(Nielson et al., 1967). In AMBCOM, this field strength is converted to that of an isotropic antenna
by adding 8.6 dB onto the free-space loss. In AMBCOM,, the field strengths for each individual mode
are not summed to obtain one value representing a particular frequency as in the other programs
considered here. In AMBCOM, the antenna gains are interpolated from tables for each antenna type.
These tables are given at 27 take-off angles and 15 frequencies.

STATISTICAL DATA PROCESSING

The CCIR (1990b) describes a preliminary standardized procedure for comparing predicted
and observed sky-wave signal intensities at frequencies between 2 and 30 MHz. Such compari-
sons provide information on the accuracy of prediction methods and desirable improvements to
them. To obtain comparable results, the CCIR suggests that the same data set and procedure be
used when making comparisons between predicted and observed field strengths. They also
suggest that their latest database be used. Although this allows the results to be compared to
others by using their database, and even though most of the programs compared here will be like
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those that the CCIR might be interested in, the PENEX database will be used instead. They also
suggest that the comparisons should include the count, the mean differences, and the standard
deviation. The data screening program described below outputs these parameters, as well as
othes parameters useful in determining the accuracy of a prediction program.

In the comparison of a program against measured data , it is highly desirable to subdivide the
database into subsets according to variables influencing the predicted and observed results (e.g.,
path length, season, month, year, geomagnetic latitude, sunspot number, local time at path
midpoint, etc.). The CCIR (1990b) suggest that the data be subdivided according to the frequen-
cies transmitted, path great-circle distance, geomagnetic latitude, sunspot number, local time at
path midpoint, origin of data, and ratio of transmitted frequency to predicted monthly median
basic MUF. They suggest that the following parameters should be transferred to the comparison
program: month, year, sunspot number, circuit identifier, frequency, great-circle distance,

24 predicted hourly values (always monthly median values) of sky-wave field strength in dB
relative to uV/m, of path basic MUF, and of the percentage of the days per month when the
frequency is below the path basic MUF. Based on the descriptions of the programs above, the
following parameters should also be transferred to the comparison program: solar zenith angle,
cosine of the solar zenith angle, E-layer critical frequency, E-layer MUF, secant of the angle of
incidence on the D-layer, critical frequency of the sporadic-E layer £,ES, the sporadic-E layer
blanketing frequency £,ES, and the magnetic index K;. To accomplish this, a computer
program called DASCR3 (acronym for Data Screening 3) will be used. This program will be the
cornerstone of the PENEX HF prediction program comparison.

DASCR3

DASCRS3 is a program designed to perform data screening and statistical comparison of two
large matrices of observations—the observed data and the predicted data. For each set of
matrices, up to 10 sets of information are read in on screening propositions to be satisfied and
limits on a selected variable. In turn, a portion of each matrix is read in and tested for each set of
propositions. For each subset satisfying a given set of conditions, the variable to be analyzed is
stored temporarily on disc. The next portion of each matrix is then read in and screened, and the
good observations are added to those already on disc. When the entire matrix has been screened,
data are then read into core, and the difference (or residual) between the two matrices is taken.
These arrays are then sorted, to ensure maximum computer efficiency for the statistical evalua-
tion. Finally, a statistical evaluation is performed on the screened data and their residuals.

DASCRS3 has been used extensively in past propagation prediction model analysis. The
following samples are taken from this past work to show DASCR3 analytical outputs (Sailors,
Moision & Brown, 1981). An example of the output from DASCR3 is shown in figure 4. In this
sample, the ITSA-1 MUF prediction is compared to observed data. The proposition to be
satisfied is the data to be evaluated for the month 1 (January). In the printout, the observed data
are represented by column A and the predicted values represented by column B. The residual
(the observed data minus the predicted value) is given by column D. The relative residual is
given by column D/A, and the absolute relative residual, by column ABS (D)/A. The left-half
side of the page shows the statistics calculated for each of these columns and includes the
parameters suggested by the CCIR. In addition, the correlation coefficient between the observed
and predicted data is given. Included also are the slope, intercept, and mean square error of
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linear regression. In this example, 288 data points were selected from 4668 data points by DASCR3.
The average absolute relative residual for this case is 25.9%. As this is an early application of the
data screening program, this particular example does not include the capability to determine a proba-
bility distribution representing the residuals described below.

SCREENING DATA BASE

In the following examples, each computer program was run to produce a database corre-
sponding to the observed database. Auxiliary information outputted by the prediction program
for screening in this particular application included the following: universal time of propagation;
month; year; sunspot number; path length, in kilometers; geographic latitude and longitude of
the path midpoint; the local time at path midpoint; the path orientation with respect to North; the
geomagnetic latitude at each of the control points; the predicted MUF; E-Layer MUF,; F-layer
MUF; FOT; HPF, and path identification.

Before the actual data screening started, data points in both observed and predicted bases
corresponding to observed values at the extremes of the particular measurement site were
removed. In other words, obviously pathological outlying data were removed.

ANALYSIS OF RESIDUALS

Introduction

An indication of the accuracy of the numerical predictions of a parameter, the MUF in this
case, can be obtained from a study of the residuals between observed data and predicted values.
The terms, residual, relative residual, and absolute relative residual are used with the following
standard meaning;:

Residual = (Observed Datum) - (Predicted Value)
. . Residual
R Vi =
elative Residual Pserved Dat 84)

Absolute Residual
Observed Datum

Absolute Relative Residual

Certain statistical measures of these terms have proven useful in past ionospheric studies comparing
predicted and observed data. These include the following:

The average residual (avg. res.)

Root-mean-square residual (rms res.)

Mean absolute error of the residual (mae res.)
Average relative residual (avg. rel. res.)
Root-mean-square relative residual (rms rel res.)
Mean absolute error of relative residual (mae rel. res.)

N s L=

Average absolute relative residual (avg. abs. rel. res.)
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8. Correlation coefficient between observed and predicted values
9. Standard error of the estimate of linear regression
10. The fit of the residual distribution to an empirical probability distribution.

Examples of each of these parameters, as produced by DASCRS3 (except the last), are shown in fig-
ure 4 (Sailors, Moision & Brown, 1981).

Description of Parameters

The average residual and the average relative residual locate the center of the distributions of
error, and they are sometimes referred to as the “bias” in the estimate. Figures 5 and 6 (Sailors,
Moision, & Brown, 1981) illustrate the average residual and the average relative residual,
respectively, as a function of month for the four programs compared. In this example, MINI-
MUE-3.5 is shown to have the smallest bias; whereas, HFMUFES4 tends to always predict high
by as much as 3.5 MHz, or 17.5%.

The mean absolute errors of the residual and the relative residual are a measure of the range ‘
of error. The errors are the first moments about the average residual and average relative i
residual, respectively. They provide information about the range of variation. Figures 7 and 8 !
(Sailors, Moision, & Brown, 1981) are examples of these two parameters, respectively, for
MINIMUF-3.5. They are displayed as bars about the average residual (bias) as a function of
month; however, figure 5 (Sailors, Moision, & Brown, 1981) shows that during the equinox
months of March and September, the range of variation in the error is greater than the other
months.

The average absolute relative residual is a measure of the average magnitude of the error.
Figure 9 shows a plot of the average absolute relative residual as a function of month for the four
programs being compared.

The root-mean-square residual and relative residual are measures of the dispersion in the
error. In fact, the RMS residual and the RMS relative residual are the standard deviations of the
error about the origin (zero bias), and they are related to the standard deviation about the mean
according to

o2 =v, - v? (85)

where V is the mean square error (the square of the RMS error), andV1 is the bias. When the bias
is small, or nearly zero,then the standard deviation and the RMS error are nearly the same. Other-
wise, the rms error is larger than the standard deviation. Figures 10 and 11 (Sailors, Moision, &
Brown, 1981) are examples of the RMS residual and RMS relative residual, respectively, for the four
programs being compared to as a function of month. MINIMUF-3.5 has the lowest RMS error,
reaching its highest value of 4 MHz (plus 12%) during October; whereas, HFMUFES4 has its lowest
values during the summer months, but has the highest RMS error during the winter months.

A measure of the degree of association, or the closeness of fit, between variables is given by
the correlation coefficient. It indicates the strength of the tendency for high (or low) values of
one variable to be associated with high (or low) values of the other variable. Figure 12 (Sailors,
Moision, & Brown, 1981) is an example of the correlation coefficients as a function of month
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for the four programs being compared. In this example, HFMUFES4 generally has the highest cor-
relation coefficient with MINIMUF-3.5 also showing consistently high values. A low value of the
correlation of an auxiliary parameter may mean that the auxiliary parameter is not important in the
determination of accuracy. In this example from a previous accuracy study, it was found that the
E-MUF was not important in the determination of the MUF; hence, in subsequent accuracy studies
of the MUF, the E-MUF was not used as an auxiliary parameter.

A description of the nature of the relationship between variables is called regression analysis.
Regression analysis is concerned with the problem of describing, or estimating the value of, one
variable, called the dependent variable, on the basis of one or more other variables, called
independent variables. In other cases, regression may be used merely to describe the relationship
between known values of two, or more, variables.

Regression analysis that involves the determination of a linear relationship between two
variables is referred to as simple linear regression. Here, the variable y is given as y = a + bx,
where x is the independent variable, and y is the dependent variable. The coefficients, a and b,
are determined in the regression analysis. A measure of the success of linear regression analysis
is the standard error of the estimate give by

S, = {05 (1 - ¥9) (86)

where Oy is the standard deviations in the observed datum, and the Y is the correlation coefficient
between the observed data and the predicted values. If the relationship is truly linear, then the bias
of the estimate should be removed (or made nearly zero). An estimate of the standard error of the
mean is

Sy.x = %X (87)

s, = .| SZx (88)

where 9x is the standard deviation in the predicted values. The parameter n is the population size.
Figures 13 and 14 (Sailors, Moision, & Brown, 1981) show the standard error of the estimate of lin-
ear regression, and of standard error of mean in linear regression, respectively, as a function of
month. When figure 13 is compared to figure 12 (Sailors, Moision, & Brown, 1981), the largest
change occurs for HFMUFES4. Very little change is shown for ITSA-1 with local time tape. MINI-
MUF-3.5 shows some changes for some months, but not all. Figure 13 shows that linear regression
has removed much of the bias in the predicted MUFs.
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In the application used to describe the data screening program, it turned out that HFMUFES4
had the largest bias (7.2%), rms error (8.3%) and magnitude of error (26.09%). An explanation
was given for HFMUFES4’s poor results. The fact that HFMUFES4 showed a large reduction in
the standard error of regression as a function of range, as compared to the rms errox, led to the
conclusion that the £,F2 model was in error; that is, the £,F2 is the linear portion of the MUF
model. Had the results not shown a reduction in the standard error of regression, as compared to
rms error, then the error in the MUF model would have been due to the non-linear portion—the
M-factor model. Possibly as a result of this study, newer prediction programs, such as IONCAP,
did not use the set of £,F2 coefficients that were used in HFMUFES4.

Example of DASCRS3 Usage to Improve a Model

Figures 15 through 20 describe the accuracy of QLOF Version 2.0 as a function of local time
at the path midpoint by using several of the statistical measures of error discussed above (Sailors
and Moision, 1987). The bias is nearly zero, from 6 to about 17 local mean time (LMT). Since
QLOF is basically a daytime model, these results are encouraging; however, at night, the model
is more than 1.0 MHz (20%) low on the average, and the relative rms error is more than 30%, as
compared to 20% for daytime. At night, the average absolute relative residual is as high as 30%,
as compared to values around 15% during the day. At night, there are some hours when the
correlation coefficient has a significant decrease. The error at night was probably because the
LUF in QLOF Version 2.0 is set to 2 MHz at night.

Because of this error at night, QLOF was modified to include nightly D-region absorption by
using a model due to Wakai (1961; 1971) and Wakai et al. (1971). This was accomplished by
adding Wakai’s nighttime sunspot number dependence into the existing absorption model. The
nighttime sunspot number dependence is given by

I,=0.025+(1+0.013#*R,,). (89)

The new sunspot number dependence replaces the existing dependence whenever the solar zenith
angle at the control point exceeds approximately 103 degrees. The QLOF Version 2.1 showed con-
siderable improvement over Version 2.0. Table 9 contains a comparison of the accuracy of Version
2.0 and Version 2.1 over the entire database of observed LOFs. It is divided according to the time
of day. In each cell in the table, two values are given for the particular statistical parameter: the first
value is for Version 2.0; the second, is Version 2.1. This database consisted of 1814 LOF monthly
median LOF observations over a range of path lengths, seasons, geographical locations, times and
sunspot numbers. It is described in detail by Sailors and Moision (1987).

Table 9. Comparison of the accuracy of QLOF Versions 2.0 and 2.1 for day and night.

Time of Day
Statistical Parameter Daytime Nighttime
Bias (MHz) .682/.545 1.16/.063
RMS Error (MHz) 2.02/1.94 1.80/1.26
Correlation Coefficient .845/.854 .716/.762
Number of Data Points 1,371 (75.6%) 443 (24.4%)
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Figure 15. QLOF Version 2.0 average residual as a function of midpath local time.
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The results presented in table 9 show that the bias of Version 2.1 is markedly reduced from
that of Version 2.0. This is especially noticeable in the nighttime results. Similarly, there is an
improvement in the rms error for Version 2. The Version 2.1 bias, as function of midpath local
time, is shown in figure 21. This figure should be compared to figure 22, which shows similar
results for Version 2.0. Inmediately noticeable is the reduction in the bias in Version 2.1 for
midpath local times after 1700 hours and before 0700 hours. Figures 21 and 22 also indicate the
standard deviations of the residual distribution at each hour.

Empirical Error Probability Distribution

An additional capability in the data screening program, which may prove useful in the
PENEX project, is its ability to fit an empirical distribution function to the probability distribu-
tion representing the residuals (the errors) between the observed parameters and the correspond-
ing predicted parameters. The residuals for a particular model are fit to a Johnson system of
frequency curves (Johnson, 1949) by using an algorithm, which is credited to Hill et al. (1976),
Hill, Hill, & Holder (1976), Hill & Wheeler (1981), Dodgson & Hill (1983), that uses the
methods of moments to obtain the required parameters. This distribution represents all univariate
distribution systems. Its simplicity of calculation, once the Johnson parameters have been
determined, makes it adaptable to minicomputer and microcomputer applications because the
transformation of the Johnson variables to the normal system allows the use of normal probabil-
ity algorithms in its application. The nature of distribution and an example of its application
follow. The discussion of the determination of its parameters can be found in Sailors (1987a;
1987b).

The Johnson curves are an empirical family of curves satisfying the following chosen
conditions: (1) they should be easy to evaluate once their parameters are determined; (2) they are
a monotonic function of y, where y = x (-E)/A, A is a scale factor, £ is a location factor of the
distribution, and x is the variable being represeated by the distribution; (3) the range of values
of f(y), corresponding to the actual range of values of y, should be from — o to +, and (4) the
resulting system of distributions of y (and so of x ) should include distributions of most, if not
all, of the kinds encountered in collected data. The Johnson system of frequency curves consist
of the following three types:

the lognormal system (or S;): z =y + 8 lnrx—l'e-], E<x,

the unbounded system (or ,: z=y + 8 sinh'l[ii], ~ogxgo  (90)

the bounded system (or Sg): z =y + 8§ 1n —Ef_AL] E<x<E+A

where z is the standardized normal variate in each case. The parameters Y and 3 determine the
shape of the distribution of x .
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To decide which one of the three Johnson families should be used for a given set of data, the
usual procedure is to obtain the data estimates of the third and fourth statistical moments about
the mean—the skewness /B and kurtosis 2. These are then plotted on a graph such as fig-
ure 23. Also shown are other common sampling distributions: normal (N), Student’s t, Rayleigh
(R), and gamma (or %2). Figure 24 shows data plotted in the (1, B2) plane by Sailors (1981) that
show the propagation properties of the lowest observable frequency (LOF) measured on the
France-to-Iceland path during 1975. In the case of the LOF data, the distribution was shown to
be the Sg type of the Johnson curve.

The data screening program automatically determines which one of the three Johnson
families should be used by a given set of data. It then determines the parameters for that
particular curve. An algorithm called JNSN, known by the Royal Statistical Society as algorithm
AS 99, is used (Hill et al., 1976; Hill & Wheeler, 1981; Dodgson & Hill, 1983: Griffiths & Hill,
1985). This algorithm uses the first four sample moments to determine the type of Johnson curve
and its parameters. When the moments are large, the method of moments are not always
statistically efficient; consequently, alternate methods are used to obtain a second set of parame-
ters. These methods include (1) maximum likelihood (Hahn & Shapiro, 1967; Johnson, 1949),
(2) the use of quantiles or percentiles (Hahn & Shapiro, 1967; Johnson, 1949), and (3) the use of
frequency moments (Ord, 1972). The particular method used depends on the Johnson curve
being evaluated. A chi-square test of fit is used to choose between the sets of parameters so
chosen (Hahn & Shapiro, 1967; Williams, 1950). A 5% level of significance is used.

After determining the Johnson distribution parameters by using the data screening program,
it might be applied in one of two ways. The first way is, that for a given probability, it might be
desired to know the error in the model. The second is, that given a certain error in the model,
what is the corresponding probability? The algorithms necessary for these two applications are
contained in Sailors (1987a) and discussed below.

In the first application, the given probability is converted to the corresponding normal
standard deviate by using the algorithm function PPND (Beasley & Springer, 1977; Griffith &
Hill, 1985). Then, the corresponding Johnson deviates are found by using the algorithm AJV
(Dodgson & Hill, 1983; Griffiths & Hill, 1985; Hill, 1976; Hill & Wheeler, 1981). The parame-
ters necessary as input are outputted by the data screening program. The Johnson deviates are the
error for the model being employed.

In the second application, the given error is converted to normal standard deviates by using
the second algorithm SNV due to Hill (1976), Dodgson & Hill (1983), Griffiths & Hill (1985),
Hill & Wheeler (1981). Then the corresponding probability level can be found by using a normal
integral algorithm (Hill, 1973) called ALNORM. This particular algorithm has the capability to
calculate either the upper or lower tail area of the standardized normal curve corresponding to
any given argument.

A sample of the Johnson distribution spplication is given in figure 25. This figure of the
MUF model in HFBC84, shows the residual variation as a function of path range. The predicted
residual is given for seven different standard normal deviates (snv) and their corresponding
probability levels. The residuals range from values that might occur from 0.1% to 99.9% of the
time.

These same tools will be used in the analysis and presentation of the PENEX field strength
data.
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CONCLUSIONS

This report has reviewed how seven HF prooagation prediction programs derive field
strength. This review included three empirical programs (Medusa PROPHET, FT1Z, and FTZ4),
and four analytical programs (HFTDA, IONCAP, ASAPS and AMBCOM). Although Medusa
PROPHET uses the FTZ approach, the derivation of fy, and fj is quite different.

All of these analytical approaches contain similar structures. The first term is a constant that
has been derived from summing a number of constants along with several conversion factors. A
second term accounts for the frequency that is in use, and the third term is a loss term. There are
two basic analytical approaches in propagation prediction, the Lucas approach, which spawned
versions from ESSA-ITSA1 through IONCAP, and the ray tracing approach used in AMBCOM.

The prediction schemes produce median predictions of the rms field strength. When FTZ
produces a value (e.g., 65 dB above 1 microvolt per meter), it is a median value for a given hour
in a given month. The median value is bounded by the description of the distribution of the error
about that median. The primary value in the PENEX comparisons is in determining the size of
the standard deviations and variances, such that the median value is bounded.
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The implementation of the data screening program DASCR3 will allow the development and
generation of a powerful statistical description of the measured field strength characteristics and
of how accurately the seven candidate programs predict observations. It offers all the statistical
requirements suggested by the CCIR (1990b) for the determination of the accuracy of a field
strength prediction program. Its ability to allow and store up to 40 different auxiliary variables
allows the comparison to be sub-divided into the required categories. In fact, 17 auxiliary
variables for this effort were identified as desirable parameters to be added to the data screening
database. These variables include: the month; year; sunspot number; circuit identifier (name and
path transmitter and receiver coordinates); frequency; great-circle distance; 24 predicted hourly
values (always monthly median values) of sky-wave field strength in dB relative to 1 pV/m, of
path basic MUF, of the percentage of the days per month when the frequency is below the path
basic MUF, of solar zenith angle and cosine of the solar zenith angle at path midpoint, of E-layer
MUF,; 24 predicted hourly values at each reflection point (control point) of E-layer critical
frequency, secant of the angle of incidence on the D-layer, critical frequency of the sporadic-E
layer foEs, and the sporadic-E layer blanketing frequency fpEs; and the eight 3-hour magnetic
index K values. Useful statistical parameters produced by DASCR3 that can describe the
accuracy of the predicted field strength include the following: average residual (bias); root-
mean-square residual (standard deviation); average relative residual (relative bias); root-mean-
square relative residual; average absolute relative residual (magnitude of the error in the model);
correlation coefficient between observed and predicted values; standard error of the estimate of
linear regression; the constants necessary to represent the residual distribution by a Johnson
probability distribution, and its corresponding test of fit information. DASCR3 usage will also
allow the determination of possible improvements that might be made to these field strength
prediction programs.
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