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Abstract

This thesis presents NL-Soar, a detailed computational model of human sentence compre-
hension that accounts for a broad range of psycholinguistic phenomena. NL-Soar provides
in-depth accounts of structural ambiguity resolution, garden path effects, unproblematic
ambiguities, parsing breakdown on difficult embeddings, acceptable embeddings, immedi-
acy of interpretation, and the time course of comprehension. The model explains a variety
of both modular and interactive effects, and shows how learning can affect ambiguity
resolution behavior. In addition to accounting for the qualitative phenemena surrounding
parsing breakdown and garden path effects, NL-Soar explains a wide range of contrasts
between garden paths and unproblematic ambiguities, and difficult and acceptable embed-
dings: the theory has been applied in detail to over 100 types of structures representing these
contrasts, with a success rate of about 90%. The account of real-time immediacy inciudes
predictions about the time course of comprehension and a zero-parameter prediction about
the average rate of skilled comprehension. Finally, the theory has been successfully applied
to a suggestive range of cross-linguistic examples, including constructions from head-final
languages sich as Japanese.

NL-Soaris based on the Soar theory of cognitive architecture, which provides the uriderlying
control structure, memory <tructures, and learning mechanisim. The basic principles of NL-
Soar arc a result of applying these architectural mechanisms to the task of efficiently
comprehending language in real-tune. Soar is more than an implementation language for
the systern: 1 plays a centrol theoretical role and accounts for many of the model’s novel

cmpirical predictions.
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Chapter 1
Introduction

Now, ihe overwhelmingly puzzling problem about sentence
comprrehension is how people manage 1o do it so fast.
— Janet Fodor, Jerry Foder, and Merrill Garrett (1975)

ODOK, FODOR, AND GARRETT certainfy had it right. The ability to comprehend

language in real time is onie of the most complex and impressive of human cognitive

skills. Equally impressive 1s the staggering amount of scientific effort that has
been devoted to exploring the processes of comprehension. Few topics engage so many
disciplines within cognitive science.

Over the past three decades, psychologists have uncovered reguiaritics about asnects of
comprehiension ranging from lexical access to memory for text. Although many theories
have been proposed to explain these regularities, most address asmall set of phenomena, and
only a few take the form of complete computational models. In artificial intelligence, there
has been more concern for building processing modelis with increasing functional coverage,
but most complete NP systems still do not model any appreciable set of psychological
phenomena.

A notable exception 1$ the READER model of Thibadeau, Just, and Carpenter (1982),
which i1s one of the earliest examples of @ complete, tunctional comprehension systenm
that attains some measure of psychological plausibility. The continued development of
this theory (Just & Carpenter, 1992), along with some rccent theories emerging from
linguistics and computational linguistics (Gibson, 1991; Kempen & Vosse, 1989; Pritchett,
1988; Weinberg, 1993), indicates that unified computational accounts of certain aspects nf
sentence comprehension are within reach. Each of these theories addresses a signiticant
range of phenomena with a single set of mechanisms or principles Gi discussion of these
and other theornies appears in Chapters 2 and 9).

‘This thests takes another stgnificant step toward a uniticd theory of sertence compre-

nenston by presenting a computational model, NEL-Soar, that satisties the Tollowimg goals:

o Breadr The theory medels aowider vange of psvehological phenomena than has

previously been given a cohesive account
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Chapter | Introduction

2. Depth. The theory models the phenomena with a depth matching or cxceeding the
current best theories for those phenomena.

3. Architectural basis. The theory is embedded in an independently motivated theory
of the cognitive architecture.

4. Functionalizy. The theory functions as a working comprehension system.

The remainder of this chapter elaborates these goals by providing an overview of the target
phenomena, an explanation of what it means for the theory to be architecturally-based, and
a preview of the theory and major results. The chapter concludes with a reader’s guide to
the remainder of the thesis.

1.1 The core sentence-level phenomena

NL-Soar addresses six kinds of phenomena that form a cluster of regularities at the senrence
level. The phenomena are primarily about the on-line processes invoived in piecing together
the words in a sentence to form a meaning. Though NL-Soar necessarily embodies some
plausible assumgptions about lower-level processes such as lexical access, and higher level
processes such as creating a long-term memory of the comprehended content, the theory
does not yet model the phenomena at these levels in significant detaii. However, the
sentence-level processes and the phenomena surrounding them form an important core that
must ultimately be addressed by any comprehension model. The phenomena are:

. Immediacy of interpretation and the time course of comprehensicn. Our subjec-
tive experience is that we comprehend language incrementally, understanding each
word as it 1s heard or read. As a hypothesis about the comprehension process, this
has been advanced as the principle of immediccey of interpretation (Just & Carpenter,
1987), and much experimental evidence has accumulated in support of 1t. In general,
immediacy holds for ali levels of comprehension—-syntactic parsing, semantic in-
terpretation, and reference resolution. Furthermore, this immediate comprehension
happens rapidly, at an average rate of ~240 words per minute 1 skilled reading.
Although the average time per word 15 -~250 ms, eye fixation studies also reveal that
fixatrons range from as tittle as 50 ms to 1000 mis or more.

2 Ambiguity resolution. When readers or listeners encounter an ambiguity, hiow
do they decide whivch nterpretanon to give 11?7 A theory of comprehension must
speetly what knowledye s brought to bear i resolving ambiouines, and how ond
wheri that knowledge s brought to beawrs There are several Kinds of wnbwguiies
that arese i comprehension, rangmg from ieacab semantic o reterennad, hot here
wo prnuitly focus on siectoal ambrgingy o alternative nterpretations that anse
bocatse the pariad verance s conststent with multoiple svntactic parses 00 below

wvives asinple eraanple:

¢y The cop saw the degwath the brnocuburs
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The core sentence-level phenomena

Sentence (1) exhibits a structural ambiguity: the prepositional phrase with the binoc-
ulars can attach to saw or dog. General knowledge may prefer to interpret binoculars
as the instrument of the seeing, but in certain specific contexts the binoculars may be
associated with the dog.

The empiricalevidence concerning the knowledge sources used to resolve ambiguities
1s mixed. Some studies have demonstrated that the semantic content of the sentence
or the established discourse context can have an effect on the on-line resolution of
local ambiguities. Other studies have shown the lack of such effects, demonstrating
instead an apparent preference for one syntactic structure over another, independent
of content or context.

Garden path effects. A garden path effect arises when a reader or listener attempts
to comprehend a grammatical sentence with a local ambiguity, misinterprets the
ambiguity, and is unable to recover the correct interpcetation. The resuit is an
impression that the sentence is ungrammatical or nonsensical. (2a) below, due to
Bever (1970), is the classic example. Raced may be taken as the main verb of the
sentence, or arelative clause modifying horse. The relative interpretation is glcbally
correct. ((2b) has a parallel structure, but driven is unambiguous, so the garden path
is avoided.)

(2) (a) The horse raced past the barn fell.
(b) The car driven past the station stopped.

The subjective experience provides compelling inguistic evidence for the unaccept-
ability of these sentences, but additional experimental evidence comes from reading
times and grammaticality judgments. The reduced relative construction in (Za) is but
one kind of garden path; a collecton of 26 different types s presented tn Chapier 2.
Though the garden path effect has been well known stnce Bever’s (1970) article,
Pritchieit (1988) was the tirst to deal w depth with the variety of constructions.

Unproblematic ambiguities.  Somie local iunbiguities do not cause ditheulty no
matier which mterpretation proves to b the plobaliy correct one. Consider the paor

of sentences ()

(3t TRaow Johm very well
(6 hoow John went to the store

There s alocal ambgwsty at John, sincetvould cithor be e direct obyect of knovs o
ihe sabjectof o aconuny claese. Yot regardloss of the fonal vatcone, the sentenee
Catses o percepeble processing ditfouinys There are awide varieny ot constocehons
withruniproblemane Tocal ambroaines: Chapter 2 presents aocollection of A difterent
Kb Hhese constructions orovide addiional constraent tor o theory anrended 1o
mioded parden path ettects e posited mechanism st be weak cnongeh to predict
dithculny on vacden paths but nor sooweah that b caniot process the nnpeobleinane

ambienes
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5. Parsing breakdown on difficult embeddings. Some constructions withour structural
ambiguity are difficuit for people to comprehend. The effect is similar to a garden
path, but the source of the difficulty is not recovery from a misinterpretation: instead,
it seems impossible to parse the sentence at all. Consider the following center-
embedded sentence:

(4) The dog that the man that the cat chased bit ran away.

Such structures indicate that there is some kind of severe limit on the human capacity
to handle certain kinds of embeddings. As with garden paths and unproblematic
ambiguities, there exists a range of such structures, of which (4) is just one kind:
Chapter 2 presents a collection of 17 different types. Gibson (1991) was the first to
deal in depth with this variety.

6. Acceptable embeddings. Complementing the structures that cause parsing break-
down are those embeddings which do not cause such a breakdown. For example:

(5) The dog that the man bit ran away.
(6) That the food that John ordered tasted good pleased him.

Sentence (5) shows that the structure 1n (4) becomes acceptable with one less embed-
ded clause. (6} 1s an example of a fairly complex embedding (involving a sentential
subject) which is nevertheless acceptable. A collection of 26 acceptable embeddings
is presented in Chapter 2. Such structures constrain theornes of parsing breakdown
just as the unproblematic ambiguties constrain garden paih theories.

The evidence for these phenomena comes from work 1a specch comprehension and reading,
since they arise 1m0 both skills (n fact, cross-modal techmques are an noportant source of
data)y. Althouzh there are independent issues as well-—for example, control of eye move-
menits s not as enbcalm speech comprehenston as i reading- o reasomible assumption
is that o shared subset of the comprehension processes underly these shared phenomena.

These conmon processes are what N Soar s mtended to model.

1.2 Architectural basis

[othe 1957 Willhiam Fanes Pectures, Alten Newell veoed acalt for theoretweal unitfieation i
psyehologs Newelb was concerned with the proliferanon of ppcrotheories i povepology,
aid oftered the development of covrinve are/tecrres as the path oo more curinla
fove screrice. N cogntnve archtecture s the Ived computatioial stactonee Gat supperts
Coenionpespecihes the control stracturesernoniesamd pommtis e processes wnderiy
nn ot covinnve bebonno

dheneh the nonon of welntectore was ot new we PIS N ew el & Smon 19070
Card et al s Andersons Toss s Poivednn, P90 Nowell estabhished the keaebihn

o ke cloproe e e covimtove archrecture that apphes e a bnoad nanee ot phenoena
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1.3. Animplemented system

sweeping the time scale of human behavior from immediate reaction tasks (hundreds of
milliseconds) to long stretches of problem solving behavior (minutes or more). He also
provided the necessary methodological tutelage, dimonstrating how to take an architectural
theory sericusly and how to apply such a theory in a variety of ways.

The theory Newell used as an exemplar was Soar, an integrated architecture developed
by Newell, John Laird, and Paul Rosenbloom (Laird et al., 1987). Soar is a problem
space architecture that combines a long-term parallel recognition memory, a declarative
working memory, an open, flexible control siructure, and an automatic, continuous learning
mechanism. The integration of problem seclving and learning capabilities into general-
purpose architectures has been a focus of recent research in artificial intelligence, and Soar
1s but one system among many (Laird, 1991). However, most Al architectures are not
proposed as psychological theories (e.g., PRODIGY (Carbonell et al., 1989)). In psychology,
Soar joins the ranks of cther architectural theories of cognition, such as CAPS (Just &
Carpenter, 1987) and ACT* (Anderson, 1983).

The comprehension theory presented in this thesis, NL-Soar, 1s built on the Soar archi-
tecture, and grows out of the theory Newell sketched in the lectures and later in his book
(Newell, 1990). What does it mean for NL-Scar to be grounded in the Soar architecture?
It means that NL-Soar spzcifies hew the functional requirements of comprehension are
computationally realized within the architectural mechanisms of Soar. NL-Soar takes these
mechanisms as given——theoretical hypotheses independently motivated by other functional
and empirical considerations. Grounding NL-Soar (or any other cognitive theory) archi-
tecturally also means it is possible to deal adequately with questions about what part of
the computational model should be taken as carrying theoretical content, and what part 1s
stmply implementation detwil (Pylyshyvn, 1984 Newell, 1990).

Thus, the tact that NL-Soar 1s embedded in Soar s not an implementanonal sidenote
to ths thesis, but carrres theoretical content. The tetal theory s a combimanion of the Soar
architecture and the additionat content specitied by NL-Soar that realizes the tuncnons of
comprehienston. Workig within Soai abso sheds aew Tieht onold ssues such as modulanty,
and, as we shaldl see, rises completely novel issues as well Chapters 3 and 9wl deal

exphehy wath ihe role of Soar i the theory and ans predictions

L3 Animplemented system

N Soac e o implemented natural Diyiace svsem sunntay i Soat owhich e nnple
snented e o e bemy sed by several reseachersom the Son comimuniy osee Chapter 9
for pornter tothns ater sworko Brcomssts of aet ot 9O s G vrodne tons aied none then
doubles e seee s aresudt ot Tearine A o e examples presentaed iy the e e

chapters hone becenon thoneh the svstem unless oxphody noted others e
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1.4 Brief preview of theory and major results

The NL.-Soar model realizes the functions of real-time compiehension with a small set of
operators that perform syntactic parsing. semantic interpretat:on, and referential processing.
The control structure is a mix of serial and parallel processiiig. and is open to modulation
by multiple knowledge sources. The comprehension skill is held in a long term recognition
memory that generates, selects. and applies comprehension operators. Most of the pro-
cessing happens by immediate recognition (autematically). but NL-Soar can always break
out mto deliberate processing as necessary. As a resuit of doar’s chunking mechanism.
comprehension is a continuously improving mix of deliberation and recognitien behavior.
(In fact, all of NL-Soar’s recognitional operators arise via chunking.) Misinterpretations
are corrected by an on-line repair process. which is constrained to ensure computational ef-
ficiency in the probiem space search and recognition maich. The partial syniactic structure
in working memory 1s efticientiy indexed in a manner that also ensures efficient recognition
match.

The basic properties of NL-Soar and the Scar architecture interact to account for a
wide range of sentence processing phenomena. The model predicts a vanety of bhoth
interactive and modular ambiguity resoletion effects. NL-Soar provides the first explicit
model of deliberate recovery from garder: path effects. In addition to accounting for a
number o other qualitative phenomena surrounding garden paths and parsing breakdown,
the model successiully makes detatled predictions on a collection of over 100 different
garden path structures, unproblemauc ambiguities. dithcult embeddings. and acceptable
cmbeddings. The collection 1s primanly English, but includes i range of cross-limguistic
tenws, ncladimg head -tinal constructions The model also makes a several guantitanve
predictions concermng the ime course of comprehension, including the nrst zero-parameter

predichon of cornprehension rate,

1.5 Reader’s guide to the thesis

[he thesys has three negor parts: phenomena, theory, and theory applicanon The phenom
cna e reviewed m Chapter 20 alonyg with o deserption of previous theories Chapler 8
presents the NI Soar theory in detal The apphicaton ot the theory to the sentence
procesany phenomenais presented i Chapters 8 80 Chapter 9 provides a sumimany of the
odel and the predictions,as well as ashiscussion of gencral theoretical issues and o few
closehy reiated modets  For the one tinute veeston of the thesis, Took ar fablec ©
ad v

Chapier 2 mas be approached mesoveral ditterent wavs Fovour voal o to obtn just
G biet overview of the phenomena themseives, the Bl sectron orovides aosammany Hhe
table~ v the mnddle < f the chapter, bvtmy the parden path and parsang breakdown esamples,
ey abvo be helptol oo e mierested o the theoreuesbwork s von can use the sannnauy

secton o Ll ee vousselt wth the basie phenomena, then ressd the theony disctssons,

atthe end ot cach magor section




Chapter 2

Human Sentence Comprehension:
Phenomena and Previous Work

All theories live under the same sword of Damocles.
----- Allen Newell

ODERN PSYCHOLINGUISTICE began with a coacern for the relationship between
sentence comprehension and the grarnmars of linguistic theory (Miller, 1962),
; 8. and since then sentence processing has remained one of the most active areas in
the field. Given the tremendous amount of accumulated work, it is impossible to provide
a complete review here. Instead, the primary purpese of this chapter is threcfold: 1)
Establish the phenomena relevant to the mode! presevted n Chapters 3--7; 2) Review
previous theories proposed o explain these phenomena; and 3; Motivate the choice of
phenornena by demonstrauny how they provide great leverage in identifying the central
mechanisms of sentence compreaension.

Acsecthion 1s devoted to each major phenomenon, and each section concludes with a re-
view of the relevant theones. Each theory s discussed oniy with respect to the phenomenon
of werest. Thiv organization has the disadvamage that the discassion of any particuiar the-
ory raay be distmibuted across several seenions. However, g few theortes closely related o
NL-boar in goals and content (particalarty, Grbsor (1991), Just & Carpentey (19925, and
Pritchen (19920 will be exarnmed agamn m Clapter 9.

2.0 The products of comprehension

Hetore examanry the phesomena surrausshing fose sentence. processing nreceeds, we
shonld e eomspder the fancoonal vequirements Whar dJoes compeebonaon neod 1o do”

Clark & Chack €83 T grve tevo answers, b the aartow sense, whach the s [ cors fra o,

cotrorehension seoy s W bl o represeristion of the mcanme oV ihe ingawnie mpat 1 he

e v
bronder senee o cotnpre henston pec udes woilizarion . which reters o what the Hstener oy
STDGGUT wefied G COIIPrend i on 100 A0y EIIGRo WD reeeys 10w tab e fstency oy

roader dees, et the o

VTG Gl v e el g sore i o nionys behieve i doont
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(if it is an instruction), answer it {if it is a question). While keeping in mind the warnings
of Clark and Clark thau the processes of construction and utilization are often not clearly
separable, the remainder of this chapter, and most of this thesis, treats comprehension in
the narrow sense-—as the construction of a meaning representation.

This section reviews evidence for taree kinds of representations produced as final
outputs or as intermediate by-products of sentence comprehension: a refereniuial model, a
context-independent sernantic encoding, and a syntactic structure. The evidence will range
from purely functional to empirical.

2.1.1  Referential representation

We have taken as given that comprehension produces a representation of the meaning of
the linguistic input. But we need to be careful about what is meant by a representation of
meaning, since chilosophy and linguistics have traditionally used the term meaning in a
restricted way.

Sense and reference

The standard conception of sentence meaning traces its roots back to a distinction made by
Frege (1892). According to Frege, linguistic expressions have a sense and reference. The
reference of ar. expression 1s what that expression denotes. The sense of an expression is
the manner in which the reference is made. The distinction can be seen most easily in noun
phrases:

(7) (&) The most famous professor at Carnegie Mellon

J

(b) Hervert Simon

Hoth expressions refer to the same Nobel Laureate, butin a different manner. Because
thewr denotation s the same, the expressions can be mmiterct anged 1o some senicnces without
aftecting the truth value of the sentences:

&

(%) Gy Alonso had funch with Herbert Stmon.

(b Alonso had huach with tac most Taraeus protessor ac Cirnegie Metlon,

However: Frege pomted out that s purely denotabonal account of senfencs aeaning 18
vnworkable. Consider
co) Bl ks he s the sost famons prodeasor ad Camegie Mefion,

Sentence (YD) clea by does not miean that Brlb thooks he s dlovhero Stoon The wo staderao pts
andowcalby nde pendegt

Phe oo sons of wense and refereaos have evolved i the uere previse concepts of

sttt curergorr it formal sernant es thowoes U o o semiantios bised on

rovee it e ol ren ot oF ibnrs i the e b o j-i.'“;\_‘“\ Al RN ed oy Flovkien
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1s a function from pessible worlds to sets of objects. The extension of a predicate in a
partictlar world is the set of ebjects in that world which are selected by the predicate; the
objects are the result of applying the mntensional function o the given world. Similariy, the
intension of a sentence is a function from possible worids to truth vatues. In other words,
the intension is what determines whether the sentence 18 true in g particular situation. The
extension of a senience is then usually taken to be a truth valuve.

Given these definitions, the traditional view in philosophy and linguistics 1s that the
meaning of a sentence correspends to its intension, or truth cond:tions (Lewis, 1972). Yet
it is clear from examples such as (8b) that meaning in this sense is often nor ali that is
important. Depending on the listener’s knowledge, what is being ccmimunicated in (8b) is
not just that Alonso had lunch ith the most famous professor at CMU whaever that is, but
that Alonso had lunch with Herbert Simon. This leads to our first functional requirement
for comprehension:

Comprehension builds a referential representation which contains information
about the particular referents of the discourse in the pariicular situation de-
scribed by the discourse—not just the set of truth-conditions of the constituent
sentences.

From an Al point of view, this 1s a somewhat obvious assertion to make, because the useful-
ness of a referential representation has been established since SFRDLU (Winograd, 1972).
Nevertheless, this functional requirement was not always appreciated in psychology!.

Work in psycholinguistics has led to an additional ciatm about the referential represen-
tation:

The referential representation 1s what 1s retamed as the primary and iinal
product of comprehension.

A form of this claim tirstshowed up firstas the constructive theory of Bransford. Barclay,
and Franks (i972). They propesed that comprehension constructs a represeniation of the
descorbed sttuation that integrates the imformation explicit i the inpul along with inferred
or background wformmanion. The result s o single coberent representotion of the content.
I thew experiments, subjects cead short paragraphs deseribine sunp! s configurations of

objects, such as (10):
1y Threee turtles renwed once Hoatme dows wost a tish swien bers ath thenr,
On subseguent recogmnion sty ey found that subgects could rot aecuracty distimguansh

Detvwe e sentences that were prosent e the paravraptn and those that were mese by oosstend

withithe sitaston descrbed by the cenmiences, Whal s retnssd Wi nol Bhe pactoudar horgn

— . vl st} R S iy et e o o i v CE sy

powvhech the mlormation s prosented, o sel of solfed s ey, buy aore e
Phee por enaiaphe the comproaenston deory of Kmteh X van b 5 a0 cbsms s lncho i et o
peacte het revresc i s ] v sibeegtont cvatatog e e re bl b b rapres o i an
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representation of the described situatico. Tn spndar work, several studies have shown that
subjects ofter contuse different NP tha vefer to the same individual, indisaring agaio
that an exrensional represeetaiion s retaaed (Anderson & Bowev, 19731 Auderson, 1777

Garphar, 1987).

The form of represeriation: wicdels vs. logics

claim. {t asserts that information is encodec about the particular referents in the discourse,
passibly along with previously known or inferred information. 3ut it does not say aow that

The zlaim that comprehension produces a refercutial representation is 4 knowledge-tevel”

informatior is encoded.

Cne possibility is that the representation is a logic of some kind. For exarmpie, if the
predicate calculus is used, then knowiedae about the referenis is encodedas a set of firsi order
statements, and reasoned with by applviug the interential rules of the calculus The way the
staternents represens is defined by the modet-theoretic semantics of the fogic: the statements
represeat a pavticusar sitaation if that situation i3 a maode! of the statements (Ebbinghaus
et al, 1984)  This covrespondence s indirect. The elements of the representation--the
variables, connectives, quantifiers, etc.-—do not necessarily map directly onto the doinain

bewng represenied.

Aliernat:vely. there can be a direct correspondence between paris o the represenfation
and parts of the represented sitnetion. Individuals, properties, and relattons in the repre-
sentation can map directly onto individuals, properties, and relations mw the domatn. Such
a representation is not a logic; Johnson-i aird (Y983} calls it « mental moeael.

Although the comprehiension experiments discacsed carbier establish the reality of a
referential renresentation, they cannot help settle tssues abeunt the nature of that represen-
tation.  To distinguish logic and mental models, what is needed 15 o siudy of tasks that
ta; more ¢ ectly into those aspects of logic that violate structure conespondence, such as
auee tification or disjunction. Over the past decade or more, Johnson-Laird and his col-
ieagues have carrted out yust such aresearch pregvam, studying subjects poriorming eaplics

reasoming tasks such as cadegorical syllopgisrns, These sk are relevant fo e dssue of what

comprehension produces becanse they mvelve the compreliension ol preraises prosenied

naturad language.

fohnson-Tard™s conclusien s tha hemans aee saor gsmy o logie-hased representation

(lohncon Lard 1983 Johnson asrd, 19840 The concaraon s hased ovmmandy on the

pactern of errors that subjects prodove. which see not consistent witea prooe-Dased second
of thew reasomng. Instead the resalty sre consestont wy b e noccaentabionad theony et van
be suminvarsed Gin pacty as foliov

Comprelicnsion buokds aoinentd ool of the noenmoc mpa whonh g reder
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Yhe etements of the represerdation correspond one-1o-one to elements of the sit-
uarion. Comprehension typicallv produces just one model, even when multiple

moedaels ace possible,

The concept of a referential representation that takes the form of a4 mental model
is now established in psychology and psycholinguistics. It plays a central role in most
comprehension theories (for example, the situation model of (Van Dijk & Kintsch, 1983)
and the referential representation of (Just & Carpenter, 1987)). It continues to receive
empirical support from a range of work in psycholinguistics and reasoning (Bower &
Morrow, 19%0; Johnson-Laird & Byrne, 1991; Polk, 1992).

2.1.2  Semantic representation

Comprehension must also produce a reference-independent semantic representation that
corresponds w sense or intension. Below we consider the fuactional and empirical evidence
for such a representation.

There are two kinds of functional requirements for an independent semantic represen-
tation. First, uncovering the semantics of a sentence is a necessary step to preducing the
referential represeatation. The referents of expressions such as the most famous professor
at “MU i sentence (8b) depends on the underlying semantics of the expression, not its
particular surface form. Furthermore, there must be some capability of creating an initial
representation of a referent when it is introduced for the first time. This capability is ef-
fectively a process of producing a reference-independent representation (bacause it cannot
depend on first retrieving the referent).

The second functional requirement for a semantic representation is exemplified by
Fregean examples such as (). Such examples establish that the sense of un expression
1s sometimes independently needed in order « understand the expression. (me-anaphora
pronades another good example of this requirement. Consider (11, adapted from (Allen,
19875

(vl () Book aseat for Cynthia on the 6pm Hight to Odundo,

by Book one for Katy, too,

Clearly ope in (D) does not refer to the seat booked for Katy, but rather o seat that 1
wdentfied by conbimmg partof ihe desernption ot the seat i (1 Tay with part ot the desenption
w1 There must beat least o remporary reterence andependent mcmory of the st
senrenes i core 1 W0 be interpreted correetdy i the second sendence

Phese s alsesome coapineal cvsdenee tor i mdependent senrannie sopreserntation. Main
& Fobhson D aird CEOND pectonmed e pe e that testod memaony for verbadiy presented
TR NTE

CHOU L nere saere pan jonds of descnptions doderiminaie descnptions o were constatent with

p Py Coy. { Sty o f 'y P s O o Vs iy "
spatit Lavouts c 2 e spaon e to the fedt of the benjes The plate iy o the rivda o
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of the described layout, and that two mental models are more difficult to construct and retain
than one. The results were consistent with this assumption. Memory for the layout described
by the determinate descriptions was betier than tor the indeterminate descriptions. What is
reievant 1o the referential/semantic distinction, however, is that memory for the verbatim
form of the description was better for the indeterminate descriptions. This suggests that
the subjects retained a superticial semantic representation (which is naturally closer to the
surface form of the input) when thie indeterminacy of the input made building a mental
model too difficult. As Mani and Johnson-Laird point out, it is difficult fo make sense
of such a cross-over effect without appeal to two different Kinds of representations. A
sirnilar effect was found in an analysis of recognition memory for a programmer's manual
(Schmalhofer & Glavanov, 1986).

The assumption that comprehenston produces a semantic representation is widely
adopted in Al and psychology. For example, it appears as the logical form of Allen
(1987), the propositions of Johnson-Laird (1983), the semantic representation of Just &
Carpenter (1987), the case frames of (), and the propositional textbase of Van Dijk &
Kintsch (1983)*. All these representations have in common the central property that they
encode the sense of linguistic expressions in some Intermediate representation prior to
computing reference.

2.1.3 Syntactic representation

In this section we consider the evidence for a syntactic structure produced as an .ntermediate
product of comprehension. The evidence will be strictly functional, since there are stll
no empirical results universally accepted as indicating the existence of such a strucwre.
The claim iy not simply that syntax is required to comprehend language; that much s
certainly universally accepted and almost tautological. Rather, the 1ssue is whether or not
A separate syntiactic representation is computed and at least temporartly maintained during
comprehension.

Making syntactic diserimmations s necessary to arrve af the correct meaning, Each
aspect of syntax, such as number agreement, potentadly elimimates some semantc ambi-
cutty. To make these discrnmnations, Jomprehension musi mamntain soine local svatacuce
state- ~the process cannot pusi be svirtactically deiven and feave behind nonsyntactie repre:

seatations. Two simiple examples will tHostrawe the pomt:

(12) You aiv gomng to the store
¢l Ay Fob s By s the oo

Thove avonded vang propesirarnd o e ter tottus leve b o representaaon, wanee the tenn esaasaed iedifterent
wavs i peavcholosy For some theernato b g content mdependent fonat that can be veed o encode e
level of representanen ce e oot & Carpenter, 199500 others teserve the tenm o ceter ondy 1o the deved of
represeataiton pieoe fooreterencs reoduton o cn Paard s Tox Kather tham oeb thes contision 1 owedd
COTIEe o geter Lo the serianro popre vendaifos which place. the toons on the conteat ot the repiosenialion,

Poather than ot Forn
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In (12), the syntactic number of the subject of the sentence (in this case, vou) must be
represented so that 1t can be checked against the number of the verb when it arrives. If the
number feature is not independently represented, then every possible lexical subject/verb
pair that agrees (e.g, yow/are) must be stored, and the check perfermed by lookup. That
the feature is not purely sernaniic is apparent from the nurnber associated with the English
secend person pronoun vou: the syntactic number is plural whether the pronoun refers o
an individual or a set (*John, yvou is going to the store.) In (13), the syntactic structure
of the initial part of the clause (John in subject position) must be represented so that the
proper reference for hirm can be computed. In this case, sirn cannot refer to Jim, otherwise
the reflexive form (himself) must be used. The constraints on the distribution of reflexives
is a function of syntactic, not semantic structure (e.g., (Chomsky, 1965; Chomsky, 1973)).

Despite these functional considerations, some scientists in both Al and psychology have
argued that a syntactic representation is not needed. In Al this claim is best represented by
thie work of Schank and colleagues (Schank & Riesbeck, 1981). They constructed a number
of systems that parsed directly into a semantic representarion (conceptual dependency)
without an intermediate syntactic structure. In psychology, Johnson-Laird (1983) proposed
that human comprehension is largely syrntactically driven, but does not create syntactic
structure.

However, no system built on such principles has managea to achieve anywhere near
the structural coverage of systems that do use syntactic representations. The syntax-lean
systerns do, of course, embody some syntactic knowledge, but it primarily consists of
ordering constranits that do not require explicit encodings to apply (Schank & Riesbeck,
1981). Some recent work that has emerged from the tradition of the Schank conceptual
parsers dees in fact handle more complex syntax, but, not surprisingly, these systems do
make use of explicit intermediate syntactic structures (Cardie & Lehnert, 1991). Thus,
poth functional considerations and actual system building practice provide evidence for the
necessity of explicit syntactic encodings of sore Kind.

2.1.4 Summary

Table - F sumnarizes the three representations and the evidence for them. Such a briet
characterization abstracts away from an cnormous nwmber of issues - for example, the
entire Lield of syntax m linguisuces- -but it serves to establish the basie character of the
outpit of comorehenston and provide the necessary foundation for discassimg the processing

phenomerit and e model presented o Chaprer 5

2.2 immediacy and the time course of comprehension

«

We seam to cotprehend speech on g word byoword basessas quickly s we hear i We
e b even mere rapad rates 20 waords pes pumuge chist & Carpenter, 1987y e
phenomenology has nch obpective crnproeal snepont Carpenter and Tase call thas capd
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TABLE 2.1: The products of comprehension.

TYPE INATURE OF REP'N EVIDENCE
Referential Organized around referents of the Functionally required. Linguistic
text, may not retain intensional dis- memory does not always reliably
tinctions. Form 1s a model which distinguish expressions that actually
represents one particular situation occurred from referentially or infer-
consistent with text.  Aspects of entially equivalent expressions.
model correspond directly to aspects
of situation.
Semantic Represents sense of expressions {in-  Functionally required. Under cer-
dependent of reference) tain conditions the semantic repre-
sentation is retained rather than the
referential representation.
Syntactic Explicit encoding of intermediate Functionally required. Practice in
syntactic structure. building working NLP systems re-
veals this requirement.

processing follew immediately on the heels of each incoming word, and are rapidly com-
pleted in most cases. This section reviews some of the evidence for the immediacy of

producing the three representations identified in §2.1.

2.2.1 Immediacy of syntactic parsing

Syntactic structure is computed incrementally—an incoming word is integrated immediately
into a partial syntactic structure. The speech shadowing experiments of Marslen-Wilson
(1973, 1975) provide striking evidence for the immediacy of syntactic processing. The
subjects’ task 1s to repeat back speech as soon as they hear it. The most practiced subjects
shadowed at laiencies of 350 ms or less. When subjects riade errors by adding or changing
words, the errors were consistemt with the preceding syntactic context well over 809% of the
timie. Furthermore, this consistency with syntax was just as likely to occur at latencies of
250 ms (the most rapid shadowers) as it was at 600- 1000 ms. These experiments mdicate

that syntactic processing ol a word occurs within at least a tew hundred malliseconds of

heanmg dhe word, otherwise the syntaciie context would not be availuble tor generating the
nextshadowed word so quickly.

the bulk of evidenc. for syntactue mamediacy comes from tacking eve movernents
durmyg readmg. A number of studies have shown that eve tixations are of loneer duration

on those aarts of aosentence that are syntaciically aritiendt or mnomalous e (Carpenter

& Deanervn, PORT] Brazter & Rayoer, TU82)) These results sugpeest that subjects are
Atempting to syatactically parse matenal s soon as b s divated Tooiact nearty all of the
vist set of exporiments oxplormy steactural ansbipesy rosolution €82 30 provide evedence

FTor syntaciwe mnnedidey
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Limits to syntactic immediacy?

While the general claim 1s uncontroversial, there is still some debate over whether all
syntactic information becomes available on a word-by-word basis. If there is evidence
that some aspects of syntax are delayed in their application relative to others, then that
may provide evidence fer independent modules within the grammatical knowledge base
(Fodor, 1988)*. It would also weaken the general claim for syntactic immediacy. The range
of possible hypotheses about delayed application of syntax is as rich as modern syntactic
theory. Below we will consider just the most important and well-investigaied of these
claims: that verb argument structure (or subcategorization information) is not immediately
available to guide the initial parse.

In a self-paced reading study, Mitchell (1987) presented subjects with material such as:

(14) (a) After the audience had applauded the actors sat down for a drink.
(b) After the audience had departed the actors sat down for a drink.

Mitchell manipulated the transitivity of the initial verb (applauded/departed) to see what
affect this had on parsing the immediately following NP (the actors). Mitcheil found
that subjects took the immediately following NP as a direct object whether the verb was
transitive { 14a) or obligatorily intransitive (14b)

However, truly obligatorily intransiti' ¢ verbs are hard to come by, as example (14b)
from Mitchell’s material demonstrates: depiarted is not in fact obligatorily intransitive:

(15) The actors departed the stage.

The inadequacy of the material therefore makes the results suspect; this problem has plagued
other studies purporting to skow the sume effect (Ferreira & Henderson, 1990).

On the other hand, there 1s positive evidence that subcategorization information is used
immediately i parsing. As Pritchett (1992) pomts out, the garden path effect in (14) can

be avorded by using a properly intransitive verb:

(16) While Mary slept a sock fedl on the floor

Such acontrast s difficult to explam if subcategorizatnon information is defaved m parsing.
Tanenhaus and Carlson and cofleapues 1989y have provided a great deal of empnical
suppart for the nmmediate use of fexacal mtormation i parcing. They studred filier gap
serences:
(1At The disinet attorney tound out which witness the reporter asked
antoushy aboud

by The distnet attorney tournd ot winehs church the roporter ashed
1

anstodsiy anont,

oelere oo e ie s hoses e docs ot antreate ceaest acmedulan voinmatieal thearns
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(¢) 'The physical therapist wasn’t sure which bed the orderly hurried rapidly
toward .

Subjects produced longer reading times at potential gap sites (marked with ) of tran-
sitive verbs (asked) when the fillers were semantically anomalous (17b), compared to
semantically plausible cases (17a). But the long times could be eliminated by using verbs
with an intransitive preference (17c). In those cases, subjects apparently did not attempt to
associate the filler with the verb, indicating immediate use of verb argument structure.

2.2.2 Immediacy of semantic interpretation

Sentence meanirg is computed on a word-by-word basis—an incoming word is integrated
immediately into a partial semantic representation. The speech shadowing experiments that
support syntactic immediacy also provide evidence for itnmediacy of semantic interpre-
tation. Just as subjects’ errors were generally syntactically consistent with the preceding
context, they were semantically consistent as well. The experiment reported in (Marslen-
Wilson, 1975 factors out the contribution of semantics to the shadowing errors, clearly
dernonstrating that the effects are not purely syntactic.

Iinportant evidence also comes from eye movernent studies. For example, Carpenter &
Just (1983) found that sementic context and meaning frequuncy affect the time that readers
fixate on a polysemous word. Readers spent less time on words when the high frequency
meaning was consistent with the context, indicating that readers are atterapting (o integrate
the incoming word into the meanmyg of the seatence as it 1s betng read. The cross-modal
prituimg studies of lexical access also demonstrate rapid semantic interpretation. Priming
effects due to the contextually wappropriaic sense of a peiysemous word disappear after a
few hundred milliseconds (e.g., (Swinney, 1979)).

The gap-filling studies of Tanenhaus & Carlson (1989) cited above provide further
¢vidence for semantic immediacy, since the effect of an implausible iller shows up imime-
diately. This result was replicated using event-related brain potentials (Tanenhmis et al,
1990y, “he relevant tindieg s that the patters of brain activity aseociated with semantic

anomalies occurs about 400 ms atter encountering the anomadous purt of the sentenae.

Limits o semantic imimediacy?

Psvcholmgursts arguing for syntactic modulanty hove generated many resulis which roght
be mterpreted o tavor a model i which semantic interpretation fags stpmfreantly cat feast
aword or more) behind syintactio processing (see e studres relerred tom 230 However,
these expeaments deal exclusively with the applicaion of cortam kinds of knowledye o
reschve syatactie ambigmty There has been no dhirect evidence showang ot semiantn
iterpretation oot happomme mpediete by The onby resne vased by these stadies o
whethor semante mtoriator s used omedhately o gasde the svitacte parene The tae

issties e foeealhy dependeng
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2.2.3 Immediacy of referential processing

Constructing a menta! model requires building representations of new entities in the dis-
course, establishing relations among them, and identifying existing individuals when they
are referred to (reference resolution).

The referent of an anaphor (noun phrase, proper noun, or pronoun) is computed im-
mediately upon encountering the anaphor. Eye movement studies by Carpenter & Just
(1977) provide evidence for immediacy of pronoun resolution. The interesting effect was
the pattern of regressions: subjects often moved their eyes from the pronoun itself to the
antecedent in the preceding text. Other ~ompelling evidence comes from the cross-modal
experiments of Tyler & Marslen-Wilson (1982). Subjects heard short paragraphs ending
with a sentence fragment (such as He ran towards ... ). The task was to name the visually
presented continuation probe, which was a pronoun (either him or her). The probe was al-
ways syntactically correct, but depending on the referent of Aim or her, the probe was either
appropriate or inappropriate with respect to the preceding context. There was a naming
latency advantage for the contextually consistent probes, indicating a rapid completion of
the resolution process.

Dell, McKoon, and Ratchiff (1983) present evidence for immediacy of noun phase
resolution. They gave subjects texts to read like the folfowing:

{18) The burgiar surveyed the garage set back from the street. Several botties of
mulk were piled at the curb. The banker and her husband were on vacation.
The criminal slipped away from the streetlamp.

Ala 250 ms oftset from the relevant noun phrase (crimipal), subjects were presented a word
for a recogmition task. Words related to the referent of the nounphrase were namied taster
than words that were not. For example, garage would be primed 250 ms after encountering
criminal. 'The words were only related by the relations established in the text itselt, as
opposed to general knowledge. Furthermore, the refermg expiession was not the same tor
the two noun phrases (criminal v, burglary, to ensure that the effect was due o reterential

processing and not something more superfieial

FLimits to referential immediacy

While the evidence clearhy supports immedite mrtiation o reicrence rosolution, the dat
concerning the compleron ol the process s more complex (Sanford & Garrad, TOXYy oy
hoth pronouns and noun phrase anaphois, there appeid (o be cases where he osolution
process i not completed unhil seell atter the anaphor somateadly cncountered (Capenter &
Just o 1977 Dutty & Ravner, 1990, Greene, MoKoon & Ratceidt 19920 b sone cases, the
stracture of the rext dselt makes ot vnpessible to correctly rdennty the eferent when the
anaphor s encountersd. Botother cases appear to be related te the processtay requneed o
compute the reterent

B vencrad cetercnce resolutionand mental model constracton ooy recise anarbiracy

aneunt o anteronee Phoie ey clearty some it to te processing that can happen




18 Chapter 2. Human Sentence Comprehension: Phenoraena and Previous Work

real-time comprehension, and this must be under deliberate control to some extent. These
limits have been explored in a variety of experimental paradigms. The results of the Mani &
Johnson-Laird (1682) study discussed above suggest that a mental model may not always
be constructed or retained if the text is difficult. Swinney & Osterhout (1990) presents
cross-modal priming evidence for a distinction between percepruai (automatic, on-line) vs.
cognirive (deliberate, post-processing) inferences. McKoon & Ratcliff (1992) also provide
evidence for a minimal amount of automatic inferencing during comprehension. In general,
the content of the referential representation may depend on a number of variables, such
as the amount of time available for comprehension, prior knowledge, attention, goals in
reading, superficial features of the text, and so forth (Just & Carpenter, 1987; Cakhill,
Garnham, & Vonk, 1989; Schmathofer & Glavanov, 1986; Simon & Hayes, 1979). The
contro! of inferences during comprehension s still an open research issue in AT as well.

The time course of processing

Studies of eye fixations durings skilled reading indicate that, on average, each word is
processed in about 250 ms (Just & Carpenter, 1987). However, the amount of time spent
on each word can vary greatly, from as little as 50 ms to 1600 ms or more. The time spent
1s a function of many features of the text, such as word frequency, syntactic complexity,
familiarity with content, and ambiguity (e.g.. (Just & Carpenter, 1987 Carpenter & Just,
1083: MacDonald et al., 1993).

2.2.4 Theories of immediacy

Although immediacy 1s a central tenet i a pumber of unportant comprehension theories,
there are verv few compatational theorres that actually model the timne course of compre
bension, This reansics dovcloping o conprehiciision theory within some computational
architectire and poving actempocal interpretation to the processing prinntves of the aretn

fecture

READER ¢ Thibadean et ol TOR20 Just & Carpenter. TOS7) s the st example of a
functionadiv complete model that aecounts tor the time course ot comprehension m any
stonthieant way o READER s developed i the oabs production svstens, which operates on
contmuous cveles of match and aetivation propagatton Phabadean et ol stiow thar by
mterpreting the number of processane oveles that caps takes per word as o measure of
readiny tine per word, READER 1 able o provide o vood aecouni of the readimy tiines of
hunin subgedts THhere e twoieatures ol the moded that contobute to the sood e st

the Tesavon i B2 A R s cor-tracted o that the mital aoivaren fevels ot word serses s

atunciion of the heguency of that word senses so that Tosw Trequeney sonses tegune more
cvele tne te boost e Dy abon o dhaoshold Tevelbs Second e 2y kR eambodhies the
Pasie proncrpde of vmedracy of sterpretation ot spends foneer onowords that mnedrate

TEre o er s T an ot ts ol Sy Laciie seinante o or feterent prroce sy
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2.3 Structural ambiguity resolution

Natural language ambiguities may be classified along two independent dimensions: content
and scope. Content identifies a particular aspect of some representational level-——for exam-
ple, lexicai semantics or syntactic attachment. Scope refers to the span of input over which
the ambiguity persists. A global ambiguity typically refers to an ambiguity that cannot
be resolved by taking into account the entire sentence. A local ambiguity is a temporary
ambiguity that will be resclved at some later point in the sentence. For example, (19)
exhibits a global structural ambiguity at with (underlined). There is a choice at the syntactic
level which cannot be resolved by the end of the sentence: the prepositional phrase may he
attached o cop or saw.

(19) The man saw the cop with the binoculars.

(20) exhibits a local lexical ambiguity at can (auxiliary vs. main verb reading) which is
resolved by the end of the sentence (in fact the next word).

(20) These factories can tuna very efticiently.

Lexical ambiguities such as (20) which are syntactic in nature cifectively give rise (o
structural ambiguities. Not all lexical arnbiguities are structural; ambrguities such as (21)

are purely semantic:
(21) The old man’s glasses were filled with sherry.

Both interpretations of glasses (drinking vs. optical) yield precisely the same syntactic
structure.

The remainder ol this section reviews some of the phenoniena surrounding the resolution
of local structurad ambiguity. Texical ambiguity will be considered only to the extent that
1L eives rise (o stroctural wnbrguity, as e 200 The central theoretusal questions are: Whal
knowledee sources are broughu to bear i resolving the aimbrguities, and how and when are

these sowrces applied”?

231 Structuaral preferences

Certam ambiemties have preterred mgerpretatrons that can be charactenzed mpurely stioe

tural e, bor exampie, consider (2.0

00 Thad saad that vony Hew o Atlanta vesterday

Fhere s apeteronee toassocrde vesterdon st fleve rather then saed thoue b both mterpae
Patrors e catral v erminad nealand placsable Kosbad b oT9 5 aeobod st to peeterenee

' )

ot b paisane called Keohs Ao iaon
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for  Susan

Minimal Non-minimal

FIGURE 2.1: How to minimally attach a PP. The minimal attachment introduces the fewest number
of new nodes.

Since the VP node headed by flew 1s iower than the one headed by said, the incoming
material 1s attached to flew. Two other important preferences proposed in the literature are
the Caronical Sentoid Strategy (Bever, 1970; Fodor et al., 1974) and Minimal Artachment

(Frazier & Fodor, 1978):

(24) Cunonical Sentoid Strategy. ... whenever ene encounters a surface sequence
NP V (NP), assume that these ttems are, respectively, subject, verb, and
object or a deep sentoid.

(25 Minimal Arrachment. Each lexical nem (or other node ) 1s to be attached nto
the phrase marker with the tewest number of nonterminal nodes linking 1t
with the nodes which are already present.

The Canonical Sentord Strateyy accounts tor the bizarre mterpretation of {26y (Pritchett,
(992

(265 Tapanese push bottles up Chinese

The segquence Japanese pash s iterpreted as sebject-verb, rather than as an NP The
prepostional phrase ambrouty (20 iustcates bow Mimimal Attuchment works:

220 dohn boneht the book for Susar,

Promwre 0 voves the stouctures for the two possibite attachments Muoomal Attchiein

b
welects the one with the fewer rodes: thus predicting the pretened attachment ot for Nisan
to e VI node

Fable 2 7 bt aonmber of storctural preterences that have beendentimied in the hiter
ctire Phey e bisted here poomandy s desoniptions o phenemena svethout any mitention

ot deny my them theoretcal sty a2 s we wall consade s somie o these as theoreneal

[SERINENE BN I N
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24 Siructural ambiguity resolution

TABLE 220 Some structural parsing preferences.

Canonical Sentowd Strategy  Interpret N-V-N string as subject-verb-object.  Example:
(Bever, 1970; Fodor et al., Japanese push bottles up Chinese.
1974)

Attach to rightmost (lowest) open phrase. Example: John
said it would rain vesterday. Yesterday attaches (e rain.

Right Association
(Kimball, 1973)

Close phrases as soon as possible. Example: They knew
the 2°. Lwas fic the closet. The S node is closed prematurely
at the giri. accounting tor processing difference with the
unambigaous They knew that the girl was i the closet.

Early Closure
(Kimball, 1973)

Minunal Attachsent Attach with minumal number of nodes. Example: John

(Frazier & Fodor, 1978)

A-over-A Early Closure
(Church, 1980

bought the dress for Susan. For Susan attaches to boughz.

Giver two phrases in the same category, the higher closes
only when tothare ehigible for Kimball's wariy Clesure. Ex-

ample: [ called the guv woo simashed ny cur 2 rotten driver.
Driver mey attar fo cotled because the Tater remains open.

Dela, closing constitnents; prefert o itach new material to
asiing rodes. Exaraple: Since Jay jogs a mulz see ns like

L.ate Closure

(Frazier & Rayner, 1982)
a short distanes. A mile attaches Lo jogs Initiahy, causing a
earden nanh,

Prever arguinen: (como'ement) attachmens cver non-
argument (adjunct) attachments. Example: The man ex-

Prefer Arguments

(Abney, 1989)
pressed interest i the Volvo: in the Voo o attaches (o inter-
est an an arpument, vather than w exprossed as o locative

adynct.

Flow robust are these preferences” Does hiirnsen paramg always operate mn accordance
woth some syntachic preferencets), or can these preferceces be chanead by scmaanie o
pragmatic factors” Deawing e part onthie hypotheses of Bodor CRO8 3 and Forster (1979,
nany payveholegists have proposed that syntactie proces ang omodebas Phe Cavnos that
b antoncmons syatictie modude s responable for arectormg ingusbe mputs e G
sirvcturng s accomplished cotoaliv ot leasy withoat regard to non syatace jormaneen
Fodar cron S cally the Btter propesy cowhech oan essennal reate of snedn bty s
oo cacapadariest Uinden the odutanty view the srteressane mesue e b ong wiiot

N

shvcturad proaeogples perbags o shose baed o Fable 200 o comohe parser T peration o
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ambiguities, because these principles may reflect the basic nature of the syntactic processor.
A number of empirical studies have been cartied cut in support of the modularity
biypotitesis. Nearly all have the same basic structure:

e Subjects are presentsd with material thac contains a local structural ambiguity.

o The manipulated variable 15 some ronsyntactic context prior to or including the locai
ambiguity.

e Readings times are rcconded in the disambiguating region, as a measure of comnpre-
hension difficulty.

o If the measure of difficulty is independent of the nonsynractic manipulation, this
15 taken to support a purely syntactic ambiguity resolution strategy, and a modular
parsing architecture impervie: G Coniexi.

For example, Ferreira & Clifton (1989) present evidence that ambiguous NP-V sirings are
interpreted as subiect-verb (in accord with Minimal Attachment and Canorny al Sentoid)
regardless of the implausibility of the reading. Matenai included sentences such as:

(28) (a) The evidence examined by the lawyer turned out to be unreriable.
(b) The defendant examined by the lawyer turned out to be unreliable.

In (28a), the inanimacy of evidence makes it implausible that the evidence was doing the
examining. Yet, increased reading times (over unambiguous controls) were detected in
both cascs in the disambiguating region, suggesting that subjects incorrectly interpreted the
first vero as the matrix verb.

Table 2.7 surmmarizes some of the ¢ .periments supporting syatactic modularity gen-
erally {and Mimmal Attachment specificaliv)®  The strocture of the table is as follows:
Ambiguity refers to the kind of structural ambiguity studied; Manipulation refers to the kind
of nonsyutactic information that the ambiguity resolution was found to be insulated from,
Method refers to the mode of presentation and behavioral measure.

The resulis of these studies should be interpreted with care (Tanenhaus ctal., 1989, Tyler,
1989). Generalizing over these raterial, --for examyple, o conclude trom the Perreira &
Clifton (1986) study that ansmacy bever atfects ou-hae amvignty resolution -would be
il-advised, especially in light ot the neeractive results disnassed i 8207 20 Nevertheless,
the stuc s do show af feast that there ave some combipations of subjecis, ambidnity types,

and nonsyntactic content dat give tise o modudar effecis,

"A couple of well-knowr vimtma Attchmeut studies are pot owbded hiore The Bosrier & Ravae
CLOUN 2y stucy eatablished a preforerce (o Minouel Attachument, b dud oot oxphonly eQianne oy ncusyn
Ty

tactie factors The ayner ev b CGHOR 3 study monelated plavsibititg bat the vemaatiealts cramiey
srdurraan G caae alzer the focad anbioaty, so vhac adormation vould nowcave been brovght te bea oo o
i any theony fescept one mvalyng ookaaead )

Phe B et al (1992 capenment whneh was inende o test tor condesy eddests vy o s orbaedoeca
pefative s vaities e won o duded ra rbe Glide beoae e vee geeternal JBid noer acmininy wern to e hade the

redev ot nniextd o, b cChanetey e peoad cd poresiod pelerents ol the sulyesr s won ke

achresn v arriment reporte o fhe same puipet e L e g
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TapLE 2.3: Some studies demonstrating modularity effects.

AMBIGUITY TYPE MANIPULATION METHOD

| Ammacy ofsubjectm =T (Ferreita & Clifton, 1936;
| Just & Carpenter, 1992)

’ Context (# of referents) ET (Ferretra & Clifton, 1986);
‘{ SPP (Ferretra & Clitton. 158%)

J Context (discourse focus)  ET (Rayner et al., 1692)

“(f{).r“rﬂlplemcr-:frelarive clause | Context (# of referenis) SPW (Mitchell et al., 1692)

- J
PP attachmznt {arg/adjunct) | Context (# of referents) ET (Ferreira & Clifton, 19386)
! Context (discourse focus) LT (Rayner et al,, 1992)

ET = eye tracking, SPW= seif-paced word-by-word, SPP = self-paced phrase-by -phrase

How often will 4 parser guided by purely structural preference choose the correct 1nter-
pretation? Though most preferences have been motivated by a narrow range uf linguistic
examples, there have been some recent analyses of natural corpora {(Gibson & Pearlmutier,
1993; Hiudle & Roonth, 1991; Hobbs & Bear, 1990; Whittemore & Ferrara, 1990}, The study
by hittemore & Ferrara (1990) tests the predictions of several different attechment heuris-
tics on 725 sentences containing prepositional phrase attachment ambiguitics. No single
heuristic tuey coasidered works better than 35% of the time. What works best is ¢ssentially
a combination of lexically-specific information-—¢specially argument structure-—and right
association. This basic paitert also held in other analyses ((Gibson & Pearlmutter, 1993;
Hindle & Rooth, 1991; Hobbs & Bear, 1990)°.

Apart from the inadequacy of any single strategy, perhaps the most striking result of
the Whitcmore et al. study (s the dismal performance of Minunal Attachment: it correctly
predicts attachment only 369% of the time. These results do not in and of themseives falsify
any structural preference as a theory of on-line parsing, because the data 1s based only
on the finel prefeired structare. But it does make abundantly clear the need for a theory
of reanalvsis 1o compiement these preterences, otherwise they visk grossly overpredicting

carden path eifects (see §7.4).

2.3.2 Lexical preferences

The speciiic Tesical content of an ambiguous sentence can sometimes maks o differcnce m
s opreferred ntermetation. Ford, Bresnan, and Kapian (1952) show that difereat words
ary Silfer mothe aopuments they prefer. The crucial motvatng cxamples are mmomally

COntstmg sentenoes soch as (29
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297 (a) The woman wanted the dress on that rack.

() The woman positioned the dress on that rack.

i (2943, the prefened interpretation assoniates on that rack with dress, but in (29b), on
thar rack 1s associated with posirion. Since the alternative structures for both sentences are
putalively iaentical and onty differ in the speciic verb vsed, Ford et al. arg e that this is
evidence for a purely lexical preference. They established the phenomenan wiih an informal
surviy of subiect intuitions about the meaning of sentences h‘m, (29). Some of the re alts
of grammaticaiity judgment wasks reported in (Kurtzman, 1985) provide furthemwdc:p .2 0f
lexical effects. The PP attachment studies mentionsd above also indicate effects ot lexical
preforences, but not necessarily the specific kind proposed by Ford et al.: mast of these
ciiects may be due to simpiy (o a preference for arguments over adjuncts,

Ford et al. note that context can apparently override lexical preferences:

{30} {a) When he arrived at our deorstep, Leould see that Joe carried a package
for Susan,

{b) Whenever she got tired, Joe carried a package for Susan,

Even in the absence of piasing context, Jexical preferen.es must not be absolute, because
as Giibson (199 1) points oul, countercxamples can be found:

(31 T wantad the dress for Susan.

Here, the PP docs seem to atiach o the verb, connter to the preference used to explain (29a),

2.3.3  Semantic and contextual effecty

Locally aabyguous material is sonetimes mwerpreted as a function of the focal s=mantiz
content of the sentence itsclf, or the prior discourse context.  Such effec s are called
5 the

pueractive since they demonstrate the mievaction of .:'uuitip.’iﬁf knowledge sour
comprehension process (Marsien-Wilson, 1975). For exampie, Tonenhaus et al. « 1989
and Jase & Carpenter (19592) present evidence suggesting li*'-sl, contrery 1o what Feaoreira &
Chitem (1980) found, some subtects do o fact mak y nformation i
resolvimy the local ambngnny of centences like (28) Coun & Steedigan (1985 produced

e vapid use of animac

strviar vesults oo a rapd grannnaticalicy “}udgmc, nt task, showing thai the plassbility of rhe
g affected the chaness of sentences with reduced relative ambio: ties

grammatical e
being calicd grammnnmteal

Stngciurel amptegmaahes may alse be resolved by apneal to the coirent context. 1 vler &
Muarstere Weison CEOT7 ) present strvdng ovidence of thw raped effect context can liave on
Witton & Tyvle | S8 Soopects beard sentence
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2.3, Struciural ambiguity resofution

At the offset of the final word in the ambiguous phrase (planes), a probe word was visually
presented. The word was a verb which was a continuation of the sentence. The subject’s
task was te name the verb. The contextually appropriate continuation is ave for (32a) and
iy for (32b). Appropriate continuztions had a naming latency advantage over inappropriate
continuations, indicating that the context had a rapid ctfect on the initiai analysis of the
ambiguous string. Using a different technigue (rapid grammaticality judgment), Crain &
Steearnan (1985) showed that the number of referents established in the content can affect
the perceived grammaticality of a locally ambiguous sentence.

Demonstrations of contextual or semantic effecis have sometimes been criticized for
not being sensitive to on-line attachment choices (Clifton & Ferreira, 1989). The critics
emphasize that whar is at issuc is not the final interpretation given an ambiguous string--—no
one denies that nonsyntactic information can ultimately have a tremendous influence—-but
the initial attachment choices made by the parser. While some experiments may be subject
to this criticism, 1t should be clear trom the examples above that there are demonstrations
of inteructive effects that use techniques sensitive to the immedtate interpretation of am-
biguities (e.g, the priming techniques of Marslen-Wilson, and the eye movement studies
of Carpener and Just). Even the studies which coula arguably be insensitive to on-line
proresses (those employing rapid grammaticality judgments) produce results that are prob-
lematic to explain with a strongly modular theory (Altmann, 1988; Steedman & Altmanmn,
1989).

Interactive effects have now been demonstrated across 2 range of syntactic ambiguity
types, knowledge sources, and experimental echuiques. Table 2.4 summarizes some of
these studies i the same format ased in Table 2.5 to present the modular experiments,

2.54  Limited parallelism

Maost of the discussion above has implicitly assemed that a single interpretation s selected at
ambiguous points. However, it is possible that muluple iterpretations might be computed
and mapiained i paralled, aod this is an important theorctical and empiricel issue.

o fact, a number ol carly studes that showed clear ctiects of ambigeity were taken to
support a limited pudrpie meanings model, o which mmgdtiple meanings of an ambigoocs
pavase are cornpated and mamtaned vntl context selects one, or uatil the carrent clanse
aoclosed (CTarh & Clark, 1977, For example, MackKay (1960) prosented subjects wath
suntenee fragments 1o complete, and discovered thar ambiguous fragments took longer

8 a-a"»am“?%n.w than unambiguous fragments. Lackoer o Ourrett (1970 demonsivated an

ambrpuiy elfect n amnteresting G ask where subj ects were reguired to pavaphrase asentence

heard one ean, whne rgaorig a sertence heard mohe other carn The mterpretation of 2
:M‘nf‘\x”m'zli'«‘ sertrnce such as (33 could boe imflvenos «i b o anaticeded brasange semicnee

such as (3.
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TABLE 2.4: Some studies demonstrating interactive effects.

AMBIGUITY TYPE I\JAN.‘PULATION METHOD
“Main verb/reduced reiative Animacy of subject ET (Just & Carpenter, 1992,
Tanenhaus et al., 1989)
Temporal context ET {Trueswell & Tanenhaus,
1992)
f Plausibility SPW (Pearlmutter & MacDon-
ald, 1992), RGJ (Crain & Steed-
man, 1985)
PP attachment (Ni5 or VP) Context (# of referents) WS (Altmann, 1987), ET (Britt

et al., 1992), SPW (Britt et al.,
1992); SPP (Britt et al., 1992)
Semantic content of prior VP SPW (Taraban & McClelland,

1988)
Content of VP object SPW (Taraban & McClelland,
| 1990)
Complement/relative clause | Context (# of referents) RG@G]J (Crain & Steedman, 1985);

WS (Altmann, 1987); ET (Alt-
| mann et al., 1992)

“:"*xdjectival/’gerux‘.d ~ 7 [Content of initial phrase LNC (Tyler & Marslen-Wilson,
1977; Marslen-Wilson & Tyler,
1987)
Subjactiobiect Syntactic context RGJ (Warner & Glass, 1987)
Semantic context RGJ (Wamer & Glass, 1987)

ET = eye tracking, LNC = lexical naming of continuations, RGJ = rapid grammaticality judgment,
SPP= self-paced phrase-by-phrase, SPW = self-paced word-by-word, WS = whole s¢ntence

In general, the closer to the ambiguity a technique probes, the more likely effects due to
ambiguity will appear (Foss & Jenkins, 1973). Some studies demonstrated that ambiguity
effects disappear altogether following clause boundaries, supporting the theory that mul-
tple interpretations are maintained within clauses, and all but one is discarded at clause
boundaries (Bever, Garrett, & Hurtig, 1973).

Most of these carlier studies were not focused exclusively on structural ambiguity,
as the material in (33) iustrates. Furthermore, the studies often used non-trivial post-
commrehension tasks (e.g., sentence completion or paraphrasing) that prevented direct
assesstment of the time course and nature of wmbiguity resolutioin. o contrast, much
sitbsequent work specificalty addressing structaral ambirguity with on hine techirgues has
vielded evidence consistent with the immediate selection of a single structure (see §2.3.1
and (Braeer, 1987)),

Rescarchers have recently tiimed back to trymg to iind direct evidence for stractugal
parallehism Kurtzman (1985 demonstrated clearty the complexaty of the phenomena. Us
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ing rapid grammaticality judgments of sentence fragments, Kurtzman showed that multiple
structural interpretations may be availahle at disambiguating points, but that their avail-
ability depends on a variety of syntactic and possibly pragmatic factors. Using syntactic
and semantic priming techniques, Gorrell (1987), Hickok (1993), and Nicol & Pickering
(1993) demonstrated that both structural interpretations of some ambiguous strings are
available after the ambiguous poini. MacDonald, Just, and Carpenter (1992) showead that
subjects spend longer reading ambiguous regions than unambiguous controls, suggesting
that multiple interpretations are being computed.

The overwhelmingly puzzling aspect of the Gorrell, Hickok, and Nicol and Pickering
studies is that they provide evidence for the maintenance of the unpreferred interpretation of
a sentence that causes a severe garden path. Consider the following example from Hickok:

(35) The psychologist told the wife that the man bumped that her car was stolen.

Hickok (and Nicol and Pickering) found evidence that pecple compute the relative clause
interpretation for this sentence, even though it is precisely the unavailability of this interpre -
tation at some lev=l that causes the garden path. (The garden path status of this structure was
clearly established with a separate grammaticality judgment experiment (Hickok, 1993), in
which sentences like (35) were judged ungrammatical about 99% of the time.) Although
all the researchers present some possible explanations for this result, no wholly satisfactory
and coherent account has been developed.

2.3.5 Theories of ambiguity resolution
Strategy-based comprehension

Preferences such as Canonical Sentoid and Right Association, discussed in §2.3.1, were
originally developed as part of a theoret:cal framework that might best be termed strategy-
based comprehension. Strategies provided the first theoretical apparatus that separated the
performance system from the competence gramimar. As it became clear that the transfor-
mations of generative grammars in the 1960s did not correspond to precesses of parsing
and mterpretation (e.g., (Fodor & Garrett, 1967)), psychologists turned to the perceptual
mapping strategies to carry the full burden of explaining comprehension. Under this view,
comprehension consists primartly ot a collection of interacting syntactic and semantic
heuristics that map surface form to some undarlying structure (Bever, 1970; Kimball, 1973,
Clark & Clark, 1977; Van Dijh & Kintsch, 1983). These hearistics were assunied to refiect
hasic cogniive or development constraints (Bever, 1970).

Though the strategy based approach has been exteemely mifluential, it has theee funda-

mental problems:

b Despite the general cogntive o developmental wotivation for the approach, ihe

specHic strategies e ad hoo i natore,
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to

A strategy-based theory ¢ ften does not make clear predic:ions and is therefore dif ficult
totest. The reason is that each straiegy is not an absolute mapping rule, but a construct
operating in concert with a heterogeneous collection of strategies. The interactions
among these strategies were never well-specitied. and no complete computational
models were constructed. Furthermore, as Pritchett (1992) points out, the separation
of the strategies from a competence grammar results in a curious situation: the
sirategies do not depend on any particular grammatical theory, but sometimes depend
on specific grammatical rules.

3. When the structural strategies are formulated precisely and used individually to
predict human preferences, a number of empirical problems arise in accounting for
global as well as on-line preferences. This was demonstrated by the Whittemore &
errara (1990) study discussed earlier, as well as the interactive studies (Table 2.4).
For detailed empirical critiques of several of the proposed strategies, see (Gibson,
1991) and (Pritchett, 1992).

The Sausage Machine and Minimal Attachment

The concern for the ad hoc nature of parsing strategies led to the atternpt to more carefully
derive the strategies from some underlying parsing architecture. The best known example is
the Sausage Machine (Frazier & Fodor, 1978). The Sausage Machine is a two stage model.
The first stage is the preliminary phrase packager (PPP, the Sausage Machine proper), which
operates within the context of a restricted six-word window and assigns lexical and phrasal
nodes. The second stage, the Sentence Structure Supervisor {8SS), sweeps along behind
the PPP .ad structures the phrases into sentence nodes. Right A:sociation is not a stipulated
preference but emerges because the fixed window restricts available attachment sites. Any
remaining ambiguities are resolved by the principle of Minimal Attachment (25).

The Sausage Machine and Minimal Attachment made two significant theoretical ad-
vances over the earlier strategy-based theories. First, they are more clearly motivated by
computational considerations: Right Association emerges {rom the fixed window, which
reduces the parsing search space, and Minimal Attachment is formulated to keep the short
term memory load to a4 minimum. Second, Minimal Attachment applies to a wider rangze
of cases than other strategies, which tend to be specific to particular structures.

The theoretical and empincal probiems with the Sausage Machine and Minimal Attact -
ment are well known (e g, (Wanner, 1980: Abney. 1989: Gibson, 1991: Pritchett, 1992).

Briefly, they include:

I The mabhty of the six-word window 1o correctly predict parsing preferences on shert

sentepces,

2o The mabibity 1o acconnt for the on e semantic and pragmatic effects identifiec i

52305

A0 The erammatically suspect assurption that adjuncton to NF umtorsoly miroduees

new podes whnde adhanction to VI does not s
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4. A range of false attachment predictions that derive partly from Minimal Attachment's
insensitivity to argument structure;’

. The vague appeal to computational justification—while an advance over earlier theo-
ries, MA was still developed in the absence of any precisely articnlated assumptions
about computational structures or processes, and in the absence of a model of com-
prehension that goes beyond parsing (Altmann, 1988).

|94

Neveriheless, Minimal Attachment and the Sausage Machine set the agenda for much of
the sentence processing work that followed. This work includes attempis to charactcrize
attachment preferences in terms of alternative parsing architectures, such as ATNs (Wanner,
1980).

Generalized Theta Attachment

Recently, Pritchett (1988, 1992) has advocated a return to strongly grammatically-derived
processing models of the kind that were abandoned shortly after their conception in the
1960s. Pritchett’s theory of how parsing proceeds is captured in the following statement:

(36) Generalized Theta Attachment® (GTA): Every principle of the Syntax at-
tempts to be maximally satisfied at every point during processing.

“Every principle of the Syntax” refers to the principles of Government and Binding theory
(Chomsky, 1981). To illustrate how GTA works, consider the following example:

(37) I donated the gifts 1o the church . ..

The preferred attachment of to the church is as the second argument of donate, rather than as
a modifier of gifts. GTA predicts this because the argument attachment maximally satisfies
the Theta Criterion (Chomsky, 1981), which states, roughly, that each thematic role must
be assigned 1o exactly onc argument and each argument must bear exactly one thematic
role.

GTA accounts for many of the same effects as Canoncal Sentoid, Minimal Attachment,
and Prefer Arguments but clegantly collapses these preferences into a single principle,
without many of the Iinguistic and empirical difticulties of Minimal Attachment. Though
GTA bears a family resemblance to theortes such as Minimal Attachment, it differs from
its immediate predecessors 1 two important ways. First, the theory derives its empirical
predictions from a particular syntactic theory, namely GB. Second, the theory 15 not moti-
vated by any extra-grammatical assumptions (apart from the GTA itsell) such as short-term
memory lanitations or fixed windows,

A ])In()i‘lt“fll related o the unusual assumptions about adjunction; but sec Abney CHI89) for an explandation
of why moditying these assumptions feaves Mg Attachment empuicaliy mert

The mame ceflects the histonicad develfopment of the theory from one concerned prouaily with theta
aiking o one that appeals to all syontacte prmaples cqually §prefer o thimk of was Greedy Government

and Bending Passong
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There are two kinds of phenomena left unaccounted for by GTA. GTA does not predict
Right Association effects. However, 1n this regard, the theory is no worse off than any other,
because every previous theory rust account for this preference by simply positing it as an
additional principle”. The most serious issue for GTA is that (like other purely syntactic
theorics) it cannot account for the on-line semantic and contextual effects in §2.3.3.

Lexical preferences

Ford, Bresnan, and Kaplan (1982) proposed a theory of ambiguity resolution motivated by
their data on lexical preferences (§2.3.2). The lexical theory posits that each lexical form
of a given verb has an associated strength, and verbs differ in the strengths of their different
forms. In the case of (38), the form of want that takes a single NP complement is strongest,
while positioned prefers a double complement.

(385 {a) The woman wanted the dress on that rack.
(b} The woman positioned the dress on that rack.

There are two important issues in considering lexical preferences as a theory of ambi-
guity resolution:

i. How do lexical preferences affect the immediate, on-line attachment decisions?

2. How do lexical preferences interact with other knowledge sources to arrive at the
initial or final interpretation?

The first 1ssue is related to the general question of how lexical information affects on-line
parsing (e.g., see the discussion of subcategorizaion in §2.2.1). The data presented in
(Ford et al , 1982) does not address this issue since it concerns only the final interpretations
given to globally ambiguous sentences (cf. the studies summarized in Table 2.3). As for the
second 1ssue, the authors’ themselves note that context can override lexical proferences (see
(30)). Given this fact, and the potential empirical problems even in “neutral” contexts (31),
i is unclear just how importont lexical preferences (as formulated by Ford et al) are in the
comprehension process. The issue might be clanticd if lexical preferences ceuld provide
an explanation for garden path effects, but this proves quite problematic (see §2 4.4),

Weakly interactive models

Altmann, Cram, and Steedman, motvated by their own empinieal work on the etfiects o

cotttext on parsing, have proposed o fire-grained, parallel, weakly - interactive sentence
processing archuecture (Cram & Steadman, 1985 Altmann & steednean, 198X Steedman
& Alimiann, TUE) A separite syntachie precessor prodiees syntactic sirucwores in parallel,
on woword-by-word basis. The proferred anadysis s selecied onvhie basis of senantic or

refercatial appropriateness. The model tsoweakly ynteraciive because 1hmanmams a separate

Plecal that the Sausaee Machine couid not predict RA cftecis on shon sentences
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module that analyses the mput syntactically without regard to semantics or context. It is
parallel because, urlike the Minimal Aitachment model, multiple structures are produced
in parallel ac local ambiguities. It is fine-grained because partial structures are produced
and ambiguities resolved on a word-by-word basis.

The model particularly emphasizes the role of referential context in resolving ambigui-
ties. This roie 1s caprured in two principles:

(39) The Frinciple of Referential Support: An NP analysis which is referentially
supported will be tavored over one that is not.

(40) The Principle of Parsimony. A reading which carries fewer unsupported
presuppositions will be favored over one that carries more.

The operation of (39) can be illustrated in the following text:

(41) A psychologist was counseling two women. He was worried about one of
the pair but not about the other. The psychologist told the woman that. . .

Referential Support will prefer attaching the incoming clause (signaled by that) to the NP
the woman rather than as a complement of reld, because the simple NP analysis of the
women fails to uniquely refer, since there are two women in the discourse context.

This model has much to recommend it, since 1t begins to explain how context can
modulate the parsing process, without leaving these effects entirely to some unexplicated
post-first-pass processing. The Principle of Parsimony also explains why certain apparently
purely structural preferences obtain in neutral contexts (e g., the preference for the main
verb over reduced relative reading). What is not altogether clear in this approach, however,
1s why any modular effects of the kind listed in Table 2.3 should arise.

Weighted-¢vidence models

Weighird-evidence models relers to a class of processing theories that bring to bear mult-
ple knowledge sources—-syntactic, lexical, semantic, pragmatic- --simultaneously and uui
formly on cach aspect of the comprehension process. In particular, syntactic parsing uud the
resotution ot structural ambiguity are potentially under the mflucence of all these sources,
Such models may be cadled strongly interactive, or constraimt-satisfaction modets, bus
I have used the term weighted-evidence to eruphasize a common feature. The support
for alternative iterpretations s some function of the different soarces of evidence for that
interpretation These sources may have ditferentweights or strengths, Processing decisions
emerpe as the result of 4 competition among representatons of differentinterpretanions,
Poaiinpdes mclude the READER mrode] CThibadesa, Juse, & Carpenter, YO8 READER 18
based on the CAPS architeciure, whieh s an acnvanon-based production svstemy (Just &
Carpenter, 1987y Productions Gepresentise different knowledge sourcesy directacuvation
to representations of the input. The activabon or strength o an iderpretaiion s compated
by sumiimy the scivation of abb the productons supporting thatmterpietaton. Fhe amonnt

of activation wsoctated with cach production oot o fuaction o the stiengths ot the
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particular production, and the activation level of representations satisfying the conditions
of the production.

The connectionist mcdel of (St. John & McClelland, 1990) implements similar ideas,
though the network does not have distinguished bits of structure corresponding to pro-
ductions. The St. John and McClelland model alsc differs from the READER model in
an important and informative way: it does not compute a separate syntactic structure (cf.
§2.1.3). The theory thus adopts a more radical form of nonmodularity. This is an indepen-
dent choice which is not inherent to weighted-evidence or strongly interactive theories.

A central concern for these models as theories of ambiguity resolution is the difficulty
in making specific predictions, since essentially any knowledge source may be posited to
affect a choice. There is a need to continue the development of a knowledge level theory
(along the lines of (39) and (40)) that will make predictions across a range of ambiguity
situations with some generality.

Of course, another problem for strongly interactive theories is explaining why modular
¢ffeces show up at all. The Capacity-Constrained READER model {CC READER) (Just &
Carpenter, 1992) provides one interesting solution to this problem. In CC READER, modular
etfects arise because of limited working memory cap ~city, which cerresponds to activation
in the model. Activation limits may prevent all the relevant knowledge sources from being
brought to bear. Furthermore, these limits are hypothesized to differ across individuals,
predicting individual differences in modular effects. Although which knowledge sources
suifer as a result of WM limits is sull a degree of freedom in the model, the model does
show in principie how ar otherwise strongly interactive theory can exhibit inodular effects.

Constrained pavallelism

Parallel models of ambiguity resolution do not necessarily select one structure at an am-
biguous pomnt, but peraiit the exphicit mamtenance of multiple structures duning the parse.
The challenge in such a framework 1s to ind ways to constraun the paradlelsm <o that the
nuuber of mierpretations does net grow combmatortally, arsd so that hman perrormance
is modeled.

The it on ecovation i the CC READER model constiams s paratied stonetinres (Maoe
Donald, Just, & Carpeanter, (19930 the ot woreached whide sty ieoluple
stinctures, oie of the structures s discarded to lree up resourees, The seodel soconnss for
seinantic and praginaic preferences by piping acavanon to e moere prererced snctures, iy
deseribed above s Avam, while the basie structure 1 m place to haodle arange ol anbigaaty
resolution ctfects. one o the difficadnes with the model s that there are many deyrees
of trecdom i the strategres Tor working memory manageieet. se s ditheult o make
detated predicinens

Aseresof moresvotacteoadiv onemed theornies has beenn developed by Kurtznnan ¢ JO8S),
Gorrelt (1987 o Ghioson (1200 These erodels rante parallel alteroatives primanh
accordmg o stuctural festares A the o READER model tess priterred stinctanes are
coninuousty prancd  Cateon deveioped aopreciae meto for asstonug oo s ootractal

altematves, panthy denved frem poneciples ot GRBosvinten D steae a0 o praed it
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existing structure is cneaper by some constant factor. Empirically, the model is an advance
over other paraliel theories of ambiguity resolution, because it is able to make detailed
predictions and accounts for a range of structural preferences. The Gorell and Gibson
models both allow for pragmatic and semantic effects to modulate the preferences, but this
part of the theory is not worked out in much detail (in contrast to CC READER).

The theories above demonstrate that parallel models are capable in principle of exhibit-
ing modular and interactive effects, and predicting structural preferences. But as mentioned
in §2.3.4, parallel models do not automatically account for the complex phenomena sur-
rounding parallelism in humans.

Deterministic parsers

The PARSIFAL system of Marcus (1980) was the first attempt to build a model of parsing
that was strictly deterministic. Marcus proposed the following definition of a deterministic
parser:

1. All syntactic substructures created by the parser are permanent.

2

All syntactic substructures created by the parser for a given input must be output as
part of the structure assigned to that input.

3. The internal state of the parsers must be constrained in such a way that temporary
syntactic structures are not encoded within the state of the machine (no simulated
non-determinism).

Strictly determimistic parsers are stimpler and more etficient than nondeternmnistic parsers
since they dispense with the additional mechanisms required to mamtain paralle! states or
perform backtracking,

Marcus noted that a deterministie parser that 15 forced to make chorces mmmednateiy al
ambiguous ponts fatls short of the apparent human capacity to handie ambiguities, overpre
dicung garden path etfeces. For this reason, PARSIEAL uses fookchead to delay attachiment
decisions, The lookahead s supported by a three cedf butfer thar holds constituents vty
atichment Attachment decisions wre made by pattern action raies sensttive o the fature
svitacte context,

The retative simpheity and ethowency ot determines e arelintectures imakes them appel
e carebedates for psychobhinpmistie codeds However, as aomodel ot ambigay resoluteoan,
fraett b hias two fanly serous shortconumes Bost the svstemate delay of attachment
decrstons s mnconsisteat waith the accumulated evidence o support of svotacie innnediacy
B0 0 0 Second, the strtteytes tnules b used o resolve b ties e puredy syntawctie: sind
therstore subgect o the come entiosm of alb syntcie tesolution theores: the mabahity (o
weotint tor the iteractnve cecs documented v 520 50 T poncrple, however it should
e poseable to constroct determmms e Took abiead veode sty re at least weak sy imeraein e

subsequentwarh by Norcms et al oS Sied g aovanant of detesnnpnse paesen hnown

an ol coriien parsers C\embery s PO Goreedl T Nneal commmtinent
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FIGURE 2.2: Dominance relaticns in minimal commitment models.

parsers dispense with lookahead and instead adopt a representation of syntactic structure
known as D-theorv, which permits underspecification. The key is building trees with
dominance relations that do not encode strict dominance. In this way, the parser can
minimally commit to structure. Figure 2.2 shows how this works. The representation of
the tree in (a) can be changed to a representation of the tree in (b) by siraply adding a new
dominance relatton. The original relation D(y. w) does not assert that v directly dominates
w, S0 any number of phrasal nodes can be added later between y and w, as long as v continues
te dominate w.

Since rmimtmal commitment theories do not use lookahead, they otfer the possibility of
addressing immediacy of mterpretation. Weinberg (1991) assumes that the representations
are, in fact, immediately nterpreted. But this requires determining which syntactie relations
actually hold. Because the dominance relations do not explicitly spectfy which relations
nold, addinonal computation must be pertormed to make the immediate dommance relations
exphert! These computations are purely syntactic in nature, since they process and produce
purely syntactic representations. . Whether this process is considered part of the parser
iselt, or assigned 1o the semaniic interpreter - an odd partioning of tunction - deternmmsm
s violated since the stractures produced tor mterpretation may change nopmoenetonically
throughout the parse Thus, the nomimal commutment models still have not reconciled
determumsm wath immediacy. Purthermore, these models, hike therr predecessors, adopi
purely svintactic reselution strategies, leadmg o the problems discussed above

"in general, tins oy reqre computingy the tanstinve ddosure of the dominance telations et fiv v
piean that vnmmediatels donnmates v These e the relattens requied torimterpreistion ) The denmnanee

rebations can be taken g assertions n the predioate caleatne Then the folloaime waome widl suttice 1o

cotnpie tnmned v relatons
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2.4 Garden path effects and unproblematic ambiguaities

In this section we review the range of garden path (GP) effects and unproblematic ambigu-
ities {UPA) The section concludes with a review of previous garden path theones. Though
GP/UPA phenomena are so closeiy relaied to ambiguity resolution (52.3) that they migit
properly be considered subphenomena, 1 treat them sepaiately for two reasons, First, vhe
richness of the phenomena deserves Tocused attzntion of its cwn. Second, & theory of
ambiguity resolution is not auiomatically o theory of parden path effects. In other words, 1t
1s possible to have a good theory of ambiguity resoluticn without ha/ing a good theory of
GP/UPA effects, and vice versa. This should become clear in §2.-4.4.

2.4.1 Garden path pheromena defined

A garden path effect arises whern a reader or listener misinterprets a lccal ambiguity in some
way and is unable to recover the correct iuternretatior. without reprocessing. The result is
an impression that the sentence i1s ungrammatical or does not make sense. There are two
kinds of garden path effccts, as shown in (42) and (431

(42) The cotton clothing is made of grows in Mississippi. (cf. The c»tton that
clothing is made of grows in Mississipp? )

(a) War Worries Dog Consumers (¢f. Warworries are dogging consumers)'

~~
La
Ay
'

(b) The old man’s glasses were fiied with sherry.

Syvntaciic garden paths, such as (42), arice tecause the disambiguating information 1s gram-
matical 10 nature, and the structure assigned to the ambiguous niaterial caniot be gram-
matically incorporareq into the rernainder of the sentence  Syntactic GPs give rise to an
impression of ungrammaticality. Nonsvetacric garden parkis, such as thowe 1n (43), arise be-
cause the disambiguating infermation 1 semantic or pragmatic in naturs. The in.crpretation
and siructure assigned to the ambiguous matertal can be gramrmatically incucporated into
the remander of the sentence, bu not without creating & Serantic GF pPragmatic Anon i, y-—-
siten to humorous effect There are several kinds of nonsyintactic ginden paths, depenaing
swhether the mitial ambiguity s structural (A3a) or semantic (43b) . 1 shall have Irtle moe
10 sav about nonsyotactic GPs since they hrave not been well-stadied. Vor the remander
of the thews, the wom earden parh refers to syntacuc garden path ettects unless otherwise
noted.
The denmtion of GP given abeve 1y not anivensally adopicd ur the psvehohingustic
Hterature. thougnat s tarrly conunon. Another frequent use of the teray i o refer 1o any
meesurable effect that rescits foomosubjects makeog o wrong chotes aa local webrguity,

coardless ol wncther dhe miseTpreiton 2Ive 11se 10 HIpresstons of ungeanmnicaiiy.

While those etfects are certanly interesting as well, foontimue moue the stronrges defimtion

B

boecaase it emphasizes an cpiocallby measutabie and theotetioulty mmportant distine oo,

e cind by TRe New Yorder dabe ko
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The vole 5F garden path effects in psycholinguisiics

GP effects have played a dual role in psychiolinguistics. Most comnmonly, they have been
used as a diagnosiic for exploring strategies of ambiguity resolution, because a GY effect
is strong evidence that a subject chose a particular path at an ambiguuus point. Hewever
the GP ¢ ffects themselves have seldom been systematically explored. The result has been
a sabstaatial body of ambiguity resolution theory (§2.3) with few truly adequate accounts
o3 GF effects per se. This general point has also been emplasized by Pritchett (1992).

kvidence for garden path effects

Despite the fact that &GP effects have buen somewhat neglected in the ficld, there exists a
fair amount of compelling evidence for a rauge of GP types. There are two reasors for thic:
the perceived ungrammaticulity of GPs makes thern easily suvjoct to linguistic mturtion,
and the raft of experimenis on ambiguity resolution have left behind 2 gold mine of data
relevant to GPs.

Tables 2.5, 2.6, and 2.7 presents 4 coilection of GP eftects ciassided by syntactic type.
(The s -atactic classification is meant to be descriptive; the nse »f tradidonal gramimaticf
relations <hould not be aken as a theorctical commitment to a relational or functional
gramiar) The strongest source of empirical evidence comes tvom rapid grammaticality
Judgments, wvhere subjects indicate whether they thirk a sentence or sentence fragment
is grarv patical within a Yew hundred milliseconds of reading it. Reading times provide
additicer! evidence, bur must be internreted with care, since reading times zlone do not
alwar  disunguish GP from 1on-GP cases. No GP type is histed solely on the basis of
readin trns.

V'hen examples of wmese garden path types are preseniza in the text, 'he GP numter
from Tables 2.5-2.7 wiii be appended to the exampie number as follows:

(44; GPi} The businessman sent the printings vesterday was upset.

z.4.2  Unprobiematic ambiguitios

If the story ended witn GP efects, there wonkd be ne dithoult theoretical problem: any
sing le-path detesministie parssr would make the nght medichions, However, Marcus (19005
pointed vut that there are ambiguens stractures which do oot cuase pecple difticalty no
matter winch wnterpretation of the amb.gaity proves correct Taoles 2.8, 229 waid 20 Tt
arange o such unprobicmatic anbiguites, UPA examples come tn paies. Bach senience
iy the parr requnies thie focal ambigonny wo be miterpreted anoa diferont way, b both
serveaces anc accepiabie. ANthe types involve stuctere! aanbiguity ol some Kind, with

the oxception of 0PAR0 and UPAT whisch were achuded o tHustrete the sosutficiency of

SenTante Epartowierty thoneew coley mnbnguny e cause 730 eflect,
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TABLE 2.5: A collection of garden path constructions (part 1 of 3)

Typs TIXAMPLE

CPl Direct object/subyoi Since Ja: always iogs 2 mile seems Like a shoit
Framer & Rovorr, 198 Pritchetl,  distance (o tom.
19:8) Wb Since Jay always ivgs, a mile seevas like o

sawort distance o rim.)

GF:  Direct object/subject (Jong) The gicls velieve the man who beiieves the ~ery
(Warner & Glass, 1987) strong ugly boys struck the dog killed the cats.

(ctf. The girls brlieve thar the man who belicves
that the very strong ugly 50y struct the dog killed
the cats.)

GP2 Complement clause/subject seniznce 1 believe that John smiokes mwmovs Macy
(Gibson, 1991) {cf. [ believe that John > smokin,: amneys Mary.)

GP+  Divect object/subject with embedded  Before the boy Kills the man the dog bites sirikes.
relaive (cf. Before the boy kills, the man 15ot the dog bires
(Wimer & Glass, 1987) strikes.)

PS5 Dhirect obiect/ ubject vith relasive When the horse Kacks the hoy the dog bites the
clause tnan.
(Warrer & Glass, 1987) (¢t Whes e horve kicks the boy, 1he dog bites

the marn.)

GP6 Preposition coject/sebject Withoat her contribations failed to wome .
(Fravier, 1978; Praichett, 1988) (cf. Wirhowus ficr, contributions jailed 10 come i ;
G Direct object/subsect (f sevond I convineed her professors hate me.

complement CE Leomvingzd her that picfessors hare me)

{(Pruchert, 198K)

GEs o Dot objea/sabgect ol s scond The doctor warned the patient would be
Conupiement COvtagi s,
Lontioped first complenmen (i Thedoctrr warned v e padient would be

{Uirchens 198Ky coii Rl
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GP10

GR1d

GP12

Gpie

GF'S

GPrie

Grl7
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FXAMPLE

Indirect object subject of relative
{(Wanner et al., 1975; Pritchett, 1992)

Embedded onject/inarc x object
(Pritchet: 19°72)

Coanplement claus e/relative cizaie
{Cramn & Steclman. 1985)

PP ergument/adjunct
(Gibsen, 1991 Pritchett, 1992)

Relative clause/compleraent clause
{Crain & Steedrnan, {985,

Main verdireduced relative
(Bever, 1970

Mam verb/redused relative (short)
(Xvrtzman, 1985, S bney, 108Y)

Dhdransitive sain verb/reduced
rejative

{Rayner ¢t ai., 1983;

viaat verb/enbeddd reloiive
(Cabson, 1091)

Johr gave thie boy the dog bita dollar,
(cf. Jokn gave the hoy thar the dog pit w aollar)

Sue gave the man who was racing the oar
(cf. Sue gas o the car to the mas who was racing.)

The psyclinlogisttold the wife that he was
naving treuble with to leave,

(ci. The pyychalogus. 1old the wife who(m, he wais
having trouble with to lruve.)

sein the lettors o Ron to Rex.
{cf. I sent the lecters from Ron to Rex)

The psychelogist tc 'd the wile that he was havieg
trovble with her husband. (of. Tne psychologist
wid the wife thai ke was having trouble with
leave.)

The horse raced past the baen fell.
{cf. The car driven past the barn stalled.)

The boat floated sank.
v, The car deiven stalied)

The wmman brought the flowers wintled broadly.
Flieveomen goven e flowers smiled brovdly)

o the cat walked to

The dop that was fed ¢
the park chewed the bone,
et Yhe dog thatwas fed nesr to ihe cas seen Iy

s = Y o I .y oy <
ther oy chewed ine bone,)

VIR W AR FLA RIFSTRER TR A Hrd s e s



2.4

GP13

CP1Y

aPic

GP26
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270 A cellection of garden path constructions (pert 3 of 3).

EXAMPLE

Adjectivesnoun followed by
noun/verh
{(Milne, 19875

MNousverls

{(Msine, 19870

Adective-noun/monn-relative
(Mlarcus, 1980

Subject/verb (derived nominal)
(Pritcnety, 1942; Milaw, 1082)

Predicate comploment/subject
(Ford et al., 1942)

That ~omplementizer/pronoun

{hat comprementizer/determiner
(Gihson, 1391}

That complersentizer for subject
septenuesdeterminer

(Gibsow, 1991

Main verb/anxiliesy
(Kurizman, 1985 Marcus, 1981,

‘The brilding biocks the wun faded ave cod.
(ct The blorts that the wun faded are red.)

The granite rocks by the seasnore with the waves.
(vi. The granive gevaly rocks by the seashore with
the waves.,

The cottep ciothing ts made of grows i
Miississimyr.

vef. The cotton vhar clothing is made of grows in
AMississippi.)

The old train the young.
(cf. The older foils train the vounger folks.)

The bay got tad meltad.
{cf. The: boy o0 burter melted.)

Refore she knew that she went to the store.
fcY. Bejare she knew that, she went 1o the store.)

{saw that wihite moose are ugly.
(ct. I saw that cars are ugly.)

That coffee tastes terrible surprised Yohn.

(ct. It surpvised Johi thar coffee taztey terribic

fave the boys grren oifts by their friends.
(¢t Have the boy's friends give gifts to them. )
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TABLE 2.8 A collection of unproblematic ambiguities (part | of 3).

Tyve

EXAMPLE

UPAL

TIPAZ

UPAR

VP44

UPAS

UPAA

UPAT

Upss

UPAY

PA LD

Direct object/subyect

(Kimbpall, 1973, Ferreira & Hender-

son, 1990)
Usirect object ot fronied
clause/subject (short)

{(Warner & Glass, 1987}

Birect object/subject (long)
{Pritchett, 1992)

NE/NP specitier (Pritchert, 19%8)
Plural NP/NP specifier
(Pruchett, 19385

Second object/specifier

(Gibson, 1391

PP argument/argument
Gibson, 1991)

Prodicate coruplement/NP-modifier

{Marcus, 1980)
Complenentisubject relative

{Gibson, 1991)

NP complement/relative cluuse

(Gibson, 1991

[ knew the man.
[ knew the man hated me passionately.

When the boys strike the dog kills.
When the boys strike the dog the cat runs away.

Ron believed the ugly iitle linguistics professor.
Ron believed the ugly little linguistics protessor
he had met the week before in Prague disliked
him.

Without her we failed.
Without her contributions we failed.

The woman kicked her sons.
‘The woman kicked her sons dogs houses doors.

The cop gave her earrings.
The cop gave her eanings to the dog.

The minister warned the president of the Janger.
The minister warned the president of the republic
of the danger.

¥s the block in the box?
s the block in the box red?

sohn told the man that Mary kissed Bill.
John told the man that kissed Mary that Bill saw .
Phit.

The report that the president sent to us helped us
ke the decision.

The veport that the president sent the troops 1o
cownbat depressed me.
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TABLE 2.9: A collection of unproblematic ambiguities (part 2 of 3).
TYPE EXAMPLE
UPALl Predicate complement/adjective The boy got fat.
The boy got fat mice for his pet snake.

UPA 12 Main verb/reduced relative, The defendant examined the evidence.
obligatory object The defendant examnined by the lawyer shocked
(Pritchett, 19288; Ferreira & Clifton, the jury.

1986; Just & Carpenter, 1992)

UPAI3  Reduced reiative/main verb The bird found in the room died.

{Gibson, 1991; Pritchett, 1992) The bird found in the room eziough debris to build
a nest.

UPA14 Modified main verb/reduced relative  The defendant carefully examined the evidence.
The defendant carefully examined by the prose-
cutor looked nervous.

UPA1S Compound noun foliowed by The warehouse fires numerous employees each

noun/verb year.
(Frazier & Rayner, 1987) The warehouse fires kill numerous employees
each year.

UPAl6 Noun/auxiliary verb The paint can fell down the stairs.

(Gibson, 1991) Thte paint can be applied easily with a new brush.

UPALT  Adjective/noun followed by The building blocks are red.
noun/verb The building blocks the sun.

(Milne, 1982)

UPA18  Noun/adjective The square i1s red.

The square table is red.

UPALY  Complement/adjective [ Iike green.

(Pritchett, 1988) I like green dragons.

UPA20 Derrved nominal The old teack very well

(Milne, 1982; Pritchett, 1992)

The old train is big
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TABLE 2.10: A coliection of unproblematic ambiguities (part 3 of 3).

TYPE EXAMPLE

UPA21  That pronoun/deterniiner [ know that.
I know that boy.

UPA22  That pronoun/complementizer I know ihat.
I know that degs should play.

UPA23  Singular noun/plural noun The sheep seem very happy.
{(Kurtzman, 1985) The sheep seenis very happy.

UPA24  Jo inflection marker/preposition 1 opened the lefter to Mary.
(Gibson, 1991) 1 opened the letter to impress Mary.

UPA25  Object gap/preposition object gap John saw the bal! the boy hit,

John saw the ball the bey hit the window with.

UPA26  Long distance object gap Who do yov believe?
Who do you believe John suspects Steve knows

Biil hates?

UPA27 NP/small clause VP I saw her duck fly away.
(Pritchett, 1992) 1 saw her duck into an allevway.
UPA28  Coordination I went to the mall.

[ went to the mall and the bookstore.

UPA2¢9  Multipie compounding We admire their intelligence.
(Pritchett, 1992 We admire their intelligenc  agency policy
decisions.
UPA30 Semantic role switch I gave the dogs to Mary.

(Pritchett, 1992, Tanenhaus & Carl- 1 gave the dogs some bones.
son, [989)

UPA31L  Verb/verb plus particle John pickad the boy for his team.
John picked the boy up yvesterday.
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g 2.4.3 Some general garden path phenomena

in addition to siraply compiling the known garden path constructions, we can abstraci a few
weneral facts about GP/UPA phenomena, moest of which are apparent from examination of
Tables 2.5-2.10.

[ Recoverabiliry. People can eventually reccver from garden paths through deliberation
or explicit instruction. Once the “puzzie” is solved, the sentence may be perceived
as grammatical. Recoverability is theoretically significant in itself and also helps to
distinguish GPs from other kind of processing difficulties, such as those discussed in
§2.5.

o

Bidirectionality. GP effects can be bidirectional in the sense that they are independent
, of any preferred direction of the resolution of an ambiguity. In other words, GP effects
B can arise even when the unpreferred path is taken at a tocal ambiguity (say, the relative
" clause reading over the main verb reading) and the normally preferred interpretation
turns out i¢ be correct. Exampies include GP4 and GP13. This clearly demonsirates
the independence of the GP effect from the phenomiena of ambiguity resolution per
se.

3. Independence of length. Length is not necessarily a determining factor in 3P effecte
(Pritchett, 1992). More precisely, the distance from the ambigucus point to the
disambiguating region may be very short, or even zero, and sull give rise to a GP
effect (GP1, GP6-10, GP15, GP22); and the distance to the disambiguating region may
be extended without necessarily giving rise to a GP effect (UPA3,UPAS).

4. Distance-to-disambiguation effects. Although length 1s not always a facior, the
material intervening between the initial ambiguity and the disambiguating point can
have an effect on both the immecdiate percention of grammaticality (GP?; (Warner &
Glass, 1987)), and the process of deliberate recovery (Ferreira & Henderson. 1991
Generally, these studies found that the more intervening material, the more likely a
GP effect arises or the moere difficult it is to recover from. Warner & Cilass (1987)
claim that this is essentially @ length effect, but length alone {as measured m some
surface metric such as words or syllebles) cannot be the sole factor as demoenstrated
above. Therefore, “distance-to-disatabiguation” refers to the weaker craim that the
intervening material can have an effect; that much is supported by the data.

5. Independence o, lexical wmbiguity. Lexicai ambiguity is nenther necessary nor suth-
cient for GP eftects to arise Pritchett (19923, This 1s aprarent from GP1-17, UPA1S- 24,
and UPA27T.

6. Independence of semantic content. Senvatic ambiguaty need oot cavse i GE effect

upA 30 exhibits tocal ambiguity in the aosignment of thematic rofes, but both sentences
are casthy processed (Tanenbaus & Carlson, 1989 Potchen, 199.2):

(15 0PA) G We Toaded the track, g with baanas g s

thy We Toaded the trvcky ey ontor the shiry oy,
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2.4.4 Garden path theories
“Garden Path” models

Garden Path!” models (Clark & Clark. 1977) are simply ringle-path models—they main-
tain a single interpretation during comprehension.  GP effects thus arise whenever the
comprehender selects the wrong interpretation at an ambiguity.

The UPA data should make unabundantly ciear that any purely single-path theory is
doomed to overpredict GF effects, no raatter how accurately thet theory may predict the
direction ot ambiguity resolution. Nevertheless, the Garden Path rodel is the default
assumption in many theories, such as the early strategy-based models'”, the Sausage Ma-
chine/Minimal Attachment mcde!, and the semantically-drniver model of Milne (1982).

To make the point concrete, consider the failure of Minimal Attachment on (40) below:

(46, Ural)  (a) Seth believed the ditector.
(u) Seth believed the director v as lying.

iinrnal Attachment predicts that the N2 divector will b2 attached in complement position,
as in (46a). Therefore, when this proves to be icorrect in (46b), a gardep path eifect should
arise; this is clearly rot the case. Similar criticismis hold of the Altmann/Crain/Steedian
model, strictly in:erpreted as a $3arden rath model (Gihson, 1991).

Deterministic parsers

The PARSIFAL modei {Marcus, 1980) fares somewhat vetter than the Garden Path thecrie.
described above, since the basic lookahead architecture 15 fundamenislly responsive o
the need to handle unproolemratic ambiguities. The iookahead buitfei in PARSIFAL hold:
constituents'® rather than words (as in the six-word window of the Seusage “Viachine).
Garden puth effects arise when the disambiguating syrtactic material falls outside *h2 *hre 2-
cell windew, and the parser operates chort-sightedly. For example, consider processing on
(47a) below:

(47, Gpr14) (a) The boat floated down the river sank.
(b) The boat [floated}y [downlp [the river]yp.

After processing the NP the boat (which is then pushed onto the siack), the contents of the
lookahead ceils are as shown in (47b). The disambiguating final verd sank is out of sight as

Just 1o be clewr: Garden Path will be used to reter to this particular class of theones, while garden path
icters 1o the phenowenon. GFP s an abbreviation of parden path. Thus, Garden Path nodels are a class ot
garden path (GPjtheory Yhe Garden Path theory s ssmetimes vsed o refer specincally (o Frazieo's Mimmal
Attachment theory (Frazes, FORT) buv not i thys thess

"hongh Kunball (1673 teabiszed thie prebiem and assumed human comprehension employed some
lookahead

Ehe precese speafication of which constiteents cecupred cells o the butters was appaiently adegree o

freedorm wrthe modet for hrang GP data, see (Prachea, 1992 tor discnssion
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the processor siructures the initial matertal. The main verb reading is chosen, and the GP
etfect subscquently ensues when sark cannot be incorporated.

The primary cmapirical problem with PARSIFAL’s lookahead device (apart from the
jinconsistency with immediacy discussed 1n §2.3.5) is that it predicts length effects where
none cxist. Consider just a slight variant on the GP structure in (47a):

(48; GP14) The boar tloated quickly sank.

Since the remainder ot the sentence after the boat can fit into the three-cell buffer, PARSIFAL
incorrectly predicts that this sentence is not a garden path.

The later D-theory model developed by Marcus et al. (1983) traded the power of the
lookahead buffer to resolve ambiguities for the power of dominance relations to minimally
cominit to syntactic structure. The D-theory model is an advance insofar as it eliminates
fhe oversensitivity to length. Unfortunately, the move to D-theory also trades one set of
empirical problems for another. In particular, D-theory encounters difficulty with GP7 and
GP8; see Pritchett, 1992) for details.

The minimal commitment models ot Weinberg (1993) and Gorrell (1993) modify var-
ious aspects of the original D-theory model, improving upon its predictions. As noted in
§2.3.5, however, two problems remain for all the theories developed thus tar within the
deterministic framework: accounting for immediacy of interpretation, and accounting for
ihe interactive ambiguity resolution effects.

Garden Path meodels with constrained reanalysis

To adequately account for the UPA data, a single-path model must be augmented with
some kina of reanalysis mechanism. The reanalysis must oe constrained in some fashion,
otherwise the GP predictions would be lost. Frazier & Kayner (1982) proposed a kind of
reanalysis to augment the Minimal Attachment medel. The motivation was precisely the
kind of unproolematic siructure exbibticd in (46). The reanalysis strategy (dubbed Steal NP
by Pritchett (1992), cfier (Abney, 1986)) 1s tuuggered by an incoming subjectless verb, ior
exampic, way in (40b). A previously analysed NP (the director) care then be attached as thic
subiect o1 the icornsing verb, provided the NP s close enough i the surface string.

Stedd-NP was an advance over other Garden Path miedels because 1t was the first exphicit
dterpt o formuetate a veanalysis strategy. dlowever, there are a number of shartcommes.
Apart from the problems of vaens formulation, the strategy Lals to actually imake the correct
predicdens regarding GE and DIPA contrasts €Prichett (1992) presents aodetatied cnnigue).
Forexample, while the case of processing (o s accounted for, the GE predictions for the
foHow i shuciures are now mnrssed.

CEE O Whote Mary sewen asock Tett onthe oo

(3 GRaY Sharve warned the protessor wonld fe gy,
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Blank (1989) proposes a much more computationally explicit reanalysis mechanism
called boundary backtracking. Blank’s parsing architecture is based on a grammatical for-
malism calied register vector gratmnmar. The architecture is basically a finite state machine,
where state symbols are replaced with vectors of three-valued syntactic features (the three
values are +, -, and don’t care). Farsing is accomplished by making transitions through the
state space with productions that match against the state vector and make changes to the
vector. There exists a fixed number of boundary registers that save the state of the machine
at particular phrase boundaries types. If the parse fails, the machine returns to a state in
one of the boundary registers to try a different path. If the required state is not available,
the machine fails.

As an example of how Blank’s machine predicts a garden path, consider processing on
the main verb/reduced relative GP:

(51; Gp14) The horse | raced past | the barn | feil.

Relevant boundaries are marked with al in the sentence. Blank posits a boundary register
that saves state at phrasal boundaries. As the processor encounters raced, an explicit
production fires triggered by the closing of the noun phrase korse. This production saves
the current staie in the phrasal boundary register. This is the state just hefore the noun
phrase is closed, and includes the option of taking raced as a recuced relative modifier.
After the processor accepts the preposition past, it again saves state in the phrasal boundary
register, overwriting the oid state. Thus, when the disambiguating final verb occurs, and
the processor aitempts to backtrack, the required state is no longer available.

One theoretical problem, which Blank himselt points out, 1s that the tvpe and number of
the boundary registers is unconstrained—-Blank simply chose a set that seemed reasonable.
There are a number of empirical problems as well, since the model s oversensitive to
length effects (e.g., GP15). However, it remains an importam comribution since it 1s the first
computational system not based on lookahead thar makes exphciit GP/UPA predictions.

Oun-line Locality Constraint

As part of his program ot developmg a strongly grammatically-derived processing moded,
Pricchett (F988. 1902 projosed a constramt that characterizes precisely when garden path
cffects arse, as a tunction of the steuctere of the preferred mterpretat:on and the structure

of the required (globadty correct) mterpretation:

(920 The On-lin: Locality Constraing ¢ OGLEC): The target posttion (it any ) st be
voverned o dominared by the source posiiion Gt anys otherwise atbiw nment

v rmpossible by the antomatic Fluman Scatence Processor

We need nothe concerned here with the precee detimuons of vovernment and donnnonee
ondv that thes sre eramnanrcad redanonships contral to GRosyntax, and that they aie purely
strnctaral eelatioestups depmed between podes of phroase stnicine tees

Foee how the OF D0 peedio b G ettec s, conmden dhe varden pagn i 0y )
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1P
S /\ / /\\\
¢ TP NPuarget T

After //\\\ the water /./ \

NP I I vp
/
Susan Y \ evaporated
I p

Vv
/‘\
\Y NPsource
drank

FIGURE 2.3. How the G -line Locality Constraint (OLL.C) predicts a garden path. The NP the
water is initially attached : s the complement of the VP drank (scurce position). The globally correct
position (target) is not gcverned or dominated by the source position, violating the OLLC.

(53, Gr1) After Susan drank the water evaporated.

The globaily correct structure of (53) is given in Figure 2.3. Assume that the water 18
initially attached as the object of drank (as s required by Generalized Theta Attachment
(36)). The source and tart et positions of the NP the water are annotated on the tree structure.
The relevant fict 15 that the water must be rcanalysed from the object of drank (source)
to the subject of e, apor wted (target). (In GB terms, from the complement of a VP to the
spectfier of a5 IP). Ho sever, as should be apparent from Figure 2.3, the source position
neither domia.des o1 governs the target position, in violation of OLLC

The OL1LC (ad the orzina! Theta Reanalysis Constramt tnat it replaces) 1s an immportant
breakihrouch n P theory for three reasons.  First, it provider a precise and widely
apphicabie reanalysis constraiat: the OLLC can be apphied to any scoucture i question,
provided & CB analysis can be provided. Second, at the time, the tacory provided by far
the widest ernpirical coverage with respect to the range of garden paths and unproblematic
amnbiguitt < Th rd. the work estzbhished support for the more peneral clinm that GP etfects
are purely afenction of syatactic sfracture.

The Tuiter pomt s so nnportant that T present it as a separate hypothesis below:

Sy The Sowctwral Garders Paihc Hyvpotheses: Garden path eltecis are pusely o
function of dhiterences between the svntactic stiuctuie of the preferredanter

pretation, ancd the svitacne structure of the plobally correctiierpretation

This s womore cencral clanm thas the OO the OFT O s one possibile way ot detinmg the
rebevantdifference benween stoactuses o0 does not spectlv what the preterred mterpricta
Do iy praiicubar s e saviy that the preterred mterpretation s purchy a tunction
cloevntacte sopcotere, Phat o an alteeoracr sttonger and independent postion. one that

Piotchs o bt adoptsom the formrot Geoerabieed Theta Attachment oy




Chapter 2. Human Sentence Comprehension. Phenomena and Previous Work

PN
[e.e]

Frequency/strength b:sed accounts

A widely-adopted assumption is that GP effects are a function of the strength or frequency
of particular lexical or syntactic forms. Under this view, GP effects arise when a stronger
or more frequent lexical/syntactic form must be abandoned in favor of a form that is much
weaker or less frequent. Ford et al. (1982) formulated a lexical version of this hypothesis
which attributed GP effects o morphosyntactic reanalysis of lexical iiems. Consider their
example:

(55. Gp22) The boy got fat melted.

According to the lexical theory, the GP effect in (55) arises because the strong lexical form
for for is adjectival, and this analysis must be dropped in favor of a nominal analvsis. A
similar explanation holds of the familiar main verb/reduced relative ambiguities GP14: the
active form of the verb is much stronger than the passive participle. The theory runs into
empirical difficulty by overpredicting GP effects. For exampl., petther sentence in (56)
causes difficulty:

(56; UPALL) (2) Mike likes fat.
(b) Mike likes tat steaks.

In general, a purely lexical GP theory cannot account for the tact that lexical ambiguity 1s
neither sutticient nor necessary for garden path offects to arise (3.2.4 3

A suntlar explanation for garden puatic effects 18 often grver wille Juspect 1o syntactic
structures rather than lexical forms. For oxample, the €C READER meodel (Just & Carpenter,
1992) and Turafsky (1992) model assime the rain verb/rs Jueed retasive gesden path derives
[rom the much higher frequency or sirengtir of e mairis clause stny wire over the teduced
relative structure (in cffect, evoking the Ceoncaical Semtord sirategy). Thers are thice
potential problems with such explanations: the fiest s methodeseat the seovid and third

cmpircal:

Pt driticult to make any preshictions vath thie theory, without actuadly obtaanng son.
frequency counts of syatactic sttuctures i natnrally occurnmg texts, carhernmore,
even i sach counts could be obtamed and tound to be consistentwith soniwe GPeifects,
1t1s possihice the underhving couse of carden pathe conld ol be mipssed. Redueed
reliative structures may be loss trequentm pact becanse thes tead ro varden paths, non
the ather wayv coound Schlesimeer ¢P0RY potes this proddens swith frecue ey based

theoties ot coinprehensaion dittienly

Uolesecms unhihely s conttinetion fregquiencies woli accound bor the cane e of etlectom

Lablos Y 200 Porexaeiphes s doubitad that there ave any et ol Tregeeney

s enees penvecn compleraer clause and celatnve chnsme coniaciions thb
Frogquenoy/soenetht thecsies oy fone hitenl - accountomy tov the Dadorecinoniadin
of GE cltects noted o a8 0 Theae Shenoimeaacdenensoates that canden paths o

mdependent ot wnateser voconsadered o be e streneest onvinost paelenred stoctare
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A further challenge for those thecries 1 piesented by the comparatively overwhelming
success of shiucturaliy-based models which have norole for relative frequencies or sirenyths
e, the Gi-hie Losamy Constraint discussed above).

Constrained paralis! inodels

Constrained parallel models (or limited pati models) derive their GP/UPA prediciions froni
constraints that limit the structural interpretations that may be carried along in parallel [fthe
disambigaating material 1s reacted and the required structure is still availabie, no garden
path effect arises. If the disambiguaiung material 1s reached and tne required structure
hias beer prunea for some reason, a gavden path effect does arise and the parse fails.
The constraints that limit paiallel srructures play the same theoretical rele that reanaly sis
constraints play in single path models.

CC READER (Just & Carpenter, 1792515 ¢ paracigmatic example of a constrained parallel
mode. In CC READEFR, the fixed amount of available activation in the system: {imus the
structures that may be maintaired in parellel. The modei enibodies directly the hypothesis
that GF effects emerye becauss of working imzmery limitaticus. To actually derive pre-
dictions from the modei recuires specifying how structures will differentiallv consume the
activativn Jescurce and how the system responds to porential overfows. While the model
could in prinviple «ccount for a raunge of effects, these necessary specifications have not
been workea cut in detail. To the extent that tney are specified, the predictions depend
or. citferent frequencies or strengths of alternative structures, leading to the difficulties
described in the secivn above.

The parallel model in {Gibson, 199 1) does present a detailed set of structural metrics and
principles for pruning interpretations, derived primarily from GB svntax. These principles,
in effect, are another instantiation of the Structural Garden Path Hypothesis (54). While
presenting an example of the theory at work would require introducing too much detail
here, the important fact to note 1s that this muodel shares rnany of the sirengths of the On-line
Locality Constraint presented earlter: the theory is applicable to any structure that can
be given a GB analysis, and it accounts for a wide range of GP/UPA effects. [t therefore
clearly establishes that detarled accounts of garden path effecis may be developed within the
constrained paralle! framework. Although loosely motivated by working memory capacity
constraints, the role of working mermory is not as clear in this model as in CC READER.

2.5 Parsing breakdown and acceptable embeddings

Center-embedded (or self-erpbedded) sentences  ach as (57) were among the first con
structions studied by pavehologists and igusts concerned weth the distinenon between

hongushie competence and performance (Maller & Choimshy, 1963 Miller & Taard, 1961

£57) The cat that the bird that the mouse chased scared ran away
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Center-embedued constrncioas are interesting because they are notoriously difficult to com-
prehend, but cannot be ruled out as angrammatical vithout introducing ad hoc restrictions
mtathe gramman te prevent embeddings beyond a certain level. They are the paradigmatic
example of an wnacceprable but grammatical sentence (Chomisky, 1905). Thus, most psy-
chobogists and himguistics abike have assumed that there must be a psychological rather than
angustic explanagion of the difficulty with center-embdeddings (e.g.. (Miller & Chomsky,
1963 Tie Roeck et al., 198%)).

2.3.1  Parsiag breakdown defined

ibe unaceepiability of (57) is ao example of the general phenomenon of parsing breakdown
(PB). Parsing breakdown occurs whern a listener or reader is unable to comprehend and
perceive a sentence 2s grammatical without gread difficulty. In this broad sense, parsing
breakdown includes garden patn effects, but I will generallv use the term to refer only to
breaiidown that carnot be atiributed to misinterpreting locu. aumbiguities. This section is
concerned with 1ust this narrower class ¢f breakdown eifects.

Evidence for parsing hreakdown

Nearly all of the experimental evidence bearing on parsing breakdown involves the center-
embedded construcnion introduced «hove. The basic finding is that doubly-embedded object
relative claases, as in (57), cause . -at difficulty. This has been demenstrated in a number
of ways: subjects consistently judge center-embeddings ungrammatical (Blumenthal, 1966;
Marks, 1968), an< perform poorly on simple verbatirn recall rasks (Miller & Isard, 19€4;
Foss & Cairns, 1970), atitimed paraphrasc tasks (Blumenthal, 1966, Stolz, 1967; Larkin &
Burns, 1977}, and Juesticas that test comprehension (Blauberg & Braine, 1974). In most
of these expertimsnts, the baseline for comparison was performance on right-branching
sentences such as (58), which carry thie same amount of content 1n a different syntactic
structure.

{58) The bird chased the mouse that scared the cat that ran away.

Performance on cight-bronching versions of center-embedded sentences was alwiays better
and did not snow the severe decrement at two levels of embeddings that the center-embedded
sentences did.

Becavse parsing breakdown like garden path effectsy can be revealed by hnguistic
acceptability judements, Iingusts and other researchers have generated o wide ranye o
AN

(reseni o

unaeceptaine bat (putatively) gramimatical structures. Tables 2011 and

Bt denved prmariy from Gibsoa ¢ 199 wlnch stseli drew heavily on Cowper (19700
Alhoven tie unaceeptabithiny of most of these sentences was deternnned by nfonmad s vey
andd thecctore not subject to the npore of maltiple experpaents avd pudiple experimentad
patindreric. 1 aevertheless convinemply demonstrates that te phenomenon of parang
broabdowp extends bevond pust object relative conter embeddimes  yust as the garden path

oot e aends bevond the canomeal mam verbdreduced relative constuaction
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Farsing brezkdowr sad acceptable embedidings

[#3]

TaBLE 2.11: A collection i constructions causing parsing breakdown (part 1 of 2).

EXAMPLE

P81

PR2

PB4

PBS

PEY

Center-embedded object relative

(Miller ez Chomsky, 1963; Miller &

Isard, 1964)

Center-embedded coject-relative,

dropperd complem«entizers

{enter-embedded subject-relative in

Wh-question
(Gidvsor, 1991

Ceater-embedded subject-relative

(Gibsor, 1991)

Zmbedded subject sentence
(Nimball, 1973)

Relative clause with emnbedded
cubject sentence
(Gibsun, 1991

Post-verbal relative clause with
erbedded subject sentence
{Trbson, 1991)

Subrect sentesce emibedoed
seatential corapt anent

{Ciipson, 1991)

Pbedded senteatial comple ment

:
(Cabyon, (9%

The :nao that the woman that the dog bit likas eats
fish.

‘t'he man the woman the dog bit likes eats fish.

Who dia John denate the furniiure that the repair-
mai that the dog bit found to?

The man that the woman that won the race likes
e:ts fish.

That that Joe left bothered Susan surprised Max.

The women that for John 1o smoke would annoy
works in this c*fice

The comrpany hired the woman that for John to
smoke would annoy.

Mary’s belief that for John to smoke would be
annoyig 1s apparent due to her expression.

Jehn's cuspicion thai a rumor that the clectzon
hiad not been man farly was true motivated him to
mvestigate ivrthes
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TABLE 2.12: A collection of constructions causing parsing breakdown {part 2 of 2).
Tyrs EXAMPLE

PB10 Semential complement embedded in  The man who the possit:i ity that students are dan-
relative clause gerovs frightens is nice.
(Gibson, 1991)

PB11  Wh-question with sentential Whno does the information that the weapons that
complement with embcdded relative  the zovernment built don’t work properly affect
(Gibson, 1991) most?

PB12 Cleft with modified sentential It is the enemy’s defense strategy that the infor-
complernent mation tha the weapons that the government built
(Gibson, 1991) didn’t work properly affected.

PB13 Clefted subject sentence It is the enemy’s strategy that for the weapons to
(Gibson, 1991) work would affect.

PR14  Pseudo-cieit with modified sentential ~ What the information that the weapons that the
complement government built didni’t work properly affected
(Gibson, 1981 was the enemy’s defense strategy.

PB1S  Fsendo-cleft with subject sentence What for the weapons to work properly woud
(Gibson, 1951} affect is the enemy’s defense strategy.

PEi6  Though-preposing witlhveditied Surprising  though the mformation that the
senicntial complement weapons that the governmen: butt didn’t work
{Gibson, 1991) properly was, no one took advamage of the

mmistakes.

PBRIT  Though-preposany wiiit vubgect Surprising though for the weapons to widk prop-

seqHence
tGibsor, 199

erly would be for the general sopulsce, o wonldd
not surprise some mihiary officials,
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LED Azcepiabie cvabeddiygs

Recursion or embedamg ttsedf s not pecessarily probawmatic; ngné-oranching ctructures ¢an

etveen the 'wo sgnciures i sven schematicaly below:

—
7
T

LSOy Reght-Branching - [, L, )

(60 Center-embedaing: .o {0 )]

Recursion 1¢ ceentable 1 (60) oty to one lever, and acceptable in (59) to any level. Right-
branching wructures ure just one kind o1 2cceptabic embedding. Mor sxample, Cowper
{1976y mesents the foilowing fairly complex struciure involving a subject sentence with an
embedded aoject-relative:

(61) That the food ihat Jonr onizied tasted good pleased hinu.

Tooles 7.13-2.05 orecent a range of such acceptable stuctures. Though not all of
the structares actuadly wvoive nue pfe embheddings, they all serve as useful caonstraints on
theewies of parsing breakcown. fwill contivus toreferio the 27azs as acceptabic ~mbeddings
(AE).

2875 hune goweral pavsing breakdown paenouizna

cnaddition to fooug the refevant strecvaren, we Dy absteact o few important facts about
Narsing brealdowntren the empirzcal ctuaies and the Coilecnon ot struc, ures in'Cables 2.1 3
EASS

v dndepencene: of ahicuty. Atdough ke Cefimicr of the parsing breakdown class
given zhove excludes ambigtaly atects, 1tis nevearh 2less 2 important empirical fact
that [ocal amdigioty 1s not aeczssary for parsiay breakdown to occur. In particular,
this cannot be the canlinadon for drficulty on the center-embedded constructions, ft
15 possibie 1o make these constiuctions focally embiguous by dropping the comple-

wnLanzersy

Py The cat the bivd the rmouse chased scared ran away.

(63 The cat the bund the moase and “he dos ran away,

{04, pr Uy The cat that the bard that i mouse chasen scared o away.
Septence (620) ax docally ambiguous besween oostteg on redaced wciatives ond o
cofiomed noan phraee (63). Bud the unacceptability of the constructiva persists even
with the proserce of the overt complepwentizers (64 (Blursentral, 1006; Blaubery &
Rraine, 19479 Fooos & s, 1078 Lankm & Burns, 1977 Narks, T9o&- Miller &
Poard, 196G Sorne soadhes fave shown thar sioncinres sech as (825 are s dhifhouht
e (O ureder cortar neanares (8 odos & Garrett, 1207 Hakes & Poss, P9705 b

the anacesplambey i 03 renaons vy estanhished
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TARLE 2,120 A collection of acceptable embedded structures (part 1 of 3).

TYPE EXAMPLE

AEl  Right branching The dog saw the cat which chased the mouse intc
{Miller & Chomasky, {963; Kimball, the house that Jack built.
1973)

AE2  Left branching My cousin’s aunt’s dog’s tail fell off.

(Xumball, 1973}

AE3Y  Siagle relative clause The man that Mary likes eats fish.
AE4  Whecuestion with relative clause What did the man that Mary likes eat?
subject

(Gibsan, 1991)

A3 Posi-verbal centec-embedded I saw the man that the woman that won the race
subject-reiadve likes.
{(Fedy & Fodor, 1981)

AE6  Post-verba: center-embedded I saw the man that the woman that the dog bit
rece-relative likes.

(Eady & Fodor, 1981)

ALT  Post-dative-verbal center-embedded John donated the fumniture that the repairman that
subject-relative the dog bit found in the basement to chanty.
(Fady & Fodor, 1981)

AR Subject sentence That Joe left bothered Susan,
(Kimball, 1973)

AES  subject sentence with embeadded That the tood that John ordered tasted good
relative clause pleased him,
(Cowper, 1976)
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TABLE 2.14: A collection of acceptable embedded structures (part 2 of 3).

TYPE

EXAMELE

AE1]

AE1l

AE12

AEI3

AE14

AELS

AE16

AT

Topicalization followed by subject-
relative

Fronted clause followed by subject-
relative

Nominalized embedded subject
sentence
(Kimball, 1973)

Post-verbal untensed subject sentence
(Gibson, 1991)

Post-verbal untensed subject sentenre
embedded in sentential complement
(Gibson, 1991}

Sentential complement with
embedded subject-relative
{Cowper, {976)

Sentential complement with
embedded object-relative
(Cowper, 1976)

Wh-guestion with seniential
complement
(Gibson, 1991)

John, the boy that the dog bit likes.

Whir.2 Mary slept, a sock that the dog chewed fell
on the floor.

Joe’s leaving bothering Susan surprised Max.

I believe that for John to smoke would annoy me.

Mary held the belief that for John to smoke would
he annoying.

The report that the armed forces that arrived first
would have to stay for another year surprised me.

The thought that the man that John liked saw the
dog scared me.

Wko did the information that Iraq invaded Kuwait
affest most?
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TABLE 2.15: A collection of acceptable embedded structures (part 3 of 3).

TYPE

EXAMPLE

Post-verbal relative clause embedded
in sentential complement
(Gibson, 1991)

Post-verbal doubly-embedded senten-

tial complement

Cleft with embedded relative clause
(Gibson, 1991)

Cleft with sentential compleiment
(Gibson, 1991)

Pseudo-cleft with embedded relative
(Gibson, 1991)

Pseudo-cleft with sentential

complemant
(Gibson, 1991

Though-preposing with embedded
relative
(Gibson, 1991)

Though-preposing with sentential
complement
(Gibson, 1991)

Pred-piping
(Pickening & Barry, 1991)

The pentagon employs many bureaucrats who the
information that Iraq invaded Kuwait affected.

The professor did not believe my claim that the
report that the school was corrupt was biased.

It was a fish that the man that Ellen married saw
on the highway.

it was the Americans that the information that Iraq
invaded Kuwait affzcted most.

‘What the woman that John married liles 15 smoked
salmon.

What the rumor that the accused man had robbed
a bank influenced was the judge’s decision.

Intelligent though the man that Ellen married s,
he has no sense of humor.

Shocking trough the news that Irag ivaded
Kuwait was. even worse news was yet to come.

Jchn found the saucer on which Mary put the cup
mte which 1 pourea the tea
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S

Insufficiency of embedding depth. Deep embeddings alone do not necessarily cause
[ ) ¢ de; I g y caus
parsing breakdown. The range of constructions in Tables 2.13-2.15 make this clear'”.

3. Fairly sharp drop in acceptability. There is a rather sharp drop in acceptability of
center-embedded structures from one level of embedding to two. Subjects almost
universally judge ore-level embeddings to be grammatical and two-level embed-
dings to be ungrammatical (Biumenthal, 1966; Marks. 1968), and performance on
paraphrase tasks drops to chance levels at two levels of embedding (Larkin & Ruris,
1977;.

4. Liule effect of explicit instruction and training. Subiects continue to find center-
embeddings difficult after explicit ‘nstruction and training on the structures {Blauberg
& Braine, 1974), 1n contrast to most garden path sentences. Some subjects even
continue to deny that the structures are grammatical (Marks, 1968). One interesting
result from the Blauberg & Braine (1974) study is that subjects were able to increase
their ability to comprehiend center-embeddings from one to two levels of ernbedding;
performance on comprehension tests still drepped to chance at three embeddings.

5. Independence cf length. Long scntences do not necessarily lead to breakdown
(Schlesinger, 1968), nor do short sentences guarantee comprehensibility (PB2).

6. Effect of semantic content. In untirr ed paraphrase tasks, performance on semantically
supported (SS) center-embedded seatences is better than performance on semantically
neutral (SN) center-embeddings (5tolz, 1967). Examples of each type are given
below:

(65; PBI}) (&) The bees that ¢e hives that the farmer toilt housed stung the
children (SS).
{b) The chef that he waiter that the busboy appreciated teased ad-
mired good m 1sicians (SN).

7. Independence of short-term iten:nenory. The Larkin & Burns (1977) study demon-
strated that subjects may be able to recolf the vords i conter-cmboedded structures
without being able to correctly pair the words (e, correctly parse the structure). This
shows that the ability to compre hend the siructure ioac teast partially independent of
short-term memory for the words in the sentence.

2.5.4 theories of parsing breakdown

Nearly all theones of parsing preakdown assume that structures hke center cimmbedded

relatives e difhicult to compretic i because of sone it on computational fesourees,

Coarpreanel muluphy selt eibedded Boineaeuc strocmies oy ot be acveptuble s Schilesinae
(196X presents evidence uang Hebrew fexis sueyestinge the et cisbedding of paenthetical renarks tofses
oo nol perenties ) does not necessanby lead So petceptions of toeramminteahiny Hlowvever, he
foved that tno~ome casos subyects Clamed that aebalanccd cord therotore soron smadiv ]l tormosdy e e re

craonnatic b ot e e ancbean Tios e mterpret these doan it s respet o patsiing
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TABLE 2.16: Structural metrics for parsing breakdown.

STRUCTURAL METRIC ACCEPTABILITY LIMIT

Katio of nodes to terminals unspecified
Miller & Chomsky (1963)

Degree of self-embedding unspecified
Miiler & Chomsky (1963)

Open sentence nodes (top-down) 2
{(Kimbeall, 1973)

Local nonterminal count (top-down) 8 (interred)
(Frazier, 1985)

Unsatisfied syntactic requirements 4

(Gibson, 1991)

(Marks (1968) suggests that perhaps the siructures are actuaily ungrammatical.) The
remainder of this section explores two classes of parsing breakdown theories: structural
metrics and architectural theories.

Structural metrics

Structural metrics are theories that define some metric over syntactic structures which
predicts the perceived complexity of parsing the structure. Many of the theories aiso specify
a limit beyond which structures should become unacceptable. The theories differ in the
degree to which the metrics are motivated by some underlying computational architecture,
but all assume, at least implicitly, that such grounding in an architecture could eventually be
discovered. To the extent that the metrics are successful in predicting parsing breakdown,
they can potentially help to gaide the search for the architectural mechardsms. Detailed
cmpirical critiques of cach of the structural metrics may be touad m (Gibson, 19913
theretfore the discussion here will be kept briet.

Table 2,16 surmmarizes the structural metries. For cach theory, the proposed hingurstic
measuring unit s dentiiied, along with the fnmt for acceptable structuces (i specified),
Some o e metries operite on mtermedite porse frees and are therefore relaiive o
particuler parsing algonthmistrategy for enumerating nonternpials ) these are noted where

relevant.

Ailler and Chomsky s paetries

Miller & Chonehy (19050 proposcd anumber of stroctrat compleaiy measiees ncindn
fevree of solp eombedding . and node to rersiinal cade The sett cibeddimg yoene sumgply

o

states thot more deeply selt smbedded e o es will Be nore dhitfeul tocorep hona The
|
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2.5. Parsing breakdown and acceptabie embeddings

theory s not merely descriptive because the metric derives from a formal analysis that
shiows that self-embedded {as opposed to right- or lett-branching) structures are precisely
those structures that eventually cause trouble for any finite model of language performance.
Chomsky and Miller stoped short of specifying any concrete bounds on self-embedding.

The node-to-termina! metric is the ratio of non-terminal nodes (cr total number of
nodes) to terminal nodes in the parse t-ce. This ratio provides an estimate of the amount of
computation required per terminal node. As a predictor of processing breakdown, the node-
to-terminal ratio fails to draw the correct contrasts between difficult center-embeddings
and other acceptable embeddings {Gibson, 1991). This is not too surprising because
Chomisky and Miiler clealy did rot intend for the metric to account for difficulty on center-
ernbeddings, since they had proposed :he independent self-embedding metric. Nevertheless,
nearly all subsequent theories of processing breakdown have adopted somne form of either
the finite state 2xplanation or the non-terminal/terminal ratio.

Principle of Two Sentences

Kimball ¢1773) pronosed that human parsing proceeds top down, and no more than two
sentence nodes can be parsed at the same time. This rules out doubly-embedded relatives
like (57) since three S nodes must be open (the main clause and the two subordinate
clauses). This principle accounts “or the unacceptability of a number of other constructions
as well, such as embedded subject sentences (PLS). Surprisingly, however, the principle
overpredicts parsing breakdowrn, as (01) above demonstrates (AE9). Upon encountering the
relative clause thut John ordered, atop-down parser has three open S nodes: the main clause,
the subject sentence (that the food tasted good), and the embedded relative. Nevertheless,
the sentence does not produce the breakdown associated with doudly-embedded object

relauves.

Mavimal loca! nonterminal count

vrazier (198 medified Chomsky and Miller's ortomal node-to-termmal metric so that s
local rather thare global measuro, v an cttiempt to better captice mement-byv-imonient pro-
cossine dificulty. A tocal aonternmeal count is the count of nonterminal nodes introduced
while parsing o shoit segment of the mpuat sircame. Tracier detime d oshort segment as three
adjacent ternnals, The maximal Tocal nontermmal count s the Tarpest focal nontermmal
cotnt that occnrs duviie aosentence Frazier assemed thar S nodes ceunted as 15 wihnde all
e sonternnmnals covnted O The prediction s that seivences wich hieh Tocal sionternnmald
counts wi'b be more shitirendt to process thon senterees soth low couns Frome 7 shionws
tavo e mples of iow the mnetne s conputed

Piosner exanies o number of subrect sontence and center enmbedded constractions to
capport the merne Phes e the Tt o toe wach coreectly predicns the contrant betweet
covterembeddedimes s obpect posthon v subpectposiien b BT v At ohady & Bodon,
CONT Oy Hloveever o tabeen 199 points outs the teetise tatls fo account for the bass

nedioe that doubly cvnbedacd relatve o e e dhitfical thar ey cmbedded o latm e
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S N
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L | L
Thar Ray smiled pleased Sue. It pleased Sue that Ray smiled.
| !
1325 1| 1 1 25 1 I {1525 1|
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FIGURE 2.4: Compuing maximal local nonterminal counts. The locality of the metric is three
adjacent terminal nodes. S nodes count as 1.5, all other non-terminal nodes count as 1.

(66) (a) The man that the dog bit ate the cake that the woman saw.
(b) The man that the woman that the dog bit saw ate the cake.

Frazier’s metric incorrectly assigns the same value to (66a) and (66b). The fundamental
problem is that the metric predicts difficulty only whes there is a high density of nonterminals
introduced over a short span; specifically, when three high complexity words (in the sense
that they produce ¢ high nenterminal count) are immediately adjacent. This may be the case
for center-embedded structures wiih dropped complemeriizers (PB2), of the kind Frazier
examined, but parsing breakdown may arise even when the nonterpunals are somewhat
riore evenly distributed across the sentence, as in (96a)

Gibson’s overload metric

Gibson (1991) developed a detailed metric withm the GB framework that attributes a
cumulative cost to mamtaming structure with tocally unsatisfied syntactic requirements. In
particular, the theory a-sivns a cost to mamtaming thematic-role bearing elements which
have pot yet received then thematic roles, and to lexical projections which do not yer have
thew fexical requirements satisized. (67) shows the structure produced by Gibson’s parser

upon processing the third NP i a center-embedded construction:

(/o Pr2) ) The man the woman the dog bichikes cats s

(h) !/,' I N ”‘C ilralt, ‘, Iz {\[- { ‘)1 } [\',rv”lk" WO, g‘ a [ N i’)J l '//A I\*.;- f/ln’ (!('L’H“]H

There are hive NP tihiree fexeal, two ponfoxcalh that require thematio roles bt Tuck
themy e theory states that trve sach docad viehnens cwhueh oy divolve syiiactic
regiorements otherthan thematic role asstgmeentns enonebe oo nse procesany breakdown,
whele toot s acceptable. Grbson demonstiates tha the metne oot tor neariy ail ot e

)ii

oatsite breahdown effects e ables 2000 21
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provienes theores which were ronandy conecned onds s oty conter cmbeddings




2.5. Parsing breakdown and acceptable embeddings 61

TABLE 2.17° Architectural theories of parsing breakdown.

ARCHITECTURE LIMITED RESOURCE PROPOSED LIMIT

Push-down auiomaton Stack cells 7
{Yngve, 1960)

Subroutine architecture Return addr.s memory |
(Miller & Isard, 1964)
ACT Conuro! variables 1

(Anderson et al., 1977)

Sausage Machine Lookahead window 6 words
(Frazier & Fodor, 1978)

YAP fnite state machine Stack cells unspecified
(Church, 1980)

Register-vector FSM State for tracking clause level 3
{Blank, 1989)

Untfication Space architecture unspecified unspecitied
(Kempen & Vosse, 1989)

PDP network Hidden urats unspecified
(Weckerly & Elman, 1992)

Compreheision/parsing arckitectures

Architectura hrecass detine the concitions for parsing breakdown i ermns ot sotiwe spectiie
computiational archiceture. Unlike the structural metnes, the relatonship to on architecture
1s mbierently spectied as part of the theory While iy s a clear theoretical advantage over
the structeeal metries, noarchntectural theory vet proposed comes close to the coverage ol

Giibxou™s metric.

Table 207 summanzes the archuectural theories. Forcach theory, the el vant compu
tihienal resource or mechanisim s deatitied, adong with the proposed It on that resouree
r spectiied)

Yrsve s deptho e

Vv e s (100t model was the et et by develon aowet! specied computationst

Aceonnt of sttuctuiad conpreaty Phe eoodeb s cosondeadin o pash doven sotomaton o B

that vonerates phioce stroctene trees i op b b seo o bt anmes sihious b wae

4
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There are a number of empirical preblems with the model, the most serious being that
it predicts unbounded left-branching (AE2) to be as unacceptable as center-embredding-—a
consequence of the purely top-down algorithm {Miller & Chomsky, 1963). This is a serious
problem because, although English is predominan*ly right-branchiag, there exist languages
(e.g., Japanese) that are predominantly left-branching.

Despite the empirical problems, Yngve’s model has a combination of theoretically
desirable features that many later models do not share: it i1s instantiated 11 a well-defined
computational architecture, it makes clear and precise predictions on any given structure,
and the airchitectural limitations have some possible grounding in independently developed
psychological theory (ramely, the Miller 7+/-2 theory).

Subroutine archutecture

Miller & Isard (1904) suggested that embedded clauses may be processed by calling a
subroutine for parsing clouses. If there 1s a severe limit on the number of return addresses
that may be stored, then the processor will encounter difficulty with self-embeddings. if
only one return address may be stored, then this would account for the difficulty on doubly-
embedded relatives. A form of this hypaihesis shoved up later in (Anderson et ai., 1977)
and (Blank, 1989), discussed below.,

ACT

Anderson, Kiine and Lewis ¢ 1977) developed a model of Tanguage comprehension within the
ACT theory of cogmtion. Sinee ACTs procedural component 18 a production system, this
required specitymyg the set of praductons used i parstiag and mterpretation. The control of
the parsing productions 1s accomplished vie a set of control vaniables that maintun the state
necessary to handle multiple cmbeddigs. These vaniables pernut control to be retarned
to productions parsiny higher level ¢lawuses aites embeaded olauses are conpiete. The
model huas enough control variibles to handle only one level of embedding, so breakdown
oceurs with double embeddings. The model o essentially an visiantiation of the (Ml
A bsard, 1960 theory of subroustie mtecuption. Yabounded nght branching as m (O8N
not problematic since control need never retarn to the many clause productions. Anderson
ctal acknovfedeed that the hmutatton s essentiably arbitary but ported out that aoy
weibororded memory of state wouka have o he nrntamed e ACTT S semantn network

Stwe ths network s notcomplerely reluble breakdowin wonld eventuadly occw

Phe Saiveaee Machune

Froaswer & bodor ooy avobuie the dithenbe wathy center embeddmes o probdens thon the
PEE T ve pertormne the voal phasal sevmentmys Phey e that the o adacens
non phiases on the ternnoial verh phiases walb beomeonoec iy e preed e congeaned

i
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of the senience that {al outside the six-word winoow. However, there are difficult center-
embaddings which fall completely vithon the window:

(68, PR Wumen mea girls love moet die

wince the PP s able o geierate S vindes on Ls ewn, (68) should not cause it difficulty.
~cmally, the theory Frazwor and Foder proposs 15 more complex than this, since they suggest
thut the Pr¥ mzy be gardea-pached even though all the relevant information is available to
o the window, This pen of the theory was not worked out in much detail and begins to
aadsrraang tne waole approach of having a restricted window.

VAL finite state machine

Church's (2960) YAP 1s an implementd system that combines the determinism hypothesis
or Viarsus (1980) with the idea thiai the fiuman parser must be a finite state machine with

ra.er humeted amount of state. The architecture is essentially that of PARSIFAL, with
the exception that the stack 1s bounded. Unlike Yngve (1960), however, Church did not
vemure (0 propose witat the limit on the stack might be, except to note that it must be fairly
shiliow given the difficulty on center-embeddings.

Rewister vector machine

Hlank’s (1989) parser (introduced earlier) maintained state ia a fixed-length vector of three-
valued syatach featuies and control variables. Part of the vector is devoted to keeping
fracw of whuws ciavsat level is currently being parsed. The vector only has enough state to
ek three lovels (men clause, embedded clause 1, and embedded clause2), so it is unable to
parse aiply ceiieir-embedded relauives. Indefinite right- or left-embedding does not invoke
ctause shifting and the parser handles these easily. As specified, there seems 1o be enough
state (0 par: e even difficult doubly-embedded relatives. if the state vector was restricted to
betier match hunan performance, the architecture would make the same prediciions (both
correct and mncorrect) as Kimball's (1973) Principle of Two Sentences.

Urnitfication Space archueciure

Kempen & Vosse 11989) developed and implemented o nove) commatatienal architecture
bised on acovation decay and simulated aneealing. The svstemn works by retieving
svintactie segments from o lexwcon s and then aitaching the segments in a stochastic process
thal favors more birghhy activated nedes. The segmears cons stol nodes hinked by functional
svibachio relatons, attachment occurs by vintvne vudnerd D nodes Since wnovatan
decas s more revent nodes are more active The winperatice of the annealing process
v tuachion ol tie total activatioton mhe syster sathe process gradually “coofsT Keinpen
and Yosse present results shesany that the svsteni panes singly ermbedded relative chatses
il

et o e G ihe tiae but poeses dos s emnbodded s eiatives ondo dhont S0
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of the time. The corresponding results for singly and doubly-embedded right-branching
structures are 97% and 82%, respectively.

Although this is an extremely interesting result, Kempen and Vosse offer no immediaie
explanation for the performance difference between the two structures; it is unclear whether
this 1s truly the first nonparametric theory of center-embeddings, or whether there is some
variability in the basic architecture which could lead to different results.

Weckeriv and Elman’s PDP model

Weckerly & Elman (1992) constructed a connectionist system that models some aspects of
human performance on center-embeddedings. As the network is given words one at a time,
it encodes the content of the words and the surface order, in a bottom-up parse. Since there
1s a fixed amount of structure devoted to encoding this state, the informaticn in the retwork
eventually degrades as the state gets large. After processing the three initial noun phrases
in a doubly center-embedded sentence, the ordering information is lost and the parse fails.
However, the lack of order informatior. can be compensated in the network by sernantic
constraints, so that in semantically supported sentences (see §2.5.3), the network can still
manage to give the correct output. This is the first model of processing center-embedded
structures that begins to account for semantic effects. However, it remains 0 be seen how
the model wiil scale to handle the range of effects listed in Tables 2.11-2.15.

Finite state and self-embedding

The key feature that mos' of these models have in common (particularly the models of
Anderson., Blank, Chomsky and Miller, Kimball, Wanner, Weckerly and Elman, and Yngve)
1s a commitment to finite state. There are two good reasons for this:

1. Any fnee machine will eventally tail to recognize self-embedded structures. In
other words, self-embedding gramraars fall outside the computattonal scope of finte
automata; equivaiently, no regular grammar 18 <2!f Laibedding. (The proof involves
the pumping lemmas see, tor example (Lewrs & Papadimiinou, 1981)).

20 Chombksy (1964 proved that 1t s ondy selt-cmbedding that causes lunguages to be

context free. Move preciselvat Las acontext free language, thes s oot a faite-state

language if and ondy it all of sts grammars e selt-embedding.

Thuy, sunply adopting a fingte state mode! makes precisely the pight cut with respect o
center cibeddimes fete stare asactitees wib ahways evenrualby ted o recognnd s sone
cemer embedded structures, whisle at the same time they are e proncmte copable o ey
netany all orker hnds of stracoures produced by contens free gronmimac ey tade o

dh boanchane o fete branchinye stroctare
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2.6  Bummary of the phenonmena

Thas szeton briefly suminarizes the major findings concerning the sentence processing
phenomeru discusse in this chapter, and ioses with a discussion of how the phenomena
together nrovide great mutual constramt for any coniprehension theory.

The producis of comprehension. Compranension produces a syntactic. semantic (in-
tensional), and referential {¢xrension: ' representation. There are functional reasons for
all three representations.  The functicnal analysis is further supported by actual practice
in builaing working systems. Tne existence of a referential representation is empirically
supported by experirenis that demronstrate the confusability of referentially and inferen-
tally equivalent expressions. These same experiments show that in some cases the final
memory for 12X s pramarily referential. On the other hand, the independence of a semantic
representation 1: supported by ¢ xocziments demos strating that in some cases memory for
t2xt riray he prirnandy semantic. The nature of the memory is influer.cec by factors such as
ihe difficulty s constre2ting a mental modei. A mental model is a referential representation
that repiesenis one particular situation at a time, and maintains a direct correspondence
between the slemments 1n ine representation and the elements in the domain. Evidence for
this form of represcatation comes from experiments contrasting mode!s with more powerful
alternatives (logic) on a variety of reasoning tasks.

Immediacy of interpretation and the time course of comprehension. The referential,
semantic, and syntactic representations ure computed immediately and incrementally on a
word-by-word basis. In reading, the time course of this processing ranges from 50- {000+
ms per word. The evidence for immediacy comes from a wealth of cxperiments using
speech shadowing. eye movement, and cross-modal priming techniques. There have been
suggestions that some kinds of syntactic information is systematically delayed (such as verb
subcategory ). but thus far the evidence weighs in favor of universal syntactic immediacy.
There are Iimits on the immediacy of reference resolution and mental model construction.
Although the processes are immediately inttiated, completion may be delayed due o the
structure of the text aself, or computational mttavons of comprehension. A number
of expenmenty have provided evidence for the distinction hetween automatc, or on-line
maodel construction, and cognitive, or deitberate model construction. The depth and nature
of processing depends on @ number of tactors such as tme available and the goals m
comprehension

Mructural ambigaary resolution. Borh on hine ambiginty resolution and final preferred
mterpretations mas be influenced by structural, lexacal, seryantc, and contextual factors
Ne sgle pricple o preferences, or class ot preferences, bes been found w universaliv
chiaracterize ambrgoty vesolstton, A large noeber of emparicad studies show thag both

Cool conle Rt sauotural
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Garden parh effects and unproblematic ambiguities. GP effects sometimes arise when
1 reades or listena: misinterprets a local ambiguity and cannot easily recover the correct
interpretation. The result is an impression of ungrammaticality. There are o wide variety of
structures associated with GP effects. The evidence comes from a range of experiments and
intormal surveys Jsing grammaticaiity judgment tasks. Complementing the GP structures
are an equally rich set of unproblematic ambiguities, which do not cause difticuity no matter
which interpretation of the local ambiguiry prowes correct. GP effects are recoverable in that
a GP sentence may be perceived as grammatical once the correct interpretation is discovered.
GP effects are generally independent of lzngth (though some distance-to-disambiguution
effects have been detected), lexical ambiguity, semantic content, and the assumed preferred
interpretation of a given ambiguity (i.e., GP effects may be bidirecionat).

Parsing breardown and acceptable embeddings. Parsing breakdown occurs when a
listener or reader is unable te comprehend and perceive a senience as grammatical without
great Jifficul.y. Parsing breakdown iechnicaliy includes GF efiects, but parsing breakcown
may occur inCependently of ambiguity. Breakaowsn on ufasiu.gucus center-embedded
structures has been demonstrated using a range of measures, includging grammaticality
judgmer.ss, recz’l tasks, paraplrase tasks, and question aniswering. There is a fantly sharp
drop 1n 2ccepiability from one center-embedded relative clause to twe. A vanety of strre-
tures causing par-ing oreakdown have been discovered (theugh nwone have the thorough
emyginical backing that center-embeddings do). Complementing the PB structires are & va-
ricty o f acceptable embeddings such as right-branching, which may ve Herated indelintiely.
In contrast to GP effects, instruction and practice have only margital irnpact on the accept-
ability of difficudt structures. Semantically constrained materizy does boost performance on
untimed paraphrase tasks. PB effects are independent of leuyth, and also independent of
short term memory of the words in the sentence.

Figure 2.5 gives a directed graph summarizing the const:aining properties of the phe-
nomena. The graph should be interpretea as follows: X - Y means that phenonena Y
constrains the theoretical explanation of phenomena Y. Bach are 1 explamned beow (the
arcs are labeled with lower case letiers).

(@) The mechamsms explaming garder: path effects must not bo o weak war hey Lo
te account for unproblematic ambrguines. Likevase, the mechannms explaming
At '

siproblematic ambiguities must aot be so powetul war they fail © cocotnt tor

garden path effcts,

{hy fnimedacy of interpretating consirat the explarcaion of enproblemate ambngmne.
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5: How the phenomena muteally constrain the theory. X — Y means that phenomena X
covstroins the theoietical explanation of phenomena V. Fach aic is exnlatned in the texi.

The mechanisme for handling acceptable embeddings rust be consistent with inne-
diacy of syntactic parsing.

thy The mechanisms explaminyg parsuyy breakdown must 1rof be so weak that they fail
1o accuuni for the acceptable embeddings. Likewise, the mechamisms that handle
the acceptabie ¢mbeddmes must not be se powertual that they fatl to predict parsing

bresk down,
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Chapter 3

The NL-Soar Theory

There seems no way to enter the fray with a litile theory and/or

a highly approximate one. To do so, is to invite the wrath of the

linguistic gods. Full biown from the brow of Zeus or nothing!
— Alien Newell

To criticize the pages on language that follow would be like

shooting fish in a barrel.
—- Angry linguistic god!

F"J N HIS CHAPTER DESCRIBES THE NL-SOAR COMPREHENSION MODEL built within the
Soar architecture. The first section lays the necessary foundation by examimng
the nature of cognitive architectures generally, reviewing the Soar architecture, and

establishing the NL-Soar approach of studying language and architecture. The core of the

chapier describes the model itself, along with examples itlustrating 1ts operation. We then
step back and explore the space of potential Soar comprehension mrodels, to motivate some
of the miajor design chotees i the current NE-Scar. 7 e chapter concludes with a suminary

ot the theory.

. " . . . . ~ 7
3.1 Preliminaries: architectures and Soar-

Bueeause this thests purports 1o present an architectural v -based Qicory of commrchension,
1t s mportant to explam exactly what that means and why it s a desirable aspect ot the
theory, The explanation that tollows can be taken as part ot the answer 1o the question
[simthow st a programming Lguage used o impdement NL Sowr? We shall see thatat s
far imore than that, and we will tahe up the issue again m Chapter 9 considerning there the

biroader tssue of Soar's tole w the theory and s cimprocal coverape
"Dierek Birohorton book fovisw ot Uiratied Pheories of Cognerron ciiickerton, 199

st ob this secnton are based onan uatimshed manusanpt that Facas won kg onowath Allen Neweldt m

the Spone of TO97 A msconeep tons of crrons that renuam are of course entredy my respasabihing
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3.1.1 What is a cognitive architecture?

A cognitive architecture is the (relatively) fixed computational structure that supports
cognition (Newell, 1990). An architecture specifies the available processing primitives
(operations on data), memory structures (support for storing and retrieving encoded knowl-
edge), and control structure (specification of how processing unfolds). Architectures are
universal—they are just those comiputational structures that zdmit programs. For behavior
t0 emerge, both the architecture and the content (the program) must be specified.

The central role of architecture in cognitive science

The centrai tenet of cognitive science is that cognition is a kind of computation. If cognit.on
1s computation, there must be an architecture to support it. In this view, discovering 'he
nature of mental architecture ;5 the most fundamental question in cognitive science, for a
theory of mind must be an architecturai theory (Anderson, 1983; Newell, 1990; Pylyshyn,
1984).

This has significant impact on how we construct and evaluate cognitive models. If
a cognitive model is to make the strong ciaim that the processing steps in the model
correspond to the processing steps in the human, then the model must incorporate some
assumptions about the underlying architecture, because it is the architecture that defines the
nature of the available processing primitives (Pylyshyn, 1984). Pylyshyn calls this form of
correspendence strong equivalence.

Making explicit architectural assumptions atso helps to clanfy what carries theoreiical
content ir implemented cognitive models. For example, if a Turing Machtne was seriously
proposed as a theory of mental architecture, then a cogmuve model could be constructed for
some particular task by developang a computer systen that forms a virtua! Turing Machine
architecture and then programming that architecture with the program and data relevant
to the task. The particular implenaentation of the Yuring Machme——whether 1 1s coued
Lisp or Coon g parallel mechine or sertal processor oy welevant. What s theoreticaity
srgmficant s the architecture itself and the content posited to produce the task behavior,

3. .2 The Soar architecture

T his section provides abict overview of the essentiads of the Soar archiiecture. Althooph
Soar vas st desenbed asan arnfiaab mtetlicence system b ard s Newell & Rosenbiooim,
POR7h atemersed oy a theony of the human cogniuve wohtectine i Neweli s 1957 William
Yamnes Tevtures o Newell, 19901 Sowr has sinee been apphed 1o a waide vange of covartine
tasks thewiss e ad 19900 Rosenbloom, Tenman & Pards 19930 For moie compleie
overviews of Soar and Sow rescarchy see Chapter 4 ot ¢ewelth, 199 the vevent Soad
paal oF Sods Conedons Moanann & Doorenbos 1990 and the recent edied colfecnion of

parars CRosenbloom Fona & Newell 1995
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Fundamental components

The basic components of Soar are shown in Figure 3.1%. All behavior, from rouiine to
difficult, occurs in problem space: own as triangles in the figure. A problemn space
1s a formulation of a task as an initial state, a goal state, and a set of operators that
apply to states and produce new states (Newell & Stiuwon, 1972; Newell, 1980; Newell,
1990). Any application of operators that yields the goal state is taken as a sclution to
the problem. A working memory holds the momentary problem solving contexr: aspects
of the problem space, state, and operator are represented as declarative attribute-value
structures. Knowledge about how to apply and select operators and problem spaces is
held in & long-term recogrition imemory, which continually matches in narallel against
the declared context. The recognition memory consists of a large* set of condition-action
agsociations (productions). The conditions specify patterns that occur in working memory,
and the actions retrieve knowledge in the form of preferences to change aspects of the
problern space context. All long-term knowledge, whether declarative or procedural, is
held in the uniform recognition mermory.

A step in the problem space (e.g., an operator application, or an initial state selection)
is taken each decision cvelez (bottom of figure). The decision cycle consists of two phases.
During the eluboration phase, recognition memory matches against 'vorking memory, and
associations fire in parallel and in szquence until quiescence is reached, that is, until all
the relevant as,octations have finished firing. At quiescence, the retrieved preferences
are mterpreted by the decision procedure, which determines the next step in the problem
solving. The decision procedure stimply implements the semantics of a tixaed preference
language, which allows a partial ordering (o be detined over problem space alternatives.

if the retrieved preferences uniquely determine the uext step to take, the decision
procedure effects that step. In such a case Soar proceeds by recognition. But this need not
be the case; knowledge mav be meonsistent, inconciusive, or missing, Causng an impasye
to artse after quiescence. soar responds 1o impasses by setimg up a new problem space
tn which to deliberately sequire the necessary knowled oo Impasses may occur onany
probieny space function. For example, Figure 3.1 shows two impasses: the top impasse 1y
duc e lack of bonowledye 1o sefect anong a set of operators. and lower one 18 due to lack

of knowledge te apply an operator Irnpasses may cocur indennitely, teadmg to a subgoal

hicrarchy i workimy memory  Any mmpesse (not st the List one) may be resobved at any
tine, resatting man automatie cotlapse of the subooals

Ax Kknowl-dee from ¢ fower problerm space s accuniulated to resolve a ngher rmpasse,
Soars fearnug mechan, ke, builds new associations in e recogmtion memory

that will retreve the knewiedee e orelevant contesis by match, Thus, i futare simibi

he descnption of Dot Chapter e probless space widd oombol level me b there o
d4ostowine view that o problom space compuiceonal model CPSONMT G Ge desonbed sadependenthy of
parttcutas svonhol Jevel paplementagions cOdewetboe ol 1avty The PSUNM b evsentidb aospeartivation that
peces abstiact svinhol devel and bposddedye Jevel componenis Bor the puipose ot thes thesiss the more

teadinonaldesonption of Soan o walbsoihee
T he Bt eose Sendn sysicn s ontatiee ov et SO0 00 prodin trone s Ploorentonn 1995 Bob b borenbos e s
; ¥ | }

communication s b et Soa svstones e st fe thar S 000 precbc o
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situations, the impasse and the d=liberation it leads to may be avoided. Chunking is part
of the architecture: it happent continuously and automatically. Although there 1s only one
learning mechanism in Suar, chunking works over every kind of impasse in every Kind of
cognitive activity, giving rise to many kinds of iearning (Steier et al., 1987; Neweil, 1990).

Memory, process, and control

As with any functionally complete architecture, we can identify the memory, process
primitives, and contro! structure of the Soar architectire. Memory in Soar consists of the
large recognition memory and the declarative working memory®. Both are untounded
memories, but with very different properties. The knowledge held in recogrition memory
is only reirieved if the appropriate cues are present in working memory. The associations
cannot be modified or removed once added, nor are they examinable by other processes.
The burden of providing iree composability rests on the working memory, which can be
rapidly depleyed by the systern as it rece fit

The processing primitives in Soa: are the basic operation< available to affect niemory
For the working memory, tiiese include operations o add and delere new atiribute-value
structures. For the recognition memory, the operations are matching and chunking. How-
ever, unlike the working memory primitives, the operations o recognition memory are
not modulated by knowledge; that is, their evocation does not depend on the contents of
memory. (The resudis of the match process do, of course, depend on the contents of working
memory.) Learmng and match are continuous, automatic processes. No retrieve or stoe
operations appear i the actions of associations.

Soar’s control structure 1s a co Lbination of the yecognitton match and the decision
cycle. Bach processing soep depends on the preferences retrieved at that moment by the
condihon-action parrs i recogmtion memory. The fixed decision cycle processes these
preferences to deterimne the next problem space sicp. The control 1s thereiore open, since
all the knowledge i long term memory s brought to bear at each pomnt, and the control
memory 1s open o additton (by chunking). Vhis recognie decide act structure contrasts

with the ferch decode execure eycle of standand computer o chaieetares, whieh restocts the

active control memory 1o a local prece of program fixed Before o wery son

Perception and action

Sour omteracts with the outside world through perceptual and moter moduedes that make
contact with centtal cognion via working memory, spectbeadly, hnougii the state of the top
problenspace ¢ ivure 312 Avtonomaus encoding productions patse nerceptuad input to
prepare ittor covnen: sumla by decodingy productions prepare notH: comenrids tor duect

Swecubon footshow o the biearedr Eocodime and decoding productons e autonomoris m

Tlhere wve cwnuallhy other moemorses s Soar o hndes e preterence wemony oo hold the srreesed
proterences teobe mterpr red by the decraon ovetesand conerors wo Bobd paroal macch mtormanion ton the

prodos ton vsrem
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TABLE 3.1: The time scale of Soar processes.

ARCHITECTURAL PROCESS COGNITIVE FUNCTION TIME SCALE
Search in problem space(s) Unit task ~~10 s — minutes
Operator implemented in subspace  Simple composed operation  ~~1 s

Decision cycle Elementary deliberate act ~~100 ms
Recognition memory match Distal knowledge access ~~101as

that they do not depend on the current problem space context, and they fire independently
of the decision cycle.

The perceptual/motor side of Soar is presently underdeveloped, though it is an active
area of research (e.g., (Wiesmeyer, 1992)). The actual :mplemeniation lags behind the
mode! presented in (Newell, 1990); in particular, the encoding/decoding scheme has not
heen implemented. For the purposes of this thesis however, the details of the perceptual-
motor systerm will not play a major role.

The teraporal mapping of Sear

Newell (1990) provides an analysis that grounds Soar temporally as a model of human
cogmition. The results are summarized 10 Table 3.1. The analysis 1s consiraimed trom
above by the functional requirement to yield cognitive behavior in about a second, or a few
hundred nulhiseconds in the most elementary reaction tasks. The analysis s constrined
from below by basic temporal properties of neural circuitry distal processing (bevond
[ocal circuits of about a cubic milinneten) cannot happen faster than roughiy 1O ms, since
the characteristtc processing time of local crrcuts s ~~ 1 ms, Fee elemendary functon of
distal aceess e Soar s provided by the receopintion mateh, so the recogimtion maich must
take on thie order of 10 ms. There 1s only room tor two more svstem levels between distal
aceess and cogreinve function, correspondg 1o the decsion eyele and companed operator
m Soar. Fortunately, both the bottom-up wd top-down analyses yield consisient resuols
for Soar. As Newell repedatedly emphastzed these values should not be taken as preeise
values, hut rather order of mapmtde estmaies tNewe! used the notabon -~ - TOQ to incan
30300y, Wiesmiever (1902 and Johnson Paird (VO8R) use aconstaint of S0 s per operator

to maks quantitative predicaons across arange of mimediate vesponse tasks

Coaveraye of Soar as g psveholopieal theory

Soae bas bevn apphicd o a wide tange of covmitive phenomenamctodmy immedrare rean
hon tasks cliesie probiem solviny puszles (eop | towers of Hanooo vertal reasonmmy (o

syHogen s and repenine practice ettects. Noewelt (19901 s sall the most comprehen
sove reference: Lewes et al o190 and Roseabloom e al cPR3he provade mene jecent
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3.1.3 Language and architecture

How doss language comprehension (and proauction, and acquisition) fit inio an overall
theory of mental architecture? This is the modern computational version of discovering the
relationship between language and thought.

Most psycholinguistic work does address architectural issues to some extent. For
example, distinctions are drawn between between modular and interactive architectures, or
automatic and cognitive processes. But there have been relatively few explicit proposals of
functionally complete architectures for language processing®. Exceptions include Marcus's
(1980) PARSIFAL, the CAPS architecture underlying CC READER (Just & Carpenter, 1992),
the PDP architecture of St. John & McClelland (1990), and the annealing/activation-based
architecture of Kempen & Vosse (1989). All of these models make explicit assumptions
about the control structure, processing primitives, and compuiational resources supporting
linguistic behavior. (The Sausage Machine (Frazier & Fodor, 1978) was a step in the
architectural direction, but was never specified in much detail).

Fewer still are those theories that relate the architecture of language processing to the
architecture of cognition generally. This is largely a result of an assumpiion in most theo
rizing that linguistic processing is modular (Fodor, t9%83). Thus, when explicit architectural
hypotheses are made, there 1s often no atternpt to generalize them beyond language. A no-
tble exception 1s the work of Carperiter and Just—themnr CAPS architecture torms the basis
of a general cognitive theory that has been applied to some nonlinguistic tasks (Carpenter
et 1990).

Modularity defines the first choice to be made in developmg a Soar theory of Linguage
cemprehension: should a specd Imguistic mput system be postted outside of the existung
architecture”?  Or should the comprehension capability be develoned within the given
mechanisms”? o owe take what appears to be the moedular route, we essentially start fresh
with respect to detinng the control structure, processes, and memones for comprehension.
The mteresting ssue then becores the nature of the mterface between Soarand the imnpastie

maoduie

The NL-Soar approach

Phe alternative approach. and the one we have adopted with NE Soar (F chimais bews
& Newell, 10U, 1o9th, 1993 Fehman, Newell, Polh & Towis, 19950 Eowas, 10U,
PO L ewas, Newell & Pollo 1989 Neweli 1987 19900 s 1o cibed the comprehiension
capabiiy wathn the easting arcintectore. s s the path urged by SNewelbm the Wilhaom
Funes lectures, where he tost Shetched the Soor theony of comprehension Tovs evonivally

Goomntahist approach attempting to see o Lo the present mechaneans can be pashed

Sl the sstnation seemed serrons cnon b o borster CF9 T that he vesued aoveneoad ol tor e
coanpdote mtonr abren pracesane theones ot Compack aseers ettes i b ordes v g o

thevrnc thoueh e did notuse those terms Dorater T con e Lor PR brobim et Cgaite b I gt tele J
Neael e Coneeens Ton pevchioboey i veneral s e presaed vy seans eanhen o the famons T gieione papet

el P
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before positing new ones. Newell clearly viewed the success or failure of the venture as an
open question, with no a priori resolution. It could in fact turn out that Soar is not up to the
pheromena o real-time language comprehension.

Such an approach may seem to be compietely at odds with the modularity hypothesis,
and, more to the point, with the evidence accumulated in favor of it. Real-time processing,
automaticity, etc., may seem to e thrown out in favor of a view of ianguage as general
problem solving. Prejudging the approach in this way is misguided, however. Even in
a modular archiiecture, there must exist some relationship between linguistic and nonlin-
guistic processing, and there may even be architectural principles in common across the
modules. The apparently non-modular research path we have taken is one way of discov-
ering these commonalities. More importantly, the remainder of th.. thesis should make
clear that the basic phenomena of real-time comprehension are dealt with in considerable
detail, and the approach has led to an even richer understanding of modularity than might
otherwise have been possible (Chapters 4 ¢ 1d 9).

3.2 The basic structure of NL-Soar

Buildiiz 2 conmrprehension model in Soar requires specitying the problens spaces and oper-
ators thut achieve the fanctions of comprchension. This section lays out the basic structure
of NI -Soar i these tesns The Grst order of business, therefore, 1s not desceribiag NL-Soar
dlong traditional dimensions 4 parsing, such as top-down or bottom-up or lett-corner, but
rather speaityieg how coripres ension s realized i Soar’s architectural miechanisms. Of
course, the tradiwonal choer. Ctenizations are both possible and usetul— but they are only part

ol the story.

3.2.1 Comprehension eperators and the real time consiraint

Soar comprehends Lpeage by applying comprehension operators to e icormng hnguns
tic pus These operators produce syitactic, semantic, and ceferentiad representations i

workmg memory (320 Penctionain, compichension operators accomplish the mapping
I N R Y R

where [ oociresponds to possible meomny himgmstee raput. 10 5 and K cortespond 1o pos
sible svitacte, semantie . and retrentiad o vresentaiions . respectiveiy s and £ cotrespomds
o the cineent problem sobviy content 00 etors to the icrande representation, to bhe
enierbauned o monent)

Innnedacy requires that the comprehension operators citect this mapprmg imcrenental
onv et asnnd by nnesee of inpusstic put cat leistat the word levelr Given the Seas tempor ad
tappine (33 10 thescremental napiany et ocoun with just o e aperaion. per word
Pot s use the S0 constant that setves as the bases for Soan s chioponetne predictions

f

tomediate icacton e ks N comprehension tate o D words peoonnuies o S0

poravond eS0T et ol daverdee s compieheision it complete s wark i about
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FIGURE 3.2: Recognitional comprehension. A stream of comprehension operators applies to the
incoming linguistic input. There are three types: syntactic operators (U), semantic interpretation
operators (S), and reference resolution operators (R).

four or five operators. This is the first and most serious constraint on the NL.-Soar model.
It means that comprehension must proceed mostly recognitionally, in other words, withoat
incurring impasses and engaging in deliberate problem solving. The knowiedge to propoce,
select, and implement the comprehension operators must be immediately available via the
recognition memory match.

3.2.2 The structure of comprehension operators

Even with thz tight constraint provided by reai-time immediacy, there are a number of
alternatives for structuring comprehension operators, correcponding to different ways of
distributing knowledge across the vurious problem space functions (operator proposai,
operator selection, and operator application). We will consider this space later in §3.7, but
for now simply posit the following three kinds of comprehension operators:

o U-constructors build the utterance model, which represents the syntactic structure of
the utterance.

e S-constructors build the situation model which represents the meaning of the utter-

dARCe.

o Resolve operators perform reference reselution by recognizing parts of the situation
medel as descriptions of previousty mentioned or known entities, and elaborating the
srtuation model with that information.

Given these types, Figore 3.2 shows an example of what recoomittaal comprehension fooks
HRe as aontrca of o ehensicn operters . Notice that every word need not evoke ail
thiree operaior types, that more than one Hperator of o given tvpe may apply por woid, and
thaay there s oo haed ordgermy of apphication. AN that thrs scherne cosumes 1y thet the set
of operaters s suthciont for increnenialiy constructng he comprets sion datie structures,
with some dy asion ar labor among the tferent tvpes. Furthermone, o mitst be the case
that these operataes st rapedle brooay o bear maltpie knowledpe somees, o tiey are

accotpnsh the vequred manping o qust & feaw operidorns
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3.2.3 From deliberation to recognition: comprehension as a skill

To reiterate, acnieving the purely recognitional comprehension illustrated in Figure 3.2

requires that the proposal, selection, and application of the comprehension operato:s be
accomplished directly by associations in recognition memory. Wheie do these associations
come from? The architectural answer provided by Soar is that they must arise experientially
by chunking (or else they are innate).

In fact, the NL-Soar modei does not specify the associations that directly perform
comprehension. It specifies a hierarci:y of problem spaces that give rise to these associations
via chunking Figure 3.3 shows the basic structure (the details will be provided in the
remainder of the chapter). When an impasse occurs due to lack of immediate knowledge
to accomplish some comprehension operator function {proposal, selection, or application),
NL-Soar enters these lower spaces where independent knowledge sources may be brought fo
bear in a search for the correct utterance or situation mode!l. When the impasse 1s resolved,
chunking automaticaliy builds a new association in recognition memory that shkeuld allow
comprehension to proceed smoothly in future similar situarions. These associations may
be quite general, or they may be quite specific, aepending on the nature of the impasse and
the problem solving. We call these associations chunks, though all associations have the
same form, whether posited by the theorist or created by chunking.

(ne important characterization of comprehension that emerges from this model is that
comprehension is a mix of recognition and deliberation. Given the severe time constraints,
comprehension must be mostly recognition—-an automatic, rapid process. But there is
always the capability to fall back on the deliberate spaces when recognition fails. Just
how much of adult comprehension consists of recognition vs. deliberation is an interesting
theoretical and empirical issue that will be addressed in Chapter 7.

Another unportant characterization that emerges from this model 1s comprehension
as a coatinuousty unproving skill,  To be clear, NL Soar does not specify a theory of
language acquisition—the languagz-specific knowicdge in the lower space is pesited by
the theorist. However, 1t does spectfy that certain aspects of comprehension wih always be
open to improvement. As we will see, the ability to handle ¢ifficult syntactic constructions,
ambigueus material, and contextually speciiic interpretations may all be modulated by
chunking. Language learning does not stop with the acquisition of svntax or vocabulary.

3.3 The utierance model

Tins secton desenhes the sivacture of the utterauee taoaed and tie processes for buddmg
o he deseription s purely n svobaciie erins e pendent of sonsnbcs wd context the

prtcracton of syocaxowath other knowlodge sonrees will be explored m 83 6
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FIGURE 3.3: Comprehension as deliberation and recognrtion.  The operators in the top space
achieve comprehension by recognition when they are proposed, selected, and applied directly by
mmmediate memory retricval. 1f the required associations are not present in jong-term mermory,
impasses arise and the relevant functions are carried out deliberateiv in lower spaces. As impasses
are resolved, new chunks are formed that perform the function by recogniticn n future <inmlar

situations.
3.3.1  What the uticrance model represents

The utterance model represents X-bar phiase structure as assunied in Government and
Binding theory (e.g., (Chomsky, 1986, Cowper. 1942)). Because many of the predwetons

N vy

deseribed fater mthe thests are sensitive to syntachc structure, selecting an existng syntactue
theory hedps guard against ad hoc anadyses that will tard to hold deross a wider range of ¢ross
hrigustie stractaoes, Che particalar chowee of GE stractures was inade on both pragmatic
and theoretical grounds. Pragmaticadly, usmg GB allows for amore drect companson weth
he recent detwled models of Prochett 01097 and Gibeon 01991, s well s o incarporanion
of usetul aspects of those models and anadyses. “Pheoretically, the exphat prmemples and
panarneters appeoach s potaralby spto the constramt ieed geverate and westamework ot
N Sour cdesertbied i the next secion)

The Basee Nobar schennis shown o Broure 300 XN ey aver the svatacus valegones
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X"(XP)

N
Yo(Yp) X'

e

X 27(ZP)

FIGURE 3.4: X-bar schema. YP is in specifier position (spec-XP). ZP is in complement position
(comp-X).

A (adjective), C (complementizer), I (inflection), N (noun), P {preposition), and V (verb).
There are two levels of phrasal nodes projected from lexical heads: X, and X”. X”
is assumed to be the maximal projection and will usually be denoted XP. (Inflectional
phrase (IP) corresponds to S in more traditional phrase structure grammars; complementizer
phrase (CP) corresponds to S’.) The set of available syntactic relations between nodes is
{spec, comp, comp2, head, adjoin, adjoin-head}, which denote the structural positions
of specifiers, complements, heads, and adjunction. Adjunction will be explained in more
detail below. Syntactic structure is thus a strict tree with a typical branching factor of one
or two. Figure 3.5 gives the X-bar structure for a complex noun phrase , with the structural
relations explicitly labeled. In future tree diagrams the relational labels will usually be
omitted. Some intermediate nodes may also be dropped for brevity.

3.3.2 How the utterance model represents (or, why call it a model?)
We now make a general assumption about how mental models (§2.1.1) fit into Soar:

(69) Models assumption: States inn problem spaces are annotated mental models,
which are pure models with a lirnited set of annotations or tags that expand
the representational scope or help control processing (Newell, 1990).

This representetional assumption as adopted in most cogmtive modehng work in Soar. It
erew cut of Poik and Newell's (1988) work in modehng syHagistic reasoning, which sought
to explicate the role of mental models (ala Johnson-Laird) 1in Soar. As stated. it takes the
torm of an architectural assumption, since it cuts across all rasks and domains. However,
as Newell 1940y points out, the attribute-value scheme in Soar is neutral with respect o
the use of models or pon moded representations. Thus, there s st an nnportantissue as to
what 1 Soar should prve rise to thes restriction. Without makimg any comnutiments to the
genests o models) we stnply adopt t09y as g umitornn representational faw. The prinary
functonal advantage of miodels s computatonal ethciency the knowledge encoded
models can be exiacted wath el ke processiny.

Fhe mnmediate conseaguicnee of adopting this assumption with respect o svitacta
structitre one ST Soar s that the representatton of syniax must be goodeis We call das
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FIGURE 3.5: X-bar phrase structure for the complex NP the thought thar John was hitting the ball.

representaton an utterance model because 1t 1s a model of the structure of ihe utterance.
The utterance maodel must satisty the siructure correspondence principle (§2.1.1), which
states that aspects ot a model correspond directly to aspects of the represented domain.

The realization of the utterance model as an attribute- value structure is straighiforward:
attributes correspond to the structural X-bar relations, or syntactic features such as category
or agreement. The values of the attributes correspond to other objects in the model (1e.,
nodes i the tree), or constants representing the vadues of the syntacte features. Figure 3 6
Hhustrates o sunple example,

The model restriction may seem so weak as to provide hitle constramnt m developing
representations. Butan tact, some famibuan representations for syntax are niled out be
cause they violite stiucture correspondencs, Pare [oge representations are not modelds,
as discussed carbier Vhe chart data structures that undeshe the most ethaent context free
parsers i barleve 19700 Winograd, 1983y alwo violate structurs corresporndence. Charts are

space and b ctherent beemise they systematically explon redundancies across meltiple
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FIGURE 3.6: Attribute-value structures for the utterance model. Each node in the utterance model is
represented by a unique identifier in working memory, vith a set of feature augmentations (attributes

and values).

structural interpretations. As aresult, the correspondence between elements in the chart and
elements in the represented domain becomes one-to-many. The efficiency of constructing
and storing the chart is traded off against the potentially increased computation required
to extract informaticn from the chart; for example, determining whether a chart repre-
sents a particular phrase structure tree involves a combinatoric search through the possible
configurations implicit in the chart.

3.3.3 Constructing the utterance mode!

This section describes the processes that incrementally build the utterance model. First
we consider how the utterance model is organized in working memory, then tracc the
construction of the mode! from lexical access to establishing syntactic relations.

The utterance mede! in working memory

As tustrated e Figure 3.6, the utterance model is an artribute value structure. The structure
must be anchored in some fashion to the problem space state, which is a distinguished object
m the goal context in Svar’s working memory (thisas an architectural requirement). All
objects i a state are attached to the state identifier as values of attnibutes. For the atterance
model, one possibility s to sungly have a single attnbute which points to the root of the

phrase suacture iree:

(statey ryoot ni39)

)

(39 bar-level wmax head )

O course, nltple vadues widl be vequnred when the attetance mode! consists of mualtple

constituents not vet grouped into gher sivuctures,
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{state9 "root uld9 u40)
(u39 "“bar-level max ...)
{(u40 “bar-level zero ..)

The attributes at the state level define the initial access path to the utterance model. With
a root attribute, the root node is directly accessible; any other node must be reached via
the root. This requires explicitly encoding the specific access paths into the conditions of
associations in recognition memory, and/or providing a general problem space for navigating
the structures.

Another possibility is to provide uniform access te all nodes in the tree:

(state9 "all-nodes u39 u40 u42 ub7 ...)

These two possibilities define two extreme points of a range of possible indexing schemes.
There 1s a basic computational tradeoff between the cost of the recognition memory match,
and the cost of the deliberate problem solving. The root-access scheme requires encoding
specific access paths in chunks, which means there is increased potential for deliberate
problem solving when the set of existing chunks is insufficient for accessing some novel
structure. The uniform access scheme avoids the necessity of encoding specific access
paths. However, the uniform access path involves a large multiply-valued attribute (or
multi-attrivute) which gives rise to unwanted combinatorics in the match. The potential
combinatorics caused by these undiscriminated sets can easily be seen in the following
condition for an association. Angle brackets denote variables:

(<state> “all-nodes <x> <y>)

Giver n values on the al1-nodes atiribute, this particular condition will lead to n* potential
instantiations of the association. In general, with C conditions and W working memory
elements, the match complexity is WC. An association with such a condition 1s called
an expensive chunk, and the exponential cost of matching these associations has been
demonstrated repeatedly both in formal analysis and in implemented Soar systems (Tambe,
Newell & Rosenbloom, 1990). The resulting siowdown compromises the constant time
assumption of the match (Table 3.1).

To avoid the pitfalls of both extremes, NL-Soar uses an accessing structure that provides
sufficient discrimination to avoid the expensive chunk problem, yet is functionaily adapted
to the parsing process i such a way that the o levant nodes i the utterance maodel are
directiy accessible.

The dea s tondex nodes by the potential . ntatie relations that they may enter
into. The structore ys called the AZR ser, tor assigners and recervers. Brgure 377 shows the
contents of the A/R set during parsing Jojur har the ball, past after the NP Lap the bail] has
heern formed, and just before attacknmg [vp the ballt i the complemient postion of o furl.
The NP [y the ball] s a potential recetver ol the retanon complement of V' o(obpect of a
verty as well as specifier of 1P (subject posttion). The Voonode projected from fur s a

poterual assiener of the complement of V7 relation



Chapter 3. The NIL-Soar Theory

cp NP
e _ ! N
adjoin-N": [ ball] P det ”
ASSIGNERS comp-V':  {y hit) \ the

| adjoin-V': |y hir) NP vp N

T | comp-V':  [wyp the ballllcp John hit] John ( ball
RECEIVERS adjown-1P:  [cp John hit] A
spec-IP:  [wp the ball) |
Y
hit

FIGURE 3.7: The A/R set during John hit the ball. [n ball] can assign an adjoin-N" (modifier)
relation, [yp the ball] can receive the comp-V' relation (be a complement of a verb), and so on.

Proposing potential links in the utterance model is a matter of pairing up assigners and
recejvers indexed by the same relation. For example, the foliowing condition binds to a
verb and a potential object:

(<state> "assigners-comp~V' <vi>
“receivers-comp-V’ <xp>)

Once a link is made, the receiving node is removed from the receivers set for all relations,
since a node can only have one parent in the tree. It also seems reasonable to remove the
assigners node from the assigners set for the particular relation established. However, this
can lead to disaster. The A/R set prevides general access to the utterance model not only for
parsing, but also for interpretation. If nodes were removed immediately from the assigners
set when links were established, the node could potentially disappear entirely from working
memory before any interpretation could take place. Thus, the nodes remain in the assigners
set even after links are established (Figure 3.7 shows just a subset of the complete A/R
set). The assigners set, then, provides an efficient access mechanism for any process that
works on the partially completed syntactic structures. For example, the following condition
mstantiates for a verb and its object:

(<statey “assigners-comp-V’ <yi>)
(<v1> “comp <obi>)

Elinuinating open undiscriminated sets i working memory

Although the A/ZR ser helps reduce the size of undisernminated sets i working memory, i
does not completely avoud them since even specthe attnbutes hke assieners comp -
can grow andehnitelv. One way to chminate the problem completedy s o restret all
attavutes tosmele values s s the wne airrdbate approach Chambe coal, 19900 INE Sow

adoprs &b approach but fives the et of possible values to ncos The motivation
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~adjoin-A: square
ASSIGNERS 101 Ly square]
adjoin-N: (v squeare] A N
head-A’: A Square square square
RECEIVERS , Ly square] quare 1
tead-N": v square]

FIGURE 3.8: Results of lexical access. Each potential bar-level zero node is retrieved and placed
in the A/R set.

for the particular value two is discussed in Chapter 5. For now it is enough to realize
that the restriction helps to avoid the uabounded growth of syntactic structures in werking
memory, and that this method foliows from the empirical ai.d theoretical investigation of
the recognition match in Soar.

Lexical access

Lexical access provides the raw material for constructing the utterance model. More
specifically, lexical access retrieves a set of nodes correspondinig to all the bar-level zero
positions that the lexical item may occupy. These nodes are deposited into the appropriate
locations in the A/R set. Figure 3.8 shows the results of the lexical access of square. Two
nodes are retrieved corresponding to the adjectival and nominal senses of the word. The
nodes are indexed in the receivers set under A’ -head and N’ ~head. In other words, square
can serve as the head of an adjective phrase or a noun phrase.

Lexical access is accomplished by associations in recognition memory, like any other
process in Soar. The access of the multiple entries happens in parallel and independently of
context. The paralielism is due strictly to the inherent parallelism of the recognition match
The context independence 1s an assertion about the conditions of the access assoctations,
There is a fair amount of empiricai evidence thut suggests fexical acces i< independent of
biasing contexts (e.g., (Swinney, 1979)). However, there are also some functional reasons
tor assuming contex: independence, discussed 1 §3.7.

NI -Soar does not provide a detatted model of lexical aceess. Ttsimoly circumsenbes the
required tunctionahity by positing associations that map words to their entries as described
above, Given these mapping assoctations, there are at least two distinet possibilities for
reihizing lexical aceess: by operator appheation or by cucoding assocrations. 1t the access
happens via operator appheanon, then the assoctations will be conditional upon some
particul operator (perhaps o special Texical access operatorh. 1 the access happens vig
cncodmy then the associations can hre ndependenily of the current peal contextand tocus
of attentica . Thore s sonie reason o behieve that the Taiter may be corrects thie Lackner &
Craveett (19720 expeniments suvpest that Tesieal access can occur without altenbion. Sinee
croodmy productions are notvetimplenented m Scar NE-soartwes the cecess toan nperatoy
application. Hhis choree s aot coticsd to mest of the predictiors mode i the subeguent

hapters: When there vsoany ctiect s d] he exphoath noted
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Head-driven, constraint-based constraction

Once fexical access is accomplished, the construction of the utterance model proceeds
by establishing structural relations between nodes. Figure 3.9 shows the processing after
encountering Forida in John likes Florida. The relations are created by link operators.
These iink operators exist in oue of the lower problemn spaces that implement the u-
constructors. As Figure 3.9 illustrates, some of the link operators are used 10 create the
higher proiections of the level zero nodes retrieved from lexical access.

Each iink may be subject to a number of syntactic constraints. These constraints are
" independently represented by separate operators in a problem space that checks the well-
c formedness of proposed links. For example, Figure 3.10 shows the constraints evoked
e tor the link operator that places [vp John] 1n specifier (subject) position. The agreement
B constraint ensures that the subject and verb agree in number. The order constraint ensures
that the subject precedes the verb. These constraints are generated for any X-bar specifier,
including determiners for noun phrases. NL-Soar currently implements a number of basic
constraints, including number/person agreement, order, subcategerization, and simple case

checks.
This parsing organization has two distinguishing features:

o Parsingis a botiom-up, head-driven process that begins with projecting phrasal nodes
from their incoming lexical heads {Priichett. 1991). Nodes are or!y created when
there is lexical evidence for them. In other words, there are no explicit expectation
data structures.

o There are no explicit phrase structure grammar tules in the system.  Instead, the
utterance model emerges from the interaction of the X-bar structures projected trom
lexical heads, and the independently represented constraints.

NL Soar’s parsing mechanisms thus naturally refiect the baste structure of grammar

: 3 assunied 1 the principles cad parameters approach to syntax. While the constraimnts imple

mented 1o the present model do nof necessanily map directly onto the principles or modules

m GB, & closer and more thorough mippug should be possible. Inany event. the struc

fure already present in NESoar s consstent with o texaacallvegenerated, constramt based
approach to grammar.

Besides the simplioaty of the mechanisms and the Toundation in binpuestie theory, there

are pood functional reasons for adopimg the present scheme. Bottom up processing s

well sutted for handhng fragmentary imput. Head doven parsimg does not encoanter the

spuriows anbrewty bicrent momore top down approaches that must select amony varnos
;o Phrase sbiuciure cufes thai predicUmcoming stenctire cAbney, TU8Y The nmphcatons ol
usiny head ds o parsnes wth head mal Lineaagees wall be deade wath o Chaprers 8

vdjunction

Cho cvamplos aboye Toous on proged ot o sitachang strociires mospeaibec or conplement

posatoon Phe othier mcans oF tonmny Geo stractuies s cadpetcnon. whieh i used for ot
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link(spec-NP)
——
7 =

impasse .- o impasse
- “.. resolution

- check o~  check
O - =

(spec-head order)  (number agreement)

FIGURE 3.10: Checking censtraints for proposed links. Each symtactic link may evoke a number
of indzpendent constraints,

with the pipe

N
man

FIGURE 311 An adjomned structure. Adjunction introduces a new node 1n the tree (in this case, a

new N onode))

non-argument {1.e., non-posttionally-marked relations) moditication. Adyuncts are assumed
to be Chomsky-adjomed (Chomsk,, 1986), meaning adjunction results in the creation of an
additional node. Frgure 3,11 gives an exampic of an adjoired structure. The relations adjoin
and adjom head are used to distinguish the structure trom the basic specifier. complement,
and head stuctures. Adjpuachon s assumied to be unttorm in that any phrasal fevel (zero,
one maktnal) may be adjomed to tof. (Chomsky, 19860 Like all structure building,
adjuncoon s realized in NI Soar by hink operators. When the hnk operators establishes an

adjonn relation, they simphy create the aiditonal node

Traces and long-distance dependencies

Preep structine relations are represented by phonologweal iy nulltroce elemenis i the syatas
trees tChomsay 198 Ty Censader vanmple wh questtonm which the wh pronoun e related
te the sy obgec ol the verb

A Who, did oilando drato

Fhe relattonstop icrepresented by coende vy the pronons and the troce clement i the com

plement positon o which establshes thesr referentad dnd sy niac oo cquinadence Fome 3010

shoa s the phivase stuctone fan @iy
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Cp
\\\_
NP (
Who, N\
™\
C IP
did N\,
% N
NP I
Orlando "
| VP

|
v
7N

\4) t,
draft

FIGURE 3.12: Traces in syntactic structure.

INL-Soar generates trace elements as it does any structural relation: with the link
operator. The coindexation 15 handled :n the current system by establishing a pointer to the
antecedent, though it could be handled by copying the relevant features from the trace’s
antecedent onto the newly established node.

‘The proposai of link operators that create traces is triggered by the presence of poteatial
antecedents. There is no need to watt for the “surface position” of the trace, contrary to
(Pickering & Barry, 1991). In particular, these proposals test the spec-CP paosition. The
proposal conditions for traces in verb complement position look like:

(<state> "assiguers-spec-CP <cp>
“assigners- comp-V’ <vi>)
(<cp» “upec <np>
“head.comp.head.comp.head <vi>)

The atiribute pame with the dot notation s simply a shorthand for following along a path
o1 multiple struciural finks,

This miechanism handles arbitvaniy long distance dependencies as well
A0y Whe do von thiok the micdia behieves Ontando wl deateg?

Such depepdencies can be handled because the svitacoe strocture esrgned B OB e
nre A1 E breaks doswn the long distance relationship inte a chiain ot short ks between
termediate Bace clenwnnss A aversab tocaiity consnaint esubjacenoy y crsares that cach
Pk the clhaim s estabieaed over aocad section ot the trees Thos, the faed Tocad patterns

e proposals fos the ank operator sulfice to create these chans,
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NP A\

the media /'\
\%

CP
believes % N
t; P

e
/ \

NP I
QOrlando //\
{ VP

will N\
N
\Y t
draft

FIGURE 3.13: Fhrase structure for a long distance dependency. The relationship hbetween wko and
the object of draft is establisked by a chain of local relations.

Single path and destructive repair

MI.-Soar s a single path comprehender. This 1s nct an additional assamption, bui one that
follows naturally from the models assumption (69) and a basic architectural featuye of Soar
(the single state principle). The derivation goes as follows:

I Problem space states are annotated mod=ls (the models assumption)

2.0 Models represent one sttuation (2 basio property of medels),

o

Probicm space states represent one sitwation (heom b and )

A0 Soar mamniams o sngle state per active problem specet provious stales ore not svad
abie to backup to (the single stile principle (hewet, 19900

S Fheretore, NI Sowis wsingle path comprehender chrom S and <
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Actually, the argument is notquite as tight as this. There are two ways of slipping in some
characteristics of a multi-path comprehender, so that the claim is weaken d somewhat’.
First, the identification of probiem space states as annotated raodels may be given a weaker
interpretation by aHowing single states Lo contain more than one model®, thereby repre-
senting more than one situation. In fact, we will see below how NL-Soar permits scme
momentary limited parallelhism in violation of the strict one pure model assumyption. Of
course, one et the basic findings of research into the nature of mental models is that it is
very difficuit to manipulate multiple models (Johnson-Laird, 1983; fohnson-Laird, 1988).

Second, the annotatzons n annotated models vielate structure correspondence by defi-
nition and may therefore permit representations of multiple situations with a single model.
For example, one annotation explored in the work on syllogistic reasoning (Polk, 1992)
1s oprional, which means that the annotated obiect may or may not be in the represented
situationn. However, the semantics of annotations are constrained siich that they must be
interpreted with respect to a local piece of the model. Arbitrary scoping daomains cannot be
estzblished, which would begin to approach thie power of first order logic.

Even granting these possible exceptions, it seems clear that uniformly adopting the
models assumption in Soar leaas to a comprehension theory that tends strongly to a single
path model. Interestingly, the restriction to a single modei per state is ecuivalept to
elimmatiog arbitrary copy on demand, at least in the case of the utterance mode!. If multiple
syntactic interpretations are perniitted, then at an n-way branching point (local ambiguity), #
complete copies of the existing model(s) must be produced to generate the new independent
models. (As noted eariier, structure sharing viclates structure correspondence). Thus, the
single path assumption can also be seen as a way of dispensing with an arbitrary copy
mechanism.

The critical functional question that the singie path assumption gives tise to 1s: What
happens when the incoming input is inconsistent with the chosen structure?

Consider the case of local lexical ambiguity 1 (72):
(72) The square table is large.

The paradlelism of the lexical access Teads ©y & momentary parablelisin oF Syntactic structure
which violates the siriet smyle model assnmption, Prgaee 13 shows what happens fracing
the contenis of the A/R set and showii,: the evolviog phrase stracture. When squeare

“Ihere 1y one othier possibinty w addiaen o e twos Although Soar mnvuns only one sode po
problem space. the goal stack iy erow mdehmtely, wid each new pyoblons space conlest can be ased o
frantain o e stake. There we several problene wah thas apprcoch s e 0 rather snphazobie. &t
contd anly be used e store states for backracking, rathes than wdvanomy mutople states o panadle! The
reason tsoannples cach e an operater v apphed e one of the simes the ennre poad context befow thar e
s destroved and carbage collected Farthermore, the sunonnt of inpassiny Hiad s regquired 1o pegenne the

context sack sotrodoces ©oprocesany overhead thor snakos o brebly uabdhoby s resl e Coriprohensen
could b acineved

e wttesaoce aied srustien soedels do o not cownt e mudnpde models e e ey o bifferear e

clrpodc epresentine dienont aepee 1ot the saie atiion The s Crm o Uan ndipie possable
St one are nol berne reppesented fodes view sy Beonose aoowrate toreter othe peiane s and siedion

raoadel o sabeeodedn Dor D sty v the standard e aotoy
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arrives, NP and AP nodes are proiected, and the determiner the is attached in spec-NP
position, forming the NP {yp the square]. Then rable arcives and is projected to NP. Next,
the adjective phrase [4p square] is adjoined to [y table]. Each syatactic link is well-formed,
but two mutuaily incompatible bits of structure have been produced, since the single token
square cannot simuitaneously be an adjective and a noun.

Such local inconsistencies cannot be allowed to persist and propagate. They would
eventually lead to complete functional breakdown because the model representation does
not systematically support multiple interpretations. To repair the structure, NL-Soar has an ‘
additional operator, snip, which breaks a link previously established by a link operator.

Figure 3.15 shows Liow snip works to repair the structure in Fignre 3.14. The snip opei-
ator is immediately triggered by the presence of syntactic structure attached to competing
senses of the same lexical token. Preference is given io the more recent structure, so snip
breaks the spec link between the determiner and [yp square]. Next, a link operaior aitaches
the determiner in specifier position of [yp table], formirg [np the square table].

Snip is the minimal amount of new mechanism required to effect repairs. In fact, snip
does not complete the repair, it just destroys a bit of structure and then lets the link operators
take over (o finish the job. Snipisin the class ol repair mechanisms called simple destructive
repair (Lewis, 1992). Tt works on the exisung structure, without recourse to any previously
held states, and the repair itself is accomplished by the existing coastructors.

Consider another kind of momentary incensistency that does not acise from lexical
ambiguity:

(73) John knows Shag is tall.

Figure 3.16 shows what happens. Shaq is initially attached in the complement position
of knows. When is airives, it 1s projected to an [F and CP (CPs are projecied m the absence
of overt complementizers, following Priv nett (1992)). Next, a I'ek is propored to attach
the CF in the complement position of krows, ‘This proposal is made because knowy s salt
on the assigners set. The proposed fink 15 weil-formead since knows can take sentential
complements as well as nominals,

The cosult, as i the case of the lexical ambiguity, is @ momeitay paratlehem of
structure. The ottcrance model 18 1n efrect a superposition of two separafe straciurcs, with
two phrase markers competing for the same structusl positien (comip-V' of &nows). This
local inconsistency triggers the sip operator, which breaks the bax between {0 Anoves|
and [y Sherg) Next, by Stag ] s attsched o subgect position (spec- 18, and the repair 1
complete

The ceneration of sup as descrroc-d is hrghly copstovned Saip s praposaid only i the

followiny cases,

boWher peompatible prowotions of the sompe texicul token are both attached to other

Sy

fesrond strnete ve g ihe cnne o sy U
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spec-NP: [np table], {vp square]
IGNERS .. '
ASSIGNER adjoin-N’: [ table), [n square]
RECEIVERS spec—IP:’ [nvp .fable!, [np square]
comp-V': [np table}
lSNIP
. spec-NP: [np tabie], [np sqL‘aTréT*
ASSIGNERS | dioin-N": (v table], [y square]
spec-NP: [der the)
RECEIVERS spec-1P: [vp table), [vp square]
comp-V’: {np table]
1LINK
nec-NP- , o .
ASSIGNERS spec-NP: Iyp tablel, |np square)

adjoin-N":

In tablel, [y square]

RECEIVERS

spec-1P:
comp- V'

Ivp tablel, [np square)
[NI’ Iabic]

FIGURE 30150 Repainng ag inconsistency with the snip operator. The incorporation of competing
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There are good computational reasons for such a tightly constrained generation. A free
generation of snip for every link in the utterance model has two undesirable consequences.
First, it leads directly to a potentially large, undiscriminated set of operators in working
memory. As discassed earlier, such sets (multi-attributes) are a source of exponential match
cost 1n the recognition memory. Second, even for moderately-sized syntactic structures,
the introduction of freely generated snips increases the search space significantly.

Thus, this constrained repair mechanisim avoids significant increases in both knowledge
search (recognition match) and problem search (growth of problem space). However,
it provides the functionality required to deal with unproblematic ambiguities; Chapter 6
explores the mechanism in detail on the 57-sentence collection of unproblematic ambiguities
and garden path sentences.

3.3.4 Chunking new u-constructors

The processes described above for constructing the utterance model are organized into a
problem space hierarchy that produces new u-constructor comprehension operators. The
complete hierarchy is shown in Figure 3.17. We will step through this Figure, showing how
one particular u-constructor is constructed while parsing the sentence John knows Shagq is
tall. We trace the processing after Shaq has been comprehended, and the lexical access for
is has just completed.

Learning a brand new operator in Soar requires learning two things at minimum: the
proposal of the new operator, and its implementation. The impasse (1) in the 1op space
of Figure 3.17 indicates that no operators are available to continue comprehension. This
impasse provides the opportunity to learn the proposal assoc:ations for a new operator.

Soarresponds to the impasse by dropping into the Create-operator space, which contains
the capability to create new symbols (gensyms) designating new operators. The arbitrary
symbol u-constructorl? is created, and an operator with that name s proposed and
selected. Of course, another impasse (2) irnmediately occurs since it is not yet known what
this operator will actually do. This 1s an operator implementation iimpasse, and provides
the opportunity to learn the implemeintation associations for the new operator. The first
impasse (1) remams unresolved, since the operator has not been proposed in the higher
space.

Soar responds to this impasse by dropping nto the U-construct space, which contains
the primitive operators (hnk and snip) that build the utterance model. The staie 15 shared
with the Create-operator space. A series of Tk operators (3) fire that project the verb
iy Unough 1P and CP nodes. As the structure 1s built, new associations are automatically
created throueh chunking, These associations miplement the new operator. For e ample,

onc of the chunks has the fornn

o the operator s constrmtor 17
and there 1w a node X o the recerver s sebindexed by fiead 1P

THEN create an P nods wah N as s heead
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Another impasse arises (4) due to the unavailability of additional link operators. This
provides the opportunity to learn proposals for new link operators. Soar then enters the
‘ Generate space, which contains the basic generator for links. The generate-operator
operator matches potential assigners and receivers that are adjacent: thus, the proposal
conditions for this operator embody X-bar structure. In this case, generate-operator (5)
proposes a comiplement link between knows on the assigner set, and the newly projected
CP on the receiver set. A generated operator is returned to the U-construct space orly if
it is well-formed according to all the syntactic constraints. Thus, another impasse arises
(6) because it is not immediately known whether the well-formedness constraints for the
complement link are satisfied.

Finally, Scar enters the bottom space in the hierarchy. the Constraint space, where the
independent syntactic constraints are proposed and checked (7). In this case, the proposed
complement link must satisfy a subcategerization check {to make sure this verb can take
a CP) and an order check (to make sure the complemen: follows the head). These checks
pass, allowing the geneiate-operator to complete, which in turns allows the link operator to
be proposed 1n the U-construct space (8). This causes impasse (4) to be resolved. building

.- a chunk which specifically proposes CP complement links. The conditions of the chunk
N integrate the independent constraints checked in the Constraint space:

IF anode X is in the assigners set indexed by comp-V’
and X can take a CP complement
and node Y 1s in the receivers set indexed by comp-V'
and Y is a maximal projection of category C
and Y follows X and 1s adjacent to X
THEN propose the link operator for a complemend link between X and Y

The complement link s performed, producing more unplementation chunks for the new
operator u~constructer!?. When the hink s complete, a smp operator s immediately
proposed (9, triggered by the two structures competing for the same position as deseribed
carher. The smip breaks the complement hink between Znows and Shag, producing additional
rmplementation chunks for u-constructor 7. The resulting state satistes the conditions
for the hok operator that establishes NP subtect tspec TP posiion. This hink completes
the unplementation of u-constructori?,

The successtat completion of the v constructor apphication triggers the return operaior
operator (1O the Create operator space. Return operiator simply proposes u-constructor 17

m the top space ¢1 1 The resultimge chak has the torm:

I there s apode Noin the recarvers set mdexed by bead b
Aand arode Yo on the assreners setidexed by comp A
and Y assteca complernent iole to an NP/

aid Y canake S O complement

amd Aoand N agree m number and N follow s and s adjncent to Y and 7

PHEN tiopose o vt tor U
i
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The conditions of the proposal chunks integrate over all the various constraints required
by the links and snips that ultimately comprised the implementation of the u-constructor.
The chunk 1s not specific to particular words, since any lexically specific information
required for building the utterance model i vetrieved by lexical access prior to the im-
passes. After chunking, the behavior looks like Figure 3.2, The proposal chunk for
u-constructorl? fires, the operator is selected, and the implementation chunks directly

apply the operator without impasse.

General features of u-constructors

U-constructorl? illustrates a number of important general features about u-constructors
and their creation in NL-Soar:

o A single u-constructor may be composed of many primitive structure-building op-
erations. The u-constructor collapses into one operator application the sequential
probiein solving that involves generating and testing potential hinks against indepen-
dent constraints.

e There 1s no fixed vocabulary or number of u-constructor types. Any sart of operator
may be produced, ranging from fairly simple constructions to relatively complex
and specific construciions, as u-constructorl? demonstrates. U-constructor1?
may be interpreted as the “project incormng verb to complement phrase, attach as
sentential complement and reanalyse the previous NP complement as the subjest of
the sentential complement”™ operator. The set of avalable u-constructors detines the
recogmtionally available syntuctic knowledge in the svstem.

e [he content of the operator s not spectiied by exphett data structures which muast be
interpreted to vield the behavior. Al that appeaes in the top space is the gensyimed
name ol the operitorn. What that symbol vetess 1os aeld i the implementation
assoctations iy cecogiiion memory. Fhe a-constractors may corresporsd to specrine

syntactie constracions. bal they cannot be viewed sy explictt phrase stroctore rules,

s Phe reparr process s seambesshy miteprated as o oart of recopnmiionad comprehension
atthie toplevel U constractor 17 noan operator that evohes vrapd reanalvses, bt
1t s no different i kimd than any other v constnectes that populates the topeproblem

SPACL

3.4  The sttuation modgel

Fhe sosion mnoded - con e bovb o senante aoad reterentimd eprescntaion s o0 b bt
sectior we colstder the st tere cond commmatation ol the saation thodel . Tocas e e iy

cole s senmnie representateen Phe processosocterentresclution are desonbedm s o
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3.4.1 What the situation model represents

Many semantic theories in artificial intelligence and linguistics make some commitment to
a distinguished level of primitives into which all meaning is decomposed. For exampie,
the Katz & Fodcr (1963) theory decomposes meaning into primitive semantic markers, and
conceptual dependency (Schank & Riesbeck, 1981) analyses events into a fairly small set
of abstract schemas.

An alternative approach, and the one taken in NL-Soar, is to assume that the ontology is
at least as rich as natural language itself. This leads naturally to a lexically-based semantics.
The kind of representation that emerges from such an ontology 1s in a sense superficial: it
closely reflects the particular lexical content of the surface form’.

The 50,000+ synsets of WordNet (Miller, 1690) provide one possible basis for a
lexically-centered semantic ontoiogy. Each synset corresponds to a set of synonymous
word senses, and therefore provides a unique category label. Although NL-Soar does not
systematically exploit WordNet (or any other ontological resource), WordNet exemplifies
the kind ontology assumed in N1.-Soar'?.

We further assume as part of the ontology a decomposition of situations into objects,
relations, and properties. The semantic domains for each of the three basic elements are
unrestricted-—anything drawn from the rich ontology 1s posstble.

3.4.2 How the situation model represents

The sttuation model is an annotated model, in keeptog with the basic models assumption
i NL-Soar (69). Thues, the stpation model consists of objects, properties, and relations
that map direcdy onto the obiects, properties, and relations i the represented stuation,
Freure 318 shows how the model is realized o attnbute-value structures i working
memory. This example dlustrates a tew basic pomnts about NL-Soar's situatton models:

o lhere s no obheatory primitve decomposaition. For example, the property of being
@ bachelor, whach could be decomposed oo sometiung ke winarried male s
retned as a st chass ontelopeat cateporys s s wsta retlecoon of the lexacathy
based semantics discussed above. There s no hinnt o how specihie the semantie

Labets mav be - they will be as specinie as the ntterance reqires

e Althourh there s ne obhiearony dacompoesition, imore cencrad properties mav be e
phaothy representedoe o othe wrmate properties ot bachelor and ball The lexically
Paed ontoloey does not preclude decomposimy the speciie valeeones o nione

veneral teatuges i PTOVESSNITY demauds ot

Phere vosome pavchiolomeab o ton saper o vl semantn repnesenbations onanen S Flaves 10 Bodaoy
el [ KV IR

Cthe depien ot o boacaths bosed onroleae does ot vale out the ey penation of ssan i cateron e
sy o deccal sealisation bor coampie sy of the woore abenact Cleees eaamed e comparse the uppa
en it ol ctninte beopucbne e tneeane s WordNer wieo e these L Jae ot nes eosandy Tabeed by

t
'
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(obj2 “property pl p2 “relation ril r2)
(pl “name isa "“value see2-event)

(p2 “name time “value past)

(r1 "name agent “to obji)

(r2 “name object "to obj3)

(objl "“property p3 p4) (obj3 “property p5 p¥)
(p3 "name isa “value bachelorl (pS "name isa “value bz113)
(p4 "name animate “value t) (p6 "name animate “value nil)

FIGURE 3.18: A possible situation model for The bachelor saw the ball. see2-event corresponds
to one of the meanings of see &s a verb; ball3 corresponds to one of the meanings of ball as a
noun, and so on.
o The situation model as depicted in Figure 3.18 does niot encode the idertiries of the
objects. It just encodes semantic descriptions which may refer to existing entities.
§3.5 discusses the process of referent resolution.

Adopting a mental model-based representation raises many difficult representional
issues, such as how to handle quantification, disjunction, abstract concepts, proposition:l
attitudes, and so forth. Although these are difficult problems. they are not insurmoantable,
Johnson-Laird (1983) sketches solutions to some of these problems. Indeed. the Tact that
modets are not well suited to handhing arbitrary disjunction and auaenitfication 15 @ sousee
of explanatory power tor the theory in accounting tor performance on verbai reasoning
tasks. Nevertheless, as with any theory of semaniic representation, much work rematns o
be done. At this stage 1n its development, NE-Soar simply adopts the models framework

withoat advancing it further as a representational theory.,

3.4.3  Constructing the situation model and chunkiag s-constructors

The sitaatton modelt s asserbled o the S-construct space, the counterpart o Ehconsiruet
for noconstructorns There are thiee operators e S-construct, carresponding to the three
basic entitres i models creafe referentr establizhes anew object, adid properny augments
anexistinge object with a property, and wdd relation estabhishes o celanion between two
obrects These operators map duectly from the utterance modeb and fexcal teatures tothe
sttination odel Hhe situation model cncodes the reference mdependent meaning of the
Gtcranee, 1t serves as mput to the reterence tesotubion vperatorns

Froure S 19 taces the sonstoaction of pac of the siuatnon aodebwiale compreheading
e Alavre epeared die Knichs We beymust wtter dereared has been projected to o VP
a1 and Fs sl Moo s Been attached e subject postiaon Bost o create referent
apcrater establinhes reterent tor the VP wiheh sl becorie the object ieprescnimy

e cvent descnbed by the semence €ate retvrent abae peretaies o rcleinmy tcbaton
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between part of the utterance model (in this case, the VP) and the new object in the
situation model. Next, add-property, triggered by the lexical content of the VP, augments
the object with the property defeard (labeling some kind of defeat event). Finally, add-
relation establishes the agent relation between the referent of the subject of the sentence
[vp the Magic] and the referent of the VP. This completes the situation model for the
fragment [, [vp the Magicl [vp defeated]].

New s-constructors emerge in a manner similar to u-constructor creation. The problem
space hierarchy for building s-constructers is shown in Figure 3.20. The lierarchy parallels
the structure for building u-construciors {with one important difference which we will
discuss in §3.6). Like u-constructors, s-constructors are assigned gensym constant names.
Chunking over the deliberate construction of the situation model produces proposal and
implementation associations for new s-constructors. For exampie, the problem solving in
Figure 3.19 produces a proposal association for a new s-constructor (s-constructor23):

IF there 1s a VP headed by defear
and its IP projection has an NP in specifier position
and the NP has a referent

THEN propose s-constructor23

(74

The example in Figure 319 illustrates just the simplest Kind of stivation model con-
struction. In general, bmldmg the sttuation model may require drawing on task-specitic
hnowledge sources and enpaging 1 considerable problem solving. Although such pro-
cesses are not an implemented part of NE-Soar, the basic architecture supports them. The
addinonal knowledge sources nuiy be added in the S-construct space, oran spaces below
S constrict. Whatever torm the knowledge tikes i the lower spaces, the architeciure (par
veularty chunking) eonscres thar the system continaally makes the sheft from dehiberation
o recognition, so that over e even some barly task specrbe mterpretanion knowledge
rray be brought to bear as nart ot recoeniional compiehension Flis process s called the

taskireanon of Longuare (Dehman, Newell Polk & T ewrs, 1993

What semantic features should lexical access retvieve?

Chuorrk S0 clear s ranes an amportant issuc for semantie mterpretation me N Soa wihi
ot of semantie features should be retneved by fevcad aveess” Proposal assocnaion o 2 b ae
ey fests tor the specihe fexreal stem cihe mnmtiected roott thos the present orgameation

represents the extreme hypothesrs that Texal aceess per semttd iy retieves o senuntic
featnes o eftect the sennte access ol the fevicon o accomphshed s via the wdid
properiy and add relatien operatorssand atrer chankamg v the s constiee toes Adthouyh
s ontrerie orvansation o probably wrone s the alteraative oveaticanon thar stphy sebectrs

from a precomputod set of semantie senses tbso probabiv o wrone ve e cPostepoy kv A

Hovortaey, 990
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Top preblem space —

{ s-constructor23
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FIGURE 3.20: The problem spaces for building s-constructors. Create-operator generates new
operator names, and S-construct contains the primitive situation madel construction operators.

Repairing the situation model

Situation model repais follows on the heels of uticrance model repair. Unlike the U-constrect
space, however, there 1s no additional destructive operator in S-covstruct. As the utterance
model evolves, it riggers new s-constructos that keep the situation model current. When
the new structure conflicts with part of the existing structuye, the older structure 1s stmply
destroyed as part of the process of establishing the new piccs of the model.

This minimalist appeoach to repareing the situaton model 1s ot puaranieed to remove )
all extrancous or out-of-date structure from the sitwation model. For example, in the repas
of The square table (Figure 3.15), the evolutton of the utterance model from [ yp the square|
to | v e Lar square ] table] will give nise to two stination model objects, naimely, a square
and @ table. The square wili not be destroyed upon creaning the square table, wmee at the
fevel of the sieation model there s nothimg abew the table that 1 weompandle wah the
existence of the square However, the square will remann disconnected fron the e arended
sttuation model, sinee the remander of the attevance 1= about the table. Thus, o the sentenee

continied fie sqiene wble s oo farge o oy bncing room NE-Soar wounld not be condused

o thankme that the vquare s too Laree
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Although this repair schieme looks promising, it is still nascent. Further experience with
extended texts will be required to establish its viability.

General features of s-constructors

The examples of situation model construction described above illustrate several general
features of s-constructors in NL-Soar, many shared with u-constructors:

» A single s-constructor rnay be composed of many primitive structure building oper-
ations (e.g., add-property).

@ There is no fixed vocabulary of s-constructor types. The variety of s-constructors is a
function of the indefinite variery cf structures potentially produced by thz S-construct
SPACE.

e The content of the operator Is not specified by explicii datz structures which must be
interpreted. In particular, there is no intermediate mapping language between the ut-
terance model and situation model. Semantic interpretation knowledge is esseatially
held in the proposals for situation model constructors (both the s-constructors in the
top space ard the primitive operators in the S-construct space).

¢ The repair of the situation mode! s directly triggered by the resuits of the repair
process in the utterance medel. The situation repair is an integrated part of the
g-comnstructor,

¢ The construction of the situation model is an incremental process that works on partial
syntactic structure. S-constructors do not wait for the completion of any particiztar
syntactic node before they begin interpretation.

3.5 Reference reselution

Reference resolunon, like semantic interpretation, can regune abitrary amounts of mfer-
encing. However, we know from the evidence v §2.2 3 that much reference resclution
s g rapid process. Furthermore, jeference resointion must make contact with fong ierm
memary as elfficiently as shorttermmemory,. The referents of noun phrases such es CAMLY
are yuickly ascertinned regardless of whether the obyect has been yecentiy osdabhished
he disconrse'' NE-Sour's rererence resolution mecharasn is prinasily concerned wibn

explarnyg this rapra resoluiion 1o ebjects 1o both short and fong e soenwary,

I . N SO
CHOw one resorves EAFT of cowrse, depends on howe mnch fre s has speraon cam ! Michaeen
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FIGURE 3.21: Resolve operators recognize aspects of the situation model as semantic descriptions
of known objects. The recognition produces a constant symbol that 1s the identifier of the object in
long-term memory.

3.5.1 Reference resoluiion as recognition

NL-Soar takes reference resolution to fundamentally be a prrocess of recognition. Reference
resolution recognizes pieces of the situation model as partiaj descriptions of known dbjects.
The process augments the situation model with constant identifiers which are symbols
denoting the object in long term memory (that is, know!edge about the object is held in
associations in long terrm memory that have the symbol as part of their conditions or actions).

Thus, there is rio representational level between the syntax and the referential! represen-
tationt: the situation model is the referential representadon, or more accurately, the resolved
situation mode! 1s the referential representation. This organizatuon contrasts with multi-
levet models such as READER (Thibadeau et al., 1982), which posit independent levels of
semantic and referential encoding. In effect, the situation model starts as a scmantic (sense)
encoding and evolves into a referential encoding.

Figure 3.21 shows a simple example, resolving the noun phrase the big table. Suppose
there are two tables in the discourse, only one of which is big. The big table has the LTM
identifier t42, and the other table 15 £37. First, a resolve operator is applied to the new
sitwation model object, instantiated {or the property isa tavle. This operator triggers two
associations in LTM that retrieve t37 and +42 as identifiers of objects that sausfy this pait
of the description. Tke situation model ohject 1s augmentad with both identifiers.

Next, a resolve op rator is applied to the object with respect to the property size big.
This operator triggers aa association that recognizes size bag as a proraity of 42, Since
L3718 not so recognized, ity removed as an augimentation of the object. The result s
the untque idennfication of the square jablr as ©42. Had this part of the description been
isutficient to uniguely identity the referent, both identifiers would have porsisied, awaiting
for tncomimg material to vare down the set (eug, o post-nominal PP Like in the bedroom).
Ts kind of incremental approach 1 aimilar (o the one used m SHRDLY (Winograd, 19725

{seo also (ATmann & Steednian, [Y88)).

\J

3.5.2  Buailding vecognition ohnnks
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bappens whon te vesolve operatons applied 1o ithe s

fant o reeve any ohieen deauiions. A wnpleme niaiion nnpasse urses
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FIGURE 3.22: Learning new reference resolution recognition chunks. When a new piece of the
situation model is not recognized, an impasse arises on a resolve operator. In the Assimilate space,
the system leamns to recognize the novel structure by asscciating its components (properties and/or
relations) with a newly generated constant identifier.

drops into the Assimilate space and creates a new constant 1dentifier to associate with the
new object. Wext, an assimilate operator is applied to the attribute and value pair associated
with this property. Based o the recognition ¢f the property, the new identifier is returned
to the higher space. The resuit is a chunk of the form:

IF applying the resolve operator to a situation object
(75) with respect to the property isa table
THEN the identifier of the object is t37

Sumilar processing produces the chunks that associate properties with established ob-
jects. Forexamiple, associating big with the object t37 produces the chunk

I applying the resolve operator 1o a stivation object
witit respect {o the pronerty size big
and the object has identifier t37
I'HMEN t37 1s recognized as having this property

(76)

Such churks cain be used (0 narrow down the referent set as desenbed above.

This use of chunking provides a clear example of chunking as knowledge-level acqui
sttion; speedup learning v qot ai tsue here, The system is notsimply learning to recogmize
seenetting faster. The recognition chunk’s exastence encodes the fact thit the system has
o the obrect betore tRosenbloon, Newelt & Laed, 1991

Recogaion chunk (75) s overgeneral. M chunks Ttke this were always produced,
idenndeers for all the wbies ever encountered by the syaem would be retrieved when
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resolving table. Additional contextual discrimination is required to restrict the pool of
potential referents to a manageable set. The discourse segment stack of Grosz & Sidner
(1986) is one kind of mechanism that uses the structure of the discourse itself to provide the
necessary discrimination. In NT-Soar, this is partially realized by having the recognition
process associate the new identifier not only with a particular property or relation, but also
with some representation of the current discourse segment. 1{ the discourse segment is
represented by a constant identifier on the state, then chunk (75) would look something
like:

IF applying the resolve operator to a situation object
with respect to the property isa table
and the discourse segment is s98
THEN the identifier of the object is t37

(77

This is just barely a beginning of a theory of discourse structure in NL-Soar, and it raises
additional questions, such as: How are the discourse segment symbols retrieved? How are
transitions made from segment to segment? While a theory such as Grosz and Sidner’s
provides some help, the implementation within the constraints of Soar is nontrivial. For
example, one cannot simply directly incorporate the stack structure. Soar’s recognition
memory is not a stack.

3.5.3 Long terma memory of content: reconstructive

The process of reference resolution in NL-Soar has an important side effect: the recognition
chunks constitute a long term memory of the content of the discourse. The memory is
recognition-based, not recall-based. NL-Soar does not perfectly memorize the content of
each discourse. It cannot recall arbitrary parts of the discourse based on arbitrary cues.
Rather, memory retrieval is necessarily a reconstructive process in which other knowledge
sources must be used to compose structures that trigger the recognition chunks.

A simple example will illustrate. Suppose Soar has comprehended the utterance The
dog s a Spaniel. Retcrence resolution will build two chunks of the form

(78} (4) 1sa dog » 023

(b) 023, breed spaniel -» recognized

Suppose at a later time Soar must answer the question What breed is the dog? Assuming
that reterent resolution correctly wdentifies the the dog as 023, Soar imust retrieve the breed
assocrated with 023,

The problem s tha chunk (78b) s noeta recal! chunk - I other words, 1t does not map
atio spante L Soarmust engage in o generale and test an attempt to g geer the chunk.
Frrure 373 shows one posstble realization of the process An nmpasse arises (1 when the
answer to the question s notmineduately retiteved Sow enters a space 16 reconstruct the
answer, v a series of resolve operators that generate plaostble candrdates tor the dog's

breed chased on general knowiedoe abeut dops). Bach resolve operator is ol the same torm




3.5. Reference resolution 109

Top problem space o
/

answer-question

O——? ——0

—

(1) @)

Reconstruct /
% resolve _ resolve

<C>\Si:olliej C}(poodle’f‘: (sp(;r;iéb:

FIGURE 3.23: Recall by reconstruction. The system is attempting to remember what breed a
particular dog is. The method is generate-and-test. Plausible candidates are generated via general
knowledge sources, and the correct answer triggers the recognition chunk.

as the resclve operators used during comprehension: each associates a particular property
(in this case, a dog breed) with a particular object (in this case, a situation model object
identified as 023). When the correct choice (spaniel) is generated, chunk (78b) fires (2) and
the goal is achieved. Spaniel is returned as a result of the problem solving (3), building a
chunk of the form

(79) 023, breed? —» spaniel

As a result of the reconstructive problem solving, Soar now has the knowledge available in
a new form: arecall chunk.

This generate-and-test bekavior 1s part of the solution to ihe data chunking problem
in Soar, which 1s essentially the problem of using chunking to store away declarative
knowledge in a usable form in the recognition memory (Newell, 1996; Rosenbloom et al.,
1991). The success of any reconstructive process depends on finding good generators to
limit the search (e.g., the space of dog breeds used above). The general problem may seem
mitractable, but a nuiber of successful Soar systems have been implemented which use
some form of recognition-based memory and gencrate-and-test-based retrieval (Lehman &
Conati, 1993; Vera, Lewis & Lerch, 1993; Hutfman, 1993). In these models, the key has
been to use the external environment or curreni problem solving contextin combimation with
task proble spaces to constrain the generavon process. The simple svstem descertbed
i Veracet al, 10931 takes mstractions forusimg an automated tetler machme and reconstructs
the mstructions based on the machiee’s aftfordances. The system of Hutfman (19933 which
takes nstructions for a robot arm manipulating a blocks world, actually uses NL-Soar for
the natural langnage component and reconstracts the mstructions troim precisely the kind of
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reference resolution chunks described above. The reconstruction is guided by the existing
task knowledge in the system.

In short, what NL-Soar can recall about a discourse is a function of what else it already
knows about the objects of the discourse, as well as the cues that might be available in
the current situation. Our practice in building Soar systems with recorstructive memories
indicates that when the reconstruction process is a goal-driven, situated activity, natural
generators can often be found to keep the search from becoming prohibitively expensive.

3.5.4 General features of reference resolution

The essential features of NL-Soar’s reference resolution can be summarized as follows:

» Reference resolution is a process of recognizing parts of the situation model as
descriptions of previously encountered objects. The process resolves situation model
objects to constant identifiers in long term memory that denote knewn objects. The
process does not resolve syntactic phrases, and it does not resolve to other situation
model objects or previous syntactic phrases.

» The process is incremental. It works on partial descriptions and narrows the pool of
referents as information becomes available.

e The process builds associations which form a recognition mermory of the content of
the discourse.

s The associations are fine-grained in nature, so that the information associated with
any particuiar object is distributed in long term memory across many chunks (Miller,
1993).

¢« Only whatis novel in a discourse 1s stored, because opportunities to learn new chunks
arise only when recognition of the conient fails

¢ Later retrieval of the content by other problem solving 15 a reconstructive process
in which existing knowledge sources and the current situation and problem solving
context play an important role.

The cuneotly implemented processes ave tarrly stmple, and much work hies ahead to
imcotporate ncher forins of inferencing to determme reference, discourse segrment structures,
and so o However, as the hist above makes clear, even this basie structure has songe
mteresting properies, and its tunctonality has been demonstiated moat least one appheation

tHultman, 19935
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3.6 The control structure of comprehension

What 1s the contro? structure of comprehension? This question is at the heart of the
psycholingustic debate on modularity (though it is rarely cast in those terms). However,
the field has been mostly concerned with what content guides the flow of processing, with
less attention to making explicit mechanistic proposals for control structure.

NI.-Soar provides a well-defined answer: The contro! structure of comprehension 1s the
opern, recognize-decide-act control structure of the Soar architecture (§3.1.2). This has a
number of tramediate implications:

¢ Each decision in language processing is potentially open to any knowledge source-—
syntactic, semantic, or contextual. There 1s no restriction on what aspects of the
current problem space context may be tested by the associations that comprise the
comprehension operators.

# The decisions are not fixed in advance, but the knowledze is assembled at the moment
of the deciston (via the elaboration phase of the decision cycle). The control flow is a
function of whatever knowledge is immediately available (via the recognition match)
at the tume the decision is made

e The control knowledge is open to continuous modification via chunking Any de-
cision point in NL-Soar can potentially be modified if new associations are learned

and brought tc bear at the appropriate time.

In the next few sections, we will explore the consequences of Soar’s control structure
for ambiguity resolution and functional parallelism.

3.6.1 Syntactic ambiguity

Syntactic ambiguity manifests itself when multiple u-constructors are proposed in paralicl
at a single point during comprehension. For example, consider the local ambiguity present
in (80):

(80) The doctor told the patient that . ..

The CP headed by thar can be attached as the secend complemaznt of rold or as a relative
clause modilying patient. Suppose that the operator that attaches second sentential comple-
menis is u-constructor? and the operator that forms NPs modificd by g relative elause
s u-constructor Then both operators will be proposed upon encountering rhiar v (80)
(Frgare 324)

How should this ambiguny be resobved”  The Altmann, Oraie, and Steedman wink
(§2.35) provades o knowledge level theory for resolving ambrgwnes of this tvpe the
attachment site showid depend on the success or farhure of the simple NEF G thes case,
for the patient o unnque by reter o the present context. Hthe soaple NP fads 1o select o
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FIGURE 3.24: Syntactic ambiguity manifested as multiple u-constructors. At a local structural
ambiguity, multiple u-constructors (two or more) may be proposed in parallel. Each u-constructor
corresponds to a unique structural interpretation.

single referent, then choose the resirictive relative clause attachment, since that may provide
additional information to narrow the set of referents.

The informiation required to implement this strategy is present in the utterance and
resolved situation models because reference resoiution is an incremental process in NL.-
Soar, as described in §3.5.1. A search control asscciation can test the proposed opecators,
the current uiterance model, and the referential status of the situation model as 1ollows:

IF operators u-constructor? and u-constructor? are proposed
and the NP in the assigners set refers to a situation model object
(81) and the situation object currently has more than one identifier
associated with it
THEN prefer u~constructor2to u~constructor?

Figure 3.25 shows what happens if this chunk is in recognition memory and the contexi
(v siteh that the simple NP refers to more than one individual. Within a single decision
cyele, both u-constructors «re proposed in paraliel, triggering chunk (81). The result of the
cecadon cycle 18 to select u-constructor?, corresponding to the refative clause reading.

Similar control associations can be based on semantic content, tather than rveferential
context. In Chapter 4 we wiil see how such associations can arise {rom chunking, and
diseuss the implications of this model with respect to modularity.

3.¢.2  Semantic ambivuity
Semantic ambiguity manifests isetf when ajuple s-constructors are proposed i paradici at
a single point during cornprebension. For example, consider the leoacal ambiguity present
m(E2

(8.0 That pudding 1s rich.

Rick womiterpreted ditforonly dependine onowhat thise v s modidving. There e

fwo senses prosent mothe svsieme one seose labels soroethng as vieh feocal, and the

other sense Tabels somethiag as bmancralby wealthy, Suppose that the < consauctors which
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FIGURE 3.25: Resolving syntactic ambiguity recognitionally. The structural alternatives (u7 and
u2 are proposed in parallel. This triggers an association (chunk 81) that encodes knowledge about
which path is preferred.

interpret the predicate complement construction with rich are s-corstructor? (food)
and s-constructor44 (wealthy). (The set of s-constructors evoked by a particular word
do not necessarily map one-to-one to a set of senses of that word.) As inthe case of syntactic
ambiguity, both operators are propesed in parallel at rich. The semantic preference for one
sense over the other is captured by the association:

IF s-constructor97 and s-constructord4 are proposed
(83) and referent of the subject has the property isa food
THUN pieler s~constructor9?

There s another possibility for resolving semantic ambiguity: build semantic con-
stramts (selectional restrictions) mto the generator for the s-constructors. In such a scheme,
s-constructordd would not be proposed 1n {82) because the requirement that the wealthy
sense of rich modity @ person is not met. This could be implemicnted via a series of
constramt checks i o manner simitlar (o the syntactic constraint checkmg. dn fact, earher
versions of NL-Sowr did take such an approach (Lehman et o7 19910y,

The problerm with thirs approach s that serantie constramnts are ihierently preicrential -
they are ot absolute ilters. This bas been ported owi by Walks 01975) and others . The
seneration of saliple alternatives sliows knowlcdge encoded e preterences to e hrought

to e Porthermor no pegter how muach of the knowledge o encoded tao the sonerator
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TABLE 3.2: Mapping comprehension functions onto problem space functions.

-C(')MPREHENSION FUNCTION PROBLEM SPACE FUNCTION
Lexical access Encoding )
Parsing Generation of syntactic alternatives Operator proposal
Selection among syntactic alternatives Search control
Construction of syntactic structure Operator application
) Generation of semantic alternatives Operator proposal )
Interpretation Selection among semantic alternatives  Search control

Construction of semantic representation  Operator application

Reference

. Operator application
_resolution pert PP

there is always the potential for an amkbiguity to arise that is not filtered out by the fixed
generators. In that case, there is no recourse but to resolve the ambiguity via control
associations similar to (83). The general 1ssue of how knowledge shouid be distributed
across problem space functions (proposal, selection, implementation of operators) will be
addressed systematically in §3.7.

3.6.3 Functional parallelisin

Parallelism is an inherent part of NL-Soar because Sear’s recognition memory is & parallel
system. This para'lelism arices in two ways. The match process itself is massively parallel
because all associations are continuously matched. And, once matched, the asscciations
fire in parallel.

A more informative characterization of parallelisim wn NL-Soar 1s made possible by
breaking down the comprehension process mto functional comporents and analysing the
paralielism in functional terms. vable 3.2 shows the functions of comprehension and their
mapping onio problem space functions (eacoditig, operator proposal, operator selection,
and operator application) in NL-Soar. Using thus mapping, we can consider paralleiism
wirhin yunction, and parallelism acress functions.

Parallelism within fonctions

Parallelisim withiv funcuon refers to the sumultaneity of distinet processes that reahze a
particular comprehension function. In the top level space, et of the Tanc rons can be
realized wulim a sogle decision eyvele. The decision cyele s the fevel of seral control
o Socr Withun the decrsion cyveles the recogniion memory tes assow tations e paradlel
andd o sequence. The parallchsm s famted only by the anherent daty dependencres
the processimg. s, there e the potential for paratlelsor e all of the comprelonsion

fonctions. o bace there o povalfeima withi adl of the tunctions, descabedm the tollowang

st
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e In lexical access, the associations that represent the different categorial senses of a
word fire in paraliel.

o In syntactic and semantic generation, the associations that propose the applicable
comprehension operators (u-constructors and s-constructors) fire in parallel.

o In svnractic and semantic selection, the associations that evaluate the aiternative
operators fire in parallel. For example, suppose that three operators are proposed U},
U, and Us. The associations establishing the preferences U} > /3 and U, > U,
may fire in parallel.

o In synractic construction, the primitive structure building associations which com-
pose u-censtructors may fire in parallel. For example, in forming the noun phrase
[vp the red block], the associations which adjoin the adjective phrase [4p red] 1o
[v block] can fire in perallel with the associations which project [y block] to the
maximal projection NP.

o Insemantic construction, the primitive structure building associations which compose
s-constructors may fire in parallel. For example, in forming the situation object cor-
responding to the newly created NP {ap the red block], the associations ¢stablishing
the pregertics color red and isa block fire in parallel.

o In reference resolution the associations that recognize parts of the situation model
retreve identifiers of potential reterents in paralle].

Parallelism across functions

Parallehism across funchions refers to the sunultaneity of processes that reahize difterent
comprehension functions. The one-at-a-time apphication of operafors ur S0ar nnposes
architectural himutations on tunctional parallchism. However, the seral sticam of operitors
only restricts parallehsm i operator applicaton - proposal and selection may goonom
parallel with cach other and with appheation.

In NE -Soar, this means syntactie structure buddimgy, semontio strecture nnlding s and
reterence resolution cannot bapper m parallel But the tunctens of Teveal aocess syt ne
and sermantie genceration, and sviotactie and semantic setection all mas happen e paradled
Frovre 320 shows thrs eraphicadlye The honrzontd avs cepresents tme The op thiee
boes represent the serality ot swucture buihing and referenee tesotuton Ay vertwal
shoe tirrongh e fprure tepresents @oset of tunctions that can potentad by hapoen i parallel
Junry the same decisron vvele

Asowe can e Tront Frotire 3260 and the analy sec o within Bt paratie b N
Soa s ool structr e veekds omee of el aand pooadic processmee Paralfelvon watlon
tinction o hinted onhy by nherent data dependenaes Paraliehsme aoross funcine n
Biotedd by the serrdmy of Soar s decraon cveles whieh resoacts snnudiane ity of operatos
applicaion  Yeratany vnven monient cabimn aspecis of sibacte et ind ceteventil

provessay vy be bappenny o paralbed
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Syntactic Seimantic Reference
structure building structure building resolution

Semantic gerieration

Syntactic selection

Semantic selection

Lexical access

Syntactic
generation

FIGURE 3.26: Parallelism across functions in NL-Soar. Time is along the horizontal axis. Any
vertical slice through the tiguce cits through functions that may happen in parallel

3.7 Evalaating a space of alternative models

The previcus sections assumed a particular structure for comprehension operators:  the
operators come 10 three types (u-construciors, s-constructors, and resolve operators), and
the constructors have an unbounded set of tokens (u-constructor7, u~constructord4,
cte.) Now that the nature of this structure has been explored tairly thoroughly, we can
step back and examme the space of alternative comprehension operator schemes and the
motrvation for the present model.

3.7.1  The  pace

Phe following five parameters define o space of NI Sour maedels by specifving vanous
aspects of comprehenston operators Fhe parameter values sipiv enuioeraie the archintec
teraily perminsable wavs of realizing comprehension operators, the parameter values aie

not all imdependent, anssie to be exphotdy addiessed Tater mths section

PLoComprencision opeialat By pes

s classitioation o by ompo whoa models are produced 4 witeranee peoded
S ositation model, K resolved sitiation moder Por wognvenr word, sy subeet of
cpcrator Bypes iy be cvoked o pertonm comprencnston e nodel descissed

thirs Chapter conesponds o vadue odn
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P2 Operator tokens per type

If there 1s one comprehension token per type, then that token is always seiected and
applied to each wourd. If thare are multiple tokens per type, then each token may be
evoked by various aspects of the current coiaprenension context. (The present model
corresponds to value (b)).

(a) One operator token per type

(b) Many operator tokens per type

P35 Detection and representation of ambiguity

Since true local ambiguity is unavoidable, there must be some way to detect and
momentarily represent the ambiguity so that knowledge may be brought to bear on
the choice. The possibilities for aetecting and representing ambiguity include two
architectural mechanisms. (The present model corresponds to valae (a)).

{a) Context slots (e.g., operators, states) [architectivalj
(b) Attribute impasses [architectural] 12

(c) Special data structures [non-architectural,

P4 Distribution of knowledge across proposal, selection, and ‘mpicingntation of ¢

prehension operators
The multiple knowledge sources that must be brought to benr 'n comprehension may
be distnbuted in different ways across the functicns of propesing, selecting, and
t & &

implementing operators. (The prosent model disiributes most ot vhe knowledyee in
proposing and selecting operators; tor example, all syntactic constrain:: are chunked
tiito the operator proposals. This conesponds o vafas (2))

(1) Most knowledge m mplementation

(by Most knowledge m proposal

() Most anowledge m proposal and selection

) Distoibuted across ali thiee

PS Tt lexical aceess

The mitad retrieal of fexieally specihic knowledge miay be conte xt dependent (v
my bnowledee 1o the gencrator) o context ndependent smiakiey e vonerator
coowledeedeary. In §5.8 10 was noted thar expermmental evidenoe seems o ta
vor coptovUindepenacnt access The present maodel tikes this rowe, correspovidimy

to vatlue thn

Coheethe Soar muanuad dbad vl RO for an explianation of artionte mpasse,
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TABLE 3.3: Dependencies in the parameter space.

PZa-—P3b/c and P4a
P2b—1 3a and P4c/d
P3a--P2b and P4b/c
P3b--Pda/d
P3c—Pda/d
Ps2—P3b/c
P4b--P2i» and Pla
Pdc-—P2b and P3a

) P4d--P2b and }'3a

(a) Context dependent

(b) Context independent

Ac mentioned above, thz paramsters are not completely independent-—selecting certain
values for certain parameters f::es the settings for other parameters. In particuiar, F2, P3
and P4 are all interdependent. For example, having many tokens per operator type forces
knowledge to be in the proposal and selection of comprehension eperators (P2b — Pdc/d).
The complete set of dependencies 1s given in Table 3.3.

3.7.2 The evaluation

The models in this space will be ¢ valuared against three basic « omputational and functional
criteria:

~

-

Transtfer. Evaluates schemes based on how they effect the spacificity »f ihe chunks
that realize recognitional comprehension in the top space. Along ihis dimension,
schemes that build more gencral chunks are rated better than those that build specific
chunks.

Asvmiptotic efficiency.  Evaluates schemes based on the maximum schievable ef-
ficiency of recognitional comprehension. That 1s, coniprehension aftes chunking,
assuming chunky transter. The less recogmuonal operators, the more ethcient the

schermne.

Claractes of impdementarion, Cwsaluates schemes based on the simphonty and ccon-
orny of the data structures and processes. This s of conrse o subjective mvasure, but
s olten possible o make clear quabtative dishimegons, This cotrnion essentually
cvaluates altermatives basest on how naturaliy they 0 n the Soar archiecture, The

imore favers of mechanisi required W anpleient a solunon, ihe Jess nagural the

solutron e
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TABLE 3.4: Indep:ndent evaluation of parareter/value pairs,

Cl: Transter 20 Asymptotic efficiency C3: Simplicity

Pia + o

Plb o +

Plc 0 o

Pid - +

P2a

P2h

P3u + B
Pihb -

P3c -

“Pda
P4b - +
P4c + -
P4d
P5a +
P5b + -

Relative evaluation: + better than o better than ~
No entry means no effect

The total efficiency of the system is a function of the transfer rate (C1), recognitional
efficiency (C2), and the efficiency of deliberate comprehension. Deliberate comprehension
efiiciency s not an evaluation criterion, since tiwe schernes do non difier aloing this dimension.

Table 3.4 gives an independent evaluation of each parameter/value pair with respeci to
cach criterion. This 1s a simple direct evaluation, not taking into account the dependearies
aoted mn Table 3 3. From Table 3.4 and the devendencies in Table 3.2, we can compute a
complete independent evaluaton, shown in Tabie 3.5,

From this evaluation, Pla, Plb aud Prdas preferred to Ple P2bas preferred (o P2a Pla
s Pab and Pde v preferred o Pda and P4d. We can reevaluare the

s prererred to P3b and P3c
perameters pithe rostricted soace, fixing the parameters Pl={ab d FoPReb P3=a, Pds{b o},
ad PH={abl Table 3.6 gives the resulte, The preferred system corresponds . P = d, P2
=ho A= P4 = Cand IS = b which s the madel presenied i this chaprer, Thes, the basie
structuse of comprehension operators and fexieal gecess o not an arbitrary Chowe but one
guded by e fumctional implwatons o implesnentimg various seis of mechunisms within

the Soar archatecturne,
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TaBLE 3.5 Evalnation of parameter/value pairs, taking into accounnt the dependencies.

Cl: Transter  C2: Asymptotic efficiency  C3: Simplicity

Pla + o
Plb o + ‘
P i [ < [} .

P2a B T = e
P2b 4
P3a +
P3b -
Pic - .

Pda
P4b - + -
P4c + - +
Pdd +
P3a - +
Pib +

Felative evaluation: + better than o better than
No entry means no effect

TaBLE 3.6: Evaluation of parameler:value pairs in restricted subspace.

Pl

Pi h [N 0 +
Pld R 4
P + °

Pib +-

Pobrve evaduation - better tan o beder than

ety e s e cffeet

SN R SRR P SR AN
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3.8 Summary of the theory

The following is a summary of the basic principles of NL-Soar. No attempt is made in this
list to clearly separate the contributions of the Soar architecture; that issue is dealt with in
Chapter 9.

[

s

Comprehension operators. NL-Soar comprehends fanguage incrementally by apply-
ing a series of comprehension cperators to the incoming input. There are three kinds
of operators: u-constructors, which build a syntactic representation, s-constructors,
which build a semantic representation, and rescive operators, which perform refer-
ence resolution. The constructors may be composed of multiple primitive structure
building operaticns, and there is no fixed limit on the vocabulary of possible opera-
tors. Each construcior is denoted by a unique constant symbol; the processes are not
represented by data structures which must be interpreted to yield behavior. Operators
take on the order of 50 ms to complete.

Comprehension as a continually improving mix of deliberate and recognitional be-
lavior. Given the real-time constrainis, comprehension must proceed mostly by
recognmtion. When the required knowledge is not immediately available, NL-Soar
falls into problem spaces that carry out the comprehension functions deliberately,
bringing togecher independently represented knowledge sources. As a result of this
problem soiving, NL-Soar automatically learns new associ: ticns that directly accom-
plish comprehension, continually shifting Soa - from deliber:tion to recognition. (The
model does not specify the top-level asscciations, only the lower problem spaces.)

Model represeriation of syntax, meaning, and refercnce. Problem space states in
NL-Soar are annotated models (pure models obeying structure correspondence, with
annotations of limited scope which increase the representational power or help control
processing) representing one particular siruation, Comprehension operators build two
Kinds of model in working memory. The vtterance model represents the X-bar phrase
strecture of the utterence. The sttuation model represents the particular situaton that
the wderance 1s aboat, decomposed ipto objects, properties, and relations drown from
a rieh ontology.

Limiied syntaciie inclex for witerance model. The nodes in the atternce moded are
}
mde xed m o workimme mernory by therr potential syntactic celaitons, ma structure called
oo oy & P
the A set Bach asstgming or recewving relation indexes al most two nodes. All
processes, including semantic inerpretation, aceess the utterance model viu the A/R

NS

Conrexclardependens, paralicd levicad access Inad lexacad access retveces wll cate
eoral senses of aword e paredisl ndependent of the present syntacthie or senantiie
cvnatend che resalty ot esicabacoess are bar-devel sero nodes which e placed i rhe

AFRsed

N T i
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. Head-driven, constraint-based construction of utterance model. The construction of
the utterance model is a head-driven process which begins with projection of nodes
from incoming lexical heads. There arc no explicit expectation structures. In the
lower problem spaces, independent syntactic constraints are applied to check the
well-formedness of putative structural links. There are no explicit phrase structure
rules; syntactic structure emerges from the interaction of lexical projections with the
independent constraints. The generate-and-test problem solving produces chunks
that integrate the multiple constraints.

Simple destructive repair mechanism. Incoming input that is inconsistent with the
current utterance model can result in a momentary parallelism of structure. The
inconsistency is repaired by a simple destructive repair mechanism. The mechanism
consists of the snip operator, which breaks a structural link in the utterance model, and
the existing link operators, which perform the reconstruction. The generation of snip
is highly constrained. It is only proposed in two cases: when competing syntactic
senses of the same lexical token have been incorporated into the utterance model,
and when a structural inconsistency is detected local to some maximal projection.

Reference resolution as recognition of semantic descriptions. Reference resolution
in NL-Soar is a recognition process. Resolve operators are applied to parts of the
situation model in an attempt to recognize the model as a semantic descripticn of
a known object. The content of the discourse is held in long term recognition
memory, which arises automatically from an assimilation process that is evoked when
recognition fails. Memory for content is necessarily a reconslructive process which
attempts to trigger the recogrition chunks. This process is driven by a combirnation
of the immiediate situation and existing task knowledge.

Open, mixed parallel/serial control structure. The control structure of NL-Soar
s open. Any knowledge source may be brought to bear to modulate the How of
processing—if the knowiedge ts immediately available in the recognition memory.
The control knowledge 1s open to continual modification via chunking. The control
structure admits a mix of parallel and senal processing. There s parallelism within
every comprehension function, limuted only by inherent data dependencies. There is
parallelismacross all comprehension functions, with the exception of the application
of comprehension operiators, which occurs i a serial stream.




Chapter 4

Structural Ambiguity Resolution

BRITISH LEFT WAFFLES ON FALKLANDS
— Newspaper headline

HIS CHAPTER describes how NL-Soar accounts for some of the major phenomena sur-

rounding structural ambiguity resolution. Garden path effects are not discussed-—

- that is the subject of Chapter 6. Here we focus on the processes of ambiguity
resolution per se.

The review of the empirical literature in Chapter 2 revealed that the phenomena of
ambiguity resolution are fairly complex. There is evidence for interactive effects across
a range of syntactic constructions and context types. There is also evidence for modular
effects—the failure to bring to bear certain knowledge sources on-line—across a range of
constructions. Of those structural parsing preferences so far proposed, some form of right
association and lexical argument preferences appear to be the most robust, in both linguistic
analyses of corpora and in behavioral studies.

The next two sections demonstrate how NL-Soar accounts for both modular and in-
teractive effects, drawing directly from the structure of the model presented in Chapter 3.
The final section suimmarizes the NL-Soar theory of ambiguity resolution, and draws some
general conclusions.

4.1 Modular effects

Modular effects in ambiguity resolution can arise in two ways in NL-Soar. First, Ni.-Soar
may completely fail o detect an ambigmity, m which case knewledge cannot be brought
to bear to resolve it This s the most seveie breakdown of ambiguity reselution possible,
smce the effects often cannot be overcome with addiionst knowledge o1 expenence. The
second Kind ot breakdown mvolves a faifure 1o brnng the required knowiedge to bear on
the ambrguny. Both kinds may give nise to apparest structural preferences o varety of

ways, as desenbed i the pext hive sections
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4.1.1 The Limit of two attachment sites

The strongest prediction that the A/R set makes about ambiguity resolution is that at most
two nodes are available to assign the same structural relation at any given time. In a
structure of the form

(84) x,

e

7
. X2
////\ ~

Xn
only two of the nodes will be available to assign any particular structural relation, even if
all n sites are grammatically open. For example, consider the right branching structure i)
(85):

(85) Stewart saw the dog under the box on the table in the room next to the library.

At most two noun phrases »v2 available to assign the adjunction relation (adjoin-N’) to
prepositional phrases.

Thus, the A/R set serves a theoretically similar funciion to closure principles, which
predict when syntactic nodes are closed for further attachment. The best known are Early
Closure (Kimball, 1973) and Late Closure (Frazier & Rayner, 1982) (§2.3.1). Church
{1980) provides an empir® al critique of both, demonstrating that Early Closure over-
predicts difficulty and Late Closure under-predicts difficulty. He offers the A-over-A Early
Closure principle as an alternative with significantly better coverage'. The critical idea is
that the rwo most recent nodes of the same category (hence, the A over A) may be kept
open at any time. This is similar to what the A/R set predicts, with the exception of the
pure recency.

One way of directly testing the theory is to construct material with three potential
sites and syntactically force attachment to each of the three sites as the experimental
manipulation. NI.-Soar predicts that one of the sites should cause difficulty, giving an
iapression of ungramimaticality. Recently, Gibson et al. (1993) conducted a study using
material with three potential NP attachment sites, and found that forcing attachment to one
of the sites (the intermediate site) caused difficulty. Although this study 1s not the best
possible test of the theory?, the same pattern of resuits held in an analysis of three-site
NP-PP attachments n the Brown corpus: attachment to the intermediate site occurred just
14% of the time (Chbson & Pearlmutter, 1993),

The theory as stated does not predict which two ot the three tor iy sites will be avatiable,
stnee it does notspecify any particudar strategy tor determinug whnch nodes remain i the

"Gibson (1991 uaes o0modified version of ths prmciple (the Prenciple of Preference Closwred
Becanse there was o momentyy local ambrgenty oo independent garden path etfect inay bave been

ivorved. which complicates the interpretation of the results
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A/R set and which nodes are replaced. One obvious possibility is to introduce an explicit
recency preference, so that the two most recent nodes are held in the A/R set, but the data
above suggests that this may not be correct, since the more recent intermediate site was
significantly more difficult than the initial NP.

4.1.2 An emergent recency preference

Although the Gibson et al. (1993) study indicates that recency alone cannot account for the
data, a general recency preference that can be modulated by other factors may still play
an important role (Gibson, 1991). In fact, by abstracting away from the effects of any
particular strategies for ambiguity resolution or handiing conflicts in the A/R set, we can
see that the basic structure of the A/R set does give rise to a kind of recency preference.
More precisely,

(86) A/R set recency preference: Given a sequence of syntactic nodes x;, x5, ... x,,
n >> 2, that potentially assign some structural relation p, attachment to more
recent nodes via p is more likely than attachment to less recent nodes, all
things being equal.

This preference can be derived with a simple probabilistic analysis. Let Ps(x) be the
probability that node x will be selected as an attachment site. Let < be the precedence
relation arnong nodes, such that x -< y means y is more recent than x. Then the general
statement of recency preference is

If x -< y then Pg(x) < Ps(y) 4.1

Assume that xy, xo. . . . x, denotes a sequence of syntactic nodes, so that if i < j, x; < x;.
Let Pyp(x) be the probability that node x is in working memory indexed by sorme
assigning relation p. Let Pg(x) be the probability that search control knowledge selects
node x in the A/R set for p-attachment. Then the probability Py that a node will be selected
as an attachient site 1+ the probability that the node 15 1n working memory and selected by

search control:
Fy(x) = Pund ) Pr(x) (4.2)

We abstract away from the effects of search control knowledge by assuming

For alt nodes a, v Priv) - Po(v) (1. 3)

Fach tme an attiempt s inade o place o new node in the AZK et under some index 4,
thers ss @ pool ot three potential candidates: the two current members m the set, and the
tew potential member et 224000 be the probabihity that o s chosen to remann i the A/K

sl We abstract away hrom strategies of mantamng the AR set by assuning

Forall nodes vy Poto = Fipnn {.-
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Of course. if the stream of syntactic nodes consists of one node x;, then Pwp(xy) = 1.
Similarly for two nodes, Pyy(x1) = 1, and Pwy(xy) = 1. But at three nodes, Puu(x;) =
Par(z), fori = 1.2 or 3. At four nodes there are two opportunities to replace members of
the A/R set, so we have

Puar(x;) = Pag{x)Par(x,) = Pag(x,)", fori=1.20r3;n =4 (4.5)

In general,
Pyp(x)) = Pap(x)"™"", forin > 2 (4.6)

From 4.4 we have

Ifi<jandi.jon> 2, Pap(x)"™"" < Pyn(x) 7! 4.7

From 4.6 and 4.7 we have
Wi<jandij,n > 2, Pun(x) < Pwu(x) (4.8)

From 4.3 and 4.8 we have
Ifi < jand i j,n > 2, Pus(x))Px(xi) < Pupm(x)Pi(x;) (4.9)

From 4.2 and 4.9 we have
ifi<jandi,j,n> 2 Ps(x;) < Psx;) 4.10;

which is the recency preference (86).

This result only holds {or nodes that are competing for the same stractural index i
the A/R sei. Verbs do not compete with nouns for PP adjunction, nor do complemernt
attachments compete with adjuncts. This s consistent with the fact that Rigat Associauon
is not o good predictor across syntactic categories, or between argument/adjunct ambiguities
(Abncy, 19891, That s why the A-over-A Closure Principle discussed d¢hove is formulaied
mn terms of nodes of the same category. This is borne out 1 the Whittemore & Ferrara
(1990) study of PP attachments, where Right Association was tound to be mest effective in
arbitrating noun-pown and verb-verb attachinent ambaguitics nor accounted for by lexical
Argument structore,

To retterate, this analyses nerthier assumes 2 recency preference. nor does it sogges
ene should be incorporated into NE-Soar Ttis merely an attempt to reveal what effect the
structure of the AR set miaght bave on ambigmty resolution fndvpendent of the particalar
strategies used 1o manage the contents of the set, o to pertorns ambrguty resolution jselt,
The demonstraiion shows that an apparentCrecency preference emeryes as a bhuasie propery

of the oantted AYK set
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4.1.3 Object/subject and other “act vs. do-nothing” ambiguities

The kind of local ambiguities that emerge in parsing are a function of the particular parsing
algorichm; different parsing schemes may exhibit different kinds of local ambiguities (Ab-
ney & Johnson, 1991). The head-driven, bottom-up process in NL-Soar sometimes shifts
the detection of ambiguity to a point later than the earliest possible point that the ambiguity
could be detected. This means that at the earlier point knowledge cannot be brought to bear
to resolve the ambiguity.

Consider loca! object/subject ambiguities such as (37):
(87) Boeb knows Susan went to the store.

The earliest possible point that the ambiguity may be detected is at Susan. However,
detectirig the ambiguity at this point would require positing the complement phrase for
which Susan can serve as the subject. Since NL-Soar projects phrases from their heads, the
complement phrase will not be created until went arrives—too late to affect the attachment
choice of Susan.

The only ambiguity that exists st Susan is a choice between attaching Susan as the
object. or doing nothing. Given NL-Soar’s control structure, such a rhoice is no choice at
all. When one alternative is generaied, the outcome of the decision procedure is to proceed
with that alternative without further deliberation. Thus, NL-Soar exhibits a preference for
objzcts in object/subject ambiguities. “Preference” is Lerhaps a misnomer since the system
1s not even considering the alternative.

The preference for objects in such ambiguous struciures is well known in psycholinguis-
tics (Hakes, 1972; Prazier & Rayner, 1982; Pritchett, 1992). The preference is generally
detected in reading time studies, where subjects show an increased reading time in ambigu-
ous sentences such as (87) over unambiguous controls. In the severe cases, the preference
can even lead to a garden path effect (Chapter 6; Pritchett, 1992).

This kind ef effect may arise i other structures as well. Consider the ambiguity m (88).
Crreen will tnitially be taken as an NP complement, which turas out to be correct for (88a),
butincorrect tor (88b) (though no garden path effect arises; sce Chapter 6).

(88) (@) I hike green.
¢h) ke green Martians,

tis possabletoovernde this effectin N Soar but it requires adeliberate attzmpt to foree
arr pnpasse e the processing wheve none wouid otherwise exist. This can be accomplishea
by tormutatg an evplictr alternative operaton (perhaps & do nothing operator;, which
would cause o te mpasse weith the »xaistine operator Then search contrel associatons
vighi be fowrmed thae avord tomg e existiag pathe Soch w scheine etfectively places
N Soav i carefid comprediension mode mnowhuch cach deceaon s e evaluared . We will
sec shotthy that o lnd of processang et be vseful trcertam cases. b it camot be the

defaultway of perfornumg real bme comprehensaon
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4.1.4 Time pressure: failure to bring knowledge to bear

Atany given point in time, knowledge in Soar is distributed across the problem spaces in a
variety of ways as a function of the experience of the system. The knowledge required to
perform some ambiguity resolution may not be availabie in a form that permits real-time
comprehension. Consider again the familiar main verb/reduced relative ambiguity:

{(&9) The car exarmnined . ..

Ambiguities of this type can sometimes be resolved by appeal to semantics, specitically,
whether or not the subject of the sentence is a plausible agent for the verb. In (89), it is more
likely that the car was being examined rather than doing the examining. If a search control
association exists that tests the appropriate semantic features and prefers the u-constructor
corresponding tc the reduced relative interpretation, then this knowledge can be brought to
bear on-line during the comprehension process.

Howeer, nothing guarantees that such an association will be available. If the knowledge
is present only in the lower problem spaces, there may not be enough time to perform all the
inferences necessary to make the right selection. (Recall that comprehension can proceed
at an average rate of about four operators per word). Under press of time, there may be
no alternative for the system but to sclect one interpretation randomly or by some default
preference?. In any case, NL-Soar is behaving in a mo-ular fashion since the required
knowledge scurces are not applied on-line.

NL-Soar makes predictions about the kind of ambiguities and contexts that will tend to
create modular effects. The more specific the relevant knowiedge sources, the more likely
NL-Soar will fail to bring them to bear ¢ '-line, because specific knowledge sources are
less hikely to have been chunked. The more general the knowledge sources, the less likely
modular effects will arise, since it is more likely that NL-Soar will have encountered the
situations necessary to learn the required associations. Thus, we should expect interactive
eficets based on lexical semantics to be more pervasive than interaction with particular

aspects of referential contexts.

4.1.5 Muasking cffects: linguistic Linstellung

The differential disinbuation of knowiedge across probtem spaces can give rise to another
bl of eftect that s mdependent of weal-time assues. Sometimes Ainowledge 1vone space
masks the presence of knowledee aviatable 1o lover spaces, beeause the knowiedee in the
athier spaces has not vet been chunked into o form thar makes iommedrately avarlable m
the bagher space. [ the immediately available knowledge v sathoient to proceed wethiout

nnpasse. then the system may never access the additonal knowledge  because impasses

provde the oceasion o doso Thas o known o the srashoe effecr m aruhicad itelhivence
Chambe & Kosenbloony, PI935 amd e by pervasave i Soar Fon exaniple, once Som
oy wpericudar segnence of moves that sieceeds i a paime o peegle cadiiend to s

Phe vaplemented svatero e netactuadny torcedvorespond to e presoane
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follow that sequence in future situations, regardless of whether the sequence is the most
efficient. The knowledge to explore alternative paths may exist elsewhere in the system.
but the learned associations continue to guide it down the path initially learned.

In psychology, thisis known as Einstellung (Luchins, 1942): the application of a lezrned
behavior in new situations in which the behavior is not necessarily useful. NL-Soar predicts
that there is linguistic Einstellung, in which the application of aspects of linguistic skill may
actually interfere with the functional demands of comprehension.

Linguistic Einstellung can arise in several ways in NL-Soar. The presence of already-
learned u-constructors and s-constructors may mask the fact that an alternative interpretation
exists, because the alternative corresponds to an operator that has not vet been chunked. This
is easiest to see in the case of u-constructors. Suppose that the system is in a state such that
a u-constructor exists (say, u-constructer4l) to attach a subject to an incoming verb, but
has not yet learned a u-constructor for the reduced relative construction. Then in sentences
such as (89), the ambiguity will not even be detected when the verb arrives. At examined,
the propasal assaciation for u-constriactor4l will fire, and that u-constructor will be
selected since there are no available alternatives. The occasion to learn the alternative
construction must come via other hinguistic input (perhaps unambiguous input), or else
through some more deliberate means of forcing an impasse as discussed earlier.

Of course, it is unlikely that adult cormprehenders would be missing u-constructors for
any but the most rare syntactic constructions, or perhaps for constructions encountered in
novel idiolects. S-constructors are more likely to be missing, since these are a function of the
semantics of the inguistic input. More general s-constructors may mask mterpretations that
are more appropriate i some specific context. This wouid predict, for example, that people
new to a particular task envirenmment with its own task-specific sablenguage will intually
bring to bear themr existing ckills (i the form of the existing apphicable s constinctors)
until the required mterpretation operators are busit up. Missiig s-constructors can also
have an effect on syntactic ambrguity resolution, since some: downstream ambiguity may
be resolved as a tupction o e semantie mterpretation estabhished so o

Search conarol knowleage can aise be masked. < onswier agaun e man verb/reduced
relative ambrountty m (891 Suppose that o scirch control assocration has been fearned
that encodes a general preterence tor the o verb reading. The general form of wuch as

dssecithon s gveiin (90

v connnructordt s proposed ahe mam verh consniichon

THEN prefern consuructordlas the best operator

Stuch a preference could have been Tearped m o situation where there wae no sernanie o
praguitie bases tar makane o chorees o o siteaton where aeal e demands did non
pernitaceess to the semantic/pragmatic hivow!ledee

By duone sinatiens where w cnc e tord o proposcds chinnds 1900wk T
cwdme NE o Som down the oo verb path cven thoueh there oo knowiedee o the Tower
paces that nmehtselect an alicratove mterpretiiion. Noonpasse arises The other con

.
ol Rnowledye e nehed beoaise chunk 90 perimits recovmtbionab thoueh pocahiy
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incorrect—behavior to occur. Agzain, such behavior can be overcome with a deliberate
atiempt to reconsider each decision, but there is no way of knowing that the decision might
need to be reconsidered until it 1s too late. This kind of masking of controf knowledge 1s
the paradigmatic way that Einstellung shows up in Soar.

4.2 Interactive effects

NL-Soar operates as an interactive architecture whenever search control associations that
embody non-syntactic informatiion guidle the selection of u-constructors. Section 3.6.1 pro-
vided an example of syntactic ambiguity resolution based on referential context. Interactive
effects can arise in principle because there are no architectural limitations on what may
be encoded in the conditions of conirol associations. They are only limited by what is
represented in working memo.y at the moment the ambiguity anises. In the cases discussed
so far, we simply posited the appropriate search control association to effect the ambiguity
resolution. A much stronger theory would explain the origin of these associations. The
remainder of this section describes how NL-Soar can in fact learn such search control
chunks.

As an example, we will use the main verb/reduced relative ambiguity, repeated below:

(91) The car exanuned .

Suppose that NL-Soar has already learned the u-constructors corresponding to the ridmn
verb and reduced relative constroctions, and furthermore, has learned a general preference
assoctation for mam verbs (90). The discussion of the masking effect above muakes clear
that overconung this preterence to learn the correct search control rule will be a nontrivial
matter.

Frgure 4.1 shows what happens on the mitial pass through the sentence tragment. Thas
tipure introduces an altereative way of tllustrating the system behavior that will prove miore
citicient for the currenm purposes  Each line beginming with a number and a single letter
tollowed by a colon corresponds to adeciston cycele. 00 denotes an operator, Poodenotes o
probleny space, and 10 denotes wnmnpasse {1 and P oovshown iy this igure). Timpasses will
be mdented o mdcate processie mecosubpoat, Individuad chunk mgs will sometmees be
noted on separate Tines: they do not correspond to sepavate decsion eveles. This trace s
cveorated from the actual sysiem ontpuat.

I the mtad passe aticr the appheation of seconstrue tor 300 botle b constiuctons
(o censtructord o verb and ueconntructor s reduced relanve s e propesest e
patattels and the associatton tires that preters the man verb u consiructon Accexpes fed Tion
the carher diveraon o mashe eltooes this resadis soothe selection ot weconot ructord |
Fhe o constructon that fotlow s creates the stuatton model obpedis representinge the atnation
v i b the cor e donn the v NE Sowr Bos demonstrated e Lo snodubiernn
cHioat

Avssurne that the sovdens Bas some capabrhiny o notice senanine anenehes so that

sotne poin e content ol e afuanon mode b eoannotaied as phaasable A sunple wan i
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READING WORD: the
0: u-constructor34
READING WORD: car

0: u-coustructordc
G: s-constructor39®

READING WCRD: examined

Firing chunk-574 ; propose wmain verb
Firing chunk-488 ; propose reduced relative
Firing prefer-main-verb

C: u-constructor4l
0: s-constructordd

FIGURE 4.1: First pass tarough The car examined. Upon encountering examined, two associations
fire in parallel proposing operators corresponding to the main verb and relative cl:se structures.
The main verb proposal immedtately triggers a general association preferring this operator, so ot
the nuxt decisien cycle, the main verb operator is selected (u-~onstructor4l).

accomplish this in the present exampie i3 with an operator that maiches an tnanimate agent
and marks the situation model as implausible.

There are a number of possible ways the system could respond to such anomalies. One
plausibie response is to attempt to recemprehend the iuput more carefully. In reading,
this could take place via regressive eye mwovements (Carpenter & Daneman, 1981; Just
& Carpenter, 1987); in speech, by appealing to a short term verbatim memory, or stmply
asking the speaker to repeat. The details of how it happens are not important here. We
sumply assume that there 1s some dehiberate attention that enables the system (o comprehend
the fragment again fri - the start. burthermore, 1t is not critical when the decision 18 maae
to recomprehend. The present model decides to recomprehend as soon as the anomaly is
dewected, Other delay strinegtes are pussible.

brpure 4.2 allustrates this process, starting with the last operator from Figure 4.4
Unce the anomaly 1s detected, the anrend operator s selected, representing the intention to
reprocess the inpat more carefully. What aces it mean tor NL-Soar 1o comprehend more
carefudiv? The aaswer 0 this Question was skewched m the §4.1.3.0 Dectstons that were
proviousty inade without impasse must now be reconsiderced

When NL-Sowr comnprehends carefally, at Torces impasses i situations where there

teonrore than one operdor proposed. The second e through, an npasse arises
}

cuegnbied permiting more therough evaluation ot each aternative The u-constructorns are
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0. novize-anomaly
0: attend

REARDING WiaD: the
(: n-conwstructorldd
READING WORD: car

0 u-ceoasiuctor3e
0 s-conotructorly

READING WoAD: examined

Firing -bunk-574 ; propose maln verb
Filring chunx-338 ; propese reduced relative

Firing prefer-main-verb

==>]: operateas 1in

P Selection

(: evaluate (-constructordl)
>I: oper~tor aprlication

P: Coworenensisn

0: u-com cructordl

0: s~constructorld

0: eval" le~situation-model

Evaluation of u-construcior4l is implausitle

0: evaluata(u~constructord5s)
==>1: operator application

P: Comprehension

0: u-constructords

0: s-constructorb3

0: evaluate-situation-model

Evaluation of u~constructerdh is plansible
Build: chunk-597%

{} u~constructordb ; reduced relative

) s-cornatructorh3

Provire 4.2 Carefully e comprehendimy The car exvemuned. An impasse is forced o the pomnt
where the two operators are proposed, and de decisaon o osefect the main verb operator s recon-
swhored Fach cperaton o ovaluated by applying i aed evaivanng vhe resaltmy situahion model B

plavsibaliay A prefers o s retnrned for the relative clause oprratorn, aeting a tew chunk
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evaluated by simpiv applyinz them, allowing the s-constructors to perform the semantic
interpretation, and then comparing the interpretations. U-constructor4l produces un
implausible evaluation as it did eartier; u-constructordb produces a plauvible evaluation.
Based on these two evaluations, « preference is returned preferring u-constructordh
over u~constructordl. This resolves the original impa:se, resulting in the selection of
u-constructordy, and processing continues in the top space a5 usual.

The resolution of the impasse produces a search control chunk (chunk-597) of the
form:

[F u-constructor4l and u-constrocter S o propoted
ana the incoming vero is examine
and the preceding NF refers to sorosthing wanimae
THEN prefer n-constructords over u-cons rructordl

This 1s precisely the kind of sernantic associativn we assumed couid exist in principle in
the zarlier discussions of interactive and modular ambiguity resolution. Critically. 1t 1s not
conditioned upon ML-Soar being i careful comprehension mode, since that was errc:!t;:vant
to the problem solving that produced the chunk (of course, it was exceedingly relevant to
initiating the problem sciving).

Figure 4.3 shows what happens now that tae chunk s m fong term memory, At the
ambizuity, the two u-constructors sic rroposed as usual. This is immediately iollowad by the
firing of the two control associol ons: the general praference for v -constructordl, and the
semaniic preference for u-constructordh over w constriactordi, U-constoucacadd
is then selected without futthes deliveratior: (because muove specitic binary preferencas iak =
precedence over unmy sreferences in Soary. NL-Soar now exhibits classic mteractive
eftecs,

[iis scheme 1o an instaation of the zeneral method oF recovery from incoroct krow:-
edpe v Soer (Laird, 1988). The distingwiching feature of fhis vecovery 1 Soar 16 that
wvie oo e decisiois 1s corrected by monoton ¢ additions to the lung term memory---nn
assoctation 15 changea or removec. The orig nal general preference does not eo awey
with the acquisition of the new semantic confrol assoviation. This is a pecessaiy vesul of
the furviomental assuption in Soar that oy Cnm memory is permaneil and cognitivedy
anpenetrable The deliberate nature of the method (the requircmnent to force umpasses) 18 4
direst result of the pasking effect noted carlicy

Although recomprenending (8 @ very simple scheme for error recovery, ithas a cumoer

¥

of featare tha mu}«c ol olausibie. There s shupdant evidence from eve noveinent

sresstons dunog comprehension, wih pases at J fheuit matecial Jast &

stiudies for ¢
Corperter, Y98 e siop oty of ihe scheme has fepctione! wdvantages as well There
is oo credn aysignment profdeor NDoar did o not know o cortanm e adaseg b the

sbeng, tor Jid o reed co kanow, o fuct, nodidn Tt oo

By W A0 SOureg o e

know for ooron that o i sraprorenston wis 1he sonre o the

{
sichbar ity Thooo o i

- O v . YIRS & B S T T [
garanite o thal s i)f'ﬁ‘,:\-‘(iq;. will vieb bhrbe destrod rovai.

:
e bk deats fos the spec e feaenss Lo wes B0 fos dodeiiuaaoi of gt e it o wiin

Sentan e st es o Tetiie visg Dy bt L S
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GEADTING WORD: the

0: u-constructor3d

READING WORD: carx

0: u-constructor3€
0: s-~constructor3sd .
REACING WORD: examined
Firing chunk-574 ; propose main verdb
Firing chunk-488 ; prepese reduced relative
Firing prefer-main-verb
Firing chunk-597 ; prefer relative to main verb
0 u~constructordb ; veduced relative
0 s-constructorb
MIGURE 4.3: Comprehending The car examined after learming. The pew semantic search control
chunk-597 fires, guiding the cyniactic parsing down the correct path.
“ ‘ TV | ~ . ¢k L e ” ¢
4.2 Sumimary: The NL-Soar theory of ambiguity resolution
The theory of ambiguity resofution described above has three components: a set of func-
e nal mechanmsins designed o approximate a krowledge-level view of ambaguity resolu-
ion. a vasiety of ways that these mechanisms fail to reach the knowiedge level, and the
mewns by which some of these limitations ~an be overcone with learning.

Mi-Sear is first and foremost ¢ fuactiona! theory of Lmguage comprehension, jus: as
BOAr 4 i ily @ Dmnctional theory of copimtve arehitectuie. The madel thoy embraces
what nmight be catled the rowleage-level theory of ambiguity resolution:

Krowledge-level theory of ambipuive vesofurion: Any knowledeoo source may

be brought 1o bear o resolve ocal amthomtes i anguage compichenmn,
Leagh Gtieory places e fimits on the kinds of knowledge that can alfectambrgunty resolanon:
Hie doaowlodge Canorange from stmnple semaniie restoiciiy on verh aroumenis o Jdetaus of
the current problern sobving comtex i 7 s knowledge must be specified ke predhchons
ol bebmvicr The reterentind theory of Alinsonn s and Steedraan (82305 g paie
cxample of a knowledge ovet theory of ambignity roseiition

NE-Soar supperts knowledge Tevelambuguiny vesoluton wih Sour s open contiod sigue-
tre £33 63 There are no wrehitectusad oais on the koondedee eacos Heontrol
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assoctations that guide processing, and these knowledge sources are brouvght to bear on-
line at cach decision cycle. We have seen exampies of NL-Soar using referential context
(§3.6.1) and semantic centent (above) to resolve ambiguities on-line.

towever, we have also seen that the symbol-level mechanisms that constitute NL-
Soar may fail to perfectly realize the knowledge level, and this failure can be detected
behaviorally®. The following list summarizes the ways this may huppen:

1. Only immediateiy available knowledge can affect resolution on-line {under press of
time); what is immediately available is a furction of experience.

2. The A/R set perinits only a sinall subset of the syntactically permissible attachments
to be deiected; this also leads to a general recency preference.

3. Immediately avaiiable scarch control knowledge may mask other search control
knowiedge sources present in the system.

4. Immediately available comprehension operators may mask other possible semantic
or syntactic alternatives.

5 Some ambiguities (e.g., subject/object) are not detected immediately because the
al'zrnatives emerge late in head-driven processing.

The fnal comporent of the theory is the role of learning and experience in ambiguity
cesolution. The examnple in §4.2 shows how the symbol-level fatlures can be overcome
with more carcfur reprocessing of the linguistic nput, ana how this reprocessing gives
rise te pew associations that effect knowledge-level ambiguity resolution sn-line. Thus,
NL-Soar not only explaiis how interactive and modular effects arise, but + also provides
tie mechainism by which the shift car be made from modular to interactive behavior.

L]

4.4 Is Ni-Soar modalar?
Now that the theory of ambiguity resolution has been described iy eome detar], s struc-
Trves Lo step back end ask T NL Soarwodalar?

Consideriog the stauctural relattonshap vy compal e gronron, NL-Soar s clearly sonnod-
tdare; because NL-Soonses exacty the same selob mechanisims that anderhe wl cogntfon
i Sowr. No tgow arctecturas features weere posited e N Soae to comprehensd fanguaage.

However g samewhat ditforset view 5 obiamed by considenmg the ditob on oif
} l

browkodpe e sysiers seess comprebeision operater Puschons, Svidactic kvowledyee s

B 1 T I SIS IURTI . . . vy g S Y L ks arae sk - -
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§3.7 that this basic distribution of knowledge sources was motivated by computational
and funcrional concerns). Semaniic interpretation knowledge is beld in the s-construciors;
semantic and contextual search control knewledge 1s held in the search control associations
for comprehension operators. Thus, the large set of associations that propose and apply
u-constructors in effect comprises an informationally encapsulated syntactic module.

We can gain further insight into the issuz by considering NL-Soar along severail of
Fodor’s (1983) dimensions for characterizing modularity. Newell (1990) did this in the
context of the initial Soar comprehension theory, but his analysis still holds. What follows
is a partial summary of this analysis with respect to the present NL-Soar.

Domain specificity. Modules become highly tuned to the specific characteristics of the
domain (in Fodor’s analysis, the possible domains are perception (vision, audition. etc.),
plus fanguage). Chunking is precisely a system for building up mechanisms (chunks) tuned
to specific aspects of the environment. The chunks thai comprise NL-Soar’s recognitional
comprehension capability form a special-purpose system. As Newril peinted out, “In
Soar, the generality of cognition is not that every situation must be treated generally, but
that generality is always possible when knowledge is missing (impasses) and that the
construction of special-purpose mechanisms (chunks) works t» avoid future breakout.”

Mandatory operation. The linguistic module applies in a mandatory fashion: one must
treat received speech as speech. The recognition memory in Soar is also mandatory and
automatic. For example, comprehension cperators are proposed automatically whenever
their relevant inputs are present in working memory. Once the process has been chunked,
there is no way to aveid this. The decision cycle docs proside the level of control that
may permit sometiing different to be done with the input. But as we have seen, the
masking effect in Soar mitigates heavily in favor of whatever recognitio:r ul skill can be
applied at the moment. Special, deliberate modes of processing along with sufficient
practice are required to build up the skilis that might compete as alternative  to the existing
comprehension operators. Even then, the comprehension operators will still be applicable,
so the emerging behavior will be a mix of the existing and new skiils. Furthermore,
the encoding productions {assumed to handle much of lexical access in NL-Soar) fire
automatically without any control from central cognition, so that only post-lexical-access
processing can be modulated m this way.

Fast operation. Language comprehension is a real-time, rapid process that presses the
hmits of neural technology. The basic structure of NL-Soar is fundamentally responsive
to this constraint. NL-Soar comprehends each word with @ few 50 ms operators per word.
The entire structare of the recognitton memory n Soar 1s designed 1o bring knowledee 1o
bear rapidly. Chapter 7 will deal with issaes ot real-time tmmediacy of mterpretation in
ereater detani.

Ieformarion encapsclation. Modules aceess i limtted set of distineushed knowledpe
sources: they are not open o the eeneral imsferences of central cogmition. As we have seen,
the chunks comprising the proposal and application ol v constructis access only synfacnhe
Knowledee fneeneral, the knowledge brought 1o bear by the recogmtional comprehension
capibihty o timited by whatever s encoded awt the moment me the chunks that implement

the top levet comprehension operators. Butwe have alsoseen that it possable to penetrate
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this capability with the results of general cognitive activity. As Newell points out, however,
“whether Soar would ever be overwhelmed by a loss of control in a great rush of cogitations
seems dubious.” Arbitrary processing only comes in to play when impasses arise. Given a
highly-practiced skill such as comprehension, and given the ubiquitous masking effect in
Soar, the frequency of such impasses will be rather iimited. And even during the resolution
of an impasse, control is not lost. Soar does not have a subroutine control structure-—any
processing is interruptible at the next decision cycle.

We arrive (somewhat appropriately for this chapter) at an ambiguity. NL-5Soar can be
seen as having many of the critical characteristics of modular systems, both structurally
and behaviorally. Yet, it also has many of the characteristics of an interactive system, both
structurally and behaviorally.

NL-Soar essentially provides the sarme fundarental answer as the modularity thesis
to the question of why certain limitation., in ambiguity resolution arise: the limits derive
primarily from a system structured and tuned io perform comprehension in real-time.
However, the routt by which N_-Soar arrive: at this answer—-—an approach concerned
primarily with fur .ionality and positing specific ri::chanisras, and embedded in a general
cognitive architecture-—has yielded a mich nicher theory than might otherwise have been
possible. NL-Soar explains modular and interactive behavior on the basis of more general
principles of cognitive - rchiter ture. It predicts that limitatiors will flow from functionally
meiivated aspects of the model (Young, 1993). It explains how the system, through
experience, might overcome these limitatiens and make the shift from modular to interactive
behavior. Finally, it addresses in a deep way the relstionship between automatic and
deliberate processes, opening the d:.or (0 a better un.zrstanding of e relationship o.
language and cognition generally, ratier than leaving central cognition as an unexplicated
black hole (Lev.is, 1992; L.ehmaa et a.., 1993b).

4.5 General discassion

This chapter has painted a fairly complex picture of ambiguity resolution, but it all emerges
from « small set of assumptions: the basic control structure and learning mecharsms of
Soar, plus the lniied structure of the A/R set. The predictions are consistent with what 1s
known about ambiguity resolution, which itself paints a fairly complex picture.

One potential problem for 2 theory of ambiguity resolution such as the one presented
here is the difficulty of falsitication. If ambiguity resolution is guided by any immediately
availabie knowledge source, then potentially any result can be accounted for by positing
the right knowledgpe sources. There 1s @ genuine danger here. However, there 1s a reso-
lutton to this difticulty. Hltimately, NL-Soar must not be just a theory that specifies how
multipte knowledge sources interact, but a theory o the acgyuisition of” that knowledpe
av welll Section 4.2 sketched the begrmmnges of just such o theory, With an scquisttion

model. the retevant associations that acconapish ambiguity resolution are not posited by the

theorst Instead, they arsse when the odes s placed s paiticular leaws g situations. New

experinents pughtbe devised that expheitly st the theory by placing subyocts w lingiestie
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training situations, and using the traditional pre- and post-tests to determine the behavioral
changes that result from learning.

In any event, it is certainly the case that INL-Soar 1s able to make predictions concerning
ambiguity resolution independently of posited immediate knowledge sources. Section 4.1
provided several examples: the limited subset of attachment sites, the general recency
preference, the preference for objects over subjects. On this score, NL-Soar has proven
accurate. As mentioned in Chapter 2, the challenge for theories that make clear predictions
of structural biases in every ambigrous situation is sccounting for the plasticity of resolution
demonsirated across a range of ¢/ ntexts and ambiguity types. For these effects, NL-Soar
provides a consistent account, and pushe« the state of the science farther than any existing
model by begin: .ug to show how these inieractive knowledge sources can be arise.




Chapter 5

Parsing Breakdown and Acceptable
Embeddings

ARSING BREAKDOWN ON CENTER-EMBEDDINGS is one of the best known phenoinena

in cognitive psychoiogy, and the number of thecries proposed over the years to

explain it attests to this fact (§2.5). However, it was not until Gibson (1991) that any
theory dealt with the variety of difficult embeddings, and perhaps even more importantly,
the variety of complementary accepiable embeddings. This chapter describes NL-Soar’s
account of both difficult and acceptable embeddings. The first section outlines the theory of
parsing breakdown, derived directly from the structure ot the model presented in Chapter 3,
particularly the A/R set. Then the theory s applied in detail to the 43-sentence collection
of difficult and acceptable embeddings presented in Chapter 2. Next we consider how
NL-Soar accounts for the major qualitative phenomena surrouiding parsing breakdown.
The chapter concludes with a brief discussion and summary of the results. Since the A/R set
plays a role in explaining all the major phenomena addressed in this thesis, a full discussion
of the A/R set and the “magic number two” v/ill be delayed until Chapter 9. '

5.1 The NL-Scar theory of parsing breakdown

NL-Scar’s theory of parsing breakdown bejongs to the class of archivectural theories of
breakdown (82.5), rather than the clews of structural metrics {of course, a metric car
he dertved from any architectural theory, but the convarse 18 not necessarily true). The
predictions of the theory primanly derive from the A/R set, with its two-valued syntactic
mdices.

Recall agamn the structure of the A/R set (§3.3.3) This 15 the Jdata structire in working
memory that mdexes nodes e the atterance moedai by therr potential synteete relations.
The set of syntactic refations corresponds 16 X bar strwoiral positions (spec- 1P comp- V',
cte.). bach refatton mdexes no more tant two nodes, Thus, parsing breakdown wall occur

whenever a particular syntaciic struciure reguires thas s rebabon tde three ot more nodes.
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More precisely, breakdown occurs at the point when a node is needed in the parse but
it 1 not available in the A/R cet. Censider the classic center-embedded object relative !

(93; pB1) The man that the doy that the boy saw liked ran away.

The recervers set must index the three inttial NPs under spec-IP, since all three NPs will
eventually occupy subject position:

“RECEIVERS j spec-1P. {np the man],[yp the dogl,Ivp the boy)

Breakdown will occur at one of the final verbs (which verb depends on which NP is dropped
from the A/R set). Breakdown does rior occur simply as a result of nodes dropping from
thie set. In fact, this happens ccntinnously, without teading o unacceptability. The clearest
exarnple is the classic right branching structure:

(94; AE1; The cog saw the man that chased the boy into the tuble that the cop nit.

I (94), the strear~ of NPs clearly overloads the A/R set (partic alarly. the adjoin-N’ relation
In the assigners set), but no breakdo vn cccurs vecause 1o more than one NP mwst be held
<cany grven tiine. (Recall the empirical evidence presentec: i Chapter 4 that suggests only
1 subset of nodes in a right branching structur=s 2re availanle for atiachriwent. )

This 15 essentialiy an interfevence theory of chort-term memory for syntetic structure.
The capacity of the A/R set is not deiined absoluezly iv, terms of rumbe. of syntacdc nodes,
but rather 1s a function of the syntactic conten: ot what is to b= siored. When nodes must
be indexed by the same syntactic relations, they interfer~ with each other, and the fixed
capacity is quickly reached. Nodes indexed by different relations, however, do not pres.
the limits of the structure. Thus, the total capacity of the A/R set is a function of \he ser of
available syntactic discriminators (assumed here to be X-bar structural positions).

The distinguishing characteristics of this theory can be clarihed by ~ompariag it with
other models of short-term linguistic mewsory. The theory difiers from content-independent
theonies of storage Limitations, such as Yngve’s (19605 original stack-based modeil, which
posits a fixed-capacity stack used for the uniform storage of syatactic nodes  NL-Soar’s

'A few examples have been given n the hierarure of doubly center-embedded object relatives which
appear to be more acceptable. They mclude:
(82)  (a) The gy whom the secretary we fired slept with s areal Tucky dog. (Kbl 1975)

‘b Isnt i tree that example sentences that people that you know prodoce are more hkely
o be accepted? (De Rowck etal, 1987)

() A syvataxy book thatsome Balon that Thad never beard o wioone was publindied by MUT

press, (hrank, 19923
Athough wech sentences have been proposed os exampdes of senmuiie or pragmatic ctects one okany
comnmonahty appeass 1o be the st oF o pronoun fa the most deephy ambedded clavee O we andd va soove)
Crrven thrs Fact, gl s provatire toochisaty these exampies e purely semantic 0 pragroanes ctiects
Dyivainge the correct generehzation wnd accounung for the etfec witun the currest theory will be anares b

futinre revearch
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model has a content-dependent capacity. The theory differs from semantic forgetring
theories of syntactic structure, which posit that syntactic structure is removed from short-
termi rermory as it becornes semantically interpreted (Frazier, 1985). In NL-Soar, syntactic
structure drops from short-term memory purely as a function of the incoming svntactic
structure, regardiess of what other processing has been done on it. The theory also differs
from uniform resource theories, such as CC READER, which posits a sing!e computational
re,ource shared across all contents of working memory.

5.2 Predictions on the PB and AFE collection

This seciion describes in detail NL-Soar’s predictions on the collection of 43 parsing
breakdown constructicns and acceptable embeddings (Tables 2.11~2.15). The predictions
are derived as follows: if a construction requires tiiree or more nodes to be indexed under
the same structural relation, then the construction is predicted to cause parsing breakdown;
otherwise, the construction is predicted to be acceptable. This is the simplest method of
applyinghe thoory since it absiracts away from any specific strategies for handling conflicts
inthe A/R set (i.e., how to choose whnich nodes remain in the A/R set when three or more are
vying for the same index:cal relation). This method cannot overpredict difficuity because
no strategy for maintaining the A/R set can overcome the two node limitation. However.
it may overpredict acceptability, in that there exist A/R set maintenance strategies that
do not ensure that the appropriate nodes are available for attachment. For example, one
rather perverse strategy is to admit fhe first two nodes under each index and then block all
subsequent nodes. Such a strategy weould be completely distunctional, of course. We will
return to the issue of A/R set maintenance later in the chapter.

As in the example above, the predictions will ve illustrated by presenting a partial view
of the A/R sct at critical moments. For structures cauvsing parsing breakdown, the A/R
set will be preserted at the point where one of the relations must bear three values for
the comprehension to continue successfully, Mor acceptable structures, the A/R set will be
presented at points where the A/R set bears its maximum load. The phrase structure tree
will often be given represceating tie final or mtenmediate output of NL-Soar. These trees are
seperated antomaucally froim a trace of NI -Soar’s working mermory and cdited for brevity,

Tae predictions are grouped mto aggrezaiions of supvar structures, with both aceeptable
and breakdown constructions conardered moeach: group. A sumnry ible of the results

appears at the end of the thapta

2.0 Righi and Rfv-branchiog

Farse aneonmts of right branciong (940 are acceptable oy mdicated above, sinee wvpreadly

v e node tthe moss recenty st e osoaloble tor atachents Buad there s mere to
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FIGURE 5.1: Growth of right branching structures.

NP -+ NP PP
NP -+ NP S’

With a right branching structure, the parser must keep open every node for possible further
bottorn-up reduction. For example, in John saw the book on the table, the NP the table
cannot be removed from consideration for further expansion, since the sentence may con-
unuc in the room. This v turns means that the preposition on must remain i consideration,
sinee 1t may need to attach ¢ a new NP Sinlarly, the book may need to attach to a new
PP, and so ¢n- -unbounded right branching structures lead to unbounded requirements tor
butltering partal copstituents.

NL-Soar avords this because it 1s not cheosing trom a set of phrase strucure ruies to
expand. A modifiecd NP may be tormed by sunply adjoming to an existing NP Figure 5.1
shows part of the mcremental growth of the utterance model tor (94). There 15 no need
to debay attachment decrsions: The only limit that can wrise 1s i the number of potential
attachment sites, an issue addressed above and in Chapier -4

Loeft branching stractures are also scceptable dhigare 5.2
(950 AE2)Y Her sons” emplovees” contributions

Bocawse NI Soan s butldig che tree bottameups, fettbranchmyg stroctures ane casthy handlod

Uhomky & Mhler 1963
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FiGURE 5.2. Left branching.

5.2.2 Center-embedded relatives

A single center-embedded relative clause car be parsed because just two NPs must be
buffered in the spec-1P (subject) relation of the receiver’s set (phrase structure in Figure 5.3).

(96; AE3) The dog that the cop saw is b1 .

RECEIVERS T sn2c-P: [ne the coplinp the dog)

As we saw earlier, two suck 2mlb :dde 1 relatives (PB1) leads to breakdown because
three INPs must be available or he spec-iP relation. It 1s irrelevant whether the overt
complementizers are present or not, both structures are predicted to cause difficulty:

(97, PB2) The main the waman the dog bit Likes eats fish.
An objectrelative may be ermbedded in a Wh question without catsing breakdown:
(U8, At What did the rean that Mary hikes cat”

In (98, the NP fyp whar] s attached yoimediately mospee CP oposinon, as e Figure 544
so does not conribute to mterterence on the spec-1P relation. In fact, [ap the man] is also
attached rnmediately, occupving spec-11 position ot the 1P projected froey did.

Now consider a difticuliy embedding oo Whequestion (Cnbson, 1991

(00 PRy Who did Johe donate the turniture that the repamnan that the dog bit tound

h

o

Anoveroade b spec T relation on the reccivers solcatnnol bevhe sonrce o did oy m e9sn
J .

Pve Whar| and [y Johin] need not be buttered i the recenvers et becanse they are attavhed

Ly

smediately as e Brgare v Swperaney however N2 Sosr does predies ditonliy here

toe another reason. Consrder the relaton of object traces and aotecedents g (99)
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(100) Who, did John donate the furniture; that the repairmany that the dog bit t;
found t; to t;?

Each of the traces is generated by accessing the amecedents in spec-CP position viz the
assigners set. By the second reiative clause, three CP nodes must be indexed on the spec-CP
assigners relation in order to generate the correct traces:

ASSIGNERS | spec-CP: lcp who did),[cp that), (cp that]

Thus, (Y9) causes difficalty because of an cverload on the assigners set, rather than the
raceirvers set.

Eady and Focor (1981) discovered that placing the modified NPs in post-verbal positicn
increases the acceptability of center-emnedded relatives ({103) from (Gibson, 1991)):

(101; AES) The cop saw the man that the women that won the race likes.
(102Z; AE6) The cop saw the man that the boy that tne dog bit likes.

(103; AE7) John donated the Yurniture that the repairman that the dog bit found in ihe
basement to charity.

Ni-Soar poedicts that these structures are a:ceptable because once [vp the man] is attached
in comnlement position, it is no longer indexed in the receivers set. in the case of the object
relative (1062), the AR set must index at miost two NPs on the spec-IP relatior:

RECEIVERS | spec-IP  [wp the boyl vy th=deg)

Note that the creation of the trace in object position docs net require the antecedent to be
m the receivers set The antecedent 18 accessed via the assigners set in spec-CP position
(§3.3.2).

s the subject-relative (101). at most one NP must be indexed 1n the receivers set
Hrp the weman]y, This means hae center-embecaed subject-relatives are predicted 1o be
acceptabls, evean in preverbai positicn, in contrast to the difthicult nbject-relatives:

CHOS Py The man that the woman that won the race hikes eais i:sh,

Lindibe (93 o (O, ondy two NPs (e enan] and {ype worman ] must be mmdexed sumuldia-
neousiy holding w the judgments presented in (labson, 1991 tas i the Birsi incorrect
rredicton of the model However at feast as {an as relaree dithouty concaned, thes
predoton s e nehy drecnon. There s evidence thaet object relabives are wore ditticudt
noeeneral than cubect retaaves (Ford, 19850 Hotmes & O Regan 1981 Untor tunatety,
1 the coapmcal evdence on doable center embeddimygs uses object relatives, pot sithyedi

reizives o dor aow mtormal uegeshe adgments for O aest sattice
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FIGURE 5.5: The wrong way to analyse subject sentences.

5.2.3 Subject sentences

Subject sentences are sentences that appear as subjects of other sentences:

{105: AE8) That Jill left bothered Sarah.

Kimball (1973) noted the unacceptability of embedded subject sentences:

(106; PB5) That that Jill left bothered Sarah surprised Max.

The most straightforward analysis of subject sentences places the complementized sentence
(CP) directly in subject (spec-IP) position (Rosenbaum, 1967; Gibson, 1991}, as n Fig-
ure 5.5. Under such an analysis, NL-Soar would predict the difficulty of (106), sinc> three
nodes must occupy the spec-IP relation:

RECEIWVERS | spec-IP: (cop that],[cp that), (e JilI]

However, Koster (1978) presents compelling evidence that this analysis is inzorrect.
He points cut a number of anomalies thai arise as a consequence, including (- two below:

(107) (a) *Although that the house is erupiy may depress you, if pleases me.
(b) Aithougii it may depress you that the hot se is empty, it pleases me.

(108) (a) *Did that John showed up piease you?

{b) Did Jchn's showing up please you?
{¢) *What does that he will cove prove?
5 (d) What does his coming prove!
Subject sextences dre generatly ongranvmatics! m o sebordimae claases (1075, and cannot

serve as the subject 1n subject-auxiliary inversions {H08) But o the structure 1o Figw ¢ 5.5
) . ) g

i< conect, these constructions should be accepiable.

Koster provides ain altessaiive snalyses that places the subject seatence i topicalized

position hound by a phonclogically nall trace. Sach sponctures wve abveady required o

hamdte toprealizanen m Enploh (Rosier preseits additional Dot exannpltes y:

Ry v Ulover, she cevtniy L.

phy Uiy book | asked Bl e reaa
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FIGURE 5.6: Topicelization analysis of senrence subjects.

Since topicalizadon is a root phenomenon (1.e., it generally occurs only at the level of the
main clause, not in embedded contexis), this analysis predicts the unacceptability of (106;
on gremmatical grounds, because (106) requires an embedded topicalization. A relative
clause with a1 embedded subject sentence should 2150 be unacceptabie:

“11C; ¥B6) *The woman that for John to smoke would annoy works in this office.

(111; PB7) *The company hired the woman that for John to sinoke would annoy.

Koster’s 1981 treatment of tonicalization involves a new phrase suructure rule. In
medern GB syntax topicalization is simply analvsed as adjunction o IP (Rochemont &
Culicover, 1990). Figure 5.6 shows the revised structure for subject sentences.

This analysis has irnmediate processing implications. Since the subject sentence no
longer occupies the spec-1P position, is should be possible to embad a subject NP modified
hy an object relative clause within a subject sentence:

(112; AE9) That the food .diat John oraered tasted good pleased bim.

This 1s correctly predicted to be acceptable, since the tnree nitial phrases are distributed
across two structaral refations in the A/R set:

RECEIVERS I adjom-TP: {on dhar]
FECRIVERS spec-TP.  [wp the food), [np John]

Since fronted clauses are also adjoined to 1P, a fronied clause fo'iowed by a subject relative
15 acceptable:
(113, ario) Whiitle Mary slept, the sock that the dog chewed fell on the floor

The same predictioneholds for topicatized Ny's as weil:

t1id, Aty Boboithe g that the dow scured fikes,
B Fo oy

By nomimalizng subject sentenves, it is possible to embed themywithout causing parsins

3. el

hroecwdown (Kimball, 1973 Cabson, 1991y
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7

\\ angered the boy
C p
PG

that ST

NP r
N surprisesd he
NP N’
Joe's
N

leaving

FIGURE 5.7 Nominalized sutject sentences.

(115; AE12) That Joe’s leaving surprised ner angered the ooy.

The stracture for (1155 is shown in Figure 5.7. NL-Soar handles such structnrgs because
they are left branching.

Although the restriction on embedded topicalization appears (0 be universal, Grecn
(1976), Hooper and Thompson (1973), and Koster (1978) himeelf have al! »oted dhar root
phenomena are sometimes marginaliy acceptabie in toe complemants of a restricted wiiss
of English verbs:

(116)  {(a) I know that John, she likes,
(b) *I persuad:d hin that Ball, Herb likes.
(c) *Thoped that John, she likes.

o . , R . Say . 9
Thus, in some cases embedded sentenna! subjects wili be aceeptaiie”.

(118 AEL3) The cop belteves that for the bov 1o sinoke s bad.
y s -

1119, ART4) Mary held the belief that for Johun to smcke would be annsying.

Ajthough these constructions may be grammatically rmarginal, the question for Mi-Soar
s whather cuch structures can be processed. They can in tact be processad; ro reiniion

st idex more thar two nodes. Fipure 5.8 grves the structurs produced S0 0HER,

“The tensed verstons of these subjecy semtengsys aprear to be Tar lese acceptahble
“The 1 wns of ithese subject semen Y far les praby

(1V7y (ay M believe that that Joha sookes snnoys me.

{by "*Mary heid the belref thar that Joha sinckes v annoyimy

seerms thar there s soune pronlem related to the repcared fhears whach s independent o ooy of the ysans
It thar t} SOIne D : )

presoned heve, buviGs entnely unclear waethes the probies 15 @ piocessiug Ble 90 & granipeteal s

e T B VS RE R WIS PR S NI L A e~ LA A

55
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//’ S
NP I
h cop N
ths .
PN
i A%

™
C e
N
that 7 \\\
CP ip
for the Ly to smoke |
1
¢
15 bad

FIGURE 5.8: Acceptable emrbedded subject seaencas.
This dees iead o 2 problematic prediction: a subject sent2nce embedded in a comnle-

nient of a c.ect M should be aceceptable, tut in fact iv coes seem to cause some difficuity
(Gihson, 1961):

12205 PRR) TMary’s belief iat for Jobu to smoke would be anoying is appacent due te
her expression.
NLedoar esnprocess this precisely because (the subjecy sentence can be indexed via the
adjon-IP relation:

ST adiintPr eeforl
RECEI 6K5 - Le» for ; ,
spec-IP: Lyr beltef), | yp John)

Hoewever, the contrust petween (120) and (119) is not particularly sunking, The marginal
grammeatical stats of eiabedded subject sentences i general makes i o somewha diffioult
L0 Sy Al e 2eisng taeonies against thsse constructions.

£.2.4 0 Compgpeanerts of aominals

Usipg nouns thai wake sentenval compivmants (e belicf that, the possibiline ther s, iU

possthle to oree constroctions that segquere paffenng diee oF ore subpect NS without
Lot any cciaive ause modincanon. NL-Soar contectly predicts the dithcuhy on such

cmoeoding:

CEIUO B Jobn's sepicion that g ruimor (hat the election bad not been con taady wis

SN

rue nonovad g hom e mvestizals tacther
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RECEIVERS { spec-IP Ine suspicion), Iyp rumor]‘*[Np election)

The same prediction holds tor certain mixes of complement clauses 1nd relative clauses:
(122; PB10) The man who the possibility that students are dangerous frightens is nice.

By using a subject relative, it is possible to create an acceptable embedding of a relative
clause within a complement cause:

(123; AE15) The thought that the cop that hit the boy was rich angered her.

NL-Soar handles this because thought and cop are the only NPs that must be indexed on
the spec-IP relation. Figure 5.9 shows the phrase structure.

RECEIVERS j spec-IP: {np the thought), [np the cop)

An object relative embedded within an NP complement should also cause breakdown, but
the result is considerably more acceptable than (122):

{124; AE16) The thought that the man that John liked screamed scared me.

This is an incorrect predictior by NL-Soar, but, as in the earlier case, it does at least correctly
predict that object relatives are more difficult than subject relatives.

NL-Soar correctly predicts that NPs with sentential complements may appear in subject-
auxiliary inversions:

(125; AE17) Who did the information that Irag invaded Kuwait affect most?
However, NL-Soar also predicts that another embedded clause should be acceptable:

(126; PB11) Who does the information that the weapons that the government built don’t
work properly affect?
This incorrect prediction arises because does projects both CP and [P phrases, so that
information is attached i spec-IP position as soon it is encountered (see again Figure 5.4).
Thus, only weapony and government must be indexed in the A/R set simultancously.
As with the case Tor emberdded relatives, moving the complement embeddings to post-
verbal position increases their acceptability:
(127, ab18) The pentagon employs many burcaucrats who the information that lrag
invaded Kuwat affected.
(128 A110) The professor did not believe my claim that tie repont that the school was
corrupt was brased.

Forexample. i (12750 only two NPs must be s dexed tnospec [P sinee bureancrats 1

removed from the recervers set once it oceupies the coniplenent postion.

RECEIVERS 0 spec 1P Vve onforeianien), fap frong)
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P
,/"/\\\\
NP T
i //\\\ angeied her
det /1/\1
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FIGURE 5.9: Embedded complements of nominals.

5.2.5 Clefis

The cleft constiuction in English is a particular kind of predicate complement construction
that serves to focus part of the sentence. There are two types. The cleft has it as its subject
and something like a relative clause at the end {129b):

(129)  (a) The man saw a dog.
(b} It was a dog that the man saw.

The pseude-cleft has something like a Wh-clause in subject position:
(130) What the man saw was a dog.

Ni.-Soar correctly predicts thai fwo embedded refative clauses in the complement NP of a
cleft should be acceptable:

(P31 ARP) Towas adog that the mam that the cop admrred saw,

I 01500 the complemest NP dog need oot be held sinulianeousty with the two subjects
of the embedded clauses G, copy. The same prediction holds tor clefts with embedded

complements of NP
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P
,// \\\
NP I
’ was the dog
N’
) NN
yd N
¥
! / \\
N t C
///’
C /IE
what ,/ \\\
NP &
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I V‘P
Vv’
//\
VAN
Voo
saw

FIGURE 5.10: A pseudo-cleft.

(132; AE21) It was the cop that the information that the dog bit the boy influenced.
Adding one more embedded clause in results in parsing breakdown:

(133; PB12) Itis the enemy’s defense strategy that the information that the weapons that
the government built didn’t work properly affected.

RECEIVERS ] spec-1F: [vp information), |np weaponsl, [vp governmeni|

A clefted subject sentence is unacceptable for grammatical reasons, since the topicalized
subject sentence cannot appear in such embedded contexts:

(134; PB13) *Itisthe enemy’s strategy that for the weapons to work would affect.

The imtial Wh-clause in pseudo-clefts is analysed as a headless refative clause. Fig-
ure 5.10 shows the structure for (130). The niteraction of this structure with the A/R set
leads 1o some mteresting predictions. Because the inttial Wh-word does nat occupy spec-1P
postion, 1t should be possible to embed an additional relative clavse within the headless

relative without causimg difficulty:
(1350 a2y What the woman that John married Dkes 1s smoked salmon.

WE-Soar handles this becanse only twao NP peed to be simultancousty indexed on one

felation:
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RECEIVERS | spec-IP: (np woman), {np John|

A similar prediction holds for an embedded sentential complement:

(136; AE23) What the rumor that the accused man had robbed & bank influenced was the
judge’s decision.

As predicted, one additional embedded clause does lead to breakdown:

(137, PB14) What the information that the weapons that the government built didn't work
properly affected was the enemy’s defense strategy.

Sentence subjects in pseudo-clefts are ruled unacceptable for the grammatical reasons
discussed above:

(138; PB15) What for the weapons to work properly would affect is the enemy’s strategy.

5.2.6 Though-preposing
Though-preposing 1s another kind of focusing construction which is used to front predicate
complements:

(129) Intelligent though the man is, he has no sense of humor.

The phrase structure is given in Figure 5.11. The moved AP occupies spec-CP of the CP
headed by though. Thus, the fronted constituent does not interfere with buffering NP on
the spec-IP relation, predicting the acceprability of an embedded relative clause (Gibson,
1991):

(140; AE24) Intelligentt ough the man that Ellen married 1s . ..

Recrivirs | spec-IP: [y rman), | yp Lllen

Or an embedded sentential complement:
(141 Ap25) Shocking though the news that irwg invaded Kuwait was
Adding one additional embedded clause leads to breakdown, as predicted:

(1127 pR16) Surprsing thongh the mtonmation that the weapons thai the povernmient

built didn™t work properly was ..

Though-preposinge with o sentence subject s unaceeptable tor the gramuatical reasons

discussed above:

CHES sy Sarprsang though tor the weapons oowork properhy swooudd be
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AP, o
imntelligent "
1 = // \
C P
though | AN
.
NP U
theman /7 AN

FIGURE 5.11: Though-preposing.

5.2.7 Pied-piping

Pied-piping is a right-branching structure that can be used to avoid stranding prepositions:

(144) (a) *The tabie wi:ich the man put the block which the cop put the dog on
on is big.
(b; AE26) The table on which the man put the block on which the cop put
the dog is big.

The phrase structure for (144b) is given in Figure 5.12. As Pickerning and Barry (1991)
point onut, pied-piping presenis a challenge for parsers that must wait to posit the object
traces unti dheir surface positions:

€119 The table on, which the man put the block on, winch the cop pui the dog
1, 15 hig.

If NL-Soar was torced to wait to posit traces, then pred-piping woutdd become unaceept-
able. The complement relation in the assigners set would eventually drop. verbs, prevennng
the generation of the traces. However, there is no reason NL-Soar must watt for the surface
posttion to posit the trace. As discussed i §3.0.3, the trace i genergied ay soon as the
antecedent and the structurad assignes are avarlable. Thus, M Sowr correcily pritots tha

Hike nght-branching, pied-pipmg may be continved mdefinitely:

(116 We saw the the tible on which the man put ihe block onewhae s the Cop i

the doy on winch the voy put the coilas
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1. Independence of ambiguity

e

Insufficiency of emibedding depth alone to cause parsing breakdown
Fairly sharp drop in acceptability at two center-embeddings
indeendence of length

Independence of short-term item memory

Little effect of explicit instruction and training

N O oA w

Some effect of semartic content
FIGURE 5.13: Qualitative phenomena of parsing breakdown (from Chapter 2).

5.3 Accounting for the major quaiitative phenomena

Chapter 2 presented a list of seven qualitative phenomena surroundiag parsing breakdown,
summarized in Figure 5.13. Most of these phenomena are accounted for automatically as
aresult of NL-Soar’s perforrnance on the AE/PB collection; others requn e sorae additional
olausible assumptions that are consistent with the model.

Independence of ambiguity. Pursing breakdown can happen i1 NL-Soar independently
of ambiguities. The contents of the A/R set are not strictly a function of how ambiginties
are resoived, but a function of the interfering propertizs of the incoming syntactic sirecture.
In the classic difficult center-embedding, all of the subject NPs are not available tecause
the A/R set cannot index them all simultancously. Ambiguity is not an issue’.

Insufficiency of embedding depth alone to cause breakdown.  The A/R set places
no limits on the amount of phrasal embedding. The himit 1s strictly in the butiering of
identically-indexed phrases. This may or may not lead to limits on embedding, depending
on the syntactic structure. In particular, there is no hinat on night- or lett-brancmng, while
there are severe sirits on center-embedding.

Fairly sharp drop in acceptabiity of « nter embeddings. The cmpirical evidencs
presented m Chapter 2 nivade clear from a range of measures that gouhly conter embedded
object-relatives were unaceeptable, white singly-cmbedded object-rebutsves are acceptable.
NL wor predicts this sharp drop i acceprabihty simply because it the thued NE o the
Jdoubly embedded construcuion that exceeds the A/R set capacity.

Independence of lengrh. The linntations of the A/R setare o funcion of ihe sviectie
structure of the viput not s lenpeths We saw above that short sentences (e, Ph2ican fead
e brcarkdown, while long sentences e aeceptable (oo 2o dogeneral, N Soar places
et on the lenyth of acceptable sentences

Iideperdenice of skiort fen e mernory Parsmg breakdown can oceur even thioneh

stbpects are Gble to recall b the vems m the sentenoe thankm & Buoeos, 197710 The chor

O cotee W= o i Chonter Hthat the AVR e does place fonstations oncthe abahny rondetect aed ses e

anboeinties, ool
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term memory accessed in this case is very likely to be a phonological memory (Baddeley,
1990). The limitations imposed on the A/R set have nothing to do with any limitations
of the phonological buffer. Thus, it is possible to find short sentences which overload the
syntactic processing without overloading the phonnlogical butfer. This is precisely what
happens in the case of short center-embeddings: the items can be recalied, but cannot be
parsed.

Little effect of explicit instruction and rraining. The structure of the A/R set is an
architectural hypothesis; it cannot be modulated by knowledge. Thus. NL-Soar predicts
that the limtitations that arise from the structure of the A/R sct cannot br overcome without
using some auxiliarv memories. One such possible auxiliary memory is paper and pencil—
eventually very deep embeddings can be worked out with enough time and patience. But
there s another more interesting possibility: the pheonological buffer. If, as argued above,
the phonological buffer can maintain a short double center-embedding, then with sufficient
practice it may be possible to deliberately work out the correct pairings or the words based on
this memory alone. In fact, the subjects of Blauberg & Bruine {1974) were able to increase
their ability to comprehend center-embeddings by one level—thai it, they cventually Iearned
to comprehend double embeddiags, but not triple embedd:ags. The plausibie explanation of
this result is that the triple embeddings exceeded the short-term capacity of the phonological
ouffer so the newly learned pairing ¢kill could not be applied. Note that working out tire
correct pairing 1s all that is required to succeed on the comprehension test; 1t is not at all
clear that the subjects also learned to perceive the structure as grammatical (Marks, 1968).

Lffectof semantic content. Comprehension of semantically supported center-embeddings
1s better than semantuicelly neutral center-embeddings (Stolz, 1967). NIL-Soar cannot ac-
count tor this result within the confines of the A/R set for the reasons mentioned above.
However. all that 1s needed to succeed i these comprehension tests is some mem ey of the
items m the sentence, combined with general knowledge that permits plausible selations
to be estabiished between the iteris. vor short sentences of the kind used in the studies,
the phonologrcal shortterm memory may satfree, or perhaps the partial situation maoded
constructed trom the comprehension of the aouns and verbs, I either case, semanin
knowlcedge could be brought to bear to produce o plausible paining of tems wathout the A/R

set praving astgndhicant role.
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Table S Usmmmanizes the predictions anthe collection of parsing breakdown and aceeprable
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TABLE 5.1: Summary of predictions on AE/PB collzciion.
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; AEll e PR7 ®
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(1988), with its ontology of 41 surface grammatical relations for English, may very well
increase discriminability enough to change some predictions of breakdown to predictions
of acceptability

While it wouid be worthwhile exploring alterrative syntactic theories, such a task is a
substantial urdertaking. Changing the underlying svatax will have potenual ramifications
1 the predictions for garden path effects (Chapter ©) and ambiguity resolution (Chapter 4)
as well as parsing breakdown. At this powi, the most that can be concladed is that the
Goverrment and Binding structures do a good iob of helping make the right predictions,
and it is not clear that any alternative syntactic theory would de significantly better. In
fact, we have seen several cases (such as subject seniznces) where the precise analyses of
GB lead to rather interesting predicusns that would not necessarily be captured vy other
approaches.

Perhars the most sigpificant open issue jor the theory 1s establishing the nature of the
strategies for resoiving conihicts e the AR set. The rssue was effectively avoided here by
using the theory in a way that abstracts away from the effects of particular strategies. But
the questions remain: Wtach strateyies are the right ones? Are the strategies learned, or
architectural? The question :s an mierashing one: we saw in Chapter 4 that the obvious
alternative fo. an architectural strategy (pure recency) 1s unlikely to be correct.

Beyond the tew nuissed predictions and the origin of the A/R set strategies, the biggest
issue for furtiier development of the theory is empirical data. The collection used here
is primmartly based con informal linguistic scceptability judgments, and some of the judg-
rents snvolve somewhat guestionable borderline cases. Unfortunately, the psycholinguis-
tie eviaence converning parsing breakdown is almost exclusively concerned with center-
cmbedded ohyzctrelatives. Before attempting to modify the theory to increase the empirical
coverage, it seevas worthwhile to develop a better empirical database.

In the next chapte., we consider parsing difficulty that is caused by local ambiguity,
v ther than deep embedding.
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Chapter 6

Garden Path Effects and Unproblematic
Ambigeitizs

LTHOUGH GARDEN PATH EFFECTS have played a significant role in psycholinguistics
over the past two decades, the appearance of detailed theories of a wide range of
kcth garden paths (GP) and unoroblematic ambiguities (UPA) 1s relatively recent,

stariing with Pritchett’s 1987 thiesis. This chapter presents NL-Soar’s account of GP and
UFPA phenomena. The first secthion describes the NL-Soar garden path theory, derived
directly from the structuse of the model presented in Chapter 3. Then the theory is applied
in detatl to the 57-item collection of garden paths and unproblematic ambiguities. The third
section shows how NL-Soar accounts for the major qualitative garden path phenomena.
The chiupter concludes with a discussion and summary of the results.

6.1 “Hhe Ni-Sear theory of garden path cifects

The NL-Soar garden path theory can be summarized as follows. Comprehensiorn is essen-
ttally a single path process, with a hiited capability to recognitionally repair inconsistencics
that may ans2n the syntacuc structure when the wrong path 1s taken. When iecogauional
repair fails, a garden path effect oceurs,

Ni-Soar’s repair mecharism s simple destructive reparr £§3.3.3). The mechanism
corsists of the prinutive utierance mndel constructors plus the smp operator A repair
nappeas when spip breaks an exaisting relation i the atterance mode!, and the uirerance
mode! s reconstructed wath e standara hink operators. Through Soa’s chunbang, this
repay proess becoraes @ scamless part of the recognimional repentowe of comprehension
operators (§3.3.4)

Smp respomds o aneomnastencres detected in the atteranee wode!. The inconsistenses

Trial oah g e
T T 0 UMY IR AN T a0 e, O the sarme Toxy ! (ko
IO O DOTITRD SV 0T S0 O TRe sarms WX ar ok

Adtachne sty o nugtpie nocdes 1o e sarne st tiral posinoe

fol
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3. Missin: ratory structure.

In case 1, snip o rators are generated w temaove relations to oue of whe competing lexical
senses. In cases 2 and 3, spip operators are genevaled 1o remove relations locat to the
detected tnconsistency, where loca’ is defined o raean within the containing maximal
projection. We will see examples of all these cases chortly.

This kind of repair cun also be characterized as cue-based: certain structural cues
trigger the repair precess. This tightly constrainea gereration of potential safp sits ensuies
computational efficiency in both problem space search and knowledge search {maichn the
recognition memory).

What does it mean for NL-Soar to experience a garden path? Any garaen path theory
must ultimately be a theory of conscious processing dlfhcuhy that manifests itself as an im-
pression of ungrammatical,.y. However, the Scar arclittecture does not make commitments
about what is in conscions cwarc aess (Mewell, 1990). 1t is Jizrefore necessary to make an
additional assumpticn about what c,xw,s rise to conscious processing adiculty 1 oraes o
make predictions about gareep path sentences:

(14/) The NL-Soar garaen pavh assumption: A garden path effect arices in NL-
Soar whet ivcannot rerognitionally repair an inconsistent tdterance mocdel.

This an ebvious and strarghtforward assurnpiion, but it is importani to be explicit about it,
since without it no gorden path predictions can be mads.

Given this assumption, there are three possible ways that garden path efiects might
etoerge 1n NL-Soar:

I. The approvriate structural cues are not available to trigger the repair,

e

The syntactic relations that must be altered {snipned) arz no longer available i the
AR set.

3. The particular repatr sequence that s requaed bas roof yet Deon chunked as pap of
a top level comprehension operator. As o resalt, ao mmpusse will anse and aaote

deliberate behavior vl be vegunred W repas the olterance maodet,

I all three cases the severdoy of the giadon patly eifecr Gepends on how apuch deiberde
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“IGURE 6.1: Repairing an unproblematic subject/object ambiguity.

Aay impression of ungrammaticality that arises, no matter how rapidly it is recovered from,
is interpreted as a failure of recognitional coimprehension, and thus a garden path effect.

As an example of how the theory predicts a garden path, consider the contrast beiween
the following object/subject ambiguities: (148) is perfectly acceptabie, while (149) causes
a garden pain effect (Frazier & Rayner, 1982). Recali that al! unproblematic ambiguities
are represented by a pair of sentences, neither of which causes any difficulty!.

(148 upaay  (a) 'Thad hnows Shag.
(b) Thad knows Shaq s tall.

(149; Gr1) See Jay always jogs a mile seems tike a short Jistance to him.

Frgure 6.1 reviews the repair process for (148, whick was brstdescribed in §3.3.2. Shay
t anitiallv attachea in comiplement position of knowys. When i arrives, it is projected to a CP
and attached m compleineni posttion, siwe kxcwy can take a sentential complement. Now
there 1s ar meonsistency in the phrase structare: two ovdes eccupying the same structural
postiion. A spip s generated 1o break a strucwural relation local w the mconsistency: the
complement relattion between {u wnoves| and [up Stagl. Next, [vp Shaq) i< attached noits
proper final focation as the subject of [ rsf. Phe boxed nodes i the Frgure 6.1 identity
the maximal projecoon mowhach the nconsisiency s detected  In other words, these nodes
deibmuthe scope of consideration for generaimg smip operators. Only relations that involve
vne of these nodes are constderca 1or snippinw.

f oy, amde v ke tptie by as e complemient of joes, just as BN Because
Jeoes does nol take sentenid aum;, ety the mtad phrase Sieee Jav jors oy adymped o
thie imeenong seerniys lo lact, thas s e correet finat pesition. However, [ seems ] s stil!
PERSELC 2y SUDICOL BUL 1 B Cast D STHR OPUrater o uot onerated o the cormploment

ro o netween [oosees and e ool beoause the relation s not focal to the detecwed
VO }

Shev b FRREY Lt (Braoer & Kovaer BUST) Tor w o decnsaon ol whe weniepoes nhe 08400 e
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FIGURE 6.2: Failure to repair a subject/cbject ambiguity.

inconsistency (the missing obligatory subject). This situation is shown in Figure 6.2, with
the boxed nodes again representing the locality of the inconsistency. As aresult, {yp a mile]
cannot be reanalysed as the subject of [;» seems], and the necessary repair fails®.

This garden path theory has a number of distinguishing features. First, the theory is
formulated independently of what guides the initial choice at the ambiguity point. Thus, the
theory classifies structure types as potential garden paths, not definite garden paths. This
chapter is concerned purely with the repair process, which determines, given a particular
structural interpretation that is inconsistent with incoming input, whether or not that structure
can be repaired. Whether alocal ambiguity gives rise to a garden path effect in any particular
context is a function both of the ambiguity resolution process itself, and the efficacy of the
repair. This chapter is concerned only with the latter process; Chapter 4 is devoted to
NIL.-Soar’s theory of ambiguity resolution.

Second, the theory is a functional theory, in that it posits mechanisms to efficiently carry
out the functions of comprehension. NL-Soar is not a metric that distinguishes garden paths
trom non-garden paths. It classifies certain sentences as (potential) garden paths because it
may fail to recognitionally parse those sentences.

Third, the theory embodies ttie Siructural Gurden Path Hypothesis 154), which states
that GP effects are a function of difterences between the syntactic structure of the preferred
mnterpretation, and the syntectic stractare of the correct interpretation. NL-Soar embodies
this hypothesis because GP effects arise from himitations 1 a repair process that maps the
syntactic strueture of one interpretation into the syntactic structure of another interpretation.

Finally, the mode! works without reprocessing the imput. Recognitional repatr happ ns
rapidiy and rather fred sently withow the need to reread or sehear the mput.

Warner wied Glas. (19873 cotnathy discoveied annstance of a share version of (1497 that most of then

subjects found acceptable, as sieasurea by srepid grammaticabity jodpment task

pheo LT AM (o When the bovs ke the dog klls

thy When the boy s stike the dog the can rims away

NECSean st peedio tothe o be o GF One possible explanation of thes result s that the retransite ¢ use ot ki
somehew teahitiates he revovery ot theantransitioe use of sidbe, whch srequired tor the correct araivaes Tt
om

Paotiol ol

wowiere e hoce o e b an elect s Losdd bern NE Some For mew dce amphy somiesea predicnion
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6.2 Predictions on the GP/UPA coliection

To reiterate a point made above, the predictions on the GP/UPA collection will be made
independently of the presumed preferred direction of resolution of the ambiguity. Despite
this independence, the theory is stiil constrained by the data in the following way. For
each GP sentence, there must exist a grammatical partial path in the sentence such that
the system cannot repair from that path to the correct interpretation. For each UPA pair,
there must exist a single grammatical partial path such that the system can obtain a correct
interpretation in both cases, because it chooses the correct path for one case and chooses
the wrong path but can recover in the other case.

The predictions below are grouped by ambiguity type, with both GP and UPA 1ems
considered in each group. Many of the predictions are illustrated with annotated phrase
structure trees. A summary of the results appears at the end of the chapter.

6.2.1 Object/subject and object/specifier ambiguities

We have already seen how NL-Soar handles two cases involving object/subiect ambiguities
({148) and (149) above). This section explores a range of cases involving direct and indirect
objects, prepositional objects, NP specifiers, and clausal subjects.

The distance between the ambiguous point and the disambiguating maierial in structures
like (148) can be rather extended without causing difficulty (Pritchett, 1992):

(I51;urA%)  (a) Kon believed the ugly little linguistics professor.
(by Han bhelieved the ugly little linguistics professor he had met the week
before in Prague disliked him.

As long as the complement relatton assigned by the relevant verb (in this case belicve) 1s
stull avaitable i the A/R set, then NL-Soar can repair the structure regardless of the length
of the object nounphrase. The repair mechanism 1s only sensitive o ithe syntactic structuse,
not the surface string

However, Warner and Glass (19875 did manage to produce an apparently tength imduced
garden patly etfect, using exactly the same object/subject ambiguity:

(1520 6Py The gairls behieve the iman who behieves the very sirong agly boys struck the

dow killed the cais.

Surprisingly, Ni. Soar accounts tor such parden path effects. The mervenng maicinal
v such that all the strectural efations required for a successtul repar cannot be held
the A/R set dn (82, Tae man and the bovs are taken as complements ot frelieve and
belicves, tespectively. When struck arrmves, 1o must be placed on the comp V7 oassigners
relation o that 10 may fake St compleent. Helreves must alse sull be avalable on the
camgy Vo relation, because the complement ot bedieves st chiange from thie 2ovs W SHick,
However believe mustalso e oo the comp VY relation, because the coniplement of fedreve
st be changed feom the mices (o tire e kelied. For the veponrs to be svecesstul the AR

set necds toosipport the Tollow iy siracine
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ASSIGNE™ .5 [ comp-V’: [vt believes), [v believel, [y struck)

This exceeds the posited capacity of two nodes per relation (Chapter 5), which means that
at least one of the complenent relations will not be available. Thus, the interaction of the
repair mechanism with the limited syntactic working memory produces a garden path effect
because the relevant structural relations are not available to snip. The important factor is not
the length of the intervening material, but the interaction of the structure of the intervening
material with the structure to be repaired.

Another kind of difficulty object/subject ambiguity arises with embedded subject sen-
tences (Gibson, 1991):

(153; GP3) Aarti believes that John smokes annoys me.

[cp That John smokes] 1s taken as the complement of believes but must be reanalysed
as the topicalized subject of [;» annoys] (see §5.2.3 for a discussion of the syntax of
subject sentences). A similar A/R set overioad explanation can be given for this garden
path. Believes, smokes and annoys are all placed on the comp-V’ assigners relatior, and
assuming that annoys displaces the less recent belicves, the crucial complement relation
from [y believes] to [¢p that John smokes] cannot be repaired. Unlike the explanation for
(152), this requires an assumption about the sirategy for managing the comp-V’ relation
{an assumntion that, nonetheless, is implemented in the system and is consistent with the
other results presented here). However, it is not clear that a processing explanation should

construction 1s also unacceptable:
(154) ?Auarti beheves that that John smokes annoys me.

Thus, while an account 1s possible with NL-Soar, the dubtous grammatical states of these
embedded tensed subject sentences makes the point somewhat moot.

Fronted clauses with embedded relatives can also produce garden path effects (Warner
& Gilass, T987):

S155: ¢ra) Belore the boy kills the man the dog bites strikes.

Even it the clause tre dog fares is properiy interpreteda os a redaced relanve modifying e
mian, when sirikes arrives and s adjomed to the fronted chaie s (as i Frgare 623 the relevant
s operator 15 ot generated to detach the mars from ks ton the reasons given above
i example () Because the msiaterpretation of the reduced relative s not necessartly
the crineal tactor, the theory conectly prediets that the garden path wall persist even it the

relative clause s disamingated:
pinor Rerore the boy kb the mien that the dog bares stiikes.

Verner aed Glhass produced anaderestine naoast on thes parden path They imanaged
to contexte Sy mduce the vy o readhime o the ambrenous NP s aoresult, an othenase

cvepiable comstrucnon became o canden path
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C P the e N

When the horse kicks I\f ::[’
‘ the dog bites
N the man

boy

FIGURE 3.3: A reverse subject/object garden path.

(157; Gps) When the horse kicks the boy the dog bites the man.

Because the theory can be applied independently of the initial choice, we can determine if
NL-5oar predicts a garden path effect when the boy is not taken as the object of kicks. In
fact, 11 does. The boy the dog bites 1s taken as a complex NP with a relative clause modifier.
The man 1s attached as the complement of bites, displacing the posited object trace {via a
smip—we will see other examples of repairs invelving traces in §6.2.5). At this point, the
end of the senterce is reached but no snip operators are generated since there are no local
mconsistencies (this is true even i the boy is finally attached as the complement of kicks).
This situation 1s rhown in Figure 6.3.
Objects can be rearalysed to NP specifier position without difficult y:

(158; urAad)  (a) Without her we fatlea.
(b) Without her contribuetions we fatled.
(139; uras)y  (a) The cop saw her

{h} The cop saw her sons employses”,

he structure m (159 involves reanabyss of an ambrguous plural/genitive NP from object
to speciiier position; (15%) mvolves a pronoun that can take objecave o penitive cise.
Figure 6.4 shows the detected mconsistency that anses sad ihe sibsequent repaired structuse
e (15K

A simabar arebiguty does causc a garden path etfecs (Frazier, 1978 Puichets, 1988}

00, GPos Withioet her conntbogons tatked to corpe .

fer s mnally taken as the object o withowr, then reanady=cd w8 the speciber of
oo her coraribucionst s an (155 above. Then the PP e wcithonr her cositsibusions) s
adporned to [ p fadded D To perform the corpeet repair. smp operatars must be cenerated to
tommone o fer P o spectier positiesy and 1omove { e conrsibaons o objec Uposiion
Ason example cE3 these smps are not vecoersted smoe thes s not Toosd tothe detecied
tcodststency Ghe nussng subeect o Lo ke 1))

Crarden putheetteots van also be creatod wathrdoun v o cimpivinent verbs s Prachetr Twal

{ -

TIMisentence torecarreet as pronied s s whout the aposttophe The omissron o0 the aposttophe soaph

3

presecy e b pmbaptany Soud naospech
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FIGURE 6.4: Repairing an unproblematic object/specifier ambiguity.
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NP vp
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v Npcmnpl CPL‘omp]
convinced  her professors hiite

FIGURE 6.5: A garden parth involving a double complement.

(161, GpP7) 1 convinced her professors hate me.

(162, GP8) The doctor warned the patient would be contagious.

Convinced takes two complements: a nominal first object and a ~entential second object (/
convistced her that professors hate me). In (161), [xp her professors} s taken as the first
comaplament of comanced. When hate arrives, 1t s projected to CP and attached as the
sccond complement, as shown in Figure 0.5, Because the two structures are rnror occupymng
the sare sirsctural position, no smp eperator s generated to detach [y her professorst, and
the repair fatis, A similar explanation holds for (16.2). The difference s that the nonunal
comiplement ot warned 1s optional (The doctor warned he wondd not toleraie the disrupiion)
Lop The panenr] s iitially attached in fiest complement posttion, and [ woudd] attached
i second complement position. The reparr thus tatis as i (161).

Another kind of parden path arises when the hirst object ot a double object constivction

s modihed by aorelative clanse:
A Gloy John gave the Poy the dop biva dollar

T bad e dow s antadly atached as the second obryect of gave Hie s projected o OB,

But canmot attach o the existing sttuctire. Noospip opetatons are generated sinee there are
o dovab mconsistencies. When o dedlar arnrves, e attached as the complement ot byt
that ondy exacerbates the garden path eitect Frgnre 0.6 shows the inal resuls

ot ath ambrgutes g olving donble objects cause ditticalny
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FIGURE 6.6 A double-object/relative garden path.

(164;uras)  (a) The cop gave her earrings.

(h} The cop gave her earrings to the dog.

Figure 6.7 traces what happens. In (164b), her and earrings are initially attached in first
and second complemnent positions respectively. When ro ~rrives, it is attached in sccond
complement posttion. This triggers a snip to remove earrings. Next, earrings 1 attached
in first complement position, triggering a snip to remove her. Finally, her 1s attached
as specifier of earrings, and the repair is complete. This is the first example of a repair
involving move than one spip.

Object/object ambiguities arise when a nounphrase may be inierpreted as the object of
an embedded clause or the second cobject of the matn clause:

(165; GP10) Anurag gave the man who was reading the book

Sentence (165) does give rise to a garden poth offect if wie ambiguous NP (the Book) 1s
incorrectly taken as the complement of the lower clause. A Pritcheti (1592) points out,
preferences for how the ambiguity is resolved vary considerably, so the construction does
not voduce garden path effects as reliably as many of the other constructions discussed iy
this sectien. However, that s irelevant to applving the NiL-Soar theory. The question v If
the tinal NP as taken as thie object of the fower clavse, does a gardens path eifer vmerge” In
tact, 1t does; Figure 6.8 shows the result. The explanatton of the effectas snopis the s e
are no focal mconsistencess (o ingger the sinp operator, so no regair takes phice

Not ail object/obpect ambiguites lead to garden path effects. Unprobiemanic obs
jecvobiect ambngmties may be constructed with complernents of nonnnals (Gibsaa, 19911

(rotveany ay The sowester wiarned the pressdent of the danges
(i Ve noeaster warnesd the pres cent of the repubhc of the danges

&

sent of fay o warned)

fn cloob) [y of the repedrio} vy b natially atached as aocompl

Wheti [pe of e aerier] nves andhis atiachad e the same complenent posttion i ngpers

AN OPCTAOE (0 1emove Lo of e preadess]o which rsothen attached sy compluaent of

[ prestdent |
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FIGURE 6.9: Reparring an visproblematic complement/adjanct arnbiguity.

Il

6.2.2  Complement/adjunct ainbiguities

Incoming phrases can iten be interpreted as either compiements or adjuncts. Consider the
unproidematic serdences i 167):

(2470 UbAs)  (a) s the block on the Lible?

(h) Is the Block on ithe table red?

The prepositonal phrase en the salie may be mterpreted as o modifier of dlock or the
complement of iy, Assume that the complemen atachment s pursued first. Frgure 6.9
shows how NI Soor repairs the structiise whoes red artives, so that the PP {pp on the table)
wemodihier of dlock Red s projecte e s AP and attache:d in complement

s reanalyse
postiton, which trrggers asmp onerator to detach {e i e box ], the same manner that we

have seenabove. Opeedetached, [pp on the cebde Vs sunply adjomed o | Plock ] A simulac
D, Vol .
i H : . N . 4
cxplanation prodices the acceptability of complement clause/subject-iclative ainbiguities
t ! } ¢

tCnthegy, 109

(o3 vpagy o) dohn teld the man that Mary Kiased il
() Johnr told the i that Kissed Mary that Bl saw Phal

Howesver, other complement/adjunct ambiguitios do cause dithiculty, Cram and Steed
man 1985y tound that complement clause/object relative ambrgutios pioduce waaden path

cftects:
crot ariy Hhe psyehologast told the wite that he was heog gonble with o leave
Preposinional phrase arvumentadiue ot imbreuities mday also produce cacden pah eltects
] | ; i ¢ | ! {
Cricvontast toclo 7y abovey Gy oy 1o

e repans cound be avonded cotrel b faHow e Prichion - c PO G hon i £ 8 e o i cnsed
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(170; GP12) I sent the jetters to Ron to Teresa.

Unfortunately NL-Soar cannot account for these garden paths, because the repair succeeds
in both cases as in (167) above. However, the complement/adjunct ambiguities exemplified
by (170) seem to differ in their acceptability:

(171) Michael put the toys in the bag into the closet.

Such examples demonstrate the complexity of PP attachment phenomena.

Crain and Steedman (1985) also found that a garden path arises when the clause is
interpreted as a relative clause but the complement reading is required (they induced the
relative reading throagh a contextual manipulation):

(172, GP13) The psychologist told the wife that he was havit  trouble with her husband.

NI.-Soar does account for this garden path. BEven *t [yp her husband] 1s atiached as
the complement of | powienl, the concal snip operator regaired to detach the clause from
L wife] 1s not generated.

Uibson (1991 pomts out the followye i roblematie ambiguity mvelving comple
ments o!f nomnals:

(P73 upA1oy (a) "Phe report that the president sent to us helped us make the decision.

(b)Y The teporttnat the president sent the troops into combat depressed me.

The clause that the presidearsent. . may be Laken as the complement or moditiers of repert,
and nerthes wtermetson causes ditficolive Nicsoar rads (o prediet thass I the clause
i attached as die complement, the relevant smip iio break the complement imk) s not
vencrated when the vassing object ol serd detected, becaine the refanion s not focal to VP
[y sened Stombanly, nothing triggers the simip to break the adpuncuon relation it the clause

s fst attached as aomoditie

Another husd ot anproblemans comprement/ad s oet et s olves adiecthives that

nuey be taken as predicate complements or modifiers of anconung bouns’

b rea o The bon pot tat

chy Fhe boy vottat nuce tor has pet siabe

Frovre 610 shoews how N Soar repars such constractieons oy Moo oo aiched s ihe

cotplomcnt ot b ver) trgenoge the sp oob [l winehos then adponmed wo oo ¢
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FIGURE %.10. Repairing an unproblematic predicate complement/modifier ambiguity.

6.2.3 Main verb/reduced relative ambiguities

We now explore variations on the reduced relative garden path. Consider the canonical
example:

(175; GP14) The horse raced past the barn fell.

Figure 6.11 the shows complete structure for the main verb interpretation of The horse
raced past the barn. The inflectional features that head the IP phrase adjoin to the zero-
level verb node, leaving a trace in head of IP. {This joining of irflectional features to the
verb is assumed in some form by most syntactic theories; e.g., McCawiey (1983) calls it
fense-hopping, and assumes an adjunction structure like the one presented here.)

Passive forms like driven are untensed. Figure 6.12 shows the reduced relative reading
of The horse razed past the barn, which uses the passive interpretation of raced. in s
structure, the inflection riays no role.

Consider the repair required to successfully parse (175). The siructure in Figure 6.11
must be transformed intc the structure in Figuie 6.12. This involves removing [yp the horse|
from spec-1P position, and snipping the adjoined inflectional features. When feil arrives
and 1s projected to VP, the only piace it may attach is n complement position of 1. This
produces an inconsistency locat to the P as shown in Figure 6,13 However, tnis fails 1o
penerate all the required snips. Although the spec-(P relation is local (o the 1P, the crucial
mitection adjunction s not, so the passive reading cannot be recovered.

“he mtervering modifier {pp pact the barn] is irrelevant 1o this explanation. Thus, NI~
Soar currecily predicts the exstence of very short reduced redative garden paths (Kurtzman,
1985 Abney, 1089)™

( hw {;Ufn\)h)l!‘L\’ h':"r‘ m ‘xllm ,f\:r ;(m,’(i roattach oo the head of the sxasting VE 5 vp floared)), which
would thon make the VI raiher than the 1B the Tocality of the meonwistency, But allowing such Dinks extends

the fangze of exnting comtructive processes Vhe basic assunption of simple destructive repan s that the
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FIGURE 6,120 The reduced relative reading of The horse raced past the barn.
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UVIGURE 6.13: The main verb/reduced relative garden path.

(176; Gr15) The boat floated sank.
The exvlanation also extends to ditransitive verbs (Rayner et al., 1983):
(177; GP16) My friend sent the flowers smiled broadly.

EEmbedding the relative clause gives rise to a simitar kind of difficult ambiguity (Gibson,
1391):

(178; Gp17) The dog that was fed next to the cat walked to the park chewed the bone.

In (178), walked must modify car, but unlike (175), a different NP is in subject positiorn
(dog}. Again, however, when chewed 1s projected 1o VP and attached to the main clause
IP. the required suip operators are not generated.

Not all main verb/reduced refative ambiguities produce garden path effects (Pritchett,
1992; Gibson, 1991):

(179 0rAa12)y  (a) The defendant examined the evidence.
(b) The detendant examined by the Fawver shocked the jury.
The reduced refative reading i (179b) s readily availuble, in stark contrest to (17
NI Soar handles the reparr vy the following way. The mcoming preposition by projects to
PP oand adjorns o exanmined, just as past adjoins o raced 1 (1755 The aucral difference
is that examined 15 obhpatorily tansitive. This means that [y exammed ] 15 nissig an
object, which must normadly immediately follow the verb”. Frgure 6 4 shows o siipshot

Rt set ol vonstructive provesses (plus sip b are sathowent Stuciures of the formepee [ Lo we adwass

produced by projection. Thus the speonmng verb sl create s own projection rathier than anaching as the
head of o differont verb™s projecnion
“This adjaceroy regquirement Caoinctimes alinbuted (00O me anstenrnenth can sy be seenom ek

woardness ot examples such s
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v PP

INFL; examined

FIGURE 6.14: An unprobiematic reduced relative ambiguity.

at this point. Two snips are generated local to the VP: a snip that removes the adjoined
inflection, and a snip that detaches the VP from the I'. Now [vp examined], in its untensed
configuration, projects to a CP and attaches as a reduced relative to [y defendant). and the
repair is complete. When shocked arrives, 1t projects to VP and attaches to the existing IP,
and a new trace is established in head of IP coincexed with the new main verb.

Because the existing VP structure for examined is left undisturbed during the repair
(with the exception of the removal of the adjoined inflection), any adjuncts to the VP may
be carried over without problem:

(182; UpA14) (a) The defendant carefully examined the evidence.
(b) The defendant carefully examined by the prosecutor looked nervous.

6.2.4  Lexical ambiguities

This section exarnes & range of structural ambiguities that anise from lexical syntacuc
ambiguity. The concern here is not with semantic ambiguity, though of course semantic
ambiguity 1s nearly always involved. Rather, «he focus 1s on syntactic ambiguity that 1s
syntactically resolved. Because these constructions constitute about a third of the total
collection, they are fuither divided into more manageable subgroups.

(A Mhe lowyer exaaninsd wath haste the detendant
Hlowever gavhe case of ieavy WP the preterence vreversed:

(I8 G e lowverexamimed the defendant that we saw vesterday i the courthouse with haste

e ALYy The boever exaneoed with haste the defendant thar we saw vesterday i the

Coutihionse

T TEYh) cxartrred vt bereonaby sed from areduced redanve buck o amam verb NI Soar Bads 1o handle

Hs repanr, begause the vatemsed evarnned cannot hicense o bare object NP
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FIGURE 6.15: Repairing an unpreblematic nour/verb ambiguity.

Noun/verb ambiguities

In the following constructions, the ambiguous region may be taken as a compound noun
(153a) or a noun foilowed by a verb (183b) (Frazier & Rayner, 1982):

(183; uprA1s) (a) The warchouse fires kill numerous employees each year.
(b) The warchouse fires numerous employees each year.

Figure 6.15 shows how NL-Soar can repair the compound noun structure to be consistent
with the interpretation required in (183b). As described in §3.8, multiple syntactic senses
of lextcal items are accessed in parallel and placed in the A/R set, where they may gencerate
their own projections. The first frame of Figure 6.15 shows the structure just before
{vp remerous emplovees| arrives. 'The nominal torm of fires has adjoined to |y warehouse]
1o form a compound noun, and the verb form has projected to a VP and tensed 1P When
employees armives, 1t attaches s the complement of v fires]. At thas point, the two
competing senses of fires are both incorporated mio the utterance model, because each s
attached to another word. This triggers a spip operator to detach fires as a noun, leaving the
stmiple NP {yp the warehousel. Next. {vp the warehouwse ] s attached i subject position of
the TP projected from fires as a verb,and the repar s complete.

A s e amnbienity anses with the awxrhiary can (Gibson, 1991y

I8 veAte)r g The pant can fell down the stars.
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(b) The paint can be applied easily with a new brush.

In this case, can torms a compound noun with paint and projects an IP. When be arrives
and projects to VP, it attaches as the complement of |, can], triggering the relevant snip,
and the repair proceeds as in example (183) above.

Noun/verb ambiguities may be preceded by adjective/noun ambiguities without causing
difficulty (Milne, 1982; Pritchett, 1992):

(185; UPA17) (a) The square blocks the triangle.
(b) The square blocks are red.

Figure 6.16 shows how NL-Soar repairs the main verb reading of blocks so that it is
consistent with the NP structure required by (185b). Square projects both AP and NP
nodes, and blocks projects to NP and IP (1). [np The square] attaches as the subject of
lip blocks]. When are arrives, 1t projects to IP, and [yp blocks] attaches as its subject (2).
This triggers snip operators to remove structure attached to the verb sense of blocks, that
is, {vp square] (3). Next, [4p square] adjoins to [y blocks] (4), triggering the removal of
structure attached to the noun sense of square, that is, [y, the] (5). Finally, [4. the] is
attached in specifier position of {yp square blocks], and the repair is complete (6). This is
another example of a repair requiring multiple snips.

Some noun/verb ambiguities do cause difficuity. If the unproblematic ambiguity in
(185) is followed by a reduced relative, the result is a garden path (Milne, 1982; Pritchett,

1992):
(186; GP18) The building blocks the sun faded are red.

Blocks is taken as the main verb (as in (185), and sun as the complement. When faded
arrives, it can be attached as a reduced relative modifying sun. Once are 1s projected to
an IP, no addiiional attachments are possible (the nominal sense of blocks cannot attach
as the subject of are at this point because the NP [yp blocks] 1s not adjacent to [,p are]).
Furthermore, there are no local inconsistencies to generate a snip, so the repair is never
initiated.

Another kind of difficult noun/verb ambiguity does not involve a reduced relative
(Milne, 1982):

(187, 19y The pranite rocks by the seashore with the waves,.

Asstuming i this case that the nonn mterpretaiion of rocks 1s pursued first, the entire string
may be assigned a well-formed structure as a complex noun phrase:

[ g the graridic vocks [pp by Lype the seashore [ppowith the waves| il

Thus, no meonsistencries arse o eenerate the siup operator. This analysis s consistent

with the mtuiuve feehing that the probloem with (190) 15 not so pch ungrunmaticahity as

meompleteness, Example 21050 produces aosmmitar effect
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FIGURE 6.17: A garden path involving a noun/adjective ambiguity.

Noun/adjective ambiguity

This section considers a range of ambiguities involving words that can be interpreted as
nouns or adjectives. We have already seen in §3.3.3 how NL-Soar could repair the basic
noun/adjective ambiguity:

(188; UPA18) (a) The square is red.
(b) The square table is red.

Complement/adjective ambiguities (Pritchett, 1992) are also easily handled:

(189; ura1y) (a) Ilike green.
(b 1like green dragons.

In (189), green projects to both NP and AP. [yp green] attaches as the corrnlement. When
dragons arrives, it is projecied to NP, and | 4p green] adjoins as a modifier. This triggers the
snip operator to detach the nominal sense of green, and | vp green dragons) attaches as the
complement.

When an easily repaired ambiguity like (188) 1s followed by a relative clause, a garden
path effect arses {Marcus, 1980):

(190; GP20) The Russian women loved died.

The Russian s first taken as an NP, then unproblematically reanalvsed as The | 4p Kussian)
wennen, as {1883, Next, loved projects to VP and tensed 1P, and [ yp The | .p Russian| women)
attaches as the subject. When di-d arrives, it may aitach as a VP 1o the ' complement,
but this ondy succeeds in inggering a snip operator to detach |vp ioved! (Figare 6.17). Mo
fvrther attachments are possible ([vp {oved | cannot attach as @ reduced relative inats tensed
configuration. as discussed carhicr ). Noturther snips sie generated-—in particular, no snips
awe genenated to spht the nounphirase [vp The Russian women|. As a pesult, the repan fals.

A well known class of ambiguons adjective-nouns do cause garden path effects, even

when used i simple constructions hke ¢1s8) above (Miine, 1URZ):
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(191; GP21) The oid train the children.

(Another familiar example is The prime number few.). Pritchett (1992) points out that
the crucial distinguishing characteristic of the problematic examples is that they involve
derived nominals. That 1s. the nominal sense o1 these words is derived from the adjective
by a productive process (the virtuous, the true, the free, etc.). The resulting nominals appear
in restricted contexts:

(192) *We saw an old yesterday.

Pritchett suggests that these words are represented in the lexicon only as adjectives, with
the nominal interpretation generated by some on-line process. In NL-Soar, this means that
the nominal derivation is & process of projecting an NP trom the zero-ievel A node retrieved
by lexical access. Now consider what happens in (191). Once the NP [yp the {4p 0ld] train]
is formed and old has been projected to an AP, the repair will fail. The adjective phrase
[4p 0ld] may be detached as in example (188), but no additional snips are generated to
destroy the projected adjective phrase, which 1s necessary to make the zero-level A node
available for the nominal derivation’.

Ford, Bresnan, and Kaplan (1982) used another derived nominal to produce a garden
effect with a predicate complement/subject ambiguity:

(194, GP22) The boy got fat melted.

In this case, the AP projection of far can be immediately attached as the complement of
got. When melted srrives, it also attaches m complement position, triggering the snip of
lap fat). But melted requires the dertved nonunal reading of fat, and the zero-level A node
is no longer avatlable for the derivation. The repair thus tails. The complement/subject
ambiguity ttself 1s not the source of the problem, as deinonstrated by the following sentences
(Pritchert, 1992):

(195)  (a) The bov goi the cake,

(b) The boy got the cake baked.

Constructions like (195) can he casily handled as desenibed carber i the section on ob

ject/subject ambiguities,

"NIL Soar can sull lendle the unproblenatic aanbieuity beiow

GO UPAZOY e The old each the voune

th) The old professor teaches often
However i does require acdelay i progecting thie AP untal there v something o whech the projection cim
sitoch O CEShy professors Tos not sarprisi that the nomensd projechion s not made untl the content
demands i bu s fess clean exacthy bow thns shoold reractwath the AP projection Nevertheless s deln
does et sermeshy compromine nnmedoes s mterpreration . sance no attachments o other fexwat projectons

coutd be made nany event
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FIGURE 6.18: Repairing a pronoun/determiner ambiguity.

That ambiguity

The word thar can play arole as a determiner, pronoun, or complementizer. Consider (196):

(196 UrA2Yy  (a) 1 know that.
(b) Tknow that giri.

In ¢1964), thar s an NP, while 1n (196b) thar 1s a deternner. Netther sentence canses any
ditticulty. Freure 6,18 shows how NL-Soar handles this repair. All three syntactic senses
of thar are retrieved from the lexicon, and the projected pronominal node attaches nuanaliy
as the complement of Anewe When girl arnives, |y, thar] attaches as 1ts speaiier. Ths
trrggers the snip ot |y fhag] from complement posthon, and finally {ap thar pirl] becomes
the complement

A sinular unproblemmtie ambigty imvolves the complementzer reading of rhat

1O/ tea2yy o hnow that

(b T Rknow that dogs should play,

(19 7y s handled m essennady the sime manner as (1960 When should projects o an [P,
[ v does] attaches as afs specther. NexU e dors chowdd ) attaches as the complement of
Lo b thand] Thas tnigeers vhe smp of (e thea ] and | that Ly dogs should ] becomes the
complesaent

Sweprisiaply, dea ambreouines canoalso produce parden path eftects

CTOR G sy Before sine hnew that shie went to the store
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In (198), that is initially taken as a pronoun, then reanalysed as a complementizer for
[ip she went] in the manner described above. Next, {pp t0 the store] attaches as the comple-
ment of [y went]. The processing comple‘es with the well-fo 1ed CP,

(199) [cp before |;p she knew |cp that she went to the store]]].

No snips are generated since there are no local inconsistencies, so the correct structure is
not uncovered.

Garden path effects can also be produced with complementizer/determiner ambiguities
(Gibson, 1991; Pritchett, 1962):

(200; GP24) I saw that white moose are ugly.

In (200) the singular/plural ambiguity of moose interacts with the ambiguity of that to cause
the ditficulty. Thar white moose 15 initially interpreted as a singular NP and attached as the
complement of saw. Are arrives, projects to IP and CP (it cannot attach as the complement
of {¢p that] because the phrases are now adjacent), and attaches in complement position of
saw. This triggers the snip of |np that white moosel, but [yp that white moose] cannot be
attached as subject of [, are] due to a number agreement violation. No further snips are
generated and the repair foils.

Another difficult complementizer/determiner ambiguity arises when a sentence-initial
thar may be mterpreted as a determiner or as a complementizer for a subject sentence
(Gibson, 1991):

(201 GP2sy That cotfee tastes terrible surprised John.

Thai coffee 15 mterpreted as an NPowhich can then serve as the subject of rastes rerrible.

When sarprised arnves, itcannot take the mitial chiuse as a subjectsentence because subject

sentences must have overt complementizers:
(202 *Sanith lett bothered hii

The only option s to project serprised 1o Vit and attach it as the complement of the existing
1P Thas Teads nowhere, mpaiticuaba, it does not fead o the regquuaed snp ot [, dhar) rom

(g Ot coffeel. The repan thus fals
Oiher Teveal ambigintaes

Al ySmam verh

Avahany nun verb ambryuinos can iy e tise o sarden patietfocts e e s TONG Kot

RIS

CCOS GE e e the bovs eoven gt by then toemds
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FIGURE 6.19: A main verb/auxiliary garden path.

Figure 6.19 shows how the garden path effect arises. Have may be interpreted as an
imperative main verb (have heads a VP) or an auxihary that begins a question (have heads
a CP). The question inierpretation is pursued when [vp bovs] attaches in spec-IP position.
Given projects to a VP and attaches as the I' complemert, and [yp gifts] becomes the first
complement of [ given]. Next, e byv] adjoins to v given]. In this configuration, given
1s missing an obhgatory second complement. This may trigger a snip of the VP from
Lop Bave Vi Iap the bovs]]], butat does not trigger tne snip required to remove | yp the bovs)
from the mterrogative structure. Furthermore, the detached [y given] cannot attach as the
complement of [yp Aave] because the phrases dre not adjacent. As a result, the repair fails®

Ningalar/plural

We have already seen some examples i which number ambiguity plavs a role. Number

ambrgeity itselt s not necessurdy a problem tRurtzan, 1985 )

O A e The sheep seem very happy
(hy The sheep seems very happy.
“ P anabvsas abho prediers the tollow sy structuore 1o be a panden path

b Hane the boss oo o the store

Sentence (253000 has usaadly been otfered Qo an evample ot an unproblenats ambirady te v i NLncus FUNG

b, 199l Prchett, 10U Hovever, thie onhy expernnental evidence usiny precety this stiuctore suy

L)

sestpstihe opposite Usine accapad yrammatec ahiy judement sk Karteman oL O8> fonnd that at the cracnal
diainbuvwanme verb oo thie pnediate judys cment ot mestsobjecrs i 2D that the stany s nnecanionanea!
Toraditnoadt o eapham aveas s resutt o an awotact of the particebar expenmental patachem . smce kurtrman
seproduced doranye o other well Enowanand accepted parden pavn and unprobliemane contrasts Tand turther
cvindence van be o obtoned we can tentar el assuime that mest of Kudtzoean ™ subjects expenenced sone
fatduee G then capabihy o recommtonally repan the stucim e e wivanteee of Ravismon s rechnngue o
thatan taps e the tmeedate o Line tadpyment o subyects D or this wws reason of conre it ey eads ne

onttant berween vanden pathe that are dittentt ores oner trom and those thae e caen
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Because there is no structural ambiguity here, there is r.o need to 1epresent the ambiguity
with multiple NFs. NL-Soar simply handles this ambiguity at the level of syntactic features.
like nearly every other approach to natural language processing {e.g., unification grammars).
The head of {vp the sheep] contains a set of syntactic features, including number, which
may take on multiple values. These features are restricted as required by agreement checks.
When [vp the sheep] is attached in spec-IP position of [;p seems). spec-head agicement
ensures the number will tw set to singular, when the attachment is to [, seem], the number
1s set to plural.

Inflection marker/preposition

To may be locally ambiguous as a preposition or an inflection marker, but the ambiguivs
need not cause difficulty (Gibson, 1991):

(206: UPA24)  (a) I opened the letter to Mary.
(b} I opened the letter to impress Mary.

Figure 6.20 shows how NL-Soar repairs from the preposition reading to the inflection
reading. [pp To] initially attaches as the complement of . letter]. When impress arrives.
it projects to VP and attaches as the complement of [;p to]. This triggers the suip of [pp t0].
and the initial clause adjoins to {,p to impress Mary), completing the repair.

6.2.5 Filler-gap ambiguities

Filler-gap sentences provide another interesting test of NL-Soar’s repair mechanism, be-
cause the location of the gap 1s often not known with certainty. Consider (207):

(207 upAazs)  (a) John found the ball, that the boy hitt,.
(b) John found the ball, that the boy hit the window with t,.

In (207w, the trace appears in the complement position of the verb (the bov hit the ball).
while i (207b), the sentence continues so that the trace uppears as the object of i preposition
(the boy hit the window with the bal!y Newther sentence causes difheulty, Figure 6.21 shows
how the reparr of the object trace s triggered. Fuest, [ op the window ] arnives and attaches
as the comploment of fo durl Ths creates the fanubar Tocal mconastency: two nodes
(the trace, and the NP cecupying the sime structurai positon. Bois ireelevant that one ot
the nodes i a phonologmeally null trace. A smp o generated o romove the trace When
Lopowrcdi] aciorns to e sl aonew trace 1s geperated as the object ot the preposition,

A stnxang ospect of these ilter eapn wnbrgutties s that they may be propagated over
long disuances

)

PONU e e Whoe doovon believe

a0 Whodoovon beheve B saspects Bob knows Pat hates
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FIGURE 6.20: Repairing an inflection marker/preposition ambiguity.
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An object trace 1s posited after each verbyin {208b). As an NP arrives to fill the object slot,
the trace is snipped. and a new one generated at the next verb. Thus, (208b) involves three
separate repair operations,

6.2.6  Small clausses, coordination and other miscellany
Small clauses

small clavses are subject/predicate constructions that do not involve the tull IP/VP phrase
structure. Small elanses may consist of just # VP, with the subject of the small clause in
sove-VEP Pritchetr (1992) presents the following enproblematic ambiguity involving a VP
small clause:

(709; Upaz7)  (a) Isaw ner cuck fly away.
(b) Isaw her duck into an alleyway.

The are actually several repairs invoived in (209). Firstisthe reanalysis from |yvp saw [yp her]]
to [vp saw [yp her duck]], which is . instance of object/specifier ambiguity discussed in
§6.2.1. If the sencence then continues as in (209a), fly projects to a VP and attaches as the
complement of [ saw], triggeiing the snip of {yp her duck]. [yp her duck] then attaches in
spec-VP position. forming the small clause [vp [ve her duck] fly].

Of course duck is categorially arnbiguous: 1t may ve a noun or verb. Figure 6.22
shows what happens if the sentence continues as in (209b). The PP {pp into] attaches as the
complement of [y duck)’. This triggers the snips to detach {yp duck]-—one snip to remove
[vp her] from [wvp duck|, and another to remove [yp duck] from [ saw]. Next, {yp her]
attaches as specifier of [vp duck], forming the small clause [vp [vp her) [ duck [pp into}}).
Finally, the small clause attaches to [» saw] as the complement, and the repair is compleie.
This sentence provides a demonstration of how NL-Soar can handle multiple kinds of
structural and lexical ambiguity within one sentence.

Coordingdion

Coordination has reccrved Lttle aanpirical atention in psycholimgmnsties (though there 1y a
fair amount ot work veompwiaacnablinguisies, e.g. (Kosy, 1ORSY) sndihere is potentiadly

| 5 » OB Y. { 3
achuge ranse of wteresting garden path effcets waring 1o be discovered. rrowever, for the
present purpeses, we shalt address just the most basie kind of seanalysss required by

cosrdind y straviuney,

(2 a2y s bwent o the ol

(b Dwent o the mall and the bookstore.

g . . F . ; i .\ N
Uiis weaivace noa bobad iy arnbayrone Arbchony {ppe o] to {y st} prodaoes 1ot

correspondiig to the somewhat odd trerpretaton Foccempssated er e o the wdlesan

Jreveey
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FIGURE 6.22: Repairing a VP small clausz ambiguity.

Figure 6.23 shows how No-Soar would handle the rapair‘o. Inttially, {ye The mall] ot-
taches as the coinplenient of [p fo]. And arrives and projects its own gmaximal projection.
Since a conjoined phrase takes on the syntactic features of its conjuncts, the node pro-
Jected by and does not yet k- ve category information; this is represented in the figure by
denoting the node as XP. Next | x» and] attaches in complement position. triggering a snip
operator to remove |yp e mall], which can then aitach as the first conjunct of {cp and].
Finaily, Lyp the boosstore] becomes the second conjunct, foraing the conjoined phrase

fwvp Lap the mall] and [ v the bookstorel).

Multiple compounding

Pricchett £ 1992) porats out that nouns may be compounded muluple times wahout cansing

difheudoy:

CILTOURA2Y) () We admare therr mrelhipence.

() We e therr mitcHhipence agepoy policy decnsions

Compoundine rray beamadvsed as adionoton o the head o) an NP Ulnder ths analyses, the
14 & N . g .

repaer brom s sompte N oto acomponnd Nosiapty icelves e standard adpanction speriator

Chese coonrdioate structeros e ot vol Seen anpleroeated i U systen
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FIGURE 6.23: A repair involving coordination.
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FIGURFE 6.24: Multiple coinpounding.

which creates the addittoral required node. Thus, wuduple compounding consists of a
stream of cdypuncitons, as in Frgure 6,24, No snip operators are required.

Semantic vy, structieral ambiguiry

Thus far al! the stivctures we have considered wmvolved local syntactic ambigunty that 15
resobved fater in the sentence by additional syntactic mtormanon. Some bads of Toeal
anrbrownry that cre resolved syntacticaly are purely senantio o nature, and therefore do not

cequire reparr of the utterance model. Consider the examples below.
(P2 oeasn (ay Fgave the dop to Mary,
(hy eave the dog seene bone <

PLA Ay ay ok prokod the boy Tor his team

(hy John eked the boyv ap al sehood vestenday
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Recoveraniiity

Bidirectionality

Independence of length
Distance-to-disambiguation effects
Independence of lexical ambiguity
Independence of semantic content

48]

w

LRSS

FIGURE 6.25: General garden path phenomena (from Chapter 2.)

In (212), {n» the dog] plays a different sernantic role in the sentence depending on the
syntactic structure of the second complement of give (whether or not is a PP). Yet, regardless
of the outcome, [np the dog] remains in tiie same structural position, so no repair of the
utterance model is required (the situation model may be repaired as described in §3.4.3).
Similarly, in (213), the meaning of picked changes with the arrival of the particle up, but
the structural configuration remains the same.

Sometimes local syntactic ambiguity is resclved by later semantic content. In general,
such conditions can give rise to semantic garden paths (§2.4), for example:

(214) British left waffles on Falklands.

The basic NL-Soar account of such effects is straightforward: repairing the structure on-
line requires the recognitional generation of the appropriate snips to effect the repair. The
rather specific semantic contexts of these semantic garden paths make 1t unlikely that the
appropriate repair sequence will be available as a chunked process.

6.3 Accounting for the major qualitative phenomena

Now that we have completed the lengthy journey through the range of GP/UPA construc-
tions, we can step back and consider how NL-Sour accounts for the six major qualitative
phenomena surrounding garden path effects, summarized 1n Figure 6.25.

Recoverability. People can eventually recovery from garden paths through deliberate re-
compreiienston, perhaps guded by explicit instructuon. NEL-Soar predicts that garden paths
are recoverable because the knowledge used to resolve ambiguities 1s not architecturally
tixea wr advance. We saw m Chapier <+ how NL-Soar s able to dehiberately recomprehend
Igarnste mput to explore alternative paths at ambigiities. This capability 1s qust what is
required torecover from garden path eftects (n fact, the example i Chapter 4 ravoived the
crassic man verb/reduced relative garden path),

Ordorectionalioy. Garden path etfects may arise even when a normadly unpreferred path
s tiehen, and the preferred miterpretation turns ont 1o be correct . NL-Souar predicts this s
possible because the GF efect s parely a functron of the abihity of the repan mechanisin
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to transform one structure into another; the preferred/nonpreferred status of the structures
is irrelevant. We saw this in GP4 and GP13,

Independence of length. Since NL-Soar’s repair mechanism maps structure into struc-
ture, the length of the surface string is not the critical factor. NL-Soar predicts the existence
of short garden path sentences (e.g, GP15 and GP20) as well as unproblematic ambiguities
with extended distance-to-disambiguation (e.g., UPA3).

Distance-to-disambiguation effects. Although length is not the important factor, in-
creased distance-to-disambiguation can lead to a garden path effect. In NL-Soar, this
happens tn just those cases where the structural characteristics of the intervening marerial is
such that it causes loss of the critical relations from the A/R set. We saw this in the contrast
between GpP2, UPAIL, and UPA3. Thus, NLL-Soar predicts that there are not pure distance
effects, but structurally modulated distance effects arising from syntactic interference.

Independence of lexical ambiguity. Because NI-Soar’s repair maps structure to struc-
ture, lexical ambiguity is only relevant to the extent that it has structural ramificatiorns.
NL-Soar predicts that lexical ambiguity is neither necessary nor sufficient for causing gar-
den path effects. This general prediction can be seen clearly from the results on the many
examples in §6.2.4 involving lexical ambiguity.

Independence of semantic content. Semantic ambiguity need not cause a garden path
effect. We saw in UPA30 and UPA31 that the utterance model need not always be repaired
in the case of semantic ambiguity. Furthermore, any required situation model repair can
be accomplished directly by the construction processes that keep it in correspondence with
the utterance model (§3.4.3).

6.4 Summary and general discussion

Table 6.1 summarizes the predictions on the GP/UPA collection. The results are good:
the theory accounts for 52 out of 57 constructions (219)  Only the theories of Pritchett
(1992) and Gibson (1991) have comparable coverage, and no other architeciural theory
competes. Furthermore, no other existing theory accounts for all six guaiitative phenomena
(for example, NL-Soar offers the first explicit model of how people might actually recover
from garden path effects). Since NL-Soar embodies the Structural Garden Path Hypothesis,
the good results of the theory offer further support for this hypothesis, along with Pritchett
{199 and Gibson (199 1),

Perhaps the biggest theoretical issue facimg the model is the onigin of the repar mech
antsin. What gives nise 1o the particular locahity corstiiunt embodied e the generator ton
the snp operator? Although the constramt s sumple enoughs and the presence of some
constrarmt s well monvated compatationally, the precise torm ot the constramt could pos
stbhv be abiered shehthv and st ensure effrcrent repane (A form of this question can be
put to nearly every other strectural warden path theory )y [0 mterestng to note, however.
that the wdenoheation of the nearmal prorection as the constimnmyg locality tor snip means

that tie theory coudd be mapped rather simply onto radieally ditterent stuctres, such as
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TABLE 6.]: Summary of predictions on the UPA/GP collection.

GP1 ®
37
UPAL  ® g:ﬂ :
UPA2 o} G P:’l, o
UPA3 L GPS o
Object/subiect/specifier UPA4 ® GP6  ®
UPAS @ GP7 .
UPAS ¢ GPs o
UPA7 ® GPY o
GPi0
UPAB & bl o
v , UPA9 @
Complement/adjunct GP12 ©
UPAIO 0 op13
UPAll e
®
UPAIZ @ g’ii‘s‘ :
Main verb/reduced relative UPA13 © GPl6 ®
UPAl14 & GP17 e
UPAL1S e
UrAl6 e OFIE @
GPi9 e
UPAL17 e
GP20 e
UPAIR e
. GP21 o
. o UPAIS e ,
Lexicai ambiguities GpP22 e
UPA20 o
. GP23 @
UPA21I @ GP2a e
UPA22 e s
GP25 e
UPA23 e GP% e
] ) upA24 o TV T
” o UPA25 e B
1 Llﬂhdp - | l}PAZ? m° -
- 7 77upA27 e
UUPA2E ®
Small clauses, ete. UPA20 e
UPA30 ®
L”b\$l L]

& correct prediction

O ncorrect prediction




O Summary and genera! discussion 193

dependency trees. In a dependency grammar. maximal projections correspond directly to
single texical nodes.

Of course, there are the missed predictions to be accounted for. Three of the five incorrect
predictions wmvolve complement/adjunct ambiguities, which may help focus rescarch for
ways to improve the theory.

In suminary, although there are stifl important issues to deal with, these results help
establish the viability of the broader class of single path/simple repair models. By virtue
of being embedded in: the larger architecturally-grounded theory, NL-Soar also explains ail
the major qualitative garden path phenomena, and opens the door to an understanding of
how learning modulates the recovery skills of adult comprehension.
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Chapter 7

Immediacy of Inierpretation and the
Time Course of Comprehension

NE OF THE PRIMARY CONSTRAINTS ON NL-SOAR is that it accomplish the func-

tions of comprehension in an incremental, real-time fashion. As we saw in

Chapter 2, immediacy of interpretation is a fundamental principle characterizing
human sentence processing. Althoughnearly all comprehension models embody some kind
of incrementality, most do not make predictions about the fime course of comprehension.
The READER model (Thibadeau, Just, & Carpenter, 1982) is a notable exception. Because
NL-Soar is grounded in a cogpritive arciiitecture with an independently developed temporal
mapping (§3.1.2), we can use NL-Soar to make chronoretric predictions. The first section
of this chapter examines why NL-Soar is an immediate interpreter. Next, we constder how
NL-Soar satisfies the real-time constraint, by analysing the structure of the model as well as
actual system behavior. Finally, the mode] is used to make a number of specitic predictions
(both quabtative and quantitaiive) about the time course of comprehension.

7.1 NL-soar as an immediate interpreter

In general, human comprehension processes operate mmmediately at all fevels - syntactic,
semantic, and referential (42.2) There s no evidence of systenate delavs atany Jover As
soon as the relevant mpuats are present, the comprehension processes apply, mncrementadhy
budding representations i sworking meraory.

Fhis eoan adequate charactenzanen of NE Soaras well T fact, mnediaey s the most
natural processog stratepy tor NENoar Tes the natare of the recommton memony i So
that associatons fire automatcd Iy whenever then relevan: copditions are present There
ivono cenual execttve schedaling the precesses This s a basie propeniy o producten
systenis i gencead (Newelll 197300 and alzo accounis tor the immed e processing i
READEE (Just & Carpenter, 1985

Constderbow svntactcrmmmediaoy areesan N boars The sy ntocne processes e the set

of avatlable e constructors Whenever the conditrons of wparticular oo constiactor proposal

[
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association are satishied (§3.3.4), that assoctation will fire proposing the u-constructor.
Cinless there 1s other cognitive processing that requires immediate attention (i.e., other
cognitive operators are given better preferences by recognitionally available search control),
the u-constructor will apply at the nextdeciston eycle, thatis, within the next 50 miltiseconds
or so. This tmmediacy holds for semantic interpretation (s-constructors) and reference
resolution (resolve operators) as well.

Of course, only what is immeadlately available in the recognition memery (learned
chunksj can be tmmediately applied, so NL-Soar predicts that there are limits to immediacy,
and these limits are modulated by experience. The basic prediction is that the more novel
and specific a particular aspect of the comprehension process, the more likely that automatic
comprehension processes will tail, requiring more deliberate comprehension.

Consider what this means with respect to the three basic processes in NL-Soar (syn-
tactic, semantic, and referential). We should expect that syntactic proc.ssing will proceed
autornatically most of the time for adults, since the chunked u-constructors are applicable
to an unbounded variety of sentences. (Of course, this is modulo the range of failures
discussed extensively in Chapters 4, 5 and 6.) Similarly, since the s-constructors build up
reference-ndependent semantic representations based on the meanings of words, they too
should applied recognitionally much of the time, though they may fail mere often than
the u-constructors. The referential processing 1s a different matter altogether. Even in a
straightforward discourse, the referential level may be a source of novelty. In NL-Soar,
this 1s also the level of processing that integrates the content into long-term memory. Some
referential processing can be automatic, but if there is any new content in the discourse,
then nmpasses must arise at some point.

It is therefore not surprising that the Iimits of immediacy of mnterpretation have been
found primarily at the referential level (§2.2.3). The automatic/deliberate distinctions found
in these studies maps well onto the structure of NL-Soar. However, NL-Soar does suggest
that attempts to find purely static criteria for deternnming which aspects of comprehension
are automatie are ulinmately doomed to talure. Instead, the picture that emerees from NI
Soar s onc i which the automatic/dehiberate distmetion s a function ot domain knowledge

and prior experience wath sumlar language.

7.2 Satistving the real-time constraint

Does NE Soarm tact sansty the real tme constramt, comprehiending ot an average rate of
25U per word? I thes secnion we take two approaches 1o answenng tdns question,
enibvane the structure of the modelsand anadvsing the actuad behavior of ithe model,
Fraane some rourh estmntes of model bebiavror it possible to deternime 8 N Soae o
within o plaoeable tonee Foast corsaders Bow mnch e ey spent oniecormiional niteraiee
nendel and toation model consiraction Fachword will esohe abont b 2 a constroetons and
o cvnstrnectors Takvoe Soperators as the aver e totaloand SO s per coemtne operaiot
as the arcbatectat coraant that means about 1350 mis pec waond s spent on revoeniton.a

el cornucton Pine spem on the resolve amerators s more dehendo o eenmate.
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because the amount of processing evoked by different words varies considerably. Suppose
that cach word evokes on average one resolve operator. This brings the total to 200 ms
recognitional processing per word. Thus, this analysis suggests that the model passes the
first critical test: the predicted recognitional time per word is less than the average time
per word for human comprehenders. As discussed above, there must be s time feft
over for more deliberation. However, the analysis also shows that the fit is tight, leaving
only an average of 50 ms per word for deliberate processing. Put another way, the analysis
indicates that comprehension is about 80% recognition and 20% deliberation. Real-uime
comprehension clearly presses the architectural limits.

To establish with more confidence that NL-Soar meets the real-time constraint, we must
determine several factors empirically:

e How often u-constructors and s-constructors impasse (the transfer rate of u-constructor/s-
constructor chunks)

e How many s-constructors and u-constructors apply per word, on average
e How often resolve operators impasse {the transfer rate of reference resolution chunks)
¢ How many resolve operators apply per word, on average

As argued above, the transfer rate of u-constructors and s-constructors should be good,
since they constitute fairly general processes. There is some empirical evidence to back
this up. Figure 7.1 shows a graph depicting a fcarning curve on a corpus of 61 sentences
(devised to test the syntactic range of the system).  The horizontal axis represenis the
cumulative number of words comprehended; the vertical axis represents the percentage of
words comprehended without impasse (averaged over a moving 24-word wimdow). The
datias tronmyan earlier version of NL-Soar (Lehman, Lewis, & Newell, 1991 Steier, Lewas,
Fehman, & Zacherl 1993) which combined utterance and siteation model tutlding into
one operator. The system did not pertorm reference resolution. The data are sl relevant
becanse the trinsier i the present system should be at deast as good as the older svstem
tsee §3.7 Tor a discission of the tanster properties of different comprehicnsion operaton
schemesy,

The system starts wathout any chunkes that duectly implement comprehension operiators
tthourh the praph starts above zero because there was some chunk transtes wirbin the fiss
Shwordst o Without fearming the craph would be a dat hine at 040 The recovmtional
rade ot SO-900 achieved near the end ot the corpus < cntirely woresult o ihe tanster of
tearned chunks T seems plausible toassumie that e adutt comprehiension the Ganstern rare
tor utrerance model and sitaton modo Feotetnc ten e even bashes

Phe dataom Preve 5 B solb feaves what s potentiadby the most e mtieant factoo wiad
stressed s the amnonnt of e tegbined o pectonmeeterental provessime Recenthy complesed
work by Huttmane 2995 provdes somie cather materestme and seles ant datac g e o
ansvecr the quetren Plattoan mvestieated the natire of mastone table mtelireent aeents
sorthe Tt tor Son e s tern Hat tabees oninnad Lo e o touc o to cniced o s ated

robot v o blocke workd donian Distrocte Soor Bhe N SO e bl vt thie Soan
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Frours 7.1 BEtticieney increase due to chunk iranster with an obder version of NL-Soar. The graph
showys the percentage of words comprehended without impasse, computed over a moving 24-word
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architecture. The natural Linguage compenent of Instructo Soar s a version of N Soar
very close to the one presented v this thesis (the enly sipmiheant ditference s the nature of
the syntactic representiation),

Inctructo-Soes was tun through asequeice of tasks that mvoelved the comprehension o
Db utterances, comprised ol 493 words . The utterances consisted of sumple mnstructions and

cxplanattons such as:

(215 a0 Proh oap the vellow Block
(b Move tothe vrey table.

tcd The operatons hnsbied

A total of Y00 w constructors, GO s constiuctors, and O30 cesolve opernators were
apphred. The tmber ot s copsinctors ioiess than e number ob words because many words
pre s funcnen wordso deb ot evebe s camaructors Phe tetal number of comprehension
OpCTTOTY s 00 O 630 PO IR or wnaverage of EUS per ward

O the 683G esedve operator, THo ledio anpasses There were 9 S decision v es spent

to resohve these paesess toran avetare of b deciaon oveies per i Thas s ot
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7.2, Satisfving the real-titme constraint

433 words (94 utterances)

1,618 total comprehension operators

3.28 comprahansion operators per word

216 impasses on resolve operators

953 decision cycles aon  clve operator impasses

Total decision cycle = 1,670 + 880 = 2,571

5.22 decision cycles per word

Average tirne per word = 502 x 50 ms = 261 ms

Comorehension rate = 1000 + 267 x 60 = ~230 words per minute

FIGURE 7.2: Resuits from running NL-Soar in Instructo-Soar’s domain. The S0 ms per operator
architectural constant permits approximate zero-pararmeter predictions of comprehension rate.

enough time to learn to recognize one or two new aspects of the situation modei (§3.5.1).
Assuming that the u-constructors and s-constructors were fully chunked (they were not,
of course—-Instructo-Soar staried with no language chunks of any kind), the total decision
cycles spent was 1, 618 +953 = 2,571, or an average of 5.22 per word. At 50 ms per cycle,
that means an avesage of 261 ms per word, or about 230 words per munute. These results
are summarized in Figure 7.2

This comprehension rate 1s remarkably ciose to the observed rate of skilled human
readers (~240 wpm; (Just & Carpenter, 1987)). Although this is just one date point, the
test is a stgnificant one because it embeds NL-Soar tn a functional task situation. Reference
resolutton 1s required for both the immediate comprehension of the text, as well as for
producing a long-term memory of the mstructions to be used 1n later behavior,

I NL-Suar appears a bit slow, 1L is important to realize that on Instracro-Soar’s task, NL-
Soar 15 taking the time required to produce a complete recognition meriory of the content
ol the utterances (though the mernory must be retrieved vig @ reconstroctive process which
1s ot guaranteed 1o succeed; see §3.5.3)0 It should be possible 1o speedup NL-Sow atthe
cost of producing a shallower comprehension (Just & Carperiter, 1987). Nevertheless, the
numbers clearly mdicare that NL-Soar 1s operating very close to the i< oi s real time

constrami.

Another factor that this analvses dees not take 1o account 15 ihe overhead od lexical
cncodimg and aceess, Aithongh this sGesurned to take prace vieencodimg peoduction which
can nin o paraliet with ether cormprehension operators (33.6 3 there are sidhinhere tdata

Wenal laiencies B thercfore entiiely possible

dependencies which conld infrodae g S
that meorparating a nore realetic fencal component and/or addinonal experience with

other domamowill reveal ted B Soar s, m fact oo slow Tnany ovent, the prevent data

mdrcate that the deliberate processes of reterence resolubon need not serivuesiv compronuse

the veal thme bohav o
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7.3 Predictions about the time course of comprehension

The previous section was about averages-—establishing that NL-Soar is capabie of the
rapid throughput that 1s characteristic of skilled comprehension. However, readers de not
spend the same armount of time on each word (Just & Carpenter, 1987). In this section we
consider six predictions NL-Soar makes about relative processing times as a function of
various aspects of the text.

To use NL-Soar to make predictions about fixation durations requires adepting the
Eve-mind Hypothesis (Thibadeau et al., 1982; Just & Carpenter, 1987):

(216) The Eve-mind Hypothesis: The eye remains fixated on a word as long as the
word 1s being processed.

Although the Eye-mind hypothesis is generally well-supported, it is important to be explicit
about this assumption, because without it no predictions can be made about relative fixation
rmes.

The first prediction is that more time will be spent on content words than function
words. Content words may evoke all three operator types (u-constructor, s-constructor,
and reference operators), while function words tend to evoke only syntactic structuring
operators (this was true in the Instructo-Soar corpus). This prediction is consistent with the
data, but it is difficult to separate the effect from a frequency effect, since content words
are not as frequent as function words.

The second prediction is that more time will be spent on complex syntactic structures
than simple syntaciic structeres, independent of ambiguity and semantic content.  The
reason is that more complex structures simply require more time to build, even when they
are butit with a single u-constructor. Figure 7.3 shows why. If a structure contains n
links such that there are inherent dependencies between the links (link x, cannot be built
until link x;.; has been established), then the structure will be established with a ripple
of 7 association hrings within the application of the operator. Assuming that assoctations
operac at the ~~ 10 ms level (~ 3 - - 30 ms), a structure requiring n + j associations will
rake o~ 10 - ms longer than one requinng a associations. This 18 a fower bound on the
additonz! time: more compier. structures are also more likely to be split into a sequence
o! two peconstructors. T those cases, the overhead of an additional decision evele will be
icurred.

The therd predicuon v that inore time will be spent on disambiguating regions when the
mcortect imterpretation has been pursucd. This holds for both earden path structures and
unproblematic ambrgwities. In parden paths, additonai ome will clearly b mcurred because
the recovnenal repar Tails, requinmye the appheation of some dehberate recovery stratepy.
The more meresting case s recogmuonal repare stselt. Bvennt the process s chunhed ity
asingle uoconstracton the sequciee of associztions implementing the operator 1 extended
with the assocnons that acocemphish the siap tor wequence of snips) aied resttachiments,
Frithermore, tepu sty tbe place as aseguenee of two i Constructors, vie o consiiuctor
meerporating e mwonnng aetertal, and wosecond wooonsirucior sereathy porforompy the

pepat and reattachment

[-omm gz
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FIGURE 7.3: The elaberation phase of a u-constructor appiication lengthens as a function of the
number of serial syntactic hinks.

his basic qualitative prediction s borne out in numerous studies exploring ambiguity
resolution (§2.3). As an example of bow the theory might be apphed o antitatively, consider
the contrast between the following:

(217, upPA1l)  (a) 1 forgot that Pam needed a vide.
(p) 1 {orgot Pam needed a ride.

Sentence {217b) s an example of the famihar unprobiematic subject/ubject ambiguity.
The predictiomes ihat the hxation time on the disambiguatng region necded will be longer in
(217b) than (21 7a), because one addisonal process is vequirear the spip of e Pam] from
[v forgost At mimimunn the v-constructor will requnre an addiiionas associazuon, extendimng
the operator by -~ 10 ms. f he repar s accomplwshed by o separate u-constructor
(which snips |y Pam] then performs the reattachment), the time will be extended by about
Stms. The later account may be correct. I an eye toavog stady using materiat just
Like (2174), Ferrera and Henderson (19903 found ther axations on the disambrguanag
regron in sentences without the overt complementizer (217b) were 250 my onger than
therr unambiguous counferparts (21 72)

The fourth predichon s that mere tie will be spent on asmdiguons regions than wnam-
fvrons reprens (MacUDonadd et al . 12930 A, this extea e can tahe several forras
Pven i the ambigaity resolution o complerely chunked, the deciston ovele daning which
the alicomative operaters are proposed may be oxtended by asenes ol associalones i oarey
ot the funenon of ambipuity resolution chrpure 32500 Thewe desovions et e afnes

H . . N . . T IR “ - § - : PR} e ey N
the operator propaasal assoctanons, becase therr condiiions o Cior the proposcd aperddors,
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Thus, there is an inherent serial data dependency which extends the decision cycle by s few
tens of milliseconds.

The fifth prediction is that there is a fii/ »d-gap etiect (Stowe, 1986) . A filled-gap effect
occurs when an overt nouaphrase fills a syntactically possible gap location. Consider the
following examples {rom Chapter &:

(218; UPA25)  (a) T saw the ball that the boy hit | the window with yesterday.
(by 1 saw the ball that the boy hit | yesterday.

As described in §6.2.5, sentences like (218a) require a repair at the NP [yp the window}—
namely, the snip of the posited object trace.

Alternatively, an impasse may arise if the ambiguity cannot be resoived by recognition.
In that case, the comprehension process may be extended by a few hundred milliseconds
(or even more) as knowledge in a lower probiem space is brought to bear to evaluate the
alternatives.

The sixth prediction, already discussed above, is that more time will be spent on
novel aspects of the text than famifiar aspects. This a general qualitative prediction that
follows from the nature ot the reterential processes in NL-Soar. Novel aspects will not be
immediately recognized, giving rise to impasses that bui{d up the long-term memory of the
disceourse.

7.4 Summary and discussion

Figure 7.4 summarizes the predictions concerning immediacy and the time course of com-
prehension. These predictions derive from the structure of NL-Soar as well as analysis of
system behavior. None of these predictions, including the tempcral predictions, require
additions" assur *ions peyond the basic model anc the Soar architecture. The theory not
only expl. 'ns tae fundmental immediacy principle, but also accourts for the pbserved dis-
anction boiween automatic and deliberate processes in comprehenston. Furthenirore, the
theorv makes qualitative and gquantitative predictions about the rate of comprehensior, and
the ~elattve time course of comprehension as a function of certain features of the utterances.

It impertant 1o reahize that these temporal predictions are essentially zero-parameter.
Although the approximate nature of the architectural constants means the prediciions are
atse approximate, and there 1s sometirees more than one possibie realization of & particular
funcoon, there are no degrecs of freedom i mepping the systemn behavon to clapsed
hrpe. To tact, WL Soar is the fivst comprehension mode! to make zevo-parameter temporal
predichions, The shility to make such predichons is one of the windralls of using a unitied
theory of cogmtion (Newel, 1390). Inthe case of L Sour, the bas.e architectural constants
Tave clready becn established by carciul analvars and apphcaton w other (non-hoguste)
tashs Johng T98E: Newell, 1990 Wiesmeyer, 1992,

However the apidyses i 7.2 abso ranse aowa mng? g NESonrappeans 1o be operating
at very close tethe himus of e real-Ume constramt. and may an Taet be toosows Addinenal

rodelingy aod empiacal workowill be peeessany 1o sette the maae conclusively
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1. Comprehension is incrementa: and immediate, at all levels
(syntactic, semantic, referential)

2. Comprehension is mix of recognition (automatic) and deliberation:
referential processing more likely to require deliberation

(o6

Rate of skilled comprehension is ~230 words per minute
More time spent on content words than funiction words
More time spent on complex syntax than sirmple (tens of milliseconds)

2

More time spent on disambiguating region if wrong interpretation chosen
(tens of milliseconds)

=

More time spent on filled-gaps (tens of rilliseconds)
Morz time spent on ambiguous ragions thar unambiguous regions
(tens to hundreds of milliceconds)

9. More tune on novel aspects than familiar

FIGURE 7.4: Summary of N[.-Soar’s predictions concerning immediacy and the iime course of
comprehension.

This chapter effectively completes the answer (o the question raised at the begzinning
of Chapter 1: how do people manage to comprehend so fast? L also completes our
tour through the major nhenomeria of sentence comprehension. Befure drawing general
conclustons in the final chapter, the nexi chapter brefly explains how NL-Soar makes
interesting predictions for languages other than English.
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Chapter 8

Cross-linguistic Phenomena

ROSS-LINGUISTIC DATA may be brought to bear by assuming that the underlying

architecture of comprehensicn is the same across languages. This is certainly the

most natural assumption to adopt for NL-Soar, since both the Soar architecture and
the additional content posited by NL-Soar make no language-specific comimitments. In
this chapter, we will examine NL-Soar’s predictions! for a variety of languages, including
many with structure that differs significantly from English. The first section considers
parsing breakdown etfects in head-final languages. The second section examines a number
of cross-linguistic garden path effects and unproblematic ambiguities—some replicating
effects found in English, and some involving structures with no counterpart in English. The
chapter concludes with a brief summary.

8.1 Parsing breakdown on verb-final structures

Stacking three NPs in sentence-imtial position leads to breakdown in the classic English

center-embedded construction:
(219, P31 The man the cat the dog chased Bves cned.

Chapter 5 showed how NE-Souar accounts for this with the two-valued hntation on syntactic
indices m the A/R sett However. stackiaig NPs 15 much less problematic i head tinal
Fanguages, as demonstrated by the folloving acceptable 3-NP-intial Japanese sentence

{Crtbson, 1091

12200 A1 tohm wa Bred pac Ball o suky da tooomotterra,
John TOr Fred NOM Bill aco Dikes COMEP thinks
{tohn rhmks that bred Bkes Bitlo

Clhe NE Som svstern does ot ver provess the aoss angushee esaaples o this chapter: the paredicions

arc dereved strarhttornwardly by pand
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v

Cp
/ \ omotteiru
IP C
/\\ to
NP VP
Fred ga '
Vv’
//\\
NP \Y
Billo sukida

FIGURE 8.1: Phrase stracture for Japanese sentence John thinks that Fred likes Biil, showing
head-final syntax.

However, there is a crucial structural difference between (219) and (220): all three NPs in
(219) occupy spec-IP (subject) position, while at most two NPs occupy spec-IP in (220)2.
[ve Bill] occupies complement of V’, as shown in Figure 8.1. Thus, no single structural
relation must buffer more than two NPs in the A/R set:

spec-1P: (vp John), | np Fred)
_cgrﬁnp—V’; Ivp Bitl]

RECEIVERS

Even 4-NP-iitial sentences may be acceptable:

(221 AE) John wa Fred ga bnruu o Dave ni ageta koto o Kilta.
John ToP Fred NOM beer ACC Dave DAU gave COMP ACC heard.
(John heard that Fred gave beer to Dave))
(220, Ly beer|and [y Daveloccupy hirstand second complement positions of [ eave]:

spec-1p: [vp John), |np Fred]
RECEIVEES comp-V" [ Dreer]
comp2-V': [np Dave]

A sinnhu sttucture 1 German s acceptable for the same reasons (Grbson, 19U )

fhe spructural position ispec B v 2 adpuectiony ot the mtal topie niarked NE s Jananese struciures s a
miatter of debate None of the predictions prosented it chaprer depend on tos dsunction, thoueh cieariy

sxainples coan be devised for which the disoncton s Crucnad
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(222; AE) Ich glaube, daf} John Mary das Geschenk gegeben hat.
I believe that John Mary the present given has.
(I believe that John has given Mary the present.)

The verb-final subordinate clause in (222) stacks three NPs without causing difficulty,
since the NPs are distribuied acress multiple structural relations (subject and complement
positions).

The German counterpart to (219 does in fact cause breakdown (Gibson, 1991):

(223; PB) Der Mann den die Frau die der Hund bif sah schwam.
(The man that the woman that the dog bit saw swam.)

NL-Soar accounts for this in precisely the same manner as the English version: three NPs
must be indexed simultaneously by the spec-IP relation.

RECE'VERS | spec-IP: [vp Mann], [np Frau), Iyp Hund]

Remarkably, acceptable Japanese sentences may be found that stack five initial NPs*:

\224; AE) John wa Bill ni Mary ga Sue ni Bob o sycokai sita to it-ta.
John TOP Bill DAT Mary NOM Sue DAT Bob ACC introduced COMP say PERF.
(Johin said to Bill that Mary introduced Bob to Sue.)

Although such structures may be perceived as somewhat odd, they do not cause the pars-
ing breakdown associated with English center-embedded relatives. NL-Soar can handle
structures such as (224), since no single structural relation must buffer more than two NPs:

__spcc-IP: o [np Juhrf][w Mary} N
RECEIVERS l comp-V': [nvp Bob)
I comp2-V': !{\frp Ia’riill,r ine Suel

The overt case marking exhibued m (220), (221), and (224) does not in and of iself
explamn the contrast between Japanese and Enghsh stacked-NPs. Bven it the case narkers
unambiguously dentify the tinal stractural posiion of the NPs, there must be some way
to bufter the structures until the verbs wppear. Furthermore, wthe structural position of the
NPS mounanbiguous foghish oxamples such as (97) s known immedsately without case
markimg, vet this apparenty does ot help e buman Tanguage processor Inany event,
S8 below considers examples that demonstrate that case markers i Japancese do nes
always anamibrguousty mark sttuctuiad positions,

Naot all NP-stacking s aceeptable i dapanese. The tellowrag SONP ol sentence

doss cause breakdown (Cobaon, 1991y

T srateial to Brad Potchettand Tohn Whitnean tor finding thies evonpte
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(225, PB) Jon wa Mary ga Fred ga Sam ga Bill o sukida to omctteiru to sinziteiru to
omotteiru.
John TOP Mary NOM Fred NOM Sam NOM Bill ACC likes COMP thinks COMP
believes COMF thinks.
(John thinks that Mary belicves that Fred thinks that Sam likes Biil.)

In (225), at least three NPs must be buffered on the spec-IP relation:

_RECEIVERS | spec-IP: ve Maryl, (e Fred), [vp Sam]

In fact, it is not necessary to stack five NFs to cause difficulty in Japanese. Mazuka
et al. (1989) present several examples of center-enibedded structures that lead to parsing
breakdown with just three initial NPs, as in the Germar: (223) and English (219):

(226; PB) Akira ga Tosiko ga Hazime ga nakidasita toki okidasita no ni kizuita.
Akira NOM Tosiko NOM Hazime NOM started crying when got-up that noriced
(Akira noticed that Toshiko got up when Hajune started crying).

In (226), each of the NPs occupies sutyect position as in the English and German counter-
parts, requiring the A/R set to index three NPs on the spec-IP relation:

{nvp Akiral, Inp 70s“1,(7],~[/w Hazime|

RECEIVERS | spec-IP:

8.2 Garden paths and unproblematic ambiguities
In this section we consider a number of garden path effects and unproblematic ambiguities
in Japanese, Mandarin Chinese, Hebrew, Korean, and German,

8.2.1  Japanese

Fapanese e markines doe not abways unwmbigaousty wennty stractaral positton Priwhett
CHOu ) presents severad examipdes o wmeh the structural postties of identically case marked

NP ditfers depeading on e tinad verb '

(227 0P 0 tad dohn ga horbite gacsinda
Tohn sont fover sont died
Joho s Tover diedh
thy dobin o Rex v suh desu
Jomm weny Ros wend tona i

fdobn ko lew

Prpcrert @ b peancooun that for mdependent v al reasoness these evamples g be cmbedded

co b tidbe o eptable Buor thesdoes sotariect the ambiany
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(228; UPA) (a) Rex wa John ga suki da
Rex TOP John NOM fond of is
(Rex likes John)
(b) Rex wa John ga mita
Rex TOP John NOM saw
(John saw Rex)

(229; uPAa) (a) Rex niJohn ga hanasita
Rex DAT John NOM spoke
(John spoke to Rex)
(b) John ni nthongo ga wakaru
John DAT Japanese NOM understand
(John understands Japanese)

The relevaat psycholinguistic fact about these constructions is that they are unproblem-
atic ambiguities—-no matter which interpretation is required, no garden path effect arises.
Because NL-Soar is head-driven, the NPs are not attached until the verb appears, so the
ambiguity never actually arises. Thus, the critical question for NI.-Soar is not whether the
structure can be repaired, but whether the A/R set 1s capable of buffering the NPs such that
both interpretations are possible.

Consider the -ga -ga ambiguity in (227). Siructure (2272) is a double-subject construc-
tion in which both -ga marked NPs occupy spec-IP:

(230) [1p [np John ga] f;p [ve koibito gall]

In contrast, (227b) 1s a construction in which the second -ga marked NP occupies object

position:
V2301) Lae [ae John gal [vp Lo [ae Rex galjll

Neither construction causes difhiculty. since the NFs may be indexed by multiple relations
in the A/R set
| specdb: Yo John) v Rexl
RYCLIVERS | [ N v , - 1x
| vomp v [ap Rex|

When the disianbrguating verb arrives, it s possible to bagbd eather mterpreiation. A sinnlar
explanat:on holds for (2.28) and (229) which extubu difterert hids of Tocad subject
complescat amibngomes See cPritehet, TO9 T tor detarks of the syntactie ananvsis

Nazuka et al (1989 present an mterestioe unnroblente Dapanese construciion 1

volvioe e verb/relatve clavse ambreuty

o eyt Roosi eachodomo oovonda
old man Noat chndd ac o called

¢lhe ofd man catted the chld
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(b) Roozin ga kodomo o yonda zyosee to hanasi o sita.
old man NOM child ACC called woman with talk Acc did.
(The old man talked with the woman who called the child.)

In (232a), the NP NP V sequence roozin ga kodomo o yonda 1s interpreted as the main
clause The old man called the chiid. In (232bj}, the relative clause reading is required, disam-
biguated by the appearance of {yp zvosee]. Unlike the familiar English main verb/reduced
relative ambiguity, NL-Soar can repatr the structure in (232b). Figure 8.2 shows how. The
main clause interpretation is pursued initially, with [yp roozin] in subject (spec-IP) position
and [nr kodomo o] in complement position of [vp yonda]. Next, [vp zvosee] arrives and the
CP adjoins to [y zyosee] as a modifying clause (urlike the English version, the relative
clause 1s active, not passive, and therefore the clause remains tensed). The appropriate
traces are generated in spec-CP and spec-IP position (in the same manner as English rel-
ative clauses). The spec-IP trace creates a local inconsistency at the IP node, triggering a
snmip of [yp roozin]. [np reozin] is now available to attach as the subject of the incoming
[;p to hanasi o sita], and the repair succeeds.

Pritchett (1991) discovered one of the first known Japanese garden paths:

(233; GP) Frank m Tom ga Guy o syookal suru to John wa iwaseta.
Frank DAT Tom NOM Guy ACC introduce COMP John TOP said CAUSE.
(John made Frank say Tom introduced Guy.)

The tortial sequence through ro is tuken as a complete complementized clause (the internal
structure need not concern us here; for details, see (Pritcheti, 1992)):

(230 {op L Frank m Tom ea Guy o syookal suru] to]
[N ) & .
(Tom mnrroduced Guy to Frank.)

Nexio Ly John] s encountered and left unattached, wating tor the final verb, The final
verh twasera s o cansative verb requirng three arguments, mmcludmg an obligatory
marked causee. Only two arguments are avadable: [ John] and the imitial CPThe NP
Lo Frank ni] must be veanalysed as anargnment ol ovasera]. However, the tequired
stp wthin the CP s notlocal tothe VP [ neasere ) which s massinge the arpument, so the

repant Lads resultmg i o earden path eftect

8.2.2 Korean
Anarmbreurty simdar to e 285 above anses i Korean as well (Prachetr, 1090

U ary Relfev evihey Chartes Kaola ¢oass T ko Bachee ko oadhae key by s

cRachie neede Relley sav Chorfes o etinned

N S8 the i sespence throneh sy sa Ao pay be Leken s asaeple clause When
the carsatnve verh arrve the NP e Aczdes Dot he reanalvised as the caasee The renuned

st s v enerated and the vepan ol
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8.2.3  Mandarin Chinese

Recall the unproblematie subject/objec tambiyinty m boehishe

30 0ea ) HHoreot Jobn

(b Froreor Tobm went to Promecton

Fhe same hind ot unprobleoats nbiennty arees s Nandanm as sell P oehe

UV Wao e le Ahanesa
Frovectpree Ahanysan

oot dhanesano




2]
—_—
t2

Chapter 8. Cross-linguistic Phenomena

(b) Wo wang le Zhangsan yao qu.
I forget PERF Zhangsan will go.
(I forgot Zhangsan would go.)

NL-Soar repairs the Mandarin structure just as it does the English counterpart-—the incoming
clause attaches as the complement of [y forgot], triggering the local snip of [vp Zhangsan].
In the same way, NL-Soar correctly predicts the following subject/object garden path
(Gotrell, 1991):

(238; GP) Zhangsan yi du shu jiu diao le.
Zhangsan as-soon-as read book then fall PERF.
(As soon as Zhangsan read the book fell.)

[vp shu] attaches as the complement of [y du], and the initial clause adjoins to the incoming
[;p fell]. However, the snip of [yp shu] is not generated, as in the English case ((149), §5.1).

8.2.4 Hebrew
The subject/object garden path arises in Hebrew as well (Pritchett, 1992):

(239; GP) Axrey she-shatiti maim hitgalu be-b’er.
After COMP drank-ls witer were-found mn the well.
(After I arank water was toand i the weil))

The explanation 1s the same as i the Mandarin and Enghsh examples: the focal snip 1s not

cencralcd to remove [yp maon] from complement position.

8.2.5 German
Crocker ¢ 1990) presents an exaunplie ot o carden path m German mvolving an obiect/obredt

ambiguity:

CLI0D Gy dald der Entdecker von Ameotka erst i IR Tahrhundert ertabiren hat
thai the discoverer of Amernies st oy ESth centery fearned of has

cthat the discoverer oneimnally tearned of Ameoca m the Bsth century)

Fhoe PP e von Ameriha] s cutaliv tohen as the complement of [y frrdeckes] to torm the

NE e diseoverer of Amerioa
b e der b Entdecker e von Naneniail
Whent Joe crtatdirens Dail anvwve s oo 18 Rdrherder o) s adjomned as aomaditie Fopdren

reduires o areiiments, but only one s avalable U der Eaedecker von Amernidhad The

PU T ovone Aonerika mnst be vcanadyvsed as object ol cotadirer. Howeser the tegquned sag




1o
(S

X 3. Suminary

TABLE 8.1: Summaiy of NL-Soar’s cross-linguistic coverage.

AE  Arceptable 3-NP subordinate clause (222)

German PB Ditficult 3-NP center-embedded (223)
GP  Object/cbiect garden path (240)

" Hebrew GP Subject%bject sarden path (239)
AE  Acceprable 3-NI-iritial 220)

AE  Acceptable 4-NP-initial 2Zn

AE  Acceptable £-NF-initial (224)

PR Difficuiit S-NP-inital (225)

Japanese PB Difficodt 3-NP-1mmtial (226)
UPA  Unproblematic -ea -ga ambiguity (227

UPA  Unproblematic -wa -ga ambiguity (228)

UPA  Unprebivmatic -.f -za ambiguity (229}

UPA  Unproblemadc main verb/relative ambiguity {222
GP  Dative/CAUSEE garden pawt 3)
Knrean Gp Dative/CAUSEE garden path
o UFA _Unproblemalic subjcct/object ambiguity
GP  Subject/object garden path

ooy
2
Led
2
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[SEI SER N (W 0
st
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Mandarin
238)

is not generated, because the compiement refation is tui 100wl 1o the VP with tive missing
argument. As a result, the repair faiis’.

8.3 Summary

Table 8.1 summarizes the examples analysed in this chapter. Although the range <f con-
structions is sinall compared to the substantial English collecuoa addressed m Chiaoters S
and 6, e variety 1s great enough (o establish Ni-Soar as a viable candidatc for a universal
comprehension theoiy.

NL-Soar’s predictions about NP-stacking 1n head-final f#nguages may b counter-
mtuitive 1o the native cephish speaker, butthe contrasts among e stacked NP constructions
(particula v (220) (224),(225), and (226)) provide addiienal support for tie sirucare of
the A/R s These head final structures are vnportani because they pernnt testing the theory
mnoways et ere simply not possible with head-torhal bagaapes

NL.-Soar also estabhizhes that head-duven, botiom-up parsing ueed not predict undue
diticufty i head -t Tanguapes. s oy sometimes supposed (Frager, TO87) Predictions
of Wditbenlty mast be made with respect 1o precisely arpoulated ssampaons about the

mderhving mecname nos supporting compreheision. The assertron the bultonag wddiiional
SA wnthy anibigty sasclving an objecVadpomt ambrenty O rocker TS doos o caase a0 anben
pach crhoci Pratchett CFoR s enplains Gas by sse o that adpracts nesd aor e smeiediate o bed

Foad dover parsang, ot oo notclear how suea ey shonld e realred in 070 RYIRY
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NPs always increases difficulty carries with it imphcit assumptions about the structure of
short-term linguistic memory. NL-Soar clearly demonstrates alternative mechanisms are
possible which do not necessarily predict overioad with stacked-NPs.

Thie predictions for the gerden path and unpreblematic ambiguities provide additional
support for NL-Soar’s repair mechanism. It is important to establish that structures identical
to GP structires in English also yield garden path effects in other languages. Just as
importantly, the success of the theory on structures that have no counterpart in English
increases confidence in limited repair as a universal mechanism. We aiso saw another clear
example of the structure-sensitivity ¢t the theory: the maii-verb/relative clause ambiguity
in Japanese. On the surface, this ambiguity is quite similar to the English garden path, yet
NL-Soar correctly predicts that the srructure can be unproblematically repaired.

This chapter completes the detailed application of NL-Soar to psycholinguistic data. In
the next and final chapter, we step back anit ~valuate NL-Scar as a comnprehensive model
of sentence processing, and place it the cont «i of some closely related theories.




Chapter 9
General Discussion and Conclusion

There are more things in an architecture, Horavio,
than are dreami of in your theorizing.
— Allen Newell

OW THAT THE PHENOMENA, theory, and predictions have heen described in deptl:,
we can step back and evaluate NL-Soar as an integrated psycholinguistic model,
: and situate it within the context of cther sentence processing theeries. This chapter
first presents a summary of the model and its predictions, followed ty a discussion of the
theoretical and empirical consequences of embedding NL-Soar within the Soar architecture.
The next section explores several theoretical issues (e.g., individual differences) that did
uot receive adequate attention int the previous chapters. Next, some closely related theories
are discussed and compared with NL-Soar. The thesis closes with a look at challenging
arcas for future work, and a brief conclusion.

9.1 St amary: the model and its predictions

NI-Soaris first and foremost a fu nctional model that posits computational mechanisms for
realizing the tusk of comprehension. 'The raodel is based on an independently developed
theory of the cognitive architecture, which specifies the basic control structure, memory
struciures, processimg prinntives, and learning mechanism. Table 9.1 summarizes the
fundanmental prineiples of NL-Soar, all of which are described in detail in Chapter 3.

Tubie 9.2 summarize the predichions of NL-Soar, as deseribed in Chapters 4-8. All of
thuse predictions dertve from interactions of the basic principles of the model, and basic
principles of Sear, Many of the predictions are novel {these are wmarked *nthe tabile )y, in that
NL-Sear s he fust theary to clearly meke the prediction

In addition to these general predichons, NE-Soar provides @ detadled accoant ol o wide
i skdowrn, and rable

SR

embeddings, The moded has beer appliod oo collection of TR diftorent conareciions

pars.g bre

raispe of varden path effects, unprabioms

TS




216 Chapter 9. General Discussion and Conclusion

TaBLE 9.1: The basic characteristics of NL-Soar.

1. Comprehension operators (incremental u-constructors, s-constnctors, resolve operators)
2. Cowmprehension as a continually improving mix of deliberate, recognittonal behavior
3. Models representation of syntax, meaning, and reference

4. Limited syntactic index for wterance model

5. Context-independent, paraliel lexical access

6. Head driven, constraint-bared construction of usterance mode!

7. Simple destructive repair mechanism

Reference resolution as recognition of semantic descriptions;,

reconstructive memory of discourse

o]

0

Open, mixed paraliel/serial control structure

representing these phenomena (including 17 cress-linguistic examples), with a success rate
of about 92% (108 vorrect predictions). The results are summarized in Table 9.3.

Figure 9.1 provides a qualitative compariscn of NL-Soar to some other related theories,
evaluating each mocel with respect to these particular sentence-level phenomena. Although
this comparison does not take into account all of the considerations important to the other
theorier (e.g., individual differences), it should be clear from Chapter 2 that th~se phenomena

form an tmportant core to be addressed by any model of sentence comprehension.

9.2  ‘The role of the architectuie

NL-Sear is deeply shaped by the Soar architecture. By now it shonild be clear thit Soar
1s more than just an implementation language for NL-Soar. All of the fundamental prin-
ciples of Soar have theoretical and ulumately exmpirical consequences for the model. A
few exemples will heip furtber clanify the point. Consider NL-Sear’s control structure—it
is the control structure of Soar. This leads direcily to the open nature of ambiguity res-
olution, as well as the flexibility for error recovery (§4.2). Soar’s recognition memaory
and covtrol strocture together lead to several of the interesting hinitattons of ambiguity
resolution (§4.1), and the distinction between astomatic and deliberate processes (§7.1).
The contiruous leiwrmng mechantsm of Sear leads to ihe prediction that various aspacts
of comprehension can be modulated by expertence (§4.2,§7.1). R also provides the bas.o
mectiamsm for assermbling the required recormitional comprehension operators (§3.3.4).
The tereporal mapping of Soar s what permuts the zevo-neramerer chronometne predic-
pons of coanprehension rates aod the veladve time counse ol comprehension (§87.2.87.3).
The vaturs of chunking leads o a reconstructive memory of comprehended content. The
concern 1o eilcency v problem space search and snowleder search frecogmiiion match)

moltvates toe linaed reparr mechanisn (8333 )
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TABLE 9.2: Summary of NL-Soar’s predictions.

AR

)

(oY)

On-line ambiguity resolution potentially open to any knowledge source
Ability to detect ambiguity limited by syntactic working memory
Recency effect beyond 2 attach. sites for same relation, cereris paribus
TInder press of time, relevant knowledge may not be available to resolve*
Linguistic Einsrellung may occur (masking of deeper knowledge)*
Certain ambiguities (e.g., subject/object) not immediately detected
Ambiguity resolution behavior modulated by learning*

PB/AE

I PR VRS

10.

12

i3.
14.

15.

Parsing breakdown independent of ambiguity
Insufficiency of embedding depth alone to cause parsing breakdown
Sharp drop in acceptability at two center-embeddings

. Parsing breakdown independent of length

Parsing breakdown independent of short-term item memory

Limited effect of explicit instruction and training on parsing breakdown
Potential for effect of semantic content (assuming item memory)
Stacking NPs sometimes acceptable in head-final languages

GP/UPA

16.
17.
18.
i9.

Garden path effects a function of context, experience, and structure*
Garden path effects recovered frora by careful reprocessing*

(ardzn path effects bidirectional

Gar:ten path effects largely independent of length
Structurally-modulated distance-to-disambiguation effects can arise*

. Lexical ambiguity neither necessary nor sufficient for garden path
. Semantic ambiguity not sufficient for garden path

Imm/TC

AR =

28.
29,
30,
31

. Comprehension incremental and immediate at all levels

Comprehenstion 1s mix of recognition (automatic) and deliberation;
referential processing more likely to require deliberation*

25. Rate of skilled comprehension is ~230 words per minute*
26. More time on content words than function words

More time on complex syntax than simple (tens ¢f ms¥)

More time on disambig. region when wrong path chosen (tens of ms*)
More tume on filled-gaps (tens of ms*)

More time on ambig. regions than unambig. (tens to hundreds of ms*)

More time on novel aspects than famihar

strucrural ambrguity resohition, PB = parsieg breakdown, AL - acceptable embeddings

frnm -

OF = garden path cftects, UPA = unproblematic ambigaines
pinediacy of interpretanon, T = tme course of comprehension

*Naovel prediction
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TABLE 9.3: Summary of NL-Soar’s predictions on the GP/UPA/PB/AE collections (includ-
ing the 17 cross-linguistic examples).

COLLECTION TYPE NUMBER OF {TEMS CORRECT PREDICTIONS % CORRECT
Unprobiemtic ambiguities 36 33 92
Garden paths 31 29 94
Parsing breakdown 20 17 85
Acceptable embeddings 31 29 94
ToTaL 118 108 92

The richness of architecturally-based computational theories is also reflected in the
variety of ways that such theories may be used (Newell, 1990). The theoretical derivations
in Chapters 4-8 exhibit this variety. A number of important qualitative predictions were
derived from the basic structure of NL-Soar and Soar. Many detailed predictions were
verified by system runs (the cross-linguistic predictions were made by hand-simulation).
Approximate temporal predictions were generated in several ways: directly examining the
structure of the system, making estimates of model behavior, and using traces of actual
system behavior.

9.3 Some theoretical issues

Several important theoretical issues, such as modularity (§4.4) and parallelism (§3.6.3)
have aiready been dealt with. This section examines a few other relevant topics.

9.3.1 The A/R set and the magic number two

The structure of the A/R set and the livoit of iwo nodes per structural index plays a key role
in the predictions on parsing breakdown (Chapter 5). The motivation for this structure goes
beyond its ability to correctly predict the difficulty of center-embeddings. The following
suminarizes the functional, psychological, and computational foundations tor the A/K set.

Functiona! motivation for A/R et

Uhe basic structure of the A/R setis designed o eftectively comprenend sentences (9 3.3.3).
Foomdexes the partial syntactic structure i o way that makes generating new structurad
relations and mterpreting existing ones asimple match process. Farthermore, the particula
set ob discrmminanng relations are not arbitrary, but are derved directly from X bar syntis,
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Interference in short-term memory

As described in §5.1, the A/R set can be characterized as a kind of syntactic interference
theory. Although content-dependent interference has not been impor:ant in theories of
linguistic short-term memery, it has played an important role n classic short-term mermory
work emphasizing phonological woiking memory. (Interference is also important in long-
term memory work, though that will not concern us here). Three important principles to
emerge from this work are decay, chuniking, and interference (Baddeley, 1990; Simon &
Zhang, 1985). The models of Baddeley and Simon and Zhang both assume a store that
holds phonclogical information which decays in about two seconds, unless the memory
is refreshed, through overt or covert rehearsal. The short-term span is thus whatever
subjects can articulate in about two seconds. Interference shows up as the phonological
similarity effect. The span for phonoiogically similar items is greatly reduced (Baddeley,
1966; Simon & Zhang, 1985). For example, Baddeley (1966) found that immediate serial
recall of five one-syllable words dropped from about 80% accuracy to 10% accuracy when
phonologically similar word were used (map, can, mat, cap, mad, man) 1n contrast to
phonologicaly dissimilar words. Simon and Zhang (1985) conducted the most extreme
possible test of phonological similarity, using sequences of Chinese character homophones.
For example, they used a sequence of orthographically and semantically distinct characters
all pronounced “gong”. Span for characters dropped from six to seven for nonhomophonic
sequences to two to three for homophonic sequences.

We can only speculate at this point about the relationship between the classic theories
of short-terim memory and the structure of the A/R set. However, a consistent picture
that emerges 1. yne that characterizes human short-term memory in terms of indexing and
discrimination (using phonological features in the case of phonological memory, syntactic
features in the case of syntactic memory), with severe limitations on the ability to represent
indiscriminable contents. There may even be some indication of commonality across the
two domains in terms of what that severe limitis: the magic number two of the A/R set and
the 2--3 span for pure homophones in the phonological case. In general, however, there are
no rcasons to expect that the constants associated with decay rate and nterference citect
should be the same across domains (the decay rates are certainly different for visual and
auditory short-term stores (Baddeley, 1990)),

Computational foundation

As mentioned m 83 3.3 there 18 good computational reason to epect bimits on undiserim
inated sets The work on the recogmtion match i Soar identfies nndiscriminated sets as
the primary soutce of potentally exponential maten expense (Fambe et al., T990) One
of the key methods of chnmmating unwanted combinatories m the match s to completely
climmate muoloply-valued atiributes e working memory. The limt ot two i the AZR set

cones close 1o this une-attribute schermee.
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The magic number two in Sentence processing

The empirical motivation for the constant two is fairly broad just within the area of lin-
guistic processing addressed in this thesis. Apart from simply predicting the difficulty on
center embedding, it captures a wide range of contrasts between acceptable and difficult
embeddings (Chapter 5). We saw in Chapter 4 that it also predicts a severe limitation on
the ability to detect ambiguity. It leads to structure-modulated length effects in garden
path phenomena that otherwise have no explanation (Chapter 6). Finally, it captures some
interesting acceptability contrasts in NP-stacking in head-final languages {Chapter 8).

It 1s not surprising that the number two shows up in other psycholinguistic theories
as well: Kimball’s principle of two sentences (Kimball, 1973), A-over-A Early Closure
(Church, 1980), Gibson’s modified closure principle (Gibson, 1991), and various architec-
tural theories of parsing breakdown (§2.5.4) all invelve two-ness as a key feature.

9.3.2 1ndividual differences

Individual differences can potentially show up in every aspect of NL-Soar that is realized
by associations in long-term memory. For example, ambiguity resolution, referential
processing, and even the ability to recognize complex syntactic constructions can all be
modulated by learning in NL-Soar, and thus are potential loct of individual differences.
The fact that NL-Soar predicts such differences, and provides the explicit mechanisms that
explain the nature of the differences and how they emerge, is one of the nevel strengths of
the model.

Such differences may be characterized as knowledge-based differences, in contrast o
architectural differences. Any theory of individual differences must provide some degree of
variability. For NL-Soar, that variability is in the content of the recognition memory, which
deterrnines what aspects of the comprechension skill are automatic {chunked). and what
aspects are deliberate. NL-Soar does not provide variability in the underlying architecture.

However, recognition memory has a considerable amount of inertia to it—-—once a
massive body of associations has been built up for a particular skill (such as for compre-
hension), thar body of associations takes on architectural characteristics, 1 the sensc that
the architecture 15 what is refatively fixed about cognition. (In fact, we saw in §4.4 how
the comprehension skill of NL-Soar exhibits various aspects of modularity, a putatively
architecturai concept.) Even though the comprehension skill in NE-Soar may be modulated
by expertenice, it certainly cannot be fundamentaily changed on any short time scale, The
change must be rather slow, because any local processing ¢ only add a fixed number of
chunks that s tiny compared to the total amount oi assoctations devoted 1o comprehen
storr. What this means with respeet to idividual diffeiences »s that the disunction between
knowledge-based and architecturally -based differences becomes somewhat blurred.

11s nevertheless sull possibile to consider how NI Sour ight be changed to muoduce
pure structural vanability, The obvious candidate for varabihity 15 the magic constant two
ot the A/R ser Assannng that thes constant retiects seme rather fundamental techiologieal
lmitation isee the discossion above), e wonld ot be unreasenable to specudate that thee
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limitation may show some variability across individuals. Such variability would be more
along the lines of the variable working memory capacity of CC READER (Just & Carpenter,
1992). Although developing such a model is beyond the scope of this thesis, one clear
prediction would be that groups of subjects of similar working memory capacity will stiil
exnibit the same contrasts on the parsing breakdown collection that the two-valued A/R set
produced. For example, object relatives will still be more difficult than subject relatives,
center-embedding more ditficult than right-branching, and so on—even though performance
on identical embedding levels may differ across subjects.

9.3.3 Grammar and parser

This thesis did not directly address the relationship of grammar and parser, but because
NL -Soar is functionally complete and does bring to bear grammatical knowledge, it is
possible to derive some answers from the theory.

NL-Soar reflects rather clearly a competence/performance distinction. The grammatical
knowledge in the systerri may be given a characterization that is independent of the particular
form in whicn that knowiedge is held. Furthermore, it is easy to see how NL-Socar exhibits
various performance effects that make it fall short of perfectly realizing the competence
graramar. In Chapter 2.3 on ambiguity resolution, this was called a failure of the symbol
level to tmplement the knowledge level--more general terminology for talking abourt the
same distinction. The limitations of ambiguity resolutien, garden path etfects, and so on are
all examples of NL-Socar’s mechanisms failing to perfectly bring to bear the grammatical
knowledge which 1s nevertheless represented in its various problem spaces.

More can be said about the form of grammatical knowledge in NL-Soar: the grammar is
inacompiled formwhen it 1s brovght to bear recognitionaily. However, the coinpiled aspects
are still independently represented in lower spaces, <o there i1s considerable redundancy in
the system at any given pointn time. As pointed out in Chapter 3, the view of grammar
as consisting of a small number of interacting principles fits well within this structurz The
richness of the interactions armong the grammatical constraints 1s the engine that builds up
{via chunking ) the large set of efficient parsing associations in recogRItion memory.

Although the choice of governmem and binding, theory was not part:cularly motivated
by psycholinguistic data, 1t1s clear that the chowe of grammar bas imiplications for NI
Soar's predictions. The Ni-Soar model can be partially abstracted away trom the grammar,
but the abstracted theory cannot make empinical predictions. The predictions depend on
the ontology of syntactic relations and the precise stroctures assigned by the grammar. For
this reason, GB has undemably played a role m the success of the theory, Of course, this
does not mean that some other theory could ner have done equally wells such comparisons
are potentiodly frastial bt are beyond the scope of ths thess: Inany event, soine torn ol
ramuour musy be adopied tor functional reasons, and 1tis the natare of NL-Soar that the
Cootce will have ermpimical consequences,

There s o rinportaat constrant NP Soar does ploce on grmmatical theorys at s

rcorporate focality constramts and break Tong distince dependences o wosenes ot local
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TABLE 9.4: Varieties of learning in NL-Soar.

New operator creation (newly created u-constructors, $-constructors)

Search control (search control for ambiguity resolution)

w1 =

Learning from external input (reference resolution chunks encode recognition
memory of new content)

4. Operator application (for new comprehension operators)

5. Learning from failure (from constraint checks on link operators; also from careful
reprocessing of input triggered by semantic anomaly)

relations. GB clearly satisfies this constraint with its chain formation subject to suhjacency.
To see why NL-Soar requires locality, consider the severe extraction violations in (242):

(242) *Who, does Phineas know a boy who hates the man who saw t,?

The severe limitations of the A/R set means that the partial syntariic structure may not be
available to establish the necessary relations. In (242), NL-Soar is unable to establish the
long distance relation between the object of saw and the initial who. By the time the final
embedded clause 1s encountered, the intervening CPs will have pushed the matrix-level CP
from the A/R set. Thus, the crucial spec-CP position occupied by who will not be available
as an antecedent for the object trace:

ASSIGNERS | spec-CP: [c5 who hates), [¢p who saw|

Thus, syntactic interference effects in short-term memory may explain why there s a
requirement for sorie locahity constraint on gramruatical representation. But 2t present it
does not seem possible 1o derive the precise form of subjacency or any other emprricaly

adequaic locality constraint.

9.3.4 Learning

Learning permeates every aspect of NL-Soar. One ot the central results of Soar research s
that many varreties of learning may emerge frossasimgle chunkimg mechamsn: workimg over
diftferent kinds of probleny solving nmpasses (Newell, 19905 Steer et al, TO87) NL-Sour
iselt exhirbits several Kinds of learmmyg | summarized in Figure 9.4,

Chunkinyg i NE Soar also rases a number of serous issues, some of which remann
to be resolved. OF course. there 1 the quesnon of whether chunking s asdeguate o the
task of languape acquisitton. Fhe natural hypothests of NLSoar s ihat vhe Jexicon and
the canpuape specihic aspects of grammar are all acquired v cnonkaing idewell, FUO90),
Ultnnately, such a theory will place addinonad constramts on the nature ol the Tower

oroblenr spaces that are now siply postted o hold the grammancad hnowledee
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Another related fundamental issue is the masking effect. We saw in Chapter 4 that
chunking can produce a recognition memory that may mask knowledge in lower spaces.
This is clearly an interesting psycholinguistic prediction, but it raises concerns about whether
this limitation will in fact prove to be too severe. It may not be possible to settle the issue
without understanding the basic structure of acquisition in NL-Soar.

9.4 Related theoretical work

This section compares NL-Soar with a few closely related theories: the production-system
model of Just and Carpenter, and the principle-based parsing theories of Pritchett and
Gibson.

9.4.1 READER and CC READER

The NL-Soar model is theoretically closest to the READER and CC READER production
system models of comprehension (Thibadeau et al., 1982; just & Carpenter, 1987; Just &
Carpenter, 1992). (The ACT comprehension model (Anderson et al., 1977) is another good
example of a mnde! based on a production system architecture, but thie READER models are
better developed with respect to NL processing). There are many strong similarities. The
READER models are butit upon a general cognitive architecture (CAPS), just as NL-Soar is
based on Soar. Both Soar and CAPS have productions as a fundamental component, and as
a result both NL-Soar and READER embody the immediacy hypothesis. Both NL-Soar and
READER are functionally complete models, in that they posit processes to handle multiple
levels of coraprehenston (syntace =, semantic, referential). Both theories also model certain
aspects of the time course of comprehension.

Though a full comparison of Scar and CAPS 1s beyond the scope of the present discussion,
it 1s worth noting & number of key difterences. CApPS s activatien-based, and therefore deals
with continuously varying production strengths and memory traces, while the matchin Soar
is discrete Soar posits a level of control built on tep of the production system (probiem
spaces) and there ore mtroduces an automatic/deliberate disunction. The total activation
Cabs may be adpeted as areflecton of workmg imemaoery capacity, while Soar has essentially
no structural par ppetric variation. Soar has a continuous learning mechanism, which s
absent i CAPS,

A avesult op the undertving archatectures and other assumptions of the models, there
are several stentfieant ditferences between NE-soar and the READER moders. NI Sow
mahes precise srcire sensitive predictions ot carden path citects and parsing hreak
dowrne proesently 101 not clear how READER coutd be apphiediam detad to the collection of
cotstructions ancluding the cross-Jastic examplest than formed an nportant core ol
NESom s predictions Oacthe other fand, N Soar cannot vet moded pertormance vaga
tiotes due todividual ditterences moworkirg memory capacity, Both NE Soarand &y Aber
Shoutd be able to modet adhividea dhtterences based on knowledee tor skilhy difterences,

by postn s ditforent sees ot producions o assoctattons. But READSR does nor provide the




9 4. Related theoretical work 22

mechanisms (learning) by which these differences might arise as a function of experience.
Although both models mode} the time course of comprehension, NL-Soar cannot model the
critical differences in fixation times due to word frequency and length because it does not
have a detailed model of lexical encoding and access. However, NL-Socar is able to make
zero-parameter predictions of comprehension rate, due to Soar’s temporal grounding.

9.,4,2 Pritchett’s model

As far as garden path theories are concerned, NL-Soar bears the closest resemblance to
Pritchett’s On-line Locality Constraint (OLLC) (Pritchett, 1992). Both models embody the
Structural Garden Path Hypothesis (54), and as a result both exhibit extreme sensitivity
to differences in syntactic structure. Indeed, Pritchett’s original theory (Pritchett, 1988)
provided the tnspiration for a structural repair mechanism. Furthermore, both models are
purely head-driven, bottom-up parsers

There are several similarities and differences between the OLLC and NL-Soar’s re-
pair mechanism. The OLLC 1s essentially an abstract characterization of precisely what
structural differences between the pursued and correct interpretations will yield garden
path effects. As such, 1t represents the Structural Garden Path Hypothesis in its purest
form: there is no commitment to particular computational processes, or even to a single
path/reanalysis model. The NL-Soar theory, on the other hand, posits an explicit set of
functional mechanisms to handle unproblematic ambiguities. Ultimately, even if a char-
acterization such as the OLLC proves correct, there must be some account given of how
the computational processes of comprehiension yield such a characterization. Of course,
NIL-Soar predicts that an account such as the OLLC must ultimately be right---the repair
mechanism in NL-Soar fails or succeeds purely as a function of the differences between the
pursued and required syntactic structures.

Grven these simmlartties, it s interesting 1o consider the status of the OLLC s a
grammaticatly-derived treory.  If structure-sensiivaty s all that s regurred, NE-Soar s
just as grammaticaily based as the OLLC But by grammatically -derived, Pritchet (1992)
means more than thiss the crucial fact s that the OLLC s formulated o terms of tunda
menial relatons (domnance and governmenty of the grammar. The sipnificance o!f this
tormulation s unclear, however - the parncular form of the OLEC (o disjunction ot domn
nance and povernment) has nondependent grammatical status, and it s perhaps somewhat
odd o expect any graenmatical signihicance to obtain tor relabons computed aeross dif
ferent siriciuees, as Is the vase with the QLT O On the other hand, we should expect.
the Structoral Caaden Path Hyvpothesis s corrects that seme tormualation of a reanady s
constraint should be possible i terms ot graanmatical primstives, sice s precisely such
prsnines that provide the Lanvoagee tor tatking about aspects of syintacbe slincture Fhis,
o not saepeesing that the Tocabiiy constoams bude nio the gencerater 1or NE Soar ™ soip
cpcator can be readily tormudated oy ternis of o osoople erammatiead constiuct nani
the taevad proje tion!

Utinder ths vrens thie Tooabmy constramt o the anp operator v peshage even soepley than the O 1t |
ity ! | i

Prnther vhvantee g e that thes s fe mes hooeon conors bt necessany repoae ahile oo lerments
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The head-driven assumption of Pritchett’s model was adopted in NL-Soar becanse it
yields the minimal set of operators to consuuct the utterance model: no additional processes
are required to build expectation structures corresponding to top-down predictions, and no
processes are required to match incoming structure with predicted structure (see (Lehman
etal., 1991a) for a description of an earlier version of NL-Soar that did have an expectation-
based component).

While NL-Soar inc~rporates head-driven processing and cmbodies the structure-sen-
sitivity of the OLLC, 1« liffers significantly from the Generalized Theta Attachment (CTA)
principle which governs ambiguity resolution in Pritchett’s model. As noted in Chap-
ter 2. the most serious problem with the GTA and any other syntactically-driven model
of ambiguity resolution is the inability to account for interactive effects that have been
established across a range of contexts, structural ambiguities, and experimental paradigms.
Nevertheless, NL-Soar does share some predictions for attachment preferences with GTA,
in particular, the prefereuce for objects ever subjects (§4.1.3).

9.4.3 Gibson’s model

Gibson’s 1991 model was ihe first to make detailed predictions across a broad range of
both garden path and parsing breakdown phenomena. and 1s still the only theory apart from
NL -Soar to do so.

Like NL-Soar and the On-line Locality Constraint, Gibson's model 15 a structure
sensitive theory, It incorporates a strucwral metric that assigns values to alternative inter-
pretations. Garden path eftects are predicted when the metric asstgned to two materpretations
differs by niore than a constant factor, leadmg to the disposal of one of the mterpretations.
Thus, the Gibson model also embodies the Structural Garden Path hypothesis.

Though Gibson presents the theory as @ memory overload model, ot is waclear how to
interpret the theory momechanistic terms. O course, i computational tmplementatbion of the
theory can be constracted Gand Gibson did construct one) that obtams efficiency gamns by
usmy the structural metiic o prune the parsine search space. But sach an implementation
cannot be ke as o copmne modelim the stronely equivalent sense of Pylyshvn (1984),
becnuse the processinge steps e amplementatton are not held o comespond 1o the
processiny steps of the human comprehender. tThe maplementatton apphies the theory
straehtforwardhy it peneates the alternative mierpretations, computes the metse, and
Jdiscards structuces accordiny to the pruming eajo) The dechntectural statas of the vaons
werghts vennns nnexpheated. Thus, the present theorencal value of the netie s not to
be rownd oo realtzator o process odeds bat anstead e s precee whenlaion of
the sttoctad difterences that fead v porden peh elrecis hes abstiact atcrpretation ol
the theoiy places o the woone veneral chass of theoros as the O 1O thoustorhie OF HC

accommphshes the functior someswhat srore b pavently

ot b O TE peas rcgine Boahe e cacnead ceaeab o mechieye v ey eoweel e s chanean

bl the nonle o sare rospec o atnon nec vy tonrepaat sotne it of devae sl b o e cPi ben
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NL-Soar’s explanation of processing breakdown is similar to the explanation provided
by Gibson’s theory, in that both identify the problem as primarily onc of buffering unin-
terpreted NPs. Indeed, Gibson’s analyses paved the way for the account presented here,
Again, however, the structural metric must eventually be given a processing interpretation,
NL-Soar’s A/R set nrovides such a mechanistic theory (though not cne that directly reajizes
Gibson’s metric-—the two theories do in {act make different precdictions). Furthermore,
the A/R set has some independent functionai and computational motivation—-and perhaps
psychological motivaiion, as discussed above (§9.3.1).

9.5 Challenging areas for tuture work

NL-Svar not only raises many challenging issues to resclve in the current modei, but
potentially opens up new areas of theoreticai and empirical inguiry. This secrion discnsses
just a few of these issues and areas,

First, of cource, are the several empirical problems the imcedel encounters on the presea
corpora. A number of missed predictions point 10 a nossibie problem tvith the way NU-
Soar handles complements vs. adjuncts. The imodel also appears to semewhat overpredict
acceptability of difficult emheddings. Here, the chailenge will net just involve modifying
the theory, but acquiring more relial le data as weil.

NL-Saar is one of the few psvehelinguastic models of sentence provessing to incorporate
continuous learning (hevond acquisition) as a ceatral component. This feature, along with
the automatic/dehiberate distmesion inherent in NT Bioar, may provide a way to unify the
increasing amount of Isvenologeal data addressing this distinction. The deliberaie garden
path recovery model prosented in Chapter 4 15 just one example of how the theory can be
appited. NL-5Sear could, wi geazal, Gpen up new areas of study concerning the impact of
wearing on vartouas aspects of parming and anterpeatation,

1

Becavs: NE-Soar is erubedded 10 a general cogniiive shieory, o offers the oppenwmty
o study the megrion of janruape comprehenson with other twsis, mcluding lancuage
generarion. hwartificial mteltigence, the integranon of comnprehension is alveady under way
with 1 frans (1993) wark on miruciable agents. Other work i the NL-Soar project
at ML somvectigating the fow-level mtndeaving of comprehiension and generation with
other task operators i the dervanding real toe envivoament of tha NASA test director (the
imdviduad responsible for faunchang the space ~huttie) tNesson et all, 19990 Apart from
the real-time integranon of comprehionsion and genccal:on prove wses, the generalion work

pesnuls the cxploration of stiven knowiedpe sources and worltog memory stiructures.

Urnad by, the very sinple structre of the Ao mnkes it good candidute for exploring

crnwold, Adpern, Rausch,
aned Caplan <190 Bave clveady carned ot snagmig expenments (FET) with subjects

nedral Foundations sad devetopoy netveorkh amplesentalioms,

teadioy cmbedided chaaees sdeautying aopotennad tocus tor sentacne buifering wathin

Piroca's sira
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9.6 Contributions and conclusion

This thesis began by setting forth four critetia for the comprehension model to be de-
velopod: breadth, depth, architectural basis, and functionality. NL-Soar satisfies all four

dteria. Tt covers a broad range of sentence processing phenomena: garden path and
unproblematic ambiguities, difficult and acceptable embeddings, modular and interactive
amnbiguity resc.ution effects, immediacy of interpretation, and the time course of compre-
hension. it accounts for the phenomena in depth: the theory makes successful prediciions
on a collection of over 100 items, including cross-linguistic constructions. The thecry has
an archi2ciurai basis: the Soar cognitive architecture, which provides the control structure,
memoiy structures, and learning mechanism. Finally, the theory is functional: the model
posits computational mechanisms that realize the functions of comprehension at minltiple
level«  and the model fancions as a werking comprehension system.

The architectural grounding proved to be theoretically and empirically fecund. coniribur-
ing to a numiber of firsts for the model: for example, the first zero-parameter predictions of
comprehension rate, the first detailed model of deliberate recovery from garden paths, and
the first model of how learning might modulate modularity.

In short, NL.-Soar provides new understanding of how human Janguage comyprehension
can be immed. ste and real-time, vet extremnely flexible; how it appears to effortlessly handle
local ambiguitic « and embeddings most of the time, yet fail in cerlain situaticne; how it
can be speciai-purpose and finely tuned to the task, yet tighily integrated with the rest of
cognition; and hovw it ¢can all be assembled from basic computational mechemesms that are
fundamiental 7> explaining rosny other aspects of intelligent behavior.

ST i
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