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VLF Source Localization with a
Freely Drifting Acoustic Sensor Array

George C. Chen, Member. IEEE, and Wilham S. Hodgkiss, Member. IEEE

(Invited Paper)

Abstract— Source localization and tracking capability of the
freely drifting Swallow float volumetric array is demonstrated
with matched-field processing (MFP) technique using the 14-
Hz cw data collected during the 1989 Swallow float experiment
conducted in the northeast Pacific by Marine Physical Labora-
tory. Initial MFP of the experimental data revealed difficulties
in estimating the source depth and range while the source az-
imuth estimate was quite successful. The main cause of the
MFP performance degradation was incomplete knowledge of
the environment. An environment adaptation technique using
a global optimization algorithm was developed to alleviate the
environmental mismatch problem. With limited knowledge of the
environment and a known location of the 14-Hz source during
a selected time interval according to the source log, the ocean-
acoustic environment can be adapted to the acoustic data in a
matched-field sense. Using the adapted environment, the 14-Hz
source was successfully localized and tracked in azimuth and
range within a region of interest using the MFP technique at a
later time interval. Two types of environmental parameters were
considered, i.e., sound speed and modal wave number. While
both approaches yield similar results, the modal wave number
adaptation implementation is more computationally efficient.

Index Terms— Matched-field processing, source localization,
freely drifting sensor array, environment adaptation, simulated
annealing.

I. INTRODUCTION

RADITIONALLY. source localization has relied on the

processing of assumed plane-wave fronts received by
spatially distributed sensors to estimate the source bearing
or vertical angle of arrivals. In reality, the ocean acoustic
channel is extremely complex due to refractive and multipath
effects. Assumption of plane-wave arrivals in the processing
scheme in some cases can lead to severe degradation of the
estimate. Matched-field processing (MFP) has been proposed
[1] to actually use the complex ocean acoustic properties
to improve source detection and localization. MFP involves
the correlation of the actual acoustic pressure field mea-
sured at the array with a predicted field due to a source at
an assumed location deriving from an acoustic propagation
model. A high degree of correlation between the measured
field and the predicted field indicates a likely source loca-
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tion. MFP of the acoustic waveticld has shown that when
sufficient environmental characterizations (e.g., sound-speed
profile, bathymetry, sediment properties) are available, rather
remarkable detection and localization results can be obtained.
Most available matched-field work has been for rather simple
propagation situations (e.g., range-independent environment)
and much of the work has been restricted to vertical-line arrays
[1]-[9]. Although matched-field processing offers an appealing
approach to the underwater source detection and estimation
problem, a common difficulty with this technique occurs when
the environment information is inaccurate. A ‘“‘mismatch”
occurs between the measured data and the modeled pressure
field, and the performance of the MFP is degraded and leads
to errors in the estimation of the source location [10]-(14].
Several previous studies such as self-cohering [1S]. envi-
ronmentally tolerant beamforming {16], acoustic tomography
(17]. focalization [ 18], and MV beamformer with sound-speed
perturbation constrains {19} have been proposed to combat
the environmental mismatch problem so as to improve the
localization performance.

The focus of this paper is twofold: 1) 1o demonstrate the
match-field source localization and tracking capability of the
Swallow float freely drifting volumetric array using experi-
mental data, and 2) to propose and demonstrate an environment
adaptation technique that may minimize the effect caused by
imprecise krnowledge of the environment and thereby lead
to MFP localization performance enhancement. This paper is
organized as follows. Section II gives a brief description of
the Swallow float system and a summary of the July 1989
Swallow float experiment. Section Il presents the results
of initial matched-field processing on the 14-Hz continuous
wave (cw) tone collected by the Swallow floats during the
1989 experiment. Controtled simulations also are presented to
aid in interpreting the experimental data processing results.
Section IV proposes an environment adaptation technique to
enhance the MFP localization performance. The technique is
illustrated using both simulation and experimental data. Lastly.
a summary of the paper is given

I 1989 SWALLOW 11 0OA1 EXPERIMENT

A Swallow Floar Svstemt Deveorinnon

Over the last several yews. b has designed and devel-
oped a set of 12 acoustic sensei~ that are neutrally buoyant
and freely drifting when deptos »d 10 the occan. The sensors
are called Swallow floats v horor ot )0 C. Swallow who
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Fig. 1. Schematic drawing of a typical Swallow float.

used freely drifting floats to measure deep ocean currents. The
MPL Swallow floats are used to measure acoustic energy in
the very low frequency (VLF) band from | to 25 Hz. The
Swallow floats are designed to operate without tether so that
their measurements are not contaminated by tether strumming
noise and flow noise. As illustrated in Fig. 1 [20], [21], each
Swallow float is a 17-in. diameter glass sphere containing
three orthogonally oriented geophones used as the acoustic
particle velocity sensor, a compass, the electronics, and power
supply. External to the sphere are a hydrophone for measuring
VLF acoustic pressure, an 8-kHz acoustic transducer for
transmitting and receiving acoustic ranging signals, an optical
flash, a radio beacon, and the release ballast. In operation,
the floats are deployed and ballasted to neutral buoyancy at
the desired depths. While deployed. each float records signals
from the three geophones and the hydrophone sampled at 50
Hz, the compass, and the 8-kHz range pulse arrival times.
The acoustic transducer with source strength 192 dB re |
pPa at | m generates and receives 8-kHz 10-ms pulses in
a programmed sequence. A different float transmits every 45
seconds. When 12 floats are deployed, each float transmits
every 9 minutes. The floats are listening whenever they are not
transmitting. They receive pulses transmitted by other floats
as well as surface/bottom reflections of their own pulses. The
interfloat and float-to-surface acoustic travel times can be used
to determine the float positions as a function of time with a
least-squares-based postprocessing procedure {20}

B. 1989 Experiment Summary

The 12 Swallow floats were deployed for a 24-h period on
8-9 July 1989 near 34°50’N, 122°2(/W, about 150 km west-
northwest of Pt. Arguello, CA [22]. Of the 12 floats, 9 were
frecly drifting in the water column, and 3 were tethered to the
ocean bottom by 3.05-m lines with 10- to 15-1b anchors. The

[FEE JOURN Y CANIC ENGINERRING. VOLD 18 NO 3 JULY 99t
SO Ly 9 Jyly [9R9
R 4 True North
£} '
£ !
x X
5. v - -.?
€
=
X 2 ) -
NI A%
5 i
Kl
6 . - J R B R L G W
9 8 7 6 S5 4 302 10 1 2 3

Distance (km)

Fig. 2. Float horizontal displacement estimales using least-squares filter
during the July 1989 experiment. The circles mark the starting positions.

three bottom-tethered floats were positioned at the corners of
a triangle with sides about 6.3 km long in order to provide an
absolute reference for the float localization. The nine midwater
floats were deployed in a quasi-vertical line array geometry
with a vertical float separation of about 400 m, starting at
about 600-m depth to about 3800 ra. The midwater floats
were put into the water at about the geometric center of
the bottom-float triangle. Fig. 2 shows the horizontal position
estimates of the midwater floats from the least-squares method
between 00:00-13:58 PST, 9 July 1989 (records 1003 and
2120). The position estimates indicates that the freely drifting
floats dispersed away from the center of the float triangle with
floats 0 and 1 (the shallower floats) moving to the northwest,
fidats 2 and 3 to the west, float 4 to the southwest, and floats
5. 6, 7. and 8 (the deeper floats) to the southeast. The drifting
patiern was probably due to the complex water movement
near the experiment site. The float depth estimates from the
least-squares filter are also plotted in Fig. 3. The estimate of
rms float position error is less than 4.6 m [23]. The float
localization procedure appeared to be capable of estimating
float positions to within the desired accuracy of one-tenth of
a wavelength at the highest frequency of interest 25 Hz (6 m)
in order to effectively beamform the VLF acoustic data.

As part of a companion experiment, a VLF source was being
towed approximately 2500 km west of the Swallow float array
at an average speed of 8 knots and depth of 90 m. Fig. 4 shows
the VLF source relative to the Swallow float deployment site.
The VLF source was to transmit 14 Hz for a half-hour, then
8 Hz for a half-hour, then 14 Hz, then 11 Hz and then repeat

the pattern. The power spectral estimates from data collected

by float 1's hydrophone during records 1040 to 1680 (00:28-
08:28 PST, 9 July 1989) are presented in Fig. 5 in spectrogram
format. Evidently, the Swallow floats can see quite clearly the
14-Hz line projected by the VLF source and, at times, the
I1-Hz line.

A large volume of environmental data such as AXBT., XBT.
and CTD measurements was collected by the companion ¢y
petiment during 8-10 July 1989 between 34°50'N, 122°20°'W
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Fig. 4 VLF source—Swallow float array geometry. 9 July 1989 The line

of tnangles marks the AXBT measurements taken between 8-10 July 1989

and 32°00'N, 150°00'W. Fig. 6 is the summary of sound speed
profiles derived from the mecasurements.

[II. SOURCE LOCALIZATION WITH SWALLOW FLOAT ARRAY

This section presents the results from initial MEP of the 14-
Hz-tone propagation collected during the July 1989 Swallow
float experiment. There are three steps involved in the MFP.
The first step is the estimation of array covanance matrix at
the source frequency: the second is the prediction of rephica
vectors for all assumed source locations: and the last step s
the computation of ambiguity surfaces. a peak in the ambiguty
surfaces indicates a likely source location In this study . three
array processing structures commonly reported in the hterature
(7). [24) are used 0 compute the ambiomn
that their results can be compared. The Baitt
conventional techrmique that s robust hee e

surfaces 0
method 18 a

resolution:
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E[X X "] is the cross-spectral density matrix or array covan-
ance matrix of the sensor outputs, “nd X is vector of the array
Fourier coefficients computed at ine frequency of interest. The
minimum variance method 15 a data adaptive techmque that
yields higher resolution:
i
E'"RE
and the eigenvector method exploits the orthoeonaliny priner-
pal that achieves even higher resoluton
i

I)\H'\'I('“V: H, I.‘:!” ’ [RY)

Payv(r. 2. #) (2)

where Ry s the notse coviarance matin

A. Estimanng the Array Covariance Matin
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L. only
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e clock

Although each Swallow Hoat coliecs
geophone data and one channel of hya
the omnidirectional hydrophone data tics
floats are studied and analvzed i this pape:
contains its own clock for tnmng. the tne
the acoustic data 1s to align the time ha- -
path travel times are combined to estimai
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Fig. 7 Acoustic pressure power spectra for mudwater floats

acceleration, clock rate, and the offset between two floats [25].
The time bases are then aligned by choosing one float as
a reference whose time base is not shifted and shifting the
time base of the rest of the floats’ time series. To ensure
the quality of the array covariance matrix estimate, the data
records need to be qualified and selected with care. Two
criteria used in selecting the data record are S/N and spatial
coherence at the frequency of interest. Fig. 7 is the power
spectra obtained by processing 3 min of data (records 1143
to 1146). The power spectra are derived from incoherently
averaging 28, 50% overlapped, 512-point FFTs (97-mHz bin
width). A Kaiser-Bessel window with a parameter of 2.5,
yielding a sidelobe level of —57 dB [26], weights the data
prior to each FFT. Power values are calibrated in decibels re
1 uPa. The 90% confidence level in these spectra is about
+1 dB. The 14 Hz was being transmitted during the time
when data records 1120 through 1160 (01:27-01:57 PST, 9
July 1989) were collected. A line at 14 Hz, about 10 to 15
dB above the background noise, can be clearly scen in all
freely drifting floats’ pressure spectra. The high S/N at 14 Hz
observed in the power spectra illustrates the good quality of the
1989 Swallow float data sets. The second criterion in selectling

the data 1s to estimate the spatial coherence between floats. The
spatial coherence or the magnitude-squared coherence (MSC)
is defined as

2 _ IS5
b = 5 5

where S.,(f) is the cross-spectral density at frequency f
between z(¢t) and y(t) with power spectra S, (f) and Sy, (f).
The MSC function evaluated at f is a real value, conveniently
normalized to lie between zero and unity. High coherence
of a line frequency harmonic among all float pairs not only
indicates the signals originate from the same source but
assures high array gain when the individual sensor outputs are
combined to form a bearnformer. Fig. 8 shows the magnitude-
squared coherence and the phase difference between floats

4)

0 and 2 during 00:27-02:57 PST, 9 July 1989 (records

1040~1240). The MSC functions are calculated by averaging
over 40.96 s of data, 128-point FFT's with 50% overlap.
providing 31 averages. The high coherence during records
1120 to 1160 is a confirmation that the signal originates
from the same source. and the smooth measure of the phase
differential suggests that beamforming of this data would be
successful.
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Estimating the array covariance matrix 1s required by all
three processors. The array covariance matrix R can be
estimated from the measurement data. Frequency bins of 0.4-
Hz width centered at 14 Hz were extracted from 128-point
FFT's (2.56 s of data) using a Kaiser—Bessel (with o = 2.5)
window and 50% overlap for each of the nine floats over
a 40.96-s data record. This results in a 31 dyad producs
(X X" being averaged for the covariance matrix estimate.
In practice, the number of averages required to produce a
reliable covariance matrix estimate is about two to three times
the number of sensors in the array. In our case, 31 averages
will suffice. Since the matrix must be inverted for the MV
processor, it should be well conditioned and of full rank. It is
well known that as many dyads as sensors must be averaged
to ensure full rank. Although a large number of snapshots (i.e..
31) used to compute the array covariance matrix IR ensures the
invertibility of the covariance matrix in theory, the condition
number of the matrix given by the ratio of the smallest to
the largest eigenvalue is below 107% and additional effont
is required. We use the white-noise stabilization or “diagonal
loading™ method [27]. The covariance matrix 2 is stabilized
by adding to the main diagonal the quantty 107! (tr R/\) (ir
is the trace operator) which corresponds to introducing in the
system an uncorrelated sensor noise 10 dB below the average
sensor power level [9].

B. Acoustic Propagation Modeling

The second step toward MFP is the calculanon o1 ‘b
replica vectors. To predict the acoustic pressure field recen o
by a sensor due to an ussumed source. one must model the

acoustic environe ont oetween the source and the sensor g
6 s daenes of sound speed profiles denved from the CHDY S
the XBT s and the AXBT'S taken along the approvimate
path between the source and the Swallow float array withun
48 h of the Swallow float experiment. All of the profiles
along the propagation path extubit a depth excess that i a
necessary condition for long range-propagation. The meso-
scale change in the ocean temperature structure across range
on the order of several thousand kilometers results in range-
dependent vanations in the sound-speed profile as shown
Fig. 6. The slow varying sound speed structure vanaton,
especially in the upper water column between 120°W and
135°W_ is believed to be influenced by the cold waters of the
California Current coming down from the north. The sound-
speed structure between 140°W and 150°W remains relatively
stable; this part of the ocean is known 1o be environmentally
benign.

We usc the adiabatic mode theory to model the acoustic
pressure field. The adiabatic mode theory solution in a 2-D
environment is:

A R "o :

pir.z) =4 Z Um (200 O)ie (2 'r)U(p g [“_\i) (/'\).

= VEm ()
(5

The modal sum is over the number of propagating modes.
A that exist between the source and the receiver. The
modal function involves the depth eigenfunctions at the source
um(20: 0), the receiver u,,(z: r). and the horzontal wave
numbers function £,,(s) reflecting the range dependence of the
medium. along the path between the source and the receiver.
The implementation strategy for fnr Em(s) ds is to divide the
full range into a number of segments; the horizontal wave
numbers are calculated at a discrete sets of ranges where sound
speed measurements are available. To determine the number of
propagating modes, M, for the oceanic waveguide formed by
the source and the Swallow float array, we need to examine the
modal depth eigenfunctions. The modal depth eigenfunctions
at a frequency of 14 Hz for the environment near the VLF
source and the Swallow float deployment site are computed
with the ATLAS nomal mode model {28], {29]. The first 30
modal depth eigenfunctions are gray-leveled and displayed
in Fig. 9. Examining the upper portion of the figure that
corresponds 1o the environment where the source is located,
we see that there are about 22 modes trapped in the water
column and are non-bottom interacting; also. for the source
depth at 90 m, the first 6 modes are very weakly caoied
For the low-order modes to be strongly excited. the ource
would have to be placed between its turning points where the
mode peaks up. The lower portion of the figure corresponds
to the environment at the array site; given the water dopth at
this location, non-bottom interacting modes are limited fo the
tirst 16 modes. Note that the depth functions enter e+ v
pressure field calculation in (5) as product 1, (z,.: OV
where the one depth function is evaluated at source dv .
the other depth function is evaluated at the recever . an
Av result of the product wu,,(z,: Wu,, (2: 1) and oo
the bottom interacting modes are unable to propagate .- .
long range due to bottom attcnuation, only the frst 16t~ -
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Fig 9 Modal eigenfunctions at frequency of 14 Hz.

modes were used in the calculation of the acoustic pressure
field. Also. in the mode calculation, earth curvature correction
was incorporated due to the propagation distance of 2500 km.
In this paper, the 3-D replica pressure field was approximated
by evaluating the adiabatic model along a series of N bearings
in the range-dependent environment assuming the environment
is azimuth-invariant, to give an N x 2-D description of the
field [30].

C. Experimental Results

After aligning the fleat time bases and performing data
quality checks, the array covariance matrix for record 1145
(01:47 PST, 9 July 1989) was estimated. The problem of
grating lobes in beamforming using a sparse array was not
addressed; we therefore limited our focus to a region of
interest. The replica vectors were computed using (5) for a
hypothetical source in a spatial window extending in range
from 2300 km to 2700 km, in depth from O to 300 m, and
in azimuth from 166° to 176° (refer to Fig. 2, we use the
mathematical convention with — X pointing 0° as reference and
rotating counterclockwise). The sampling intervals in range,
depth, and azimuth were 1000 m, 10 m, and 0.1°, respectively.
MFP was performed with all three processors: Bartlett, MV,
and MUSIC. The peak value in the region of interest was
recorded and normalized to yield power in dB re uPa. Table 1
summarizes the results of MFP on the experimental data along
with the true source location and the expected beamformer
output power. Note that power levels were reported for the
Bartlett and MV processors onlv since the MUSIC method
does not yield the true power. Fig. 10 present the Bartlett

WEHE JOUGRNAL OF OCEANIC ENGINEERING, VOL 18 NGOy ¢ ity s o

TABLE 1
MIFP Resuls
Bartleu MV MUSIC faon o
Processor Processor Processor '
n \
Depth ot 10 m 130 m 10m
M
Kange o 2659km 2659 km 2659 km 249 km
Manx
Azimuth of 172.1° 172.1° 172.1° 1T
Man -
) .
Power of 827 dB 732 dB - <7 4B
Man

matched-field ambiguity surfaces. The upper panel was the
range-azimuth ambiguity surface evaluated at the depth where
the highest peak occurred while the lower panel was the
range-depth ambiguity surface evaluated at the azimuth where
the highest peak occurred. The surface was normalized to
its highest peak and was marked with this symbol, *. For
comparison, the true source location was marked with a A.
While mismatch existed, all three processors were in good
agreement except for their depth estimates. In fact, all three
lacked the depth resolving power [31]. The highest peak
in the ambiguity surface differs from the true location by
0.6° in azimuth and 166 km in range. The large number of
sidelobes observed in the ambiguity surfaces was thought to
be due to imperfect modeling and the sparseness of the array.
The MV and MUSIC processors suffered large losses due to
mismatch since the replica were imperfect [31]. Ambiguities
(or sidelobes) in range were the result of the repetitive structure
of the acoustic field in a convergence zone environment.

D. Controlled Simulation

»~ While source localization in azimuth was somewhat suc-
cessful, localization in range and depth seemed to be a
problem. Simulations are presented here in an effort to under-
stand the experimental ambiguity surfaces. Three simulation
cases were studied: the ideal simulation, uncertainty in float
positions, and uncertainty in sound speed structure.

1) No Mismatch Simulaton: Assuming there was no mis-
match and input S/N was 10 dB, the simulated “acoustic data”
and replica vectors were generated using the same environment
model. A 14-Hz source was simulated at a range of 2493 km,
an azimuth of 171.5°, and a depth of 90 m, which is the
true source location at record 1145 according to the source
ship log. The Bartlett ambiguity functions were evaluated at a
depth of 90 m and an azimuth of 171.5° degrees and plotted in
Fig. 11. As expected, the source was correctly localized. The
high sidelobes found predominately for the ambiguity surfaces
produced by the Bartlett processor were believed to be due
to the nature of the processor and the array geometry. Also,
the pressure field calculated using the adiabatic normal mode
model was composed of only the first 16 low-order waterbome
modes. Thus, the acoustic pressure field was less complex or
less unique at the simulated source location. The poor depth
resolution observed in the ambiguity surfaces was thought to
be due to the combination of few propagating modes and the
low source depth (90 m) to wavelength (105 m) ratio.
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Fig. 10. Matched-field processing results using the Bartlett method for the
14-Hz source during record 1145.

2) Uncertainty in Float Positions: The sensitivity to sensor
position mismatch was next investigated. Assuming there were
no position errors, the replica field were generated using
the same conditions as in the real data case. However, the
simulated “acoustic data” was computed using a perturbed
array geometry where the amount of perturbation to each
sensor position had been drawn from a uniform distribution
over (4 m, 10 m), similarly the perturbation related to direction
had also been drawn from a uniform distribution over (0, 27).
The rms position error for the particular realization used in
the simulation was 7 m. The impact of mismatch due to float
position error was investigated again in a 10-dB input S/N
case. The Bartlett range-azimuth ambiguity surface is plotted
in Fig. 12(a) and the all three matched field processing results
are summarized in Table II.

The sidelobe structures were very similar to those of ideal
simulation, but the peak value for the MV and for the MUSIC
processor was much reduced from that of the ideal simulation
(31]. Although the mismatch reduces the dynamic range of
the MV and MUSIC processors tremendously, the source was
successtully located in range and azimnth with reduced power.
The estimated source range was identical to the “true” source
range with & minor discrepancy in the azimuth estimate. These
simuiic i results suggest that slight float position error. i.c.,
less thun one tenth of the wavelength (10.7 m) might be the
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Fig. 11. Matched-field processing simulation results (no mismatch) using

the Bartlett method.

cause of the mismatch in azimuth but cannot be responsible
for the mismatch in range.

3) Uncertainty in Sound-Speed Structure: We then studied
the simulation of sound speed mismatch. For simplicity, the
sound-speed profiles collected during the experiment were
modified by adding a linear function of the form (2]:

8(D - 2)

Ac(z) = D

m/s (6)

to the sound-speed profiles collected between 140°W and
150°W._ In this simulation, we used § = -3 and D = 2000
m so that at the surface, the sound speed was decreased by 3
m/s, while below 2000 m, there was no change. The specific
form (6) is justified for two reasons: 1) The sound-speed
profiles collected in this track during the experiment were
south of the signal propagation path (refer to Fig. 4) and 2)
The general climatic change as one goes from south to north
is such that the sound speed in the upper part of the water
column fecreases. The replica vectors were generated using
the ongmal profiles while the simulated “acoustic data™ were
gencrated using the modified sound speed profiles reflecting
(0. he Sartlett range-azimuth ambiguity surfaces for the
sound speed mismatch simulation are plotted in Fig. 12(b) and




lincentainty wn Sensor Posiuons
birbithetl? Saiiedstiatolih e

ons
w»f

Azumuth 1degree )
5]
T
—
——
B o

176 < —— " 2 P S
700 2650 2600 2550 2500 2350 2300 2350 2300
Range (km)
(a)
Uncertainty 1 Sound Speed Suucture
166 T v y : y T
{ [
168 ' ) i ‘ =
g 1701 B
3 . )
R ]
g mnp
174} d
176 A N et " . e
2700 2650 2600 2550 2500 2450 2400 2350 2300
Range (km)
(b)
Fig. 12. Matched-field simulation using the Bartlett Method (a) uncertainty

in sensor positions and (b) uncertainty in sound-speed structure.

TABLE It
MATCHED-FIELD SIMULATION OF SENSOR POSITION ERRORS
Bartlett MV MUSIC
Processor Processor Processor
Depth of Max. 110 m 110 m 110 m
Range of Max. 2493 km 2493 km 2493 km
Azimuth of Max. 171.7° 171.7° 171.7°
Power of Max. -0.16 dB -7.25 dB -

the MFP results are summarized in Table III. The results show
the source peak shifted in range with much reduced power for
the MV and MUSIC processors [31]. The estimated source
range is off by 117 km from the “true” source range, and the
source azimuth is slightly shifted by 0.1°. These simulated
results confirmed that uncertainty in sound-speed structures
can be responsible for the large mismatch observed in the
real-data ambiguity surfaces, particularly the range error. The
environmental mismatch problem will be further investigated
in Section IV.

IV. ENVIRONMENT ADAPTATION
MATCHED-FIELD PROCESSING

MFP has been proposed and developed for localizing un-
derwater acoustic sources by comparing acoustic data with
predicted replica pressure fields [1]. The inputs to MFP are
the acoustic parameters of the ocean for predicting the replica
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TABLE 11

MarcieD Fiet b Sttt anios or Seo
Bartlett ASAN IBNTS
Processor Prowes PN
Depih of Max 1o " R
Range of Max 2610 NOIE 610
Azimuth of Max 171.4° 1714 A
Power of Max. -0.5 dB -0 TR

pressure fields and the acoustic data recenved by an array
of hydrophones. In order to compute the replica vectors
for the MFP, the knowledge of sound-speed structure and
bottom charactenistics as a function of depth and range are
required. As shown in the previous section, if the available
environmental information ts not sufficiently accurate, MFP
can be degraded even if the signal-to-noise ratio is high.
Thus, calibration of the environmental parameters so as to
improve the matched-processing performance is of special
interest. In this section, we propose an environment adaptation
technique which has the potential to enhance the matched-field
localization performance. This technique is illustrated using
both simulation and experimental data.

A. Environment Adaptation Technique

We envision that the way that the environmental mismatch
can be reduced is a two-phase process [15]). |) Adaptation
phase: During this phase, a narrowband signal with frequency
of interest at a known location is transmitted to probe the
oceanic waveguide. The signal could be a surface ship of
opportunity or a broadband source with good S/N at the
frequency of interest such as air-deployed shots [17]. The
matcned-field processor is configured in a feedback loop
fashion as in Fig. 13 to adjust the environmental parameters
with the goal of causing the predicted pressure field to match
the measured pressure field, i.e..

max}mize P(ro, 2o, 8,) N

where [ is the environmental parameter set, and P(r,, 2o, 6,)
is the matched-field processor output power due to source at
a known location (r,, 2., 6,). 2) Localization phase: When
the environment adaptation phase is completed, the optimized
environmental parameter set ['op, is then used to compute the
replica pressure fields and normal matched-field processing
can resume to search for an unknown target of interest in the
vicinity of the reference source. In this study, two types of
environmental parameters, sound-speed structure, and modal
horizontal wave number, are considered. We use matched-field
processor output as a performance function or cost function,
since the cost function P is nonlinear and may have many
local maxima (or local minima if we use the negative of P as
the cost function); a global optimization technique is required
for searching the optimum environmental parameters.

1) Global Optimization Method: lu this study, we use the
fast annealing method [18], [32] for searching the envi-
ronmental parameter spaces. The method is based on the
conventional simulated anncaling technique {33]. a heuristic
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Monte Carlo search method for the determination of global
minimum of combinatorial optimization problems involving
many degrees of freedom. Its basic feature is the possibility
of exploring the parameter search space of the optimization
problem allowing “hill climbing” moves, i.e., the generation
of new states (or parameter sets) which increase the cost to
allow escape from local minima. These moves are controlled
by a dynamic variable called temperature, in analogy with
temperature in annealing process. The hill climbing moves are
less and less probable as the temperature decreases or cools.
Our implementation of the fast simulated annealing algorithm
uses the negative of the MUSIC matched-field output power
(because of its high resolution capability) as the energy or
cost function to be minimized. The fast simulated annealing
algorithm for this study is encapsulated in the following
procedure.

1) Set the initial temperature T, to a large value.

2) Determine the number of parameters needed to be per-
turbed using a random number generator with Poisson
distribution and select the parameter to be varied using
a random number generator with uniform distribution.

3) Generate the perturbations for the selected parameter(s)
using a random number generator with Cauchy distribu-
tion [32].

4) Perturb the current parameter set and compute the new
cost, F;, i is the iteration number.

5) If E; < E;_;, then accept the new parameter set and
proceed to (7).

6) If E; > E;_,. then accept the new parameters with
a probability given by the Boltzmann distribution,
exp(—AE/kT), the quantity k is a constant and its
dimension depends on the dimensions of AE and T'.

7) Decrease the temperature according to the fast cooling
schedule (32} which is inversely linear in time, i.c.,
T, = T,/i. and repeat the procedure, terminate the
procedure when no new parameters are accepted for a
large number of interactions.

2) Reducing the Parameter Search Spaces: For combinato-
rial optimization problems of very many parameters, an cffi-
cient characterization to reduce the parameter search space will
lead to fast convergence and more uniqueness in the solution
[18]. Thus we would like to characterize the environment of
interest in as few parameters as possible yet in a meaningful
way. A common mcthod from statistics for analyzing data is
principal component analysis. The essence of this method is to
find a set of K orthogonal vectors in data space that account

tor as much as possible of the duta’s varnnce Projecung the
data trom therr onginal V-dimensional ~pace onto the A
dimiensional subspace spanned by these vectors then performs
a dimensionality reduction that often retams most of the ntrin-
sic information in the data. Typically, A < .V, thus making
the reduced data much easier to handle. Similar 1o the pnincipal
component analysis method, oceanographers have developed
a method for deriving efficient basis functions, known as
empirical orthogonal functions (EOF’s), for measured physical
quantities such as temperature, salinity, or sound speed as a
function of depth [17], [18], [34]. [35]. In an effort to reduce
the ocean-acoustic parameter spaces, onc can describe the
parameter set as a sum of EOF's. The EOF's are defined as
the eigenvectors V', of the parameter covanance matrix IR

RV, = \V, (8)

where A, is the ith eigenvalue or the variance associate with
V.. The covariance matrix for the environmental data R is
defined as

R = E[ITT] (9)

where I = I — E[l], and T is the measured environmental
parameter values. E| ] is the expectation operator. The pa-
rameter search spaces can then be represented or spanned as
a linear combination of appropriate EOF’s.

N

E[l]+) anVa (10)
=1

where N is the total number of eigenvalues, the V,'s are
indexed so that A,, > An41, and a,,’s are the EOF coefficients.
In practice, a high degree of accuracy can be achieved with
only two or three EOF’s for representation of ocean-acoustic
parameters [17], [35]. Using the EOF approach to parameterize
the environment, (7) can now be expressed as

maximize  P(r,, z,, 8,) an
{an. k=1 K}
where K <« .V and «y is related to " by
K
F=E+) aVe (12)

k=1

B. Simulation Resulrs

The environment adaptation technique described above 1
first applied to simulation data. To make the simulation as
realistic as possible. we modeled the source-array geometry
corresponding o the July 1989 experiment with a 14-Hz
source deployed at the locations according to the source ship
log. The freely dnfung sensor array geometries corresponding
to the navigation results during the two time intervals. i.c.,
01:47 and 04:38 PST. 9 July 1989 were used in the simulation
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study. To simulate the environmental mismatch, similar to that
of last section. we modified the profiles between 34°N, 140°W
and 32°N, 150°W by adding a function of the form:

AC(Z) = C34°N, 1400“7(2) — Cmean(z) m/s ([3)

where Cs4on, 140°w 18 the sound-speed profile taken at 34°N,
140°W, and Cean is the mean profile between 34°N, 140°W
and 32°N, 150°W (refer to the solid line in Fig. 18(b) for the
shape of AC(z)). Although arbitrary, this perturbation was
justified by the fact that the sound-speed profiles collected in
this track were off the signal propagation path. The simulated
*“acoustic data™ were generated with an adiabatic normal mode
model using the sound speed profiles reflecting (13), while the
replica vectors were generated using the original measured
sound-speed profiles. The range-azimuth ambiguity surfaces
for the mismatched case during the two time intervals are
plotted in Fig. 14. The A’s are the “true™ source locations
according to the source log, and the *’s are the MFP esti-
mated source locations, i.e., the highest peak in the ambiguity
surfaces. As expected, the estimated source locations using the
mismatched environment were off in range by roughly 100 km
to 150 km (2 to 3 CZ’s) for both time intervals.

1) Sound-Speed Adaptation: We now proceed to the envi-
ronment adaptation technique and assume that the source-array
geometry is known exactly during the first time interval
(01:47). Under the assumption that the adiabatic approximation
is adequate to predict acoustic pressure field in a slowly
varying range dependent environment for MFP, one can show
that there will be some equivalent range independent sound-
speed profile [31]. The first simulation case is to invert for
the range-independent sound-speed profile representing the
environment along the signal propagation path between 140°W
and 150°W in a matched-field sense. Fig. 15(a) shows the
excess (demeaned) sound speed profiles for the upper ocean
derived from 30 AXBT measurements made between 34°N,
140°W and 32°N, 150°W in July, 1989. Table IV lists the
five largest eigenvalues obtained through eigen-decomposition
of the sound specd covariance matrix. As can be seen, only
the first few eigenvalues are significant. We thus use the
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eigenvectors or EOE's correspending to the two largest eigen-
values in spanning the scarch ~paces Nornahized versions of
the EOF's comresponding to the 1wo Lirgest eigenvalues are
shown as solid and dotted curves respectively, in Fig. 15(b).
The eigenvalues or vanances corresponding o these EQF's
were Ay = a} = 54.006 and 1= 87 46, respectively.

To ensure all possible parameter values are reachable in the
search spaces, we allow the values of the EOF coefficients
to vary within +6a,. Using the mean sound-speed profile,
the first two EOF's, and the mmal sotunon of the EOF
coefficients of (0, 0). the optimization 15 performed with
the fast annealing procedure. Fig. 16 shows the convergence
properties of a typical annealing run. In this example, the
temperature was initialized at 2000 and was reduced to 0.2
over 1000 iterations. The first and second panels are the
trajectories of the EOF coefficients while the third panel is
the cost function learning curve as the annealing proceeds.
As expected, the cost function leaming curve declines as the
iteration goes on, but occasionally the curve increases to a
higher energy state thus indicating the escaping out of the
local minima. After 350 iterations, the optimization process
converges to the minimum energy state, and the solution of
the EOF coefficients found at the 1000th iteration is (9.00,
21.91). To validate the optimal solution, the encrgy {cost
function) surface as a function of the EOF coefficient values
is calculated exhaustively on a regular grid in @) and aj (with
a gnid size of 1) bounded by (—50, 50), which corresponds to
10201 evaluations of the cost function as displayed in Fig. 17.
The surface shows a global minimum at oy = 9, a; = 22
with numerous local minima scattering around. The joint
trajectories of the EOF coefficients as the annealing proceeds
are overlaid on the energy surface plot. A good agreement
between the solutions obtained by grid search and optimization
is observed. It is of interest to know whether the optimal
solution of the EOF coefficients varies from run to run. The
environment adaptation procedure is then repeated for nine
times, each time with 1000 iterations. The solutions are given
in Table V. The convergency properties and the consistent
agreement among all runs are again observed, which confirms
the fitness of the global optimization algonthm.

The adapted sound-speed profile derived from the mean
profile and the two EOF coefficients found at the 1000th
iteration is plotted by dotted line in Fig. 18. For comparison,
the modified sound-speed profiles (i.e., the “true” profiles)
used to simulate the “acoustic data” are averaged and plotted
by solid line, and the measured profiles that were used to
model the replica vectors are averaged and plotted by dashed
line. As can be seen, the adapted profile tracks the “true”
profile closely. We now proceed to the localization phase of
the technique. The measured sound-spced profiles between
140°W and 150°W are replaced by the single adapted sound
speed profile, and normal matched-field processing resumes.
Fig. 19 shows the optimized range-azimuth ambiguity surfaces
for both time intervals. The environmental adapted source
locations match those of an ideal simulation (no mismatch).

2) Wave Number Adaptation: The second implementation
of the environment adaptation technique is to invert for the
modal wave numbers at the source frequency (14 Hz) for
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Fig. 15. (a) Excess (demeaned) sound-speed profiles computed from 30
AXBT measurements made between 140°W and 150°W, July 1989. (b)
Normalized versions of the first and second EOF’s derived from (a).

TABLE 1V
THE FivE LARGEST EIGENVALUES OBTAINED FrROM
EIGEN-DECOMPOSITION OF THE SOUND-SPEED COVARIANCE MATRIX

Number Eigenvalue
| 54.06
2 3596
3 11.93
4 2.81
5 1.81

the acoustic waveguide of interest in a matched-field sense,
The assumptions and conditions are identical to the sound
speed adaptation case with one exception, that is, the modal
wave number EOF coefficients are now the search parameters.
To compare these two implementations, we followed exactly
the same path of investigation. Fig. 20(a) shows the first 16
excess (demeaned) wave number estimates of the modal wave
number at the source frequency (14 Hz) obtained from 30
AXBT measurements made in July 1989. Normaliz=d versions
of the EOF’s corresponding to the two largest cigenvalues are
shown as solid and dashed curves in Fig. 20(b). Note that
the lag in the wave number covariance matrix estimate is
now the mode instead of the depth. Fig. 21 shows the energy
surface computed by exhaustive search and an example of the
joint trajectories of the wave number EOF coefficients as the
annealing proceeds. Using as a reference the averaged model
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Fig. 16. Trajectories of the sound-speed EOF coefficients and cost function
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Fig. 17. Energy surface as a function of sound speed EOF coefficients

computed by exhaustive search (simulation). .

wave numbers derived from the measured profiles, the “true”
minus the measured and the adapted minus the measured are
plotted by solid and dotted lines, respectively, in Fig. 22. The
adapted wave numbers track the “truc” wave numbers nicely
except for the first five modes. A possible explanation of the
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TABLE V
Orinnzanon Restiis FrRoM NINE RUNS USING
Sotsi SPED EOF CoprricieNTs as SEARCH PARAMETERS
Run EOF Coet #1 EOF Coef. #2
T 9 0] 21.88
2 N 96 21.85
3 8§72 22.00
4 892 21.89
5 909 21.93
[ 905 21.88
7 9.00 21.97
8 9.05 21.74
9 8.82 22.02
[
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Fig. 18. (a) Sound-speed profile derived from the environment adaptation
technique (dotted line), “true” profile (solid line), and measured sound-speed
profile (dashed line); (b) the difference version of (), i.e., using the measured
profile as reference (dashed line), the “true” minus the measured and the
adapted minus the measured are in solid and dotted lines, respectively
(simulation),

deviation from the “true” wave numbers is that these modes are
weakly excited, thus less weight is given during the adaptation
process. Again, the environment adapted locations match those
of the ideal simulation [31].

It is of interest to know whether the true source location
is unique in the neighborhood of the source location. The
adaptation procedure is then repeated for each assumed source
location within a spatial window extended 16 km in range
and 1.5° in azimuth (approximately 60 km in cross range)
enclosing the true source location. Fig. 23 confirms that the
range-azimuth maximum energy surface indeed has a peak that
corresponds to the true source location. This suggests that a
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weakly range-dependent environment can be approximated by
a range-independent environment in a matched-field sense.
Although both implementations of the environment adapta-
tion technique produce similar results under the example given
above, the computation burden for the two approaches differs
significantly. For the sound speed case, evaluation of the cost
function requires the invocation of the acoustic propagation
mode] to compute the modal eigenfunctions and wave numbers
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(this is computation intensive). In the wave number adaptation
case, the wave numbers are readily available, and updating the
wave numbers according to the perturbations involves only
a few trivial algebraic steps. The difference in computation
performance for the two implementations is at least 3 to 4
orders of magnitude.

C. Experimental Results

Data collected by the Swallow float array during the July
1989 experiment in the northeast Pacific were processed in
the same fashion as the simulated data. The acoustic modeling
was the same as in the simulation. The data considered here
were recorded at 01:47 and 04:38 PST. 9 July 1989. Fig. 24
plots the matched-field range-azimuth ambiguity surfaces for
the two intervals with the highest peak marked with * s and the
true source locations marked with A's. The shift 1n the source
locations was due to the environmental mismatch as diagnosed
through simulation in the last section. We empirically <clected

Relsuve Power (6B)

Fig 23 Range-azimuth energy surface denved from repeating the optimiza-

ton procedure for each range-azimuth cell (simulation)

the reference source location that corresponded to 01:47 PST.
9 July 1989, by repeating the adaptation procedure for all
assumed range-azimuth cells in the neighborhood of the source
location obtained from the source log. The highest peak in the
range-azimuth maximum energy surface was found at a range
of 2489 km and an azimuth 172.1° [31]. We then entered into
the adaptation phase of the technique. The sound-speed EOF
coefficients were used as search parameters to determine the
optimal sound speed structure. Fig. 25 shows the optimized
range-azimuth ambiguity surface for both time intervals using
the single adapted sound speed structure. As can be seen, the
environmental adapted source track mimics the track derived
from the source log. The modal wave number adaptation
implementation also produced the same results [31]. Table VI
lists the adapted source locations versus the source locations
according to the VLF source log. The minor discrepancy.
a 0.2° to 0.6° shift between the true and adapted source
locations, is thought to be due to the slight uncertainty in
selecting the coordinate system with respect to true north for
the float localization (refer to Fig. 2). since the ornentation
of the X axis of the coordinate system wax taken to be the
ship’s position when bottomed floats 9 and 10 were put into
the water. A relative motion of approximating 60 m in the Y
direction between floats 9 and 10 while the Hoats descended
to the bottom would cause the 0.6° rotation m the MFP
results. This order of error between ship posiion and true
float position on the bottom has been noted in other Swallow
fioat experiments. In addition, uncertainty in midwater sensor
positions might also contribute to the azimuth crror as scen
the simulation study. The minor discrepancy in rance error. a
4-km shift, is thought to be due to errors in the assumptions
made in modeling the replica vectors. Nonetheless. e relative
source movement, a 1 7-km separation between the o souree
locations, is found to be consistent with that ot the wwice log.
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Fig. 25. Self-cohered source locations by environment adaptation tech-
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TABLE VI

ENVIRONMENT ADAPTATION MFP RESULTS
True source  True source Adapted Adapted
Time . source source

range azimuth -

range azimuth
00:47 2493 km 171.5° 2489 km 172.1°
04:38 2476 km 170.7° 2472 km 170.9°

V. CONCLUSIONS

In this paper, we have demonstrated the source localization
and tracking capability of a freely drifting volumetric array
with MFP using experimental data. We have also proposed
and demonstrated an environment adaptation technique to deal
with the environmental mismatch problem. Data collected
during the 1989 Swallow float experiment were used to
perform the study. The geometries of the Swallow float array
as a function of time during the 1989 experiment have been
estimated using the 8-kHz range measurement with a least-
squares based float localization method. The rms position
errors estimated by the float localization method is less than
4.5 m, which is within the desired accuracy of one-tenth of a
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wanelength at the ighest frequency of interest 25 Hz (6 mos
Coder o effecusely process the VLE acoustic data coherentiy
Furthermore. analysis of the experiment acoustic data showed
Lrah signal-to-noise ratio and high coherence at 14 Hz amony
e freely drifung floats during some time intervals The
P4 Hz was a continuous wave tonal projected by a VLI source
involved in a companion expenment. The high coherence
among the floats provided an opportunity for matched-ficld
beamforming of the VLF acoustic data. The replica vectors
were modeled with an adiabatic normal mode numerical
technique using the environmental data collected during the
experiment. [nitial MFP of the experimental data experienced
difficulties in estimating the source depth and range while the
source azimuth estimate was somewhat successful. Controlled
sunulation using the same conditions as in the real data
has revealed that 1) depth resolution indeed is a difficult
problem for a shallow VLF source in a long-range environment
due to fewer modes being available and due to low source
depth-to-wavelength ratio, 2) the range estimate is sensitive
to environmental mismatch, and 3) the azimuth estimate is
robust. The main cause of the performance degradation has
thus been identified to be uncertainty in the environment (i.e..
sound-speed mismatch). An environment adaptation technique
using a global optimization algorithm was proposed and de-
veloped to counteract the MFP performance degradation due
1o uncertainty in the ocean acoustic environment. We have
demonstrated through simulation that with limited a priori
knowledge of the environment and with a reference source
at a known location, the environment can be adapted in a
matched-field sense. Using the adapted environment, other
unknown source(s) of interest in the vicinity of the reference
source can be correctly localized. Applying the environment
adaptation technique to experimental data has shown that
the 14-Hz source was successfully localized and tracked in
azimuth and range within a region of interest using the
MFP technique at a later time interval. White both types of
environmental parameters, i.e., sound speed and wave number,
provided similar results, the modal wave number adaptation
implementation has proven to be computationally efficient.
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