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1990 AWARD WINNERS

The Cady Award

The Cady Award was presented to John R. Vig, U. S. Army Electronics Technology and
Devices Laboratory, "for outstanding contributions to the development of improved quartz crystals and
processing techniques, significantly advancing the field of precision frequency control and timing."
The award was presented by John A. Kusters, Hewlett Packard Co.

The Raby Award

The Rabi Award was presented to Claude Audoin “for original contributions to the theoretical
and experimental foundations of microwave frequency standards and their metrology.” The award was
presented by Jacques Vanier, National Research Council, Canada.

The Sawyer Award

The Sawyer Award was presented to William H. Horton, Piezo Technology, Inc., "For
technical and industrial leadership in the development and manufacture of quartz crystals, filters, and
oscillators.” The award was presented by Gary R. Johnson, Sawyer Research Products, Inc.

John R. Vig, Cady Award winner; Claude Audoin, Rabi Award winner; and
William H. Horton, Sawyer Award winner; after the award presentations.




NOBEL  SESSION

The 44th Annual Symposium on Frequency Control featured a special session honoring the
recipients of the 1989 Nobel Prize in physics: Professors Norman F. Ramsey of Harvard University,
Hans G. Dehmelt of the University of Washington, and Wolfgang Paul of the University of Bonn.
Two of the three laureates presented papers. (Prof. Paul was unable to attend the Symposium.) Prof.
Ramsey gave an historically rooted account of experiments with separated oscillatory fields and
hydrogen masers, and Prof. Dehmelt provided a visionar, discussion of experiments with an isolated
subatomic particle at rest. This session was a highlight of the Symposium. It offered a collegial
interaction among those who built the foundations for today’s atomic clocks and those who
continue the research toward tomorrow’s exotic quantum electronic frequency and time standards,
which will probably rely on single particles at rest, in free space, unperturbed by collisions or fields.

Professors Norman F. Ramsey and Hans G. Dehmelt at the Nobel Session held in their honor.
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EXPERIMENTS WITH SEPARATED OSCILLATORY FIELDS AND
HYDROGEN MASERS

Norman F.Ramsey

Lyman Laboratory of Physics, Harvard University
Cambridge, Massachusetts, USA

Abstract

Descriptions are given of the methods of separated
and successive oscillatory fields and of the atomic hydrogen
maser. Their applications to precision spectroscopy of
atoms and molecules are discussed along with specific
examples of fundamental measurements best made with such
devices. The applications of these methods to atomic clocks
are discussed. A discussion is also given of fundamental
experiments which require highly stable clocks.

The Method of Successive Oscillatory Fields

In the summer of 1937 following two years at
Cambridge University, I went to Columbia University to work
with I. 1. Rabi. After I had been there only a few months,
Rabi invented!-4 the molecular beam magnetic resonance
method so [ had the great good fortune to be the only graduate
student to work with Rabi and his colleagues!-2 on one of the
first two experiments to develop and utilize magnetic
resonance spectroscopy, for which Rabi received the 1944
Nobel Prize in Physics.

By 1949, I had moved to Harvard University and was
looking for a way to make more accurate measurements than
were possible with the Rabi method and in so doing I invented
the method of separated oscillatory fields.3-6. In this method
the single oscillatory magnetic field in the center of the Rabi
device is replaced by two oscillatory fields, one at the entrance
and one at the exit of the space in which the properties of the
atoms or molecules are studied. As I will discuss, the
separated oscillatory fields method has many advantages over
the single oscillatory field method and in subsequent years it
has been extended to many experiments beyond those of
molecular beam magnetic resonance.

Let me now review the successive oscillatory field
method, particularly in its original and easiest to explain
application -- the measurement of nuclear magnetic moments,
The extension to more general cases is then straightforward.

The method was initially an improvement on Rabi's
resonance method for measuring nuclear magnetic moments,
whose principles are illustrated schematically in Figure 1.
Consider a classical nucleus with spin angular momentum AJ
and magnetic moment p = (1/J)J. Then in a static magnetic
field Hy = Hg k, the nucleus, due to the torque on the nuclear
angular momentum, will precess like a top about H,, with the

Larmor frequency vq and angular frequency wg, given by

CH2818-3/90/0000-003 $1.00 © 1990 IEEE
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Figure 1. -- Schematic diagram of a molecular beam magnetic
resonance apparatus. A typical molecule which can be
detected emerges from the source, is deflected by the
inhomogeneous magnetic field A. passes through the
collimator and is deflected to he detector by the
inhomogeneous magnetic field B. If, however, the oscillatory
field in the C region induces a change in the molecular state,
the B magnet will provide a different deflection and the beam
will follow the dashed lines with a corresponding reduction in
detected intensity. In the Rabi method, the oscillatory field is
applied uniformly throughout the C region as indicated by the
long rf lines F, whereas in the separated oscillatory field
method the rf is applied only in the regions E and G.

H
wo= 2mvy = o0 ) 1

as shown in Figure 2. Consider an additional magnetic field

-

Ho Ho
| !
J
¢
q Puw .
we 1

Figure 2. -- Precession of the nuclear angular momentum J
(left) and the rotating magnetic field H; (right) in the Rabi
method.




Hy perpendicular to Hy and rotating about it with angular
frequency w. Then, if at any time H is perpendicular to the
plane of Hy and J, it will remain perpendicular to it provided
w = wy. In that case. in & coordinate system rotating with Hy
J will precess about Hy and the angle ¢ will continuously
change in a fashion analogous to the motion of a "sleeping
top”; the change of orientation can be detected by allowing the
molecular beam containing the magnetic moments 10 pass
through inhomogeneous fields as in Figure 1. If w is not
equal to wy, Hy will not remain perpendicular to J; so ¢ will
increase for a short while and then decrease, leading to no net
change. In this fashion the Larmor precession frequency wg
can be detected by measuring the oscillator frequency o at
which there is maximum reorientation of the angular
momentum and hence a maximum change in beam intensity for
an apporatus as in Figure 1. This procedure is the basis of the
Rabi molecular beam resonance method.

The separated oscillatory field method in this
application is much the same except that the rotating field H|
seen by the nucleus is applied initially for a short time 1, the
amplitude of Hj is then reduced to zero for a relatively long
time T and then increased to Hy for a time 1, with phase
coherency being preserved for the oscillating fields as shown
in Figure 3. This can be done, for example, in the molecular-

Figure 3. --Two separated oscillatory fields, each acting for
a time 1, with zero amplitude oscillating field acting for time
T. Phase coherency is preserved between the two oscillatory
fields so it is as if the oscillation continued, but with zero
amplitude for time T.

beam apparatus of Figure 1 in which the molecules first pass
through a rotating field region, then a region with no rotating
field and finally a region with a second rotating field driven
phase coherently by the same oscillator.

If the nuclear spin angular momentum is initially
parallel to the fixed field (so that ¢ is equal to zero initially) it is
possible to select the magnitude of the rotating field so that ¢ is
900° or n/2 radians at the end of the first oscillating region.
While in the region with no oscillating field, the magnetic
moment simply precesses with the Larmor frequency
appropriate to the magnetic field in that region. When the
magnetic moment enters the second oscillating field region
there is again a torque acting to change ¢. If the frequency of
the rotating field is exactly the same as the mean Larmor
frequency in the intermediate region there is no relative phase
shift between the angular momentum and the rotating field.

Consequently, if the magnitude of the second rotating
field and the length of time of its application are equal to those
of the first region, the second rotating field has just the same
effect as the first one -- that is, it increases ¢ by another n/2,
making ¢ = r, comresponding to a complete reversal of the
direction of the angular momentum. On the other hand, if the
field and the Larmmor frequencies are slightly different, so that
the relative phase angle between the rotating field vector and
the precessing angular momentum is changed by n while the
system is passing through the intermediate region, the second
oscillating field has just the opposite effect to the first one; the
result is that ¢ is returned to zero. If the Larmor frequency and
the rotating field frequency differ by an amount such that the
relative phase shift in the intermediate region is exactly an
integral multiple of 2x, ¢ will again be left at x just as at exact
resonance.

In other words if all molecules had the same velocity,
the transition probability would be periodic as in Figure 4.
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Figure 4. -- Transition probability as a function of the
frequency v = /2r that would be observed in a separated
oscillatory field experiment if all the molecules in the beam
had a single velocity.

However, in a molecular beam resonance experiment one can
casily distinguish between exact resonance and the other cases.
In the case of exact resonance, the condition for no change in
the relative phase of the rotating field and of the precessing
angular momentum is independent of the molecular velocity.
In the other cases, however, the condition for integral multiple
of 2r relative phase shift is velocity dependent, because a
slower molecule is in the intermediate region longer and so
experiences a greater shift than a faster molecule.
Consequently, for the non-resonance peaks, the reorientations
of most molecules are incomplete so the magnitudes of the
non-resonance peaks are smaller than at exact resonance and
one expects a resonance curve similar to that shown in Figure
5, in which the transition probability for a particle of spin 1/2
is plotted as a function of frequency.

Although the above description of the method is
primarily in terms of classical spins and magnetic moments,
the method applies to any quantum mechanical system for
which a transition can be induced between two energy states
W; and W¢ which are differently focussed. The resonance

frequency wg is then given by
o = (Wi - Wf)/h (2)
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Figure 5. -- When the molecules have a Maxwellian velocity
distribution, the transition probability is as shown by the full
line for optimum rotating field amplitude. (L is the distance
between oscillating field regions, a is the most probable
molecular velocity and v is the oscillatory frequency =
o./2r) The dashed line represents the transition probability
with the single oscillating field method when the total
duration is the same as the time between separated oscillatory
field pulses.

and one expects a resonance curve similar to that shown in
Figure 5, in which the transition probability for a particle of
spin 1/2 is plotted as a function of frequency.

From a quantum-mechanical point of view, the
oscillating character of the transition probability in Figures 4
and 5 is the result of the cross term in the calculation of the
transition probability from probability amplitudes. Let Cj;r be
the probability amplitude for the nucleus to pass through the
first oscillatory field region with the initial state i unchanged
but for there to be a transition to state f in the final field,
whereas Cjr is the amplitude for the alternative path with the
transition to the final state f being in the first field with no
change in the second. The cross term C;;fC*iff produces an
interference pattern and gives the narrow oscillatory pattern of
the transition probability shown in the curves of Figures 4 and
5. Alternatively the pattern can in part be interpreted as
resulting from the Fourier spectrum of an oscillating field
which is on for a time 1 off for T and on again for t, as in
Figure 3,. However, the Fourier interpretation is not fully
valid since with finite rotations of Jj, the problem is a non-
linear one. Furthermore, the Fourier interpretation obscures
some of the key advantages of the separated oscillatory field
metiod. I have calculated the quantum mechanical transition
probabilities3’5v7»8 and these calculations provide the basis
for Figure 5.

The separated oscillatory field method has a number of
advantages including the following:

0} The resonance peaks are only 0.6 as broad as
the corresponding ones with the single oscillatory field
method. The narrowing is somewhat analogous to the peaks
in a two slit optical interference pattern being narrower than the
central diffraction peak of a single wide slit whose width is
equal to the separation of the two slits.

2) The sharpness of the resonance is not reduced
by non-uniformities of the constant field since both from the
qualitative description and from the theoretical quantum

analysis, it is only the space average value of the energies
along the path that enter Eq. (2) and are important.

3 The method is more effective and often
essential at very high frequencies where the wave length of the
radiation used may be comparable 10 or smaller than the length
of the region in which the energy levels are studied.

4) Provided there is no unintended phase shift
between the two oscillatory fields, first order Doppler shifts
and widths are eliminated.

(5) The method can be applied to study energy
levels in a region into which an oscillating field can not be
introduced; for example, the Larmor precession frequency of
neutrons can be measured while they are inside a magnetized
iron block.

(6) The lines can be narrowed by reducing the
amplitude of the rotating field below the optimum. The
narrowing is the result of the low amplitude favoring slower
than average molecules.

@) If the atomic state being studied decays
spontaneously, the separated osciliatory field method permits
the observation of narrower resonances than those anticipated
from the lifetime and the Heisenberg uncertainty principle
provided the two separated oscillatory fields are sufficiently far
apart; only states that survive sufficiently long to reach the
second oscillatory field can contribute to the resonance. This
method, for example, has been used by Lundeen and others?
in precise studies of the Lamb shift.

The advantages of the separated oscillatory field
method have led to its extensive use in molecular and atomic
beam spectroscopy. One of the best known is in atomic
cesium standards of frequency and time which will be
discussed later.

Although in most respects, the separated oscillatory
field method offers advantages over a single oscillatory field,
there are sometimes disadvantages. In studying complicated
overlapping spectra the subsidiary maxima of Figure 5 can
cause confusion. Furthermore, it is sometimes difficult at the
required frequency to obtain sufficient oscillatory field
strengths with two short oscillatory fields, whereas adequate
field strength may be achieved with a weaker, longer
oscillatory field. Therefore for most molecular beam
resonance experiments, it is best to have both separated
oscillatory fields and a single long oscillatory field available so
the most suitable method under the circumstances can be used.

As in any high precision experiment, care must be
exercised with the separated oscillatory field method to avoid
obtaining misleading results. Ordinarily these potential
distortions are more easily understood and eliminated with the
separated oscillatory field method than are their counterparts in
most other high-precision spectroscopy. Nevertheless, the
effects are important and require care in high-precision
measurements. 1 have discussed the various effects in detail
elsewhere3,7.8,10 but I will briefly summarize them here.

Variations in the amplitudes of the oscillating fields
from their optimum values may markedly change the shape of
the resonance, including the replacement of a maximum
transition probability by a minimum. However, symmetry
about the exact resonance frequency is preserved, so no
measurement error need be introduced by such amplitude
variations-7-8




Variations of the magnitude of the fixed field between,
but not in, the oscillatory field regions do not ordinarily distort
a molecular beam resonance provided the average transition
frequency (Bohr frequency) between the two fields equals the
values of the transition frequencies in each of the two
oscillatory field regions alone. If this condition is not met,
there can be some shift in the resonance frequency.”-8

If, in addition to the two energy levels between which
transitions are studied, there are other energy levels partially
excited by the oscillatory field, there will be a pulling of the
resonance frequency as in any spectroscopic study and as
analyzed in detail in the literature. 3.7

Even in the case when only two energy levels are
involved, the application of additional rotating magnetic fields
at frequencies other than the resonance frequency will produce
a net shift in the observed resonance frequency, as discussed
elsewhere.3,7.8 A particularly important special case is the
effect identified by Bloch and Siegen.“ which occurs when
oscillatory rather than rotating magnetic fields are used. Since
an oscillatory field can be decomposed into two oppositely
rotating fields, the counter-rotating field component
automatically acts as such an extraneous rotating field.
Another example of an extraneously introduced rotating field is
that which results from the motion of an atom through a field
Hgo whose direction varies in the region traversed. The theory
of the effects of additional rotating fields at arbitrar
frequencies has been developed by Ramsey-’vg’lovl
Winter, 10 Shirley, 13 Code, 12 and Greene.14

Unintended relative phase shifts between the two
oscillatory field regions will produce a shift in the observed
resonance frequency.13'14'15 This is the most common
source of possible error, and care must be taken to avoid it
either by eliminating such a phase shift or by determining the
shift -- say by measurements with the molecular beam passing
through the apparatus first in one direction and then in the
opposite direction.

A number of extensions to the separated oscillatory
field method have been made since its original introduction:

) Itis often convenient to introduce phase shifts

deliberately to modify the resonance shape. I5 As discussed
above, unintended phase shifts can cause distortions of the

observed resonance, but some distortions are useful. Thus, if
t" - change in transition probability is observed when the
re.itive phase is shifted from +x/2 to -n/2 one sees a
dispersiun curve shape15. A resonance with dispersion shape
provides greater sensitivity for detecting small shifts in the
resonanc?z frequency.

2) For most purposes the highest precision can be
obtained with just two oscillatory fields separated by the
maximum time, but in some cases it is better to use more than
two separated oscillatory fields.4 I have calculated the
theoretical resonance shapes7 with two, three, four and
infinitely many oscillatory fields. The infinitely many
oscillatory field case, of course, by definition becomes the
same as the single long oscillatory field if the total length of the
transition region is kept the same and the infinitely many
oscillatory fields fill in the transition region continuously. For
many purposes this is the best way to think of the single
oscillatory field method, and this point of view makes it
apparent that the single oscillatory field method is subjected to

complicated versions of all the distortions discussed in the
previous section. It is noteworthy that, as the number of
oscillatory field regions is increased for the same total length
of apparatus, the resonance width is broadened: the narrowest
resonance is obtained with just two oscillatory fields separated
the maximum distance apart. Despite this advantage, there are
valid circumstances for using more than two oscillatory fields.
With three oscillatory fields the first and largest side lobe is
suppressed, which may help in resolving two nearby
resonances; for a larger number of oscillatory fields additional
side lobes are suppressed, and in the limiting case of a single
oscillatory field there are no side lobes. Another reason for
using a large number of successive pulses ca: be the
impossibility of obtaining sufficient power in a single pulse to
induce adequate transition probability with a small number of
pulses.

(3) The earliest use of the separated oscillatory
field method involved two oscillatory fields separated in space,
but it was early realized that the method with modest
modifications could be generalized to a method of successive
oscillatory fields with the separation being in time, say by the

use of coherent pulses.16

4) If more than two successive oscillatory fielus
are utilized it is not necessary to the success of the method that
they be equally space in time;4 the only requirement is that the
oscillating fields be coherent -- as is the case if the oscillatory
fields are all derived from a single continuously running
oscillator. In particular, the separation of the pulses can even

be random,!6 as in the case of the large box hydrogen
maserl7 discussed later. The atoms being stimulated to emit

move randomly into and out of the cavities with oscillatory
fields and spend the intermediate time in the large container
with no such fields.

(5) The full generalization of the successive
oscillatory field method is excitation by one or more oscillatory
fields that vary arbitrarily with time in both amplitude and
phase.7»8

(6) V. F. Ezhov and his colleagues,6-18 in a
neutron-beam experiment, used an inhomogeneous static field
in the region of each oscillatory field region such that initially
when the oscillatory field is applied conditions are far from
resonance. Then, when the resonance condition is slowly
approached, the magnetic moment that was originally aligned
parallel to H,, will adiabatically follow the effective magnetic
field on a coordinate system rotating with H until at the end
of the first oscillatory field region the moment is paraliel to
Hi. This arrangement has the theoretical advantage that the
maximum transition probability can be unity even with a
velocity distribution, but the method may be less well adapted
to the study of complicated spectra.

) I emphasized earlier that one of the principal
sources of error in the separated oscillatory field method is that
which arises form uncertainty in the exact value of the relative
phase shift in the two oscillatory fields. Jarvis, et al. 19 have
pointed out that this problem can be overcome with a slight
loss in resolution by driving the two cavities at slightly
different frequencies so that there is a continual change in the
relative phase. In this case the observed resonance pattern will
change continuously from absorption to dispersion shape.
The envelope of these patterns, however, can be observed and
the position of the maximum of the envelope is unaffected by
relative phase shifts. Since the envelope is about twice the
width of a specific resonance there is some loss of resolution




in this method, but in certain cases this loss may be
outweighed by the freedom from phase-shift errors.

(8) The method has been extended to electric as
well as magnetic transitions and to optical laser frequencies as
well as radio- and microwave-frequencies. The application of
the separated oscillatory field method to optical frequencies
requires considerable modifications because of the short wave
lengths, as pointed out by Blaklanov, Dubetsky and
Chebotsev2.  Successful applications of the separated
oscillatory field method to lasers have been made b
1’5crgquisl,7-l Lee,2! Hall,2! Salour,22 Cohcn-Tunnoudji.2~
Bordé,23 Hansch,24 Chebotuycv25 and many others.25

9) The method has been extended to reutron
beams and to neutrons stored for long times in totally
reflecting bottles.

(10)  In a recent beautiful experiment. S. Chu and
his associates.26 have successfully used the principle of
separated oscillatory fields with a fountain of atoms that rises
up slowly, passes through an oscillating field region, falls
under gravity and passes again through the same oscillatory
field region. This fountain experiment was attempted many
years ago by J. R. Zacharias and his associates,3 but it was
unsuccessful because of the inadequate number of very slow
atoms. Chu and his collaborators used laser cooling2 .28.29
to slow the atoms to a low velocity and obtained a beautifully
narrow separated oscillatory fields resonance pattern.

The Atomic Hydrogen Maser

The atomic hydrogen maser grew out of my attempts to
obtain even greater accuracy in atomic beam experiments. By
the Heisenberg uncertainty principle (or by the Fourier
transform), the width of a resonance in a molecular beam
experiment cannot be less than approximately the reciprocal of
the time the atom is in the resonance region of the apparatus.
For atoms moving through a 1 m long resonance region at 100
nV/s this means that the resonance width is about 100 Hz wide.
To decrease this width and hence increase the precision of the
measurements required an increase in this time. To increase
the time by drastically lengthening the apparatus or selecting
slower molecules would decrease the already marginal beam
intensity or greatly increase the cost of the apparatus. I
therefore decided to plan an atomic beam in which the atoms,
after passing through the first oscillatory field would enter a
storage box with suitably coated walls where they would
bounce around for a period of time and then emerge to pass
through the second oscillatory field. My Ph.D. student,
Daniel Kleppner,30 undertook the construction of this device
as his thesis project. The original -onfiguration required only
a few wall collisions and wa. ca: »d a broken atomic beam
resonance experiment. Initially the beam was cesium and the
wall coating was teflon. The experiment30 was a partial
success in that a separated oscillatory field patierii for an
atomic hyperfine transition was obtained, but it was weak and
disappeared after a few wall collisions. The results improved
markedly when a paraffin was used for the wall coating and a
hyperfine resonance was eventually obtained after 190
collisions giving a resonance width of 100 Hz, but with the
resonance frequency shifted by 150 Hz.

To do much better than this, we decided we would
have to use an atom with a lower mass and a lower electric
polarizability to reduce the wall interactions. Atomic hydrogen
appeared ideal for this purpose, but atomic hydrogen is

notoriously difficult to detect. We, therefore, calculated the
possibility of detecting the transitions lhroufvh their eftects on
the electromagnetic radiations. Townes? ! had a few years
carlier made the first successful maser (acronym for
microwave amplifier by stimulated emission of radiation) but
no one had previously made a maser based on a magneuc
dipole mor..ent or on a frequency as low as that of an atomic
hyperfine transition. We concluded, however, that if the
resonance could be made narrow enough by multiple wall
collisions, we should be able to obtain maser oscillations. The
apparatus was designed and constructed by Goldenberg.
Kleppner and mysclf32 and after a few failures we obtained
maser oscillations at the atomic hydrogen hyperfine frequency.
Both the proton and the electron have spin angular momenta [
and J as well as magnetic moments. The atomic hyperfine
transitions are those for which there is a change of the relative
orientation of these two magnetic moments between the initial
and final states in Eq. (2). We studied H atoms in the 1251/2
ground electronic state and mostly observed the transitions
(F=1, m=0 - F=0, m=0) where F is the quantum number of
the total angular momentum F = I + J and m is the associated
magnetic quantumn number.

The principles of an atomic hydrogen maser are shown
schematically in Figure 6. An intense electrical discharge in
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Figure 6. -- Schematic diagram of atomic hydrogen maser.
Only the paths of the m=0 atoms are shown since the m=1
atoms are not involved in the Dm=0 transitions studied.

the source converts commercially available molecular
hydrogen (H2) into atomic hydrogen (H). The atoms emerge

from the source into a region that is evacuated to 106 torr and
enter a state selecting magnet which has three north poles
alternating in a circle with three south poles. By symmetry,
the magnetic field is zero on the axis and increases in
magnitude away from the axis. Since the energy of a
hydrogen atom in the F=1 m=0 state increases with energy and
since mechanical systems are accelerated toward lower
potential energy, an atom in F=1 state that is slightly off axis

will be accelerated toward the axis, i.e. the F=1 state will be
focussed onto the small aperture of the 15¢m diameter teflon
coated storage cell whereas the F=0 state is defocussed. Asa
result, if the atomic beam flows steadily, the storage bottle in
equilibrium will contain more high energy F=1 atoms than
low. If these atoms are exposed to microwave radiation at the
hyperfine frequency, more atoms are stimufated to go from the
higher energy state to the lower one than in the opposite
direction. Energy is then released from the atoms and makes
the microwave radiation stronger. Thus the device is an
amplifie. or maser. If the storage cell is placed inside a tuned
cavity, an oscillation a. the resonance frequency will increase
11 magnitude until an equilibrium value is reached. At this




level the oscillation will continue indefinitely, with the energy
to maintain the oscillation coming from the continuing supply
of hydrogen atoms in the high energy hyperfine state. The
device then becomes a free running maser oscillator at the
atomic hyperfine frequency.

The atomic hydrogen maser oscillator has
unprecedented high stability due to a combination of favorable
features. The atoms typically reside in the storage cell for 10
seconds, which is much longer than in an atomic beam
resonance apparatus so the resonance line is much narrower.
The atoms are stored at low pressure so they are relatively free
and unperturbed while radiating. The first order Doppler shift
is removed, since the atoms are exposed to a standing wave
and since the average velocity is extremely low for atoms
stored for 10 seconds. Masers have very low noise levels,
especially when the amplifying elements are isolated atoms.
Over periods of several hours the hydrogen maser stability is
better than 1 x 10713,

The major disadvantage of the hydrogen maser is that
the atoms collide with the walls at intervals, changing slightly
the hf'perﬁne frequency and giving rise to wall shifts of 1 x
10- 11, However, the wall shifts are highly stable and can be
experimentally determined by measurements utilizing storage
bottles of two different diameters or with a deformable bulb
whose surface to volume ratio can be altered. As in all
precision measurements, care must be taken in adjusting and
tuning the hydrogen maser to avoid misleading results. These
limitations and precautions are discussed in a series of
publications by various authors.32,33.34  The designs of
hydrogen masers have been modified in many ways either for
special purposes or for increased stability and reliability. For
cxample different hyperfine transitions have been used and
masers have been operated in relatively strong magnetic fields.

A hydrogen maser has also been operated 7 with a storage
bottle that is much larger than the wave length of the
stimulating radiation by confining the microwave power to two
small cavities so that it functions as a separated oscillatory field
device. The atoms that are stimulated to emit radiation move
randomly into and out of two oscillatory field cavities and
spend the intermediate time in the large container where there
is no oscillatory field. Due to the larger size of the storage box
there are longer storage times and less frequent wall collisions,
so the resonances are narrower and the wall shifts are smaller
than for a normal hydrogen maser.

Precision Spectroscopy

Now that I have discussed extensively the principles of
the separated oscillatory field method and of the atomic maser,
I shall give some illustrations as to their value. One major
category of applications is to precision spectroscopy,
especially at radio and microwave frequencies. Another
category of applications is to atomic clocks and frequency
standards.

It is difficult to summarize the spectroscopic
applications since there are so many of them. Many beautiful
experiments have been done by a large number of scientists in
different countries. 1 shall, therefore use just a few
illustrations from experiments in which I have been personally
involved.

My graduate students have made precision
measurements of the radiofrequency spectra of different
molecules in various rotational states. For each of these states
more than seven different molecular properties can be inferred
and thus the variations of the properties with changes in the

rotational and vibrational quantum numbers can be determined.
These properties include nuclear and rotational magnetic
moments, nuclear quadrupole interactions, nuclear spin-spin
magnetic interactions, spin rotational interactions, etc. [ shall
illustrate the accuracy and significance of the measurements
with a single example. With both D2 and LiD we have

accurately measured35.36 the deuteron quadrupole interaction
€qQ where ¢ is the proton electric charge, q is the gradient of
the molecular electric field at the deuteron and Q is the
deuteron quadrupole moment which measures the shape of the
deuteron and in particular its departure from spherical
symmetry. These measurements were made with a high
resolution molecular beam apparatus based on the method of
separated oscillatory fields. We found for eqQ the value
+225,044+20 Hz in D2 and +34,213+33 Hz in LiD. Since q
has been calculated37-38 for each of these quite different
molecules, two independent values of Q can be calculated.
The results agree to within 1.5% which confirms the validity
of the difficult calculation; with it we find Q = 2.9 x 10-27
cm4,

In an experiment with collaborators3? at the Institut
Laue-Langevin at Grenoble, France, we have used the
separated oscillatory field method with a beam of slow
neutrons to make an accurate measurement of the neutron
magnetic moment and found37.40 i to be -1.91304275 +
0.00000045 nuclear magnetons. ln a somewhat different
experiment with neutrons moving so slowly that they can be
bottled for more than 80 s in a suitable storage vessel, we have
used the method of successive oscillatory fields with the two
coherent radiofrequency pulses being separated in time rather
than space. In this manner and as a fundamental test of time
reversal symmetry, we have recently set a very low upper limit
for the neutron electric dipole moment by ﬁnding‘“ its value to
be (-3£5)x 1026 e cm.

The atomic hydrogen maser gives very accurate data on
the microwave spectrum of the ground electronic state of the
hydrogen atom. The hyperfine frequency av for atomic
hydrogen has been measured in our laboratory and in a
number of other laboratories. The best value42:43 is

Avy = 1,420,405,751.7667+0.0009 Hz

This value agrees with present quantum electromagnetic
theory44 to within the accuracy of the theoretical calculation
and can be used to obtain information on the proton structure.
Similarly accurate values have been found for atomic
deuterium and tritium and the depcndence45 of these results on
the strengths of externally applied electric fields have been
measured. With a modified form of the hydrogen maser
designed to operate at high magnetic fields, the ratio of
magnetic moment of the electron to that of the proton is
found40,46 1o be -658.210688 + 0.000006. Incidentally
when this result is combined with the beautiful electron
measurements from Professor Dehmelt's labortory"'ov‘”’48
we obtain the best values for the free proton magnetic moment
in both Bohr and nuclear magnetons.
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In the past 50 years there has been a major revolution
in time keeping, with accuracy and reproducibility of the best
c'ocks at the end of that period being approximately a million
times those at the beginning. This revolution in time keeping
and frequency control is due to atomic clocks.




Any clock or frequency standard depends on some
regular periodic motion such as the pendulum of the
grandfather's clock. In the case of atomic clocks the periodic
motion is internal 1o the atoms and is usually that associated
with an atomic hyperfine structure as discussed in the section
on atomic hydrogen maser.

In the most widely used atomic clocks, the atom whose
internal frequency provides the periodicity is cesium and the

usual method of observing it is with a separated oscillatory
field magnetic resonance apparatus as in Figure 1. The first
commercial cesium beam clock was developed in 1955 by a
group led by J. R. Zacharias? and in the saine vear L. Essen
and V. L. Purry4 constructed and operated the first cesium
beam apparatus that was extensively used as an actual
frequency standard. Subsequently many scientists and
engineers throughout the world contributed to the development
of atomic clocks, as discussed in greater detail elsewhere.4

Cesium atomic clocks now have an accuracy and
stability of about 10-13 which was so far superior to all
previous clocks that in 1967 the internationally adopted
definition of the second was changed from one based on
motion of the earth around the sun to 9,192,631,770 periods
of the cesium atom.

For many purposes even greater stability is required
over shorter time intervals. When such stability is needed the
hydrogen maser is frequently used with a stability of 10-15
over periods of several hours.

Atomic clocks based on the above principles have for a
number of years provided clocks of the greatest stability and
accuracy and these are sufficiently great that further
improvements might seem to be neither desirable nor feasible.
But as we shall see in our final section, there are applications
that already push atomic clocks to their limits and there are
many current developments with great promise for the future.
These include improvements to the existing devices, use of
higher frequency, use of lasers, electromagnetic traps for
storing both ions and atoms, laser cooling, etc.

Applications for Accurate Clocks

Accurate atomic clocks are used for so many different
purposes that a list of them all is tediously long so I shall here
just briefly mention a few that push clock technology to its
limit.

In radio astronomy one looks with a parabolic reflector
at the radio waves coming from a star just as in optical
astronomy one looks with an optical telescope at the light
waves coming from a star. Unfortunately, in radio astronomy
the wavelength of the radiation is about a million times longer
than the wavelength of light. The resolution of the normal
radio telescope is therefore about a million times worse since
the resolution of a telescope depends on the ratio of the wave
length to the telescope aperture. However, if there are two
radio telescopes on opposite sides of the earth looking at the
same star and if the radio waves entering each are matched in
time, it is equivalent to a single telescope whose aperture is the

distance between the two telescopes and the resolution of such
a combination exceeds that of even the largest single optical
telescope. However, to do such precise matching in time each
of the two radio telescopes needs a highly stable clock, usually
an atomic hydrogen maser.

One of the exciting discoveries in radio astronomy has
been the discovery of pulsars, that emit their radiation in short
periodic pulses. Precision clocks have been needed to
measure the pulsar periods and the changes in the periods with
time; these changes sometimes occur smoothly and sometimes
abruptly. Of particular interest from the point of view of ume
measurements, are the millisecond pulsars which have
remarkable constancy of period, nivaling the stability of the
best atomic clocks. In fact one of these pulsars is so stable
that it may eventually be suitable as a standard of time over
long pc:riods.49 Another millisecond pulsar s part of a rapidly
rotating binary star that is slowly changing its period of
rotation.#9 This slow change in rotation can be attributed to
the loss of energy by the radiation of gravity waves -- the first
experimental evidence for the existence of gravity waves.

Time and frequency can now be measured so
accurately that wherever possible other fundamental
measurements are reduced to time or frequency measurenents.
Thus the unit of length by international agreement has recently
been defined as the distance light will travel in a specified time
and voltage has just been represented in terms of frequency
measurements.

Accurate clocks have provided important tests of both
the special and general theories of relativity. In one
experniment, a hydrogen maser was shot in a rocket to a 6,000
mile altitude and its periodic rate changed with speed and
altitude just as expected by the special and general theories of
relativity. In other experiments, observers have measured the
delays predicted by relativity for radio waves passing near the
sun.

Precision clocks make possit!s an cutirely new and
more accurate navigational system, the global positioning
system or GPS. A number of satellites containing accurate
clocks transmit signals at specific times so any observer
receiving and analyzing the signals from four such satellites
can determine his position to within ten yards and the correct

time within one hundredth of a millionth of a second (l()'8 s).

A particularly fascinating navigation feat dependent on
accurate clocks was the recent and highly successful tour of
the Voyager spacecraft to Neptune. The success of this
mission depended upon the ground controllers having accurate
knowledge of the position of the Voyager. This was
accomplished by having three large radio telescopes at

different locations on the earth, each of which transmitted a
coded signal to Voyager which in turn transmitted the signals
back to the telescopes. The distances from each telescope to
Voyager could be determined from the elapsed times and thus
Voyager could be located. To achieve the required timing
accuracy, two hydrogen masers were located at each telescope.
Due to the rotation of the earth in the eight hours required for
the electromagnetic wave to travel from the earth to Voyager
and back again at the speed of light, the telescope transmitting
the signal in some cases had to be different from the one
receiving; this placed an additional stringent requirement on the
clocks. Thus, highly stable clocks were essential for the
spectacular success of the Voyager mission to Neptune.
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FORTY-FOURTH ANNUAL SYMPOSIUM ON FREQUENCY CONTROL

EXPERIMENTS WITH AN ISOLATED SUBATOMIC
PARTICLE AT REST

Nobel Lecture, December 8, 1989

by

HANS DEHMELT

Department of Physics, University of Washington, Seattle, WA 98195, USA

"You know, it would be sufficient to really understand the electron.” Albert Einstein

The 5th century B.C. Philosopher's Democritus' smallest conceivable in-divisible
entity, the a-tomon (the un-cuttable), is a most powerful but not an immutable concept.
By 1930 it had already metamorphosed twice: from something similar to a molecule,
say a slippery atomon of water, to Mendeleyev's chemist's atom and later to electron
and to proton, both particles originally assumed to be of small but finite size. With the
rise of Dirac's theory of the electron in the late twenties their size shrunk to
mathematically zero. Everybody "knew" then that electron and proton were indivisible
Dirac point particles with radius R = 0 and gyromagnetic ratio g = 2.00. The first
hint of cuttability or at least compositeness of the proton came from Stern's 1933
measurement of proton magnetism in a Stern-Gerlach molecular beam apparatus.
However this was not realized at the time. He found for its normalized dimensionless
gyromagnetic ratio not g = 2 but

g = (WA)(2M/g) = 5,

where p, A, M, q are respectively magnetic moment, angular momentum, mass and
charge of the particle. For comparison the obviously composite *He™ ion, also with
spin !z, according to the above formula has the |g| value 14700, much larger than the
Dirac value 2. Also, along with this large |g| value went a very finite radius of this
atomic ion of =3 X 10! m. And indeed, with Hofstadter's high energy electron
scattering experiments in the fifties the proton radius grew again to R = 0.86 X 101%
m, roughly in proportion to the excess value of 3 in g. Similar later work at still

CH2818-3/90/0000-012 $1.00© 1990 IEEE
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higher energies found 3 quarks inside the "indivisible” proton. Today everybody
"knows" the electron is an indivisible atomon, a Dirac point particle with radius R =
0 and g = 2.00.... But is it? Like the proton, it could be a composite object. History
may well repeat itself once more. This puts a very high premium on precise
measurements of the g factor of the electron.

GEONIUM SPECTROSCOPY

The metastable pseudo-atom geonium (Van Dyck et al. 1978 and 1986) has been
expressly synthesized for studies of the electron g factor under optimal conditions. It
consists of an individual electron permanently confined in an ultrahigh vacuum
Penning trap at 4K. The trap employs a homogeneous magnetic field B, = ST and a
weak electric quadrupole field. The latter is produced by hyperbolic electrodes, a
positive ring and two negative caps spaced 2Z, = 8 mm apart, see Fig. 1. The
potential, with A a constant, is given by

$(xyz) = A(X* + y* - 229,
with an axial potential well depth
D = e[¢(000) - $(00Z,)] = 2e4Z,> = SeV.

The trapping is mostly magnetic. The large magnetic field dominates the motion in the
geonium atom. The energy levels of this atom shown in Figure 2 reflect the cyclotron
motion, at frequency v, = eBy/27m = 141 GHz, the spin precession, at v, = v, the
anomaly or g-2 frequency », = v, - v, = 164 MHz, the axial oscillation, at », = 60
MHz, and the magnetron or drift motion at frequency v, = 13 kHz. The electron is
continuously monitored by exciting the »,-oscillation and detecting via radio the
108-fold enhanced spontaneous 60 Mhz emission. A corresponding signal appears in
Figure 3. Doppler side-band cooling has made continuous confinement in the trap
center of an electron for 10 months (Gabrielse et al. 1985) possible. This process
makes the electron absorb rf photons deficient in energy and supply the balance from
energy stored in the electron motion to be cooled. The corresponding shrinking of the
radius of the magnetron motion is displayed in Figure 4. Extended into the optical
region, the cooling scheme is most convincingly demonstrated in Figure 5. The
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transitions of primary interest at v, »,,
v, oscillation. Nevertheless the task may be accomplished by means of the continuous
Stern-Gerlach effect (Dehmelt 1988a), in which the geonium atom itself 1s made to

v, are much more difficult to detect than the

work as a 10%-fold amplifier. In the scheme a single »,-photon of only =1 ueV energy
gates the absorption of = 100 eV of rf power at »,. The continuous effect uses an
inhomogeneous magnetic field in a similar way as the classic one. However, the field
takes now the form of a very weak Lawrence cyclotron trap or magnetic bottic shown
in Figure 6. The bottle adds a minute monitoring well only

D, = (m + n + '42)0.1ueV

deep to the axial well of large electrostatic depth D = 5 eV, with m, n respectively
denoting spin and cyclotron quantum numbers. Thus jumps in m or n show up as
jumps in v,

z

v, = v, + (m + n + %2)5,

with § = 1.2Hz in our experiments, and »,, the axial frequency of the electron
without a magnetic bottle. Random jumps in m, n occur, when spin or cyclotron
resonances are excited. Figure 6A shows an early example of a series of such jumps in
m or spin flips. For the spin spontaneous transitions are totally negligible. Standard
text books discuss transitions between two sharp levels induced by a broad
electromagnetic spectrum p(v): The transition rate from either level is the same and is
proportional to the spectral power density p(v,) of the radiation field at the transition
frequency »,. Ergo, the average dwell times in either level are the same, compare Fig.
6A. In the geonium experiments the frequency of the weak rf field is sharp, but the
spin resonance is broadened and has a shape G,(v). One may convince oneself that
moving the sharp frequency of the rf field upwards over the broad spin resonance
should produce the same results as moving a broad rf field of spectral shape p(v) o
G,(v) downwards over a sharp spin resonance: The rate of all spin flips or jumps in m
in either direction counted in the experiment is proportional to G,(v). To obtain the
plot of G((») in Fig. 7 the frequency of the rf field was increased in small steps, and at
each step spin flips were counted for a fixed period of about '2 hour. From our », v,
data for electron and positron (Van Dyck et al. 1987) we have determined
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Yage® = y /v, = 1.001 159 652 188(4),

the same for particle and anti-particle. The error in the difference of their g-factors is
only half as large. Heroic quantum electro-dynamical calculations (Kinoshita 1988)
have now yielded for the shift of the g factor of a point electron associated with
turning on its interaction with the electromagnetic radiation field

a(gPoint - 2) = 15 AgKINOSHITA — 001 159 652 133(29).

In the calculations AgK!NOSHITA 5 expressed as a power series in o/x. Kinoshita has
critically evaluated the experimental « input data on which he must rely. He warns that
the error in his above result, which is dominated by the error in a, may be
underestimated. Muonic, hadronic and otlier small contributions to g amount to less
than about 4 x 102 and have been included in the shift. Kinoshita's result may be
used to correct the experimental g value and find

g = gcxp _ AgKlNOSHlTA =2 + 11(6))(10-“.

ELECTRON RADIUS R?

Extrapolation from known to unknown phenomena is a time-honored approach in all
the sciences. Thus from known g, and R values of other near-Dirac particles and our
measured g value of the electron I attempt to extrapolate a value for its radius.
Stimulated by theoretical work of Brodsky & Drell (1980), I (1989a) have plotted

|g - 2| vs R/x in Figure 8 for the helium3 nucleus, triton, proton, and electron.
Here X is the Compton wavelength of the respective particle. The plausible relation
given by Brodsky and Drell (1980) for the simplest composite theoretical model of the
electron,

|g - 2] = R/xg, or

(g - ngRAC[ = (R - Rpjrac)/*c

fits the admittedly sparse data surprisingly well. Even for such a very different spin '
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structure as the atomic ion *He* composed of an a-particle and an electron the data
point does not fall too far off the full line. Intersection in Figure 8 of this line with the
line |g-2| = 1.1x10"' for the Seattle g data yields for the electron the extrapolated
point shown and with x; = 0.39x10°'° cm an electron radius

R = 10%%°¢m.

The row of X's reflects the data range defined by the uncertainty in the Seattle g data
and the upper limit R < 10'7 ¢m determined in high energy collision experiments. It
appears that this combination of current data is not in harmony with electron structure
models assuming special symmetries that predict the quadratic relation |g-2| = (R/%)*
shown by the dashed line. This favors the linear relation used in the above
extrapolation of R for the electron. Thus, the electron may have size and structure!

If one feels that the excess g value 11(6)x107!! measured is not significant because of
its large relative error then, the value R =~ 10"2° cm given here still constitutes an
important new upper limit. Changing the point of view, the close agreement of gfoi™
with g®P provides the most stringent experimental test of the fundamental theory of
Quantum Electrodynamics in which R = 0 is assumed. Furthermore the near-identity
of the g values measured for electron and positron in Seattle constitutes the most
severe test of the CPT theorem or mirror symmetry of a charged particle pair.

LEMAITRE'S "L'ATOME PRIMITIF" REVISITED - A SPECULATION

Beginning 1974 Salam and others have proposed composite electron and quark models
(Lyons 1983). On the strength of these proposals and with an eye on Figure 8, I view
the electron as the third approximation of a Dirac particle, d; for short, and as
composed of three fourth-approximation Dirac or d, particles. The situation is taken to
be quite similar to that previously encountered in the triton and proton subatomic
particles, respectively assumed to be of type d, and d,. In more detail, three d,
subquarks of huge mass m' = 10'° m_in a deep square well make up the electron in
this working hypothesis. However, their mass 3m’ is almost completely compensated
by strong binding to yield a total relativistic mass equal to the observed mass m, of the
electron. Figure 8 may even suggest a more speculative extrapolation: The
e-constituents, in the infinite regression N - o proposed in Figure 9, have ever more
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massive, ever smaller sub-sub-.... constituents dy. However, these higher order
subquarks are realized only up to the "cosmon” with N = C, the most massive particle
ever to appear in this universe”. At the beginning of the universe, a lone bound
cosmon-anticosmon pair or life time-broadened cosmonium atom state of near-zero
total relativistic mass/energy was created from Vilenkin's (1984) metastable "nothing”
state of zero relativistic energy in a spontaneous quantum jump of cosmic rarity.
Similar, though much more frequent, quantum jumps that have recently been observed
in a trapped Ba* ion are shown in Figure 10. In this case the system also jumps
spontaneously from a state (ion in metastable Dy, level plus no photon) to a new state
(ion in S, ground level plus photon) of the same total energy. The "cosmonium
atom" introduced here is merely a modernized version™ of Lemaitre's (1950) "I'atome
primitif” or world-atom whose explosive radioactive decay created the universe. At the
beginning of the world the short-lived cosmonium atom decayed into an early
gravitation-dominated standard big bang state that eventually developed into a state, in
which again rest mass energy, kinetic and gravitational potential energy add up to zero
(see formula 8 of Jordan 1937). The electron is a much more complex particle than the
cosmon. It is composed of 3 cosmon-like d.'s, but only two particles of this type
formed the cosmonium world-atom from which sprang the universe. In closing, I
should like to cite a line from William Blake,

"To see a world in a grain of sand ---"
and allude to a possible parallel

-- to see worlds in an electron --
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FIGURE CAPTIONS

Fig. 1. Penning trap. The simplest motion of an electron in the trap is along its
symmetry axis, along a magnetic field line. Each time it comes too close to one of the
negatively charged caps it turns around. The resulting harmonic oscillation took place
at about 60 Mhz in our trap. Reproduced from (Dehmelt 1983) with permission,
copyright Plenum Press.

Fig. 2. Energy levels of geonium. Each of the cyclotron levels labeled n is split first
by the spin - magnetic field interaction. The resulting sublevels are further split into
the oscillator levels and finally the manifold of magnetron levels extending
downwards. Reproduced from (Van Dyck et al. 1978) with permission, copyright
Plenum Press.

Fig. 3. Rf signal produced by trapped electron. When the electron is driven by an
axial rf field, it emits a 60 MHz signal, which was picked up by a radio receiver. The
signal shown was for a very strong drive and an initially injected bunch of 7 electrons.
One electron after the other was randomly "boiled" out of the trap until finally only a
single one is left. By somewhat reducing the drive power, this last electron could be
observed indefinitely. Reproduced from (Wineland et al. 1973) with permission,
copyright American Institute of Physics.

Fig. 4. Side-band "cooling" of the magnetron motion at »_. By driving the axial
motion not on resonance at », but on the lower Doppler side-band at v,-», it is
possible to force the metastable magnetron motion to provide the energy balance hy,,
and thereby expand the magnetron orbit radius. Conversely, an axial drive at v, +v,
shrinks the radius. The roles of upper and lower side-bands are reversed here from the
case of a particle in a well where the energy increases with amplitude because the
magnetron motion is metastable and the total energy of this motion decreases with
radius. Reproducad fzom (Van Dyck et al. 1978) with permission, copyright Plenum
Press.

Fig. 5. Visible blue (charged) barium atom Astrid at rest in center of Paul trap

photographed in natural color. The photograph strikingly demonstrates the close
localization, < < 1 um, attainable with geonium cooling techniques. Stray light from
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the lasers focussed on the ion also illuminates the ring electrode of the tiny rf trap of
about 1 mm internal diameter. Reproduced from (Dehmelt 1988) with permission,
copyright the Royal Swedish Academy of Sciences.

Fig. 6. Weak magnetic bottle for continuous Stern-Gerlach effect. When in the lowest
cyclotron and magnetron level the electron forms a 1 um long wave packet, 30 nm in
diameter, which may oscillate undistorted in the axial electric potential well. The
inhomogeneous field of the auxiliary magnetic bottle produces a minute spin-dependent
restoring force that causes the axial frequency v, for spin t and ¢ to differ by a small
but detectable value. Reproduced from (Dehmelt 1988a) with permission, copyright
Springer Verlag.

Fig. 6A. Spin flips recorded by means of the continuous Stern-Gerlach effect. The
random jumps in the base line indicate jumps in m at a rate of about 1/minute when
the spin resonance is excited. The upwards spikes or "cyclotron grass" are explained
by expected rapid random thermal excitation and spontaneous decay of cyclotron levels
with an average value <n> = 1.2. Adapted from (Van Dyck et al. 1977) with
permission, copyright American Institute of Physics.

Fig. 7. Plot of electron spin resonance in geonium near 141 GHz. A magnetic
radiofrequency field causes random jumps in the spin quantum number. As the
frequency of the exciting field is stepped through the resonance in small increments,
the number of spin flips occurring in a fixed observation period of about 4 hour are
counted and then plotted vs frequency. (Actually the 141 GHz field flipping the spin is
produced by the cyclotron motion of the electron through an inhomogeneous magnetic
rf field at »; - », = 164 MHz.) Reproduced from (Van Dyck et al. 1987) with
permission, copyright American Institute of Physics.

Fig. 8. Plot of |g-2| values, with radiative shifts removed, vs reduced rms radius
R/ for near-Dirac particles. The full line |g-2| = R/X¢ predicted by the simplest
theoretical model provides a surprisingly good fit to the data points for proton, triton
and helium3 nucleus. It may be used to obtain a new radius value for the physical
electron from its intersection with the line |g-2| = 1.1x107'? representing the Seattle
electron g data. The data are much less well fitted by the relation |g-2| = (R/x¢)?,
which is shown for comparison in the dashed line. The atomic ion “He* is definitely
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not a near-Dirac particle, but even its data point does not fall too far off the full line.
Adapted from (Dehmelt 1990) with permission, copyright American Institute of
Physics.

Fig. 9. Triton model of near-Dirac particles. Reproduced from (Dehmelt 1989b) with
permission, copyright the National Academy of Sciences of the USA.

Fig. 10. Spontaneous decay of Ba™ ion in metastable Ds,-level. Illuminating the ion
with a laser tuned close to its resonance line produces strong resonance fluorescence
and an easily detectable photon count of 1600 photons/sec. When later an auxiliary,
weak Ba* spectral lamp is turned on the ion is randomly transported into the
metastable D, level of 30 sec lifetime and becomes invisible. After dwelling in this
shelving level for 30 sec on the average, it drops down to the S,,, ground state
spontaneously and becomes visible again. This cycle then repeats. Reproduced from
(Nagourney et al. 1986) with permission, copyright American Institute of Physics.
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FORTY-FOURTH ANNUAL SYMPOSIUM ON FREQUENCY CONTROL

INTERFERENCE FRINGES FROM SINGLE-CAVITY
EXCITATION OF AN ATOMIC BEAM

A. DeMarchi,
University of Ancona, Ancona, Italy

R. E. Drullinger and J. H. Shirley
Time and Frequency Division
National Institute of Standards and Technology
325 Broadway
Boulder, Colorado 80303

Abstract

A cyclindrical cavity operated in the ’I'E013 mode was
used for excitation of the hyperfine transition in an optically
pumped cesium beam spectrometer. In the configuration
we used the atoms see the rf H-field reverse its direction
twice. The observed lineshapes show an interference
structure similar to Ramsey interference. Theoretically
derived lineshapes are in good agreement with the
observations. A comparison is made between these
lineshapes and corresponding Ramsey lineshapes. The
effects of phase variations within the cavity are also
discussed briefly.

Introduction

A prototype atomic beam device was set up to test
optical pumping as a means of state preparation and
detection.  Since the magnetic field in this device is
longitudinal, a suitable Ramsey-style microwave excitation
structure was not readily available. Instead, a simple
cylindrical cavity was substituted. This cavity was operated
in the TE, 3 mode with the atomic beam passing along the
cylindrical axis. The microwave magnetic field amplitude
seen by the atoms then has the form of three half periods
of a sine wave (see Fig. 1). We expected this form of
excitation would exhibit line narrowing similar to that
achieved with Ramsey excitation.

Experiment

The prototype beam tube was made as follows.
The vacuum chamber was assembled from commercial
vacuum components and pumped with a turbo molecular
pump. The cesium oven was a piece of 3/8 inch copper

*
Contribution of the US. Government, not subject to
copyright.

tube with a 3 mm graphite aperture. This type of oven
does not last long because of the absorption of cesium by
graphite, but it is simple to make and delivers a fairly well
collimated beam. The laser beams enter and exit the
chamber through near normal incidence, high quality anti-
reflection coated windows epoxied to the tube. The
fluorescence collection optics are identical to those
developed for NIST-7 {1]. The C-field coil is wound on an
aluminum cylinder with a diameter of about 20 cm. There
is a single layer of magnetic shielding with no end caps.
The separation of the optical pumping region from the
detection region is 25 cm.

The cavity and its mode pattern are shown
schematically in Fig. 1. The cavity is made of 2 inch
copper plumbing pipe with brass end plugs. The latter
have a 5 mm axial hole for the atomic beam passage and
a A/4 mode filter to discriminate against the degenerate
TM and lower modes. The cavity is fed in the center by a
small loop in the end of the 0.087 inch coaxial feed line.
There is no provision for coupling adjustment. The
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Figure 1. Schematic of TE(;; mode showing longitudinal
magnetic field amplitude in the three excitation zones.

34




resonant frequency was tuned by adjusting the position of
the end plugs before they were fixed in place. The final
tuning is done by temperature adjustment. The cavity has
a loaded Q of about 20 000.

The experiments were done with a single diode
laser narrowed by optical feed-back [2]) and locked to a
saturated absorption feature in a separate cesium cell. A
second optical frequency was synthesized from the laser by
an acousto-optic modulator. This allowed us to pump on
the F = 4 <F = 4 transition and detect on the F = 4 -
F’ = 5 cycling transition.

Representative experimental lineshapes for the
clock resonance, (F = 3, m = 0to F = 4, m = 0), arc
shown in Figs. 2a and 3a together with theoretical
lineshapes Figs. 2b and 3b for the same conditions.
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Figure 2. Experimental(a) and theoretical(b) lineshapes
obtaincd at optimum power.
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Figure 3. Experimental(a) and theoretical(b) lineshapes
obtained at 6 dB below optimum power.

Theory

In the notation of Ramsey (3, Chap. V.3], the

evolution of the probability amplitudes of the two hyperfine
states is given by the time-dependent Schrodinger equation

i(d/dC, (1) - bg(e''C (0,
i(d/dn)C, 1) - bg(le 'C, () + w C,(0),

(1)

with the initial conditions C _(0) = 1 and C_(0) = 0.
We have chosen the cnergy of the initial state p to be zero.

0 The rotating ficld approximation has been made. The Rabi

frequency 2b is proportional to the microwave magnetic
field amplitude, w is the microwave angular frequency, and

@y

is the atomic resonance frequency. The function g(t)

represents the time dependence of the microwave ficld
amplitude. For the ’I'E01 3 mode g(t) is shown in Fig. 1
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and is given by (®/2)sin(xt/t), where t is the transit
time through one of the three zones, and g is normalized
so that J'(t) g(hdt = t.

Weak excitation

The theory is most easily developed and
understood in the limit of weak excitation. To first order
in b, C_ remains equal to 1. The probability amplitude for
excitation after an atom has traversed n zones is then

o) 2

, ~ ~ibe "G (1)

where

n_zt (1-e™**cosnr)
(AZtZ_nZ)

3)

G, (M)~ [ g(ede--

and A = Wy-@ is the detuning from resonance of the
microwave field. G is well-bchaved at At = m since
both numerator and denominator vanish together for
intcger n. If we consider the function g(t) to be zero
outside the range O<t<nt , then the integration limits in
(3) can be extended to pius and minus infinity and Gn(k)
becomes the Fourier transform of g(t). The transition
probability becomes

nip2e2. 508 (A T/2)
(AZrZ_nZ)Z
4)

for n odd. For n even, replace cos(nAt/2) by
sin(nAt/2). The result (4) is shown in Fig. 4 for n=3.

With the aid of some trigonometric identities we can factor
the transition probability for onc zone of excitation from

(4):

P() - b* |G, | -

P, - |F P, &)

For n = 3 the remaining factor,

F, = 2cosAt-1 - e®**-1 + e,

s1e

12

04}

-2
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is the sum of three exponentials. These exponentials relate
the transition amplitude in the second and third zones to
that in the first zone by phases that correspond to the
difference in phase evolution between the field and the
state q. These phases interfere to either destroy or
enhance the basic probability P,. Hence, we refer to Fyas
the interference factor. For At = w, F3 = -3 and Pyis
enhanced nine times over P,. This enhancement is shown
by the strong side peaks in Fig. 4. The interference factor
also narrows the central peak and introduces additional
zeros.

Note that if no excitation took place in the second
zone, we would have a form of Ramsey excitation with the
drift time T=<t. The second term in (6) would then be
missing and (5) would reduce to

P, - (2cosAt)’P,, Q)

the usual expression for weak two-zonc Ramsey excitation
|3, Chap. V.4]. This lineshape, also shown in Fig. 4, has a
central peak 1.4 times broader than the central peak for
three zonc excitation. It also has prominent side peaks, but
they are not enhanced above the central peak.

Figure 4. Comparison of lineshapes from three-zone
excitation (solid line) with Ramsey excitation (dashed linc)
at fow power with single velocity atoms.

The results (4) and (5) also apply to values of n
larger than 3 corresponding to excitation by a TE ), , mode.
The interference factor Fn becomes a polynomial in cosAt
related to the Tschebyscheff polynomials. The lineshape
has very strong, narrow side pcaks for single-velocity atoms.
The central peak has a width Avn = kn/2nt where k; =
2.38, k3 1.04, and kn approaches unity for n large. A
corresponding Ramsey excitation would include excitation
by only the first and last zoncs with a drift time between
excitation zones T = (n-2)t. For such a Ramsey excitation

kHz




(7) holds with A< replaced by (n-1)At/2 in the argument
of the cosine. The central peak has a width Av, = q,
/2(n-1)t where q3 = 98 and q, approaches unity for n
larger. Hence for n large the multi-zone excitation and
corresponding Ramsey excitation yield lineshapes with
similar widths.

Strong excitation

If §(t) represenis he state vector whose
components are C_(t) and C _(t), then the time evolution
of Y(t) can be expressed by ag X 2 evolution matrix U(x.to)
such that

(@) - Utz w(zy. ®

For three-zone excitation the evolution can be broken down
into the product of evolutions across each zone:

V¥(3t) - UQr,2t) UQ2t,7) U(z,0) ¢(0).
&)

In terms of the soiution of (1) at t = © we have the

evolution matrix

€, -Ce ™| (1)

U(=,0) - .
(t ) Cq(f) Cp(t)oe—lwot

U(21,7) and U(3t,2t) are the same as U(t,0) except
that Cq(r) is replaced by C_(1)¢® and C (1:)::2“')T
respectively. Thus, knowing the solution of (1) for the first
excitation zone allows us to easily find the solution for
scveral zones by matrix multiplication. The results for the
transition probability are

P, = qu('t:)l2 for one zone,
Py = 4y2P1 for two zones,
_ 2.2
P3 = (1-4y°) Pl for three zones, (11)

where y = Im[Cp(t) exp(iAt/2)].

The one-zone transition probability Pl is again a factor in
the multi-zone transition probability. In the weak excitation
limit C_(7) is unity so that y = sin(At/2) in agrcement
with (6). For stronger excitation CP(T) decreases, making
the side peaks less prominent.

For the actual sine-wave form of g(t) the
Schrodinger equation (1) was integrated numerically across
one zone to find Y(t). The transition probability for 1, 2,
and 3 zoncs was then found from Jdic relations (11). A
sample result is plotted in Fig. 5, for optimum power.
Saturation reduces the value of y in (11) allowing the
central peak to broaden and reducing the side peaks.
Also shown in Fig. 5 is the corresponding Ramsey lineshape
for two zones of cxcitation. The central Ramsey peak is
now only 0.6 times as wide as for three zonc excitation.
Saturation does not affect the interference factor for
Ramsey excitation.

1.09
-58
o.00 /-\46'\
16, -10.
Figure 5. Comparison of lineshapes from three-zone
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excitation (solid linc) with Ramsey excitations (dashed linc)
at optimum power with single velocity atoms.

Velocity Average

In the experimental situation T is not fixed, but
has a broad distribution of values corresponding to the
velocity distribution of atoms in the beam. Since the
position of the side lobes, but not the central peak,
depends on T, the side lobes are greatly reduced and
broadened by averaging over t values. A thermal velocity
distribution weighted by 1/v for detection by a cycling
transition [4] was used to average the numerical resuits.
Figure 2b shows the resulting calculated lineshape for
optimum excitation for comparison with the experimental
curve in Fig. 2a. At weaker excitation levels, the central
peak shrinks and narrows faster than the sidc lobes as
shown in Figs. 3a and 3b. At still lower cxcitation the
central pcak becomes only half as high as the sidc lobes.




Theoretical predictions are in agreement with experimental
observations.

Cavity Phase Variations

Spatial phase variations within the cavity can lead
to frequency biases, in analogy with the end-to-end phase
shift in Ramscy cavities. Only phase variations associated
with modes of a symmetry different from the desired one
can produce a bias [5]. In our cavity the closest such
modes are TE,,, and TE;;,. However, since they
resonate about 1.1 GHz away from the TE,; mode and
have very high Q, the resulting frequency bias would be
very small even if the cavity feed excited them, which it is
not designed to do. An experimental search was made for
other modes using probes within the cavity. The only
resonances seen in our cavity other than the desired one
were those of the TE011 and TEOIS modes, which have a
symmetry that will not produce frequency shifts.
Furthermore, the degenerate 'I'M1 13 mode and the lower
TE“n modes were not observed, indicating that the mode
filter works well. In conclusion, we feel that spatial phase
variations can be analyzed and shown not to be a problem
in this type of cavity.
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FORTY-FOURTH ANNUAL SYMPOSIUM ON FREQUENCY CONTROL

EFFECTS OF NEUTRON FLUENCE ON THE OPERATING CHARACTERISTICS
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Abstract: One of the next major advances in
rubidium and cesium atomic clock technology will
center on the use of diode lasers for optical pumping.
The atomic clocks used on board satellites have the
potential to interact with various forms of radiation that
are not present in the laboratory environment, and the
effects of this radiation on the laser’s operating
characteristics rclevant to clock applications are not
well known.

The present paFcr describes an  ongoing
experiment to study the effects of neutron fluence on
the operating characteristics of Mitsubishi Transverse
Junction Stnipe (TJS) AlGaAs diode lasers. Different
models of the TJS diode lascr produce optical radiation
in both the 780 and 850 nm range. appropriate for
optical pumping in rubidium and cesium atomic clocks,
respectively. In this phase, a set of TJS diode lasers has
been exposed to a neutron fluence of 2 x 1012 n/cm?2,
and four lascr charactcristics were examined after each
exposure. The laser’s light output versus injection
current and single-mode linewidth versus output power
both influcnce the efficiency of optical pumping and
hence the atomic clock’s signal-to—noisc ratio. Wec have
also mcasured the laser’s single-mode wavelength
versus injection current (laser tuning). Since the diode
laser must remain tuned to the appropriate atomic
transition, any degradation in the ability to tune the
laser will impact atomic clock rcliability. Finally, the
diode lascr’s gain curve has been studied at several
injection currents below threshold. This diode laser
characteristic is taken as an indicator of the ncutron
damage mechanisms in the laser’s semiconductor
material. Changes in these characteristics due to the
neutron exposure are reported.

Intr ion

The next generation of rubidium (Rb) and
ccsium (Cs) atomic clocks will emFloy diode lasers for
optical pumping to improve their frequency stabilities.
It is anticipated that the introduction of laser optical

umping in each of these devices will improve their

requency stabilities by factors of nearly 100 over
current designs [1,2]. For space applications, the laser
pumped clocks will have to function in the presence of
various forms of radiation. In particular, the effects of
radiation on diode laser function must be investigated.
In this paper, we discuss experiments in progress in the

CH2818-3/90/0000-039 $1.00© 1990 IEEE
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laboratories of The Aecrospace Corporation to
dctermine the effects of neutron irradiation on the
opcrating characteristics of diode lasers relevant to
clock function. The emphasis on characteristics
pertinent to atomic clock operation distinguishes this
study from previous investigations of neutron cffects
on diode laser operation {3-5].

Atomic clock operation reguires a population
imbalance 1o be established between the two hyperfine
levels whose cnergy difference defines the clock’s
internal frequency. Optical pumping is a very efficicnt
means of generating the desired population imbalance.
The AlGaAsdiode lasers [6] are ideal sources of optical
pumping radiation. They are compact, solid state
devices whosc size is attractive for use in the satellite
environment. Additionally, they have a number of
spectral propertics that arc well suited to optical
pumping in Rb and Cs atomic clocks. The intensities of
light they cmit are adcquate for efficient optical

umping in atomic standards. By varying the molc
raction of Al in these devices, lasers with wavelengths
that may be tuned to either Rb or Cs optical resonances
are available. Finally, the spectral width of the laser
light is sufficicntly narrow to allow effective optical
pumping in the pgas-cell environment of the Rb
standard, as well as the atomic-bcam environment of
the Cs atomic clock.

Prior to the present studies, the bulk of
information concerning the effects of necutron
exposurc on diode laser operation dealt with the
radiation-induced modifications of the diode lascr’s
output power versus injection current curve [3-5]. In
the present study, four tests are used to characterize a
laser’s performance before and after exposure to
ncutrons.  First, the laser's output power versus
injection currcnt curve is measured. This characteristic
affects the lascr optical pumping rate, and hence the
signal-to-noise ratio and frequency stability of the
atomic clock. This curve also identifies the laser's
threshold current, the minimum current at which laser
emission takes place. Then the laser’s single-mode
linewidth versus inverse output power curve is
obtained. Again this characteristic influences the
efficiency of optical pumping and hence the atomic
clock’s signal-to-noise ratio. The laser’s single-mode
wavelength versus injection current curve (laser
tuning) is mcasured. As the injection current is
increased, the internal temperature of the lasing media
also increases. The increasing temperature causes the




lasing wavclengti: to shift to longer values due to
changing of the media’s refractive index. As the diode
laser must remain tuned to the appropriatc atomic
transition, any degradation in the ability to tune the
laser will impact the clock’s reliability.  Finally, the
diode lascr’s gain versus wavelength curve is obtained
at several injection currents below threshold. Though
this characteristic is not as closely related to atomic
clock performance as the others, it is perhaps a better
indicator of the neutron damage mechanisms in the
laser’s semiconductor material. The range of tests
encompasscd in this study should provide a fuller
icture of the effects of neutron exposure on the diode
aser characteristics relevant to atomic  standard
uperation.

Experimental Procedure

Expcrimentation is being performed on six
Mitsubishi TJS ML 3101 diode lasers, labeled A
through F.  The lasers arc becing characterized at
operating temperatures of both 15 and 30°C. Prior to
irradiation, the lasers were characterized using the
previously mentioned four tests. We found that the
lasers divided themselves into two groups. Lasers C
and D displayed relatively low threshold currents,
approximately 15 mA, while lasers A, B, E, and F
“howced higher threshold currents, all very ncar 35 mA.
‘Iypically, this type of laser diode has a threshold
current ncar 20 mA, with a maximum of approximately
40 mA. After initial characterization, the lasers were
exposed to a neutron fluence of 2 x 10'2 n/cm2 (E > 1
McV) at room temperature at the Sandia Pulsed
Reactor (SPRIIT}. The fluence represents the average
value of the measurements of three sulfur dosimeters
with appropriate corrections applied to convert the
dosimcter valucs to fluences for neutrons with encrgics
greater than 1 MeV.

Upon return to our laboratory, the lascrs’
optical propertics were remeasurcd. To ensure the
reproducibility of our spectral measurements, a control
laser, unexposed to neutrons, was also recharacterized.
Its spectral properties were required to remain
constant prior to procecding with the characterization
of the exposed lasers. In this paper, we report the
results of this single neutron exposure. We anticipate
continuing the study, increasing the exposure to higher
ncutron fluences.

Results

Prior to exposure, all of the diode lasers
displayed spectral charactcristics consistent with
normally behaving devices. After exposure, the two
low threshold lasers showed no discernible changes in
operating characteristics. In contrast, the four high
threshold lasers showed marked changes in their

crformances. These effects will be reviewed in the
ollowing paragraphs.

In Fig. 1, typical output power versus injection
current curves are displayed for a low threshold laser
(D) and a high threshold laser (E) before and after
neutron exposure. No effect of neutron exposure is
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observed for the low threshold laser. In contrast, laser
E shows a shght increase in its threshold current upon
ncutron exposure. Also, after exposure, this laser can
produce no more than 2.4 mW ol optical power. ‘The
reduced output power could degrade the frequency
stability of a clock employing this laser. The behaviors
of the two low threshold lasers were consistent, as were
the behaviors of the four high threshold lasers.
Lincwidth versus inverse power curves are presented in
Fig. 2 for lasers D and E before and after neutron
exposure.  ‘The low threshold lasers show no
mecasurable changes due to this exposure. In contrast,
the high threshold lasers show increases in their
linewidths upon exposure. Again, the potential for
changes in linewidth upon neutron exposure would
have to be taken into account when considering the
application of these lasers in atomic clocks.

Wavelength versus injection current curves for
a low threshold laser (D) and a high threshold-laser (E)
before and after neutron exposure are displayed in Fig.
3. The apparent changes in laser D's tuning curve upon
ncutron exposure fall within our normal range of
tuning curve reproducibility. Consequently, we cannot
statc that the radiation exposure had any effect on this
laser’s tuning. However, lascr E displayed a significant
change in its tuning characteristics. It i1s apparent that
wavclengths accessible prior to irradiation arc no
longer attainable after exposure. This could be a
scrious limitation to the use of this laser in an atomic
clock. Again, the two low threshold lasers displayed
similar lacks of sensitivity to neutron cxposure. Two of
the four high threshold lasers were unaffected by the
radiation, while the other two showed the effects just
discussed.

Review of the diode laser gain curves may give
some indication of the origins of the neutron-induced
effects. One aspect of the information supplicd in
these curves is summarized on the graphs shown on Fig.
4. Laser C, representing the low threshold lasers, is
unaffected by the neutron exposure. Laser E. a high
threshold laser, shows a consistent shift of its g.. ~ curve
pcak to higher encrgies after ncutron exposure. Thisis
somewhat surprising, since the increased threshold
currents observed after exposure would indicate
incrcased active region tcmperature during lasing.
Conscquently, a shift to lower cnergies (longer
wavclength emission) after ncutron exposures would
have been expected.

The lack of scnsitivity of the low threshold
lasers’ output power versus injection currcnt curves 10
this level of neutron exposure is consistent with the
findings of Barnes [4]. In the present study, we find that
this bechavior extends to a range of optical
characteristics relevant to optical pumping as would be
performed in an atomic clock.

nclusion

Application of the diodc lasers of the type used
in this study has the potential to significantly improve
the frequency stabilities of the Rb and Cs standards. It
is apparent though, that neutron exposure can Icad to
tuning curve medifications, increased spectral
linewidths, and reduced output powers. Furthermore,




these results should extend to AlGaAs dwode lasers in
general.  All of these effects can result in degraded
atomic standard performance potential falure.
This 1s not 1o say. though, that tic s devices cannot be
used n atomic standards subject 10 a4 neutron
environment.  Rather, f the ultimate operational
environment has the potential for neutron exposure,
care must be taken in use of the standards.  As a first
step to reducing a standard’s potential sensitivity to
ncutron exposure, diode lasers with thresholds below
typical values should be employed.  Additionally, it
would be wise to have a laser wavelength control system
with sufficient sophistication «  correct any small
wavelength shifts that might occur upon exposure. To
this point, we have addressed the effects of ncutron
exposure on the operating characteristics of diode
lasers at a phenomenological levzl. With further
exposures at increasing fluences and additional
analysis, we hope to obtain a more fundamental
understanding. Results of this more complete study
will be forthcoming.
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FORTY-FOURT:i: ANNUAL SYMPOSIUM ON FREQUENCY CONTROL

FREQUENCY LOCKING OF LASER DIODES USING AN
OPTICALLY PUMPED CESIUM BEAM TUBE

Kenji HISADOME and Masami KIHARA
NTT Transmission Systems Laboratories

1-2356 Take, Yokosuka, Kanagawa, 238-03 Japan

ABSTRACT

A new optically pumped ¢esium beam tube has been
designed. This tube is 680 mm long, and has two ccsium
beam ovens and four atom-laser intcraction zones. The fre-
quency of a laser diode is locked to the fluorescence from the
cesium beam. The frequency fluctuation of this frequency-
locked laser diode and the short-term frequency stability of
the optically pumped cesium beam frequency standard
using this laser diode arc theorctically estimated according
to the measurzd beam current values. Also, the dircctivity
of thc cesium beam tube is measured to determine the
proper operational condition. When oven temperature is
130 °C, a practical lifetime of about 4 ycars (1 g Cs metal
cnclosed) and a good short-term frequency stability of
0,0(1) = 3x10"%/Vr can be obtaincd.

1. INTRODUCTION

Cesium beam frequency standar Ls generate an accu-
rate and stable frequency synchronized to the “clock transi-
ton” frequency (9192631770 GHz) of cesium atoms using
deflection magnets and the Ramscy resonance method ™.
Their frequency accuracy and long-term frequency stability
arc better than rubidium gas ccll frequency standards and
oven contr clled crystal oscillators, and they arc smaller
than hydrog 2 maser frequency standards. They are used in
several ficlds  navigation, communication, time keeping,
instrumentation, cle.

Optically pumped cesium beam frequency standards
use lasers instead of conventional deflection magnets for
atomic state preparation and microwave resonance detec-

ton. Their [requency accuracy, long-term frequency stabil-

CH2818-3/90/0000-044 $1.00© 1990 IEEE
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tty, and short-term frequency stability are expected to be
better than conventional cesium beam frequency standards.
With recent advances in laser diode technology, several
laboratorics arc in the process of developing them' ™,
NTT is developing a small opti cally pumped cesium
beam frequency standard as a clock frequency source for
NTT's synchronous digital communication networks ¢,
A ncw optically pumped cesium beam tube is crcated as a
quantum rcsonator for this optically pumped cesium stan-
dard. This paper reports a scheme and preliminary results
of the ncw cesium bean tube. Short-term {requency
stability and the proper operational condition for the
optically pumped cesium standard using this tube are also

discussed.

2. CESIUM BEAM TUBE

Scheme

The scheme of the optically pumped cesium beam
tube is shown in figure 1. Itis 680 mm long and has two
cesium beam ovens and four atom-laser interaction zones,
With these ovens and interaction zoncs, 11 1s possible o
simultancowly cpcrate two counter-propagating beanm'
1o cancel out a cavity phase shift by summing up the reso-
nance signals obtained from the two beams(Fig. 2). A

more detailed explanation is given in the appendix.

Windows and mirrors

The cesium beam tube has {four pairs of windows for
laser beams and (our spheroidal mirrors for fluorescence
detection. These windows are made of anu-reflection coated
fused silica and their reflectivity at 850 nm is less than (0.4
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%. The laser beam and cesium beam, running perpendicu-
lar to the paper, cross cach other at one focus of the mirror
in figure 3. Fluorescence from the cesium beam is focused
by the mirror onto a silicon photodiode located at the other

focus.

Ovens

The ovens have beam collimators made of copper.
The temperatures of the beam collimators are measured by
thermistor sensors and their fluctuations are controlled to
less than 0.1 °C. The beam collimator 1s composed of
channcls cach of whosc Iengths are 17 mm and whose cross
section arcas arc (.03 mm2. The directivity of the beam
collimator is shown in scction 5.

The energy levels of atoms generally change due to
the Zeeman effect caused by environmental magnetic ficlds,
Therefore the material for the beam wbe must be nonmag-
nctic to avoid unexpected Zeeman frequency offset. More-
over, gas cmission from the material must be kept to mini-
mum because the mean free path of the cesium atoms in the
cesium beam tube must be much longer than the beam tbe
length. Conscquently, aluminium alloy is employed to

satisfy the above conditions.

Vacuum

Two ion vacuum pumps arc uscd for an cvacuation
speed of 10 liters per second are used. The vacuum level in
the beam tube can be held 2t about 10* Torr. The mean free

path at this vacuum level is on the order of 10 m.

3. OBSERVATION OF Cs - D2 LINE

An absorption line from the ground state 1638 1/ 10
the excited state 16°P3/2), the Cs - D2 linc (resonant
wavclength in vacuum is 852.35 nm), is usced for the op-
tical pumping. These states have the hyperfine structures
shown in figure 4 duc to nuclear spin interaction. In this
figure, F and F' arc the total angular momentum quantum
number in the ground state 16°S1/2) and the cxcited state
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162P3/2) respectively.  According to the sclection rule,
there are six allowed transitions (F=3 - F =2,3, 4 and
F=4 - F=3,4,5)in the Cs - D2 linc.

Fluorescence corresponding to the Cs - D2 line is
obscrved with the cesium beam tube and temperature-

4¢

stabilized laser diode module. Expenmental conditions are
as follows.

- Temperature fluctuation of LD module;

< 102 K.

- Input optical power; -4 dBm.

- Oven temperature; 150 °C.

- Sweeping range of laser diode injection

current; 0.1 pHA.

The fluorescence from the cesium beam s focused
onto the silicon photodiode whosc detection arca is 33
mm?, and its photocurrent is amplified by a low noise FET
operational amplificr.

The observation results arc shown in figure 5(a).
Three transition lines (F=4 — F= 3,4, 5) can be found
for 0.1 HA sweeping range of injection current (900 MHz
sweeping range of laser frequency). Peak value for cycling
transition line (F =4 — F'=5) 15 400 nA (in atomic state
preparation zone) and 20 nA (in microwave resonance de-
tection zone) respectively. Full width at half-maximum of
the transition linc is 90 MHz.

A frequency discrimination signal is used 0 lock the
frequency of the laser diode to one of the transition lines.
To obtain the discrimination signal, rectangular modula-
tion current with an amplitude of 25 pA and a modulation
frequency of 10 kHz is added to the injection current of the
lascr diode. The frequency of the laser diode is shifted +45
MHz with the modulation current. The synchronously de-
tected result of the fluorcscence signal is shown in figure
5(b). The thrce zero-crossing points correspond 10 the three
peaks of the fluorcscence signal in figure 5(a).

4. ESTIMATION OF SHORT-TERM FREQUENCY
STABILITY

Based on th2 experimental results obtained in the
previous scction, the short-term frequency stability of our
optically pumped cesium beam frequency standard is theo-
retically estimated, considering both ihe fr2quency and
power fluctuation of the lascr diode. The estimated short-
term frequency stability is ultimate, because 150 °C in the

previous experimental conditions is the highest oven tem-
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perature allowed for aluminum alloy used as cesium beam
tube matcrial.

A block diagram of the optically pumped cesium
standard analyzcd in this scction is shown in figure 6. In
this figure, lascr diode frequency is stabilized by fluorcs-
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cence from the interaction zone close by the cesium beam

oven.,

Lascr diode

When modulation current A/ with a frequency of
f,. is added to the injection current, the LD frequency is
given by

vi(t) =vio(t) xAve

vio(f) =vir -Kulc(t) +6vi(t) %))

with Av, =K,al

where

v, free-running LD mean frequency
I.(8):  control current
ov, (1): frec-running LD frequency fluctuation
K, : consant.
The fluorescence for cycling transition can be approximated
by Lorentzian shape. When Av, i< jual to onc half the
transition lincwidih, the fluorcscent signal is approximated
by

Vi(n =11 + Yool o po 5P+ V(B
2 W2 ®

where
P,: mcan power
SP(Y):

V,(§): noisc in the control system (bcam shot noisc,

powcr fluctuation

atom-photon conversion noisc, stray light
shot noisc, etc.!®)
transition lincwidth

<

.. resonance frequency
cocllicicnt dependent on collection efficiency
of the mirror, quantum cfficicncy of the
photodiode, bcam intensity, etc.

The control current is given by




_ -vio(f)
Io(f) =hu ()@ LaPo¥- Yol
o G W2

+ %aﬁp(n;o +Vil i)
3)
where
h, (1); integrator impulsc responsc
SP(f.1); t component of 8P(1)

V,(£.0); f component of V (1).

In cquation (3), ® represents the convolution integral,

From cquations (1) and (3), the two-sample variance
of the frequency fluctuation of the stabilized laser diode is
given by

where
S,p(N: power spectral density of P(f)
S, (h: power spectral density of V().

In this equation, T is an average time of a frequency.

Optically pumped Cs standard

The microwave {requency, synthesized {rom the
VCXO frequency and modulated by a rectangular signal
whose frequency is /5, 1s given by

vao(t) =Mvo (1)

2o o1 (Ser(ft) . Svalf) 31
o 2af { P +(aPo’2)2}T ) vidt) =van(t) Avo
with volh =vor -KoVe(h +ovoll )
OL = vr/WL
Ic®)
| INT | C LD
> [he ()] module
+Al I v )
BPF & PSD |— MO%L(])SC
Coupler

\\
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K
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Figure 6. Optically Pumped Cs Standard Analyzed in Sec. 4.

BPF: band pass filter, PSD: phase sensitive detector
INT: integrator, MOD OSC: modulation oscillator
SYN: synthesizer, MOD: moduiator
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where
Voo frec-running VCXO mean frequency
OV, (f): frec-running VCXO frequency fluctuation
K,:  constant
V.(f: control voltage
M- muliplication rate of the microwave

synthesizer.
Microwave transition probability can be approximated by

cos2[”{ Vel \’M(f)}]
2Wo

where
W,
v, "clock ransition” frequency.

Ramsey resonance linewidth

When Av, =W,/2, the fluorescent signal is approximated
by

V. 1+”{VCL "M)(t} 1 1J_5VL(O}
oA = _{ Wo 2 { WL/2}

xa{Po +8P(H}+Valf) ©)

V' (1): noise in the control system.
a'  cocfficient,

The control voltage is given by

Vel =hol HE] la‘Po————”{V cL-vagh}
Wo
+ Lo PO | 1o 5P(fif) +Valfoih)]
4 w2 4 1)
where
ho(1); intcgrator impulsc responsc
6v, (f:1); fcomponent of év,(1).

From cquations (5) and (7), the two-sample variance of the
frequency fluctuation of the optically pumped cesium
standard is given by
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de) [SAAfO +OLS (fO) +4SVI7(IO) }_
8/:200 P (ode2)2 T

8)

with
Qp =My /W,

In this equation, the first term reflects the power fluctuation
of the laser diode, the second the frequency fluctuation of the
lascr diode, and the third the noise in the control system.

o, (r=1s) and 0,0(7=18) as calculated for SN
P,? arc shown in figure 7. The parameters for the calcu-
lations arc shown in table 1. These parameters arc obtained
from the mcasurcd results in the previous section. In fig-
urc 7, the ultimate valucs of the square root of the two-
sample variance of the frequency fluctuation of the fre-
quency-locked lascr diode and the optically pumped cesium
standard using the lascr diode are 6,,(7) = 4.5x10"Y VT and
0,6(1) = 9x103/V1, respectively, when Sy )/ P2<101/
Hz. This S{H/P,? value can be casily realized.
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Figure 7. Frequency Fluctuations of Laser Diode
and Optically Pumped Cs Standard.




5. PROPER OPERATIONAL CONDITION

In general, the consumption of cesium in a cesium
beam oven and saturation of the carbon getters degrade the
lifetime of cesium beam tubes. Fogging of tae windows
and mirrors by cesium atoms can also degrade the lifctime
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Figure 8. Measurement Scheme of Beam Collimator
Directicity (a) and Measured Beam Pattern (b).
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of a cesium beam tube when optical pumping is used. Off-
axis atoms causcs these degradauons. Thus, it is necessary
to measure the directivity of the beam collimator to
determine the proper operational condition for cesium beam
tubcs.

Directivity of beam collimator

The dircctivity of an experimental beam collimator
similar to the bcam collimator in the cesium becam tube 1s
mcasured. The measurement scheme is shown in figure
8(a). An ionization detector whose detection slit 1s 0.5 mm
x 5 mm is placed far 300 mm from the beam collimator and
is moved perpendicular to the beam axis.

The measured beam pattern is shown in figurc 8(b).
Theorctical patterns(19) arc shown by lines (1) and (2) in
this figure. Line (1) ignores re-cmission from the walls of
the collimator and linc (2) considers it. The measurcd beam
patlern is affected by re-cmission.

Transmission probability (inverse of peaking fac-
tor, x) indicates the dircctivity of the beam collimator. The
x! obtained from the theoretical beam patiern (2) is 0.018,
and the x! obuained from the measurcd beam pattern is
0.023.

Proper operational condition

In the following calculation, it is assumed that only
cesium consumption limits the lifetime of the cesium
beam tube. This consumption can be calculated by the
measured transmission probability and the overall cross
scction arca (0.36 mm?) of the bcam collimator. The
relation between lifctime (1 g Cs enclosed), short-term fre-
quency slability and oven temperature is shown in {igure 9.
The lifctime and short-tcrm frequency stability of NTT's
present cesium standard are also shown in this figure.

The proper opcrational condition can be determined
by this graph. When oven temperature is 130 °C, a life-
timc of about 4 ycars per gram, and a short-term frequency
stability of &,,(7) = 3x10%Vr can be obtained. The
lifctime is longer than that of NTT's present cesium stan-
dard, and the short-tcrm frequency stability is less than one
tenth that of NTT's present cestum standard.
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6. SUMMARY

A new optically pumped cesium beam tube has been
created. This cesium beam tube is 680 mm long, and has
two cesium beam ovens and four atom-laser interaction
sones.  Measured fluorescent current is 20 nA in the
microwave resonance detection zone, when oven tempera-
turc is 150 °C and input optical power is -4 dBm.

Short-term (requency stability of our new optically
pumped cesium beam frequency standard is theoretically
cstumated according to the measured values. The ultimate
valuc of the square root of the two-sample variance of the
frequency fluctuation is 0,6(1) = 9101/ Vr.

Using the measured directivity of the beam collima-
tor, the proper operational condition for the cesium beam
tube is determined. A practical lifetime of about 4 ycars (1
g Cs mctal encloscd) and a good short-term frequency
stability, 0,5(7) = 3x10"%V can be obtained when the
temperature is 130 °C.
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APPENDIX

In figure 2, the two resonance signals, V, and V2 ane

given by

Vi= Viocos? LVeL Vit Avers)
2Wo

Vo= Vaoc0s| r{vew v Avees),
2Wo

where Avpg is cavily phase shift.

V,and V,arc summed up and synchronously detected The
detected signal, Vj; is given by

VD= Kd ver- \’M#MA VCPS)
Vio+ Vo

where K, is a constant.

When V=

10 =
canccelled out.

V., the cavity phase shift Av ¢ can be




FORTY-FOURTH ANMNUAL SYMPOSIUM OM FREQUENCY CONTROL

ZERO-CROSSING TECHNIQUE FOR CLOCK-TRANSITION
DETECTION IN A Rb FREQUENCY STANDARD

A. STERN

M. GOLOSOVSKY

T.F.L. Time & Frequncy Ltd.

Holon,

Abstract

We propose a new technique of detection of
the clock-transition, in a Rb frequency
standard, by means of magnetic field
modulation. In this technique the
microwave is held constant and magnetic
field is rapidly swept across the zero
value. This zero crossing produces a
transient in the transmitted light
intensity. The amplitude of the transient
i strongly dependent on microwave
frequency and shows picks corresponding to
the Rb hyperfine transitions. The pick
which corresponds to the clock tramsition
can be utilized to lock the servo-loop in
a rubidium frequency standard.

Zero crossing detection technique has the

obvious advantage that it has a low

sensitivity to a stray magnetic field

since the signal is generated when the

total magnetic field is nearly Zero.
Introduction

This paper describes the experimental

results and interpretation of effects that
are produced by the reversal of the
magnetic "C" field in a rubidium atomic
frequency standard. We have first
encountered these phenomena when
alternating the "C" field in order to
cancel the disturbance of external field,
by means of averaging [1].

In the experiment we
field through zero,

sweep the wmagnetic
while (a) transmitting

light through the Rb°’ vapor cell and
(b), injecting a microwave signal at the
clock-transition-frequency into the

microwave cavity, where the vapor cell is
located. We observe positive and negative
transient signals in the transmitted light

intensity.

We attribute these signals to non-
adiabatic processes that occurs between
the 2Zeeman sublevels of the hyperfine

structure of the rubidium atom.

Related but

different effects were
observed before.
First, the very well known Majorama
effect, [2), deals with non-adiabatic

transitions that occurs between the Zeeman
sublevels of a Cs beam a= it passes

CH2818-3/90/0000-053 $1.00© 1990 IEEE

58117,

53

Israel

through zero magnetic field. However, no
microwave or puaping light are present.
H.G. Dehmelt, [3], and other authors,

[4,5], had investigated the change in the
transmission of a polarized 1light in
alkali metals vapor under a reversal of a
magnetic field. (No microwave is present).
These experimentsa are closely related to
the Hanle effect [6], that deals with the
change of the intensity and polarization
of a scattered light from a vapor, which
is irradiated by polarized light and is
exposed to a very small magnetic field.

More recently, Camparo & Frueholz, 7).
have studied the effect of adiabatic rapid
passage of t}c microwave frequency through
resonance. In this case the magnetic field
is kept constant and the transmitted light
intensity is being recorded, showing
positive signals.

In our experiment we obmerve transients
only when a microwave EM field at the
clock tram=mition frequency is present.
When plotting the transient amplitude
versus the microwave frequency we obtain a
sort of Ramesy pattern with center line
and side lobes. The center line is picked

at a frequency which corresponds to the
zero field clock transition frequency.

One can make use of this line for the
detection of the clock tramsition and
locking the servo-loop in a rubidium
frequency standard.

In the following, we describe the
experimental set-up, and report the
results. We discuss the results and

describe a model for their interpretation.
Finally, we =suggest a double modulation
technique for the detection of the clock
transition signal produced by the zero-
crossing.

A preliminary description of
had been published before [1].

the resul.x

Experimental

For the experimental set-up we have used
our ordinary commercial "Physics Package”
which is installed in the Rubidium

Frequency Standard model TF-4000A.
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Fig. 1: Experimental set-up; a schematic
drawing.

Schematic drawing is shown in fig. 1.
The 1light from a Rb*’ lamp is being
filtered by a Rb"" filter-cell and is

transmitted through a Rb?’ resonance-
cell. Both cells are located inside a
rectangular microwave cavity which
resonates in a pseudo TE101 mode. The

cavity is being operated at the clock-
transition frequency that corresponds to a
magnetic "C" field around 200 mgauss.

The magrietic field is induced by a pair
of Helmholtz coils, to produce a highly
homogeneous field. The "C" field current
is modulated, around zero, in a square-
wave or a triangle-wave modulation.

The cavity and coils are magnetically

shielded by a double mu-metal shield. The
residual magnetic field in the cavity is
estimated to be ar~und 1 mgauss.

The transmitted 1light is detected by a
photo -diode whose current is preamplified
and fed into an oscilloscope or a chart
recorder. This detection-recording chain
was verified to have a flat response in
the frequency range of interest (for exact
measurements of rise and decay times we
have used the oscilloscope).

Results

Fig. 2 shows the transients that were
recorded with a square-wave modulation
and, figs 3-7 exhibit transients that
result from a triangle wave modulation.
"C" field modulation are depicted by the
upper graphs whereas the transient signals
are depicted by the lower graph in each
figure. Horizontal time scale ranges and
"C" field rates of change (slopes) are
given in each figure.

Fig. 2 and fig. 3 exhibit a similar
behavior, where sharp positive signals
appear on each zero-crossing and a smaller
but wider positive signals appear on each
second zero-crossing.

Figs 3 to 7 exhibit the development of the
signals as we decrease the slope, dH/dt.
The negative signals grow, and the

Fig. 2: Transmitted light, square-wave
modulation. Total time (horizontal
scale) is 50mS.

T T T

Fig. 3: Transmitted light, triangle-wave
modulation. Total time is 30mS,
slope is 50gs/sec.

Fig. 4: Transmitted light, triangle-wave
modulation. Total time is 50mS,
slope is 40gs/sec.

positive signals decrease and become

wider.

In fig. 8 we plot the positive signals
amplitude and width as a function of the
slope dH/dt.

We see that the amplitude increases
linearly from zero and reaches a constant




Fig. §: Transmitted light, triangle-wave
modulation. Total time is 50mS,
slope is 10gs/sec.

T T I :’ T
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Fig. 6: Transmitted light, triangle-wave
modulation. Total time is 150mS,
slope is 5Sgs/sec.

i

7: Transmitted light, triangle-wave
modulation. Total time is 150mS,
slope is 2gs/sec.

Fig.

value around 8 gauss/sec. On the other
hand, the width is constant for slopes
less than 8 gauss/sec and decreases
sharply for larger slopes.

A similar behavior is observed for the
rise-time and for the decay-time, (of the
positive signal) but is not shown here.
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Figures 9 and 10 exhibit the transient
signal intensity versus ‘the mi-rowave
frequency. The intensity is detected in
the following technique: "C" field is

square-wave modulated. This give 11~¢ to
transient signals at double the modulation
frequency. These are being detected bty a
Lock-in-Amp tuned to the 2nd harmonics.

Then the microwave frequency is slowly
scanned.

Fig. 9 exhibits a wide scan of about
0.5MHz centered around the zero-field,
clock-transition frequency. We ob=er»
symmetrical spectrum of 7 lines. These
lines are attributed to the various v and

n transitions as indicated in the figuse.
The center line is the narrowest one and
exhibits side-lobes whicl might indicate

some kind of interferonce phenomenon.

c G (<2
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T (2,0)(.1)
T }3,’ 3%:(32) {2,1)20,0)
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Fig. 9: Zero-Crossing signal
microwave frequency, a wide scan.
The "C" field is square wave modulated at
220Hz and signal is detected by a Lock-in-
Amp tuned to the 2nd harmonics.

versus




Fig. 10 depicts an enlargement of the
center line together with a plot of a line
obtained in the traditional way; i.e., the
"c” field is kept constant around
300mgauss, the microwave frequency is
amplitude modulated at 444Hz and signal is
detected by a Lock-in-Amp tuned to the 2nd
harmonics. We see that the field modulated
line i= mnarrower than the frequency
modulated line and that it is peaked at
frequency that is associated with a =zero
*c" field.

|~ —t o
/ N o~ ~
fo
Fig. 10: a. Zero-Crossing signal versus

microwave frequency, an enlargement of the
clock transition line. "C" field is
square-wave modulated at 444Hz and signal
is detected by a Lock-in-Amp tuned to the
2nd harmonics.

b. Constant "C" field line. Frequency is
amplitude modulated at 444Hz and signal is
detected via a Lock-in-Amp tuned to 888Hz,
"C" field is set to 300mgauss.

Discussion

We concentrate mostly on the observations
that are related to the center line (fig.
9) and present a preliminary model to
explain some of the features. A more
comprehensive analysis shall be published
elsewhere.

The transient signals that are observed in
figures 2 to 7 are associated with the
zZero-crossing of the magnetic field.
However, as seen trom fig. 8 we have two
regions of interest: (a) a rapid zero-
passage region, where dH/dt>8 gauss/sec
and (b) a slow-zero passage, where

dH/dt <8 gauss/sec.

The first region is attributed to non-
adiabatic dephasing phenomena, in the
following model.

The adiabatic condition states that the
relative field variation must be smaller
then the Larmor precession frequency, i.e.

(1/H) (da/dt) < |5|'H (1)
where |X|=2u,/(21+1) is the

gyromagnetic-ratio, Ms is the Bohr
magneton and 1 is the nuclear spin.

For a given slope, dH/dt, the condition
(1) breaks down for H <« H,, where H,

is defined by the equation,
1/H.(dﬂ/dt)-|8,ﬂ. (2)
We define a non-adiabatic region in the
H-t plane by H < H, and t <« t, (see
fig.11) where
t.=H,/(dH/dt) (3)

combining (2) and (3) we obtain

1/t,-J|]|-JdH/dt (4)

IH
Ha

| I A

| g

| I ta

1
Fig.11: Illustrating the non-adiabatic

region, in the H-t plane.

In fig. 12 we redraw the data of fig. 8.
2/(width) is plotted versus the square-
root of dH/dt. In the fast passage region
(dH/dt> 8gauss/sec), we obtain a straight
line with slope of
0.7x10° (sec-gauss) '‘?. This is the
same order of magnitude as
J]U]-2.1x10’(sec-gauss)"”.

Thus, we see that aequation (4) roughly
predicts the experimental data.

The experimental line in fig. 12, however,
does not cross zero, as predicted by
equation (4). This might happen due to
residual magnetic fields and hysteresis of
magnetic materi:ls that are not included
in the model.

(sec-1)

(1/2 WIDTH)™!

10

vV dH/dt

Fig. 12: Signal width dependence on dH/dt

(Vgs/sec)




The mechanism for the generation of the
transient signals in the fast zero passage
region is as follows. Under a steady state
conditions (constant "C” field) we have a
steady light absorption which is
proportional to the number of Rb®’ atoms
(N,}) in the ground state (F=1, m, =0)
of the hyperfine structure. As the system
goes through the non-adiabatic region the
Zeeman sublevels are no longer defined,
the Rb atoms loose coherence with the
microwave radiation at 6.834.. GHz, and
T., the dephasing time, goes to zero.
This, has the same effect as turning
the microwave for a period of
This, in turn, decreases N, and
light absorption decreases. Thus, we
obtain positive signals with width of
2t, . Negative signals, on the other

hand, are attributed to a constructive in-
phasing phenomena whereas several
transitions between the Zeeman sublevels
combine in phase to increase N,. This is
also indicated by the side-lobes around
the central line in fig. 9.

off
2-t, .
the

In the slow passage region, i.e.,

dH/dt ¢« 8gauss/sec, the width of the signal
and T, are dominated by thermal
relaxation processes, and therefore are
not dependent on dH/dt as exhibited in
fig. 8.

Finally, a note concerning the non-central
lines in fig. 8. These are attributed to

the various n and o transitions between
the (F=2: mrz) and (F=1l mrx):

Am; =0,+1 as indicated in the figure.

(The existence of the x lines is evidence
of a microwave magnetic field
perpendicular to the "Cc" field. This is

due to
cavity).

the field line shape of our TE101

The non-central lines cannot be related to
a zero magnetic field. They are dgenerated

by a square-wave modulation where the "C"
field is being modulated between (+) and
(-) approximately 200mgauss.
Now, consider, for instance the o
transition (2,1) (1,1).
Its frequency dependence on H is,

f=f,+b-H b=z1.4MHz/gauss (5)
and its width is approximately 7KHz, or

S5mgauss in terms of magnetic field.

A= the field changes between (+) and (-),
it rapidly departs the (+) resonance and
enters the (-) resonance. The spins cannot
follow adiabatically this field reversal,
hence we obtain a non-adiabatic signal as
explained before. However, in this case it
is dependent on the magnetic field (the
amplitude of the square-wave) via equation

(5).
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Detection of the clock transition

As seen from fig. 10 magnetic field zero-
crossing generates a line which is
centered around the zero-field transition
frequency. This 1line is narrower than the

conventional line and thus can be used to
lock the servo-loop in a rubidium
frequency standard. According to our

interpretation this line is generated by a
constructive and destructive interference
between the Zeeman sublevels of the
hyperfine structure. Thus, we expect »a
stronger signal. The short-term- stability
is a function of the signal-to-noise ratio

and the 1line Q, or the linewidth. The
noise, however, have not been measured so
far in our experiment.

Assuming, no degradation in the noise
figure, we can expect a better short-term-
stability.

Fig. 13 presents a scheme for the

detection of the signal generated by zero-
crossing and for locking the servo-loop.
The "C" field is being modulated at 400Hz
and the microwave frequency is modulated
at lower frequency of 100Hz. The output
signal from the photo-diode is first
detected by a 2nd harmonic detector, to
produce a dc signal whose 1line shape is
shown in fig. 10. Then, the frequency
modulation at 100Hz is detected by a 1st
harmcnic detector to produce the error
curve (the disc: wminator pattern) in the
conventional scheme.

The main advantage of this technique is
the canceling of the sensitivity to
external magnetic field, since the signal

is generated when the total magnetic field
is nearly zero.

10MH 2 6.834C2

SYNTH,

100 e

10MKz PHYS

PKG

FREQ.
MODULATION

C FIELD
MOCULATICN

100 Rz 40CH2 A A A A
1nd 2-d
— f le—— HARMONIC ARMONIC
SETECTION 2£-ECTION
Fig. 13: A suggested scheme for the
detection of the zero-crossing signal and

for locking the servo-loop in a rubidium-
frequency-standard.




Summary

When the magnetic field of an optically
pumped Rb vapor crosses zero or reverse
sign, in the presence of a microwave EM
field positive and negative transient
signals are generated in the transmitted
light intensity. We have associated these
signals to a non-adiabatic dephasing of
the Zeeman sublevels. We have suggested a
scheme for the application of the zero-
crossing signals in a rubidium frequency
standard.

However the work described in this paper
is nol completed and additional study of
the basic phenomena as well as its
application is planned.
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Abstract Introduction
Rubidium atomic oscillators (RbOSCs) are RbOSCs are becoming wid:ly used as compact and

widely applied in many systems. In most cases, they

are used as " independent frequency reference
soufces”. [ercently, however, it has also become
twpurtant  to use themn under “mutually synchronized”
conditions

[e authors have developed a digitally con-
trolled rubidium oscillator (ODCRD), which can

synchironize another frequency source. The ¢ 3)(10—ﬂ

wide freguency control range with good linearity and
leU—l: {ine cuntrol step are highlighted.

In order to achieve the wide frequency range
with the fine step, a synthesiser was developed
whicir 1as three stage phase locked loop oscillators

with variable frequency dividers. Data for control-

frequency sources. In most
as independent frequency standards.
their reliability has been markedly
their has been reduced as well.
it is foreseen that RbOSC will be used in
concept such as T“High quality
synchronized network™ or “Highly accurate frequency
sources”.
Figure

practical
are used
Recently,
proved
Therefore,

cases, they

im—
and size

a new equipment;

I shows the permissible time interval
error for communication systems. A Cesium Frequency
Standard (CsOSC) is necessary to meet the necessary
less than 1 XlO—]l long term frequency stability.
Also, the phase locked loop Crystal Oscillator
(XLOSC) was available to meet the requirements for

short term frequency stability, such as the range

ling tire frequency dividers, written in a 3Mbit ROM,
was calculated using a computer. between 1 second and | million seconds. However, if
Aong with C,y(f)ngKQ‘IZ/r,,z;,nc frequency the synchronization should be interrupted for some
stability, a inore than 20 year long life and com- feason, a serious network quality deterioration
pactness wefe realized, which can easily satisfy would occur, since the XLOSCs do not have sufficient
tetlecommunications and broadcasting system self running frequency stability. Therefore, if a
requirenunts. compact, practical and frequency controllablie RbOSC
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could be realized, the network system quality would
be rapidly improved. [mplementing these factors
resulting a high quality synchronized network
The authors would like to propose a new
concept. Previously, RbOSC bad "Excellent Frequency
Stability" and XLOSC bad "Wide Frequency Control
Range","Long Life Time™, and "Compact Size". The
target was to realize a new frequency
which has both RbOSC advantages and XLOST
advantages.

authors’
source,

Bas ic_approach

Design target

The main design targets for the DCRO are:

1. Digital frequency control
2. 1X10712 frequency control step
3. 13X1078 frequency control range

control function is useful
consideration

Digital frequency
to realize lengthy time constant, in
of the DCRO application fields

Next, consider (frequency control accuracy.
XLOSC and RbOSC, which have a flicker floor on the
order of 10_12. have a practically significant
frequency control accuracy of approximately
1x 10712,

Along with this feature, in consideration of
control range, the XLOSC stability is
order of 1078, of
make a frequency varijable with a digi-

the frequency
on the of the
this type to
tal input, a #3.3 X 10"8frequency control range is
considered appropriate, since the oscillator matches
beneficially with on LSI universally applicable at 8
bits or 16 bits. (see Table 1).

For an oscillator

TARGET PERFORMANCES BACKGROUND 1TEMS

DIGITAL.  FREQUENCY CONTROL

FREQUENCY CONTROL STEP
(1x107'%)

FREQUENCY CONTROL RANGE
(t 321078
¢z] X10713 x 21¢)

¢ To Realize Lengthy time constant

¢ Flicker floor for XLOSC & RbOSC

+ XLOSC Stability
s Interface to digital IC

Table 1. DCRO design target

Frequency control method

There are two possible methods to make a RbOSC

change its output frequency

Figure 2 shows blockdiagrams for these
frequency control methods. One is to wvary the
rubidium atoms resonant frequency. The other is to

control the servo loop in the RbOSC.
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OMU: Optical
Microwave
Usit
VCO: Veltasge
Controlled
Oscillater
MIX: Prequency
mixer
{C-F1ELD CONTROL METHOD) MULT: Frequency
our muitiplilaer
Oll’Jr vco IPUT SYNTH: Frsaquency
ks ant synthesizer
My D/A: Digital—-Analog
MIX IU:.‘.;‘ coaverter
D/D: Digttal-Diglital
) T
aﬁll D/D

(FREQ. SYNTHESIZER CONTROL METHOD)

Fig. 2. Blockdiagrams for frequency control methods

To make an atomic resonant frequency vary, one

method generally used is the C-field added to a
rubidium resonant cell, with its intensity and
resonant frequency changed externally. This is
called the C-field control method.

To contro! the servo loop in RbOSC, the
simplest method is to control the synthetic ratio
for frequency synthesizers in the RbOSC. This is

called the frequency synthesizer control method.

The C-field control method has a simple cir-
cuit configuration. Nevertheless, it has the fol-
lowing two disadvantages:

First, the RbOSC output frequency varies in
proportion to the square of a C-field strength. To
provide a wider variable frequency range, the non-
linearity of output frequency will become
problematical.

Second, it is necessary to apply a large cur-
rent in the C-field beforehand, to provide a wider
variable frequency range. This involves the problem
that, especially if a small cavity type were
employed, it would disturb the C-field uniformity
and the resonant frequency changes excessively, in
relation to the level fluctuation for input
micro-wave signal for the cell in the cavity. As a
result, this large current disturbs the RbOSC
frequency stability.

Therefore, the authors adopted the
synthesizer method.

an

an

frequency

Synthesizer configuration

Another approach which could be chosen would
be to select an appropriate synthesizer
configuration. The frequency synthesizer control

method makes the frequency vary effectively
Nevertheless, it should be noted that the frequency
synthesizer control method has a small loop in the




synthesizer and a large loop in the RbOSC, which are
controlled separately. It is necessary, therefore,
to materialize a frequency synthesizer r2sponsive at
a speed high enough not to affect the RbOSC loop

the frequency synthesizer control method also has a
circult contiguration which is more complicated than
that for the C-field control method
portant problem to be solved is to develop a syn-
thesizer unit with wide frequency control range,
good linearity, fine frequency control steps and

The most im-

fast response time in a simple circuitry

A phase-locked loop osciliator could be effec-
tively used to form a simplie circuitry. It has only
one frequency divider and permits response speed to
rise easily, while still allowing simple circuitry
configuration. [f it is desired to realize a wide
frequency control range with fine steps, only a one
stage synthesizer and a two stage synthesizer would
nol enough to realize the required “lock range”,
"Response time” and “Control error”. The authors
have designed a trequency synthesizer to cope with
this problem, in which three stages of sampling
phase~-locked loop oscillator are connected in series

to naterialize the desired performances.

Synthesizer blockdiagram

Fig, 3

CONTROL
DaTA

CONTROL
DATA

FREQUENCY SYNTHESIS RATIO RESPONSE TIME

1
k-i.ia.ig.i_.(ﬁii)(ﬂllx L*C)nl‘,t-T—-;T Sims (@)
O fg fg VN " L ¢

M, N, L: Divislon ratio
c: Integral number
fe: Cut off frequency (Hz)
A: VCXO Sensitivity [Hz/V)
a: Sampling Phase

Comparator Sensitivity (V/rad]

Figure 3 is a blockdiagram of the three-stage
phase-locked loop oscillator. For control inputs,
% Mand [L are determined as frequency division
ratios for the phase-locked loop oscillator. The
circuit is designed so as to allow the three phase-
locked loop ovscillator to be synchronized in series
In this case, Frequency Synthesizing Ratio k may be
expressed as kq. (1). The response speed for this
phase~locked loop oscillator, is dependent upon
Voltage Controlied Oscillator (VCD) Sensitivity A
and Sampling Phase Sensitivity [7]
expressed as Eq. (2). It is determined, based on the

Comparator
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lowest response speed in the three stages

Recently, a response speed of approximately | ms was
obtained as a theoretical value. Compared with the
0.5 thru I second time constant for the loop in the
RbOSC as a whole, a satisfactorily high speed
characteristic was available.

Division ratio calculatijon

Once a circuit configuration has been
determined, the frequency may be made variable when
values N, M and L can be determined. The DCRO con-
figuration is such that 16-bit data are used for
control inputs, so that the frequency will be con-
tinuously variable, with values N, M and L recorded
in their memnories. In order to linearly move a
frequency synthesizer output, N, M and L are
generally not continuous and have random values.
Table 2 shows a control data example. The
control data specifies the RbOSC output frequency,
and data 8000 corresponds to the fo frequency. Data
0000 corresponds to lthe minimum frequency and Data
FFFF corresponds to the maximum frequency for the
OSC. Concerning the fo area, for example, if data
TFFE is given, the frequency synthesizer is offset
about 0.007z from the center frequency and the
RLOSC output is controlled to -1X10712.  This divi-
sion ratio was calculated by computer to obtain an

optimum combination of L, M and \.

CONTROL
DATA 0000 7FFF 8000 8001 RFFPF
(HEX)

L 583 566 550 550 582
st |- |- RO A S A S N -

wra 1 ™ 3126 3268 3212 3148 3109

N 2902 3146 3024 3083 3056
SYNTHESIZER
FREQUENCY (Ha) | 5.312,723.962 |5.312.500.007 |5.312,500.000 | 5.312,499.99¢4 |5.312.77¢.049
RbOSC
FREQ.(At/N] -3.8x10* | ~1.02x1072 ] +0.8x1071 | +3.2x30°*

Table 2. A control data example
k max,

“/ff:ﬁ(uun

k](Nl,Il. Ll'cl')» At/tfe]) xj0'*

c(Dl)
K, I, L. ) TR S
k min. P“
(TFFR) (8000 (8001)
OONTACL DATA D

SYNTHESIS RATIO k|-(l+;r)(1+;r)(1+§%)
CONTROL ERROR € (Dy)=k, -8D,

[Fig. 4. Algorithm to obtain N, M, L & C




In order to appropriately choose the N, M and
I. values, the authors have adopted the following
ne thod.

Figure 4 shows how to obtain the division
fatio. fnitiatly, the range for synthesis ratio k,
division ratio N, M, | and C are set. \ext a com-
vination of &, M, [ and C is selected and imple-
nented and synthesis ratio k is obtained. I[f the k
value is within the k min. and k max. range, it is
conpared  to  the ideal value. The ditterence is
defined to control error €Wy, For exanple, after
€W is stored, another combination of \, M, L and
i ogiven and € (DY) are obtained.  If the absolute
value of €2 i1s smaller than that of €M1, €OV
(s otored. Repeating this calculation, optinum

.

values in a combination of N, M, L. are obtained

Stucilizing resonant fregquency

{he  trequency synthesizer must  cover the
frequency control range and the dispersion range for
rubidiva pas cell resonant freguency., Buffer gas is
sealed in the rubidium gas cell, to reduce the Dop-
pier width. Lonversely, howrver, the atomic
re.onant  trequency varies with a dispersion of
sealed gas pressure. o mass-produce the RbUSC,
tharofore, the rubidium gas c¢ell must have a
resunant fraguency as constant as possible

AL rebidiun resonant cells are operated under
neen controlied temperature conditions. Therefore,
if 1t 1, desired to stabilize the resonant frequency
tor the gas cell, it is effective to stabilize the
nunber ot molecules in the buffer gas. To produce a
rabidiue resonant celi, the authors have developed
the foilowineg now methods

1. Controlling the scaling pressure in the cell,
accourding Lo the manufacture slage ambient
teperalure.

v Stabilizing cell temperature with an air cool-
ing =ysiemn when chipping off the gas cell.

ihus, the rubidium resonant frequency has been
stabilized to a G =26l dispersion laevel

DCRD cons truction

i'hoto 1 shows a rear view of the DCRO
prototype. [t is separated into the synthesizer
unit and the RbUSC unit

Photo 2 shows the synthesizer unit for the
DCRO. lhe three-stage phasec-locked loop oscillator
is tound at the left side of this photo. The upper
rigat area shows an input port for control data
this synthesizer employs five EPROMs. The division
ratio for the frequency synthesizer is written in
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Photo 1

DCRO KRear view

Photo 2 Synthesizer unit

Photo 3
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Rubidium oscillator unit




is 2. 5Mbits.
It

the ROMs. The total EPKROM capacity
Photo 3 shows the RbOSC unit. is also pos-

sible to use

Improvement in lifetime

To achieve the reliability at a level identi-

cal with the level of a XIOSC, the authoars have also
prolonged the life of both rubidium lamps and
rubidium resonant cells. Rubidium cells have their

operating lite reduced, possibly due to the follow-

ing factors:

1. A residual amount of metal has decreased, due

to rubidium metal reaction with glass

2. Q has dropped, due to rubidium metal

dispersion

S

Lageee ik

Photo 4 Rubidium resonant cell and rubidium lamps

Photo 5 Rubidium lamp evaluation equipment

it as an independent frequency standard.
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Life (years)

40

[#8)
(]
T

Rb gas ceil

200 Rb lamp

7985 1590

1975

1980
Calendar Year
Improvement In _optical device life

1870

Fig. S

the of
rubidium metal and glass and
the

cons ideralion wdas paid

The authors have noted that speed a

reaction between the

diffusion rate vary according to condi-

to

wurfare

tion of glass. Thus,

1. A thernal R, metal from

diffusing.

design to prevent

2. An and  surface

conditions.

improvement in glass material

The have designed and evaluated the
rubidium lamps and cells. I’hoto 4 shows the Rb
cells. No. 1 is the Rb resonant ceil. No. 2 in the
Rb lamp C(used the DCRDY. No. 3 is the kind

No. 2. and tested for more than 20 years

authors

in S AT

as in
NEC.

was

Photo 5 shows Rb evaluation equipment

32 lamps are tested for all

lamp
together in one rack.
Rubidium lamp retiability was discussed by M
personnel in this symposium 1374. Prior to
mak ing that report, efforts were continuously made
to improve the rubidium lamp and resonant cell, AFC
has a aging test for over 20
years on the rubidium lamp and have that
the emitted light 1is stable. Concerning the
rubidium gas cell, morecover, long-term aging tests
have been conducted. Results have confirmed that Q
and rubidium absorption are stable
the improvement in optical device life.
20 year life time can be expccted for

in

conduc ted long-term

confirmed

Figure 5 shows
More than
the rubidium

lamp and rubidium resonant cell.
Test data

Figure 6 shows frequency control
characteristics. The upper characteristics line
dicated the RbOSC output, determined by phase change

time lapse with the DCRO data

n-

vs. control input
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forced to change from "0000" to "FFFF™. The lower
characteristics line is converted into 4 t/f and
HEX data. [t may be concluded, from this, that the
frequency is varying smoothly and linearly within a
wide range of frequencies.

Figure 7 shows typical characteristic short-
term frequency stability. [n this DCRO, no filter

cell was employed, to make its configuration simple

Nevertheless, a favorable short-term frequency

stability of G’y(r)=6X10'12/‘L' 172 4as achieved.
fhe main DCRO performances are shown Table 3.

Excellent frequency control characteristics,
frequency stability, long life and compactness were
realized

Conc lus ion

The authors have proposed a new kind of oscil-
lator DCRO, which includes both RbOSC advantages and
XLOSC The DCRC development
successful. involved excellent
control
stability,
authors expect
frequency standards and will expand
tion fields in the future.

advantages. was
frequency
characteristics, excellent frequency

long life time and compact size. The
that such DCROs will be used as new

their applica-

Results
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FORTY-FOURTH ANNUAL SYMPOSIUM ON FREQUENCY CONTROL
PERFORMANCE OF SAO MODEL VLG-12 ADVANCED HYDROGEN MASERS

Edward M. Mattison and Robert F.C. Vessot

Smithsonian Astrophysical Obscrvatory
Cambridge, Massachusctts 02138

Abstract

The SAO model VLG-12 hydrogen maser
incorporates scveral technological advances, including
a single-state atomic sclection system, improved bulb
collimation, a metal-scaled vacuum system, sorption
vacuum pumps, a digital frequency synthesizer and a
digital monitoring and control system. We describe
the performance of two VLG-12 masers that have
opcrated at the U.S. Naval Obscrvatory since October
1989. We discuss the cffectivencss of the single-state
sclection system and of the storage bulb coatings. The
mascrs’ initial frequency drift rates of several parts in
1015 per day decreased by factors of 2 to 4 over a
period of 200 days.

Introduction

The model VLG-12 hydrogen maser,
produced by the Smithsonian Astrophysical
Obscrvatory, incorporates scveral technological
improvements designed to provide incrcased
frcquency stability and operating reliability. Two
VLG-12 mascrs (designated P24 and P25) have been
in operation at the United States Naval Obscrvatory
(USNO) since October, 1989. Hcere we describe
novel fcatures of the VLG-12 maser and
measurcments of the masers’ performance.

Features of VL.G-12 masers

A major innovation in the VLG-12 maser is
the inclusion of a single-state hydrogen beam sclection
systcm[ 1. In the traditional statc-selection scheme, a
hexapole magnet immediately following the maser's
hydrogen dissociator removes from the atomic
hydrogen bcam atoms in the (F=0, mg =0) and
(F = 1, mg = -1) hyperfine states (referred to as the
“a” and “b”states), lcaving (F=1, mg =0 and 1)
state atoms (states **c” and ‘d”) to enter the maser’s
intcraction region. The d-state atoms do not contribute
to maser oscillation, but broaden the atomic linewidth
by spin-ecxchange relaxation, thus increasing cavity

CH2818-3/90/0000-066 $1.00© 1990 IEEE
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pullingm of the maser oscillation frequency. The

presence of d-state atoms also creates the possibility of
frequency shifts that depend upon hydrogen density
and magnctic ficld inhomogencitics.

In the VLG-12’s single-state sclection system
the first hexapole magnet is followed by an adiabatic
fast passage (AFP) state inversion mechanism(3lthat
transfers d-state atoms into the b state, lcaving the c-
state atoms unchanged. A sccond hexapole magnet
then removes the b-state atoms, lcaving a beam of
atoms almost cntircly in the desired ¢ state. By
climinating unnccessary spin-cxchange relaxation, the
single-statc sclection system reduces the atomic
linewidth and thus the effect of cavity frequency
pulling. In addition, by rcmoving atoms in other than
the c state, the system substantially reduces frequency
shifts causcd by magnetic ficld inhomogeneitics.

The stuiage bulb’s entrance aperture is
equipped with multiple Teflon tubes that increase the
bulb’s atomic storage time and dccrease the maser’s
linewidth, thus reducing the effect of cavity pulling.
The increased long-tcrm stability resulting from the
narrow lincwidth is important in frequency standards
to be used for timekeeping.

Opcrational reliability is improved through the
usc of a vacuum system employing all metal scals,
thus avoiding low-level Icaks and outgassing that can
result from elastomer seals. The hydrogen dissociator
bulb is located within the vacuum envelope and is
sealed with indium to climinate the neced for either
glass-to-metal or elastomer scals. Hydrogen is
removed by sorption vacuum pumps that require no
operating power. A small ion pump removes residual
gasses produced from outgassing of the maser’s
components.

The VLG-12’s ff receiver system is equipped
with a computer-controllable digital frequency
synthesizerl4] with a frequency resolution of 7 parts in
1018, This high resolution allows the maser’s output




frequency to be closely matched to that of another
oscillator or t0 a calculated time scale. A digital
control and monitoring system(5] permits external
computer control of the maser’s hydrogen beam flux,
cavity-tuning varactor diode voltage, and synthesizer
frequency. The system monitors 32 channels of
maser operating parameters and stores up to 1024 sets
of automatically recorded data in non-volatile memory
that is accessible by an extemal computer.

Mndmmmzmmﬂmﬁl. oot

The density-independent relaxation rate y; and
the quality parameter q are performance measures of
the maser’s atom storage mechanism and of its state
selection system. # is the total atomic relaxation rate
due to mechanisms independent of the hydrogen
density in the storage bulb — that is, other than spin
exchange relaxation. Assuming that for each of these
mechanisms the longitudinal and transverse relaxation
rates are equal, Y1 =¥2, %t can be written as

N=P+Ye+¥m+Y 1)

Here Yy is the escape rate of atoms through the bulb’s
entrance collimator, Y is the rate of loss of hydrogen
atoms due to recombination on the bulb’s storage
surface, Yp, is the spin relaxation rate due to magneuc
field inhomogeneities in the storage region, and Y

represents any other density-independent relaxation
process for which ¥ =y, Generally, the first three

terms on the right side of Eq. 1 are dominant.

The quality parameter q is given by
Osev h 4 Ve

)
8mio? W+ NVbQc

Here Ose is the hydrogen-hydrogen spin-cxchange
cross section, V is the average relative speed of
hydrogen atoms in the storage bulb, k is Planck’s
constant, l is the Bohr magneton, V¢ and Vy, are the
volumes of the resonant cavity and storage bulb, Q¢ is
the loaded cavny Q, and n is the magnetic filling
factorl6]. J is the flux of c-state atoms entcrmg the
storage bulb, while /g is the total flux of atoms in all
hyperfine states entering the bulb. Because ¢ is
proportional to (/1o¢/I), it is a useful measure of the
cffectivencss of the state-selection system. For
properly operating traditional (onc-magnet) selection
systems, (/io/) = 2, while for single-state selection,
(IwyD = 1; thus in a perfectly operating system, we
expect the ratio qoff/gon = 2, where goff and gon

q= @
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are the values of ¢ with the AFP system tumed off
and on, respectively. If yq + y is small, the ratio
[Y/(Yo+Yr)] = 1. Inserting the values of atumic

parameters and typical VLG-12 maser dimensions into

Eq. 2 gives
q =0.024 -y

Wth

€)

Yiand ¢ are determined by measuring Qy , the
maser’s line Q, as a function of rf output power, and
fitting a quadratic form to (Q;)! as a function of the
power radiated by the atomic beam[?). The values of
Y1 and ¢ were measured for masers P24 and P25
before the masers were transported to USNO, and
again for P25 in May, 1990. The results are shown in
the table below.

Maser (sezt'l) don | 9off |9off/qon
P24 §/89 77 | .034 |.062] 1.83
P25 9/89 .78 | .048 | n/a | 1.76*
P25 5/90 | 1.16 | .061 ] n/a n/a

P25’s state-selection magnets have
longitudinal magnetic field components that result in
state inversion even in the absense of the AFP rf field.
As a consequence, P25's single-state selection system
operates at all times, and a measurement of goff is
difficult. The ratio goff/qon indicated by * was
measured earlier, using special techniques. The
parameters for P24 were not measured in May 1990
because the maser was in use by USNO and could not
be disturbed.

The ¥ relaxation rates for P24 and P25 in
August and September, 1989, were both
approximately 0.77 sec 1 corresponding to an
equivalent line Q (in the absense of spin exchange) of
approximately 5.8x109. Table 1 shows that for maser
P25, 1t increased by 49% between September 1989
and May 1990, and gop, increased by 27%. Increases
in maser storage bulb relaxation rates over time, due
presumably to deterioration or contamination of the
Teflon storage surface, have been observed previously
in our laboratory(8] and by other workers. The
improved storage bulb collimation used in the VLG-12
masers makes recombination a larger fraction of the
total relaxation rate, so a change in the bulb’s surface
quaility becomes more evident. All else being




constant, an increase in the recombination .ate Yr
would make the ratio Yy/(yb+7Yr) closer o unity

(smaller), and would thus decrease the value of g .
The increase in P25’s ¢, and part of the increase in 'y,
may be duc to magnetic ficld inhomogeneitics within
the storage bulb. Subscquent to the measurements
rcported here the maser was degaussed, with a
resulting improvement in its performance.
Remceasurements of vy and ¢ will be made in the
future.

The values of gon and goff for maser P24
allow us to estimate the effectiveness of the state
sclection system. Assuming {v/(vo+Y)]1 = 1, Eq. 3
and the data of Table 1 give (/ioi/Non = 1.42, and
(IovDoff = 2.58. If I, the flux of c-state atoms, is
unchanged by the operation of the AFP system, these
values imply that the single-state selection system
removes 73% of non—c-state atoms from the beam.
If, as is likely, [Y/(yo+Yr)] > 1 duc to magneiic field
inhomogencitics, the percentage of undcesired atoms
removed is higher.

nsitivi xternal Magnetic Fiel

The magnetic shiclds that surround the
mascr’s microwave cavity attenuate changes in the
external magnetic ficld, reducing their effects within
the atomic interaction region. The residual ficld that
penctrates the shields can shift the maser’s frequency
primarily through two effects: (i) the quadratic
variation of the Amp = 0 hyperfine transition cnergy
with magnetic ficld, which can be calculated from a
measurement of the change in the Zeeman frequency
for Ampg = %1 transitions, and (ii) AF = 0,
Amg = x1 hyperfine transitions by oscillating atoms
moving through transverse dc magnctic ficld
gradients.[9] The motional shift is proportional to
(pd—Pb). the Zeeman population difference in the
storage bulb, as well as to the product of the radial dc
magnetic ficld amplitude and the radial rf field
amplitude, averaged over the storage bulbl10)- Thus if
(pd—Pb) is minimized, as by single-state sclection,
motional shifts due to residual ficld gradients can be
reduced.

The effectiveness of the single-state sclection
system in achieving this reduction is indicated in Fig.
1. The variation in maser frequency with external
ficld was mcasurced using a Helmholtz coil amray
surrounding the maser. Measurcments were made at
high and low hydrogen beam flux, with the internal
maser field parallel to and opposite to the earth’s ficld
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direction, and with the AFP system on and off.
Shown in Fig. 1 are the predicted sensitivities
calculated from the measured variation in Zeeman
frequency with applied field. With the AFP system
turned off, the measured sensitivities vary widely
from the predicted values, while with the AFP system
operating, the measured scnsitivilies are consistent
with the calculations, indicating that single-state
sclection significantly reduces the effect of motional
frequency shifts.

Long-term frequency performance

The frequencies of masers P24 and P2S,
relative to reference maser P18, are shown in Fig, 2
over a span of approximately 200 days. The abscissa
is given in modified Julian date [MJD]; for reference,
MID 47900 = 9 January 1990. The frequencics were
calculated from hourly simultaneous phase
measurements relative to a common crystal oscillator,
isolated crroncous points duc to the measurement
system, and frequency offsets introduced when the
masers were tuned, have been removed from the data.

Both masers exhibit long-term frequency
drifts that decreased over time. At the beginning of the
observation period P24’s average drift rate of
fractional frcqucncy relative to P18 was approximately
8 parts in 1013 per day, and at the end of the period it
was approximately 2 parts in 1015 per day. The
cormresponding rates for P25 were 1.6x10-14/day and
7x10-15/day. The drift ratc of P18 relative to the time
scale of the Burcau Intemational des Poids et Mesures
(BIPM) over the same time period was approximately
5x10716/day at the start and 2x10-16/day at the end;
thus P24’s drift rclative to BIPM was roughly 10%
less than the drift measured relative to P18.

Qualitatively similar behavior has been
observed in many other masers. Masers Pi8 and
P19, for cxample, which have been in operation since
1983, exhibited drift rates of several parts in 1013 per
day soon after they were built; currently their drift
rates arc a few parts in 1019 per day. All drifts are
toward higher frequencies. Such behavior has been
ascribed to shrinkage of thc joints between the
rescnant cavily’s cylinder and endplates, and to
relaxation of tensile stress in the cavily's inner silver
coatingl!!]. It is not clear why P25 has a drift rate
more than twice that of P24’s. One difference
between the masers is that P25°s cavity was chilled to
—25°C prior to asscmbly in the maser, in order to
remove tensile stress in its silver coating. The




resulting compressive coating stress, or an unkncwn
change in the cylinder's Cervitl 12l material, may have
resulted in the larger drift rate, although relaxation of
compressive coating stress is expected to decrease,
rather than increase, the maser’s frequency.

Conclusions

The single-state selection system used in
VLG-12 masers operates properly, removing at least
73% of unwanted atoms from the hydrogen beam and
substantially eliminating frequency shifts due w0
motion of hydrogen atoms through magnetic field
gradients. The long-term behavior of the storage
bulbs’ surface coatings, which appear to be
deteriorating with time, will be monitored through
measurements of ¢ and y;. The masers’ drift rates,
which are consistent with the performance of other
masers, will also be monitored, by comparison with
the USNO time scale. Because the long-term
frequency drifts are quite consistent, the masers’

frequencies are highly predictable, making them
suitable for use in timekeeping.
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OPTIMIZATION OF HYDROGEN CONSUMPTION IN HYDROGEN MASERS
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Abstract: Hydrogen consumption is an important reli-
ability issue for space-qualified hydrogen masers. An excess
of atoms in the upper state of the maser transition must be
continuously fed into the maser bulb. Atomic hydrogen is
produced in an rf discharge dissociator, and state selection is
accomplished by a multipole magnet which focuses atoms in
the desired state at the maser’s bulb entrance orifice. The fo-
cusing properties of these magnets depend strongly on atom-
ic speed. The quality of the match between the speed distri-
bution of the atoms leaving the dissociator and the velocity-
dependent transmission of the state selector plays an impor-
tant role in determining the maser’s hydrogen >nsumption
budget. We have determined speed distribution.. ofhydrogen
atoms etfusing from an rf discharge dissociator, and found
that they are significantly narrower than Maxwellians. We
have also performed realistic calculations of the focusing
properties of hexapole magnet atomic state selectors, and ex-
plored the conditions under which good matches between
atomic speed distribution and state selector transmission can
be achieved.

Introduction

The possibility of using hydrogen masers as frequency
standards on board spacecraft requires careful consideration
of long-term reliability issues. Since many of the likely failure
modes of a maser involve either the atomic hydrogen source
system or vacuum pump problems due to the hydrogen load,
the maser’s reliability will be enhanced by efficient use of its
hydrogen supply.

To operate the maser, an excess of hydrogen atoms in
the F =1, M =0 hyperfine state must be continuously fed [1]
into the maser bulb. An rf discharge dissociator breaks
hydrogen molecules into atoms, and the state selector (typi-
cally a hexapole or quadrupole magnet) focuses those atoms
having F=1, M =0 at the maser’s bulb entrance orifice and
defocuses those having F=0, M =0, thus creating the popula-
tion inversion required for maser operation. Clearly, the first
requirement for efficient hydrogen use is that a large fraction
of the hydrogen molecules flowing into the dissociator exit as
atoms. But additionally there is a subtler requirement,
caused by the fact that the focusing properties of the state-se-
lecting magnet depend on the atomic velocities; since faster
atoms will be deflected less than slower ones during their
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magnetic field traverse. the “focal length” of the magnet will
be longer for those faster atoms. Thus, only atoms within a
fairly narrow range of velocities will be focused at the bulb
entrance orifice by a given state selector Jdesign. If there isa
mismatch between the velocity distribution of the atoms com-
ing out of the dissociator and the velocity-dependent trans-
mission of the state selector, the hydrogen use efficiency of
the maser could be seriously impaired.

Relatively little is known of the velocity distribution of
atoms effusing out of rf discharge dissociators. In many cases
the tacit assumption is made that the atoms will be in thermal
equilibrium with the dissociater wall. but that is not necessar-
ily the case. The threshold energy for molecular dissociation
by collision with electrons in the discharge plasma is about
8.5 eV [2]. Since the molecular binding energy is only about
4.7 eV, each atom carries away approximately 2 eV I excess
kinetic energy. Depending on dissociator geometry and gas
density. the hydrogen atoms may, or may not, undergo
enough bulk and wall collisions to thermalize fully. Velocity
distributions of atoms exiting dissociators followed by cryo-
genically cooled thermal accommodators have been niea-
sured [3.4] but these results are not applicable to our prob-
fem, since such accommodators would not be used in space-
qualified masers.

We have determined the velocity distributions of hy-
drogen atoms effusing out of an rf discharge dissociator hav-
ing a geometry and operating parameters resembling those of
a maser dissociator. We have also performed realistic calcu-
lations of the velocity-dependent transmission of hexapole-
magnet state selectors, investigated designs yielding good
matches between atomic velocity distribution and magnet
transmission, and explored the consequences of possible mis-
matches. This paper discusses the relevant techniques and
presents some results.

Velocity Distributions

Atomic hydrogen velocity distributions have been de-
termined using a magnetic deflection technique described in
detail elsewhere [S]. Fig. 1 shows the experimental arrange-
ment. Hydrogen gasis fed through a temperature- controlled
Pd-Ag leak [6] into a cylindrical double-walled Pyrex bulb, 15
cm long and 1.9 cm in internal diametzr. Compressed-air
flow between the walls provides cooling, and rf power is
inductively coupled to the discharge by an external 25-turn
coil. The hydrogen beam exits the dissociator through a
0.1-cm-long, 0.025-cm-wide slit, is collimated by a second




slit, 0.025 cm wide, set at d=63.7 cm away from the source
slit, and then travels between the polepieces of an
L =11.4-cm-long electromagnet configured in the “two-
wire” geometry described by Rabi et al. [7]. After traversing
a D =71.3-cm drift space, the beam is detected by a quadru-
pole mass analyzer. Our dissociator operates over a wide
range of rf power levels and hydrogen pressures, as shown in
Fig. 2; dissociation fractions of up to 80% can be achieved.
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[ig. 1. Schematic vicw of the experimental arrangement. The hy-
drogen dissociator can be displaced transversely.
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Fig. 2. Atomic hydrcgen beam fraction vs rf discharge power. Total
dissociator bulb pressures are indicated.

Molecular hydrogen, having no magnetic dipole mo-
ment. will travel through the magnet without deflection, but
hydrogen atoms will be deflected by the inhomogeneous
magnetic field in opposite directions dep :nding on the siga of
their magnetic moments. The dissociator is attached to the
rest of the apparatus by flexible vacuum bellows, and can be
displaced transversely by micrometer screws; in this way, the
angular distribution of atoms deflected by the field can be
measured. We have shown previously [5] that if f4(X) is the
distribution of detected atoms as a fu..ctior of source slit
position at zero magnetic field and g(V) the speed distribu-
tion of the atoms eaving the source slit, then the distribution
of detected atoms when the magnetic field is turn =d or., f(X),
will be given by
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Bisthe intensity of the magnetic field, « is a magnet geometry
parameter (2« is the separation of the “equivalent wires”), m
is the atomic mass, and p the effective magnetic moment of
an atom having hyperfine quantum numbers FM, given by
the Breit-Rabi formula [8). For hydrogen,
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where g is the Bohr magneton; the (+) sign corresponds to
F=0,M=0,and F=1, M=-1; the (-) sign, to F=1, M =0,
and F=1,AM=1. xisproportional to the ratio of magnetic-to-
hyperfine energies, x=B/(507 G).

To determine the atomic speed distribution, fg(X) is
measured first, and then f(X) is calculated using Eq. (1) and
model velocity distributions. The results of the calculations
are compared with the measured f(X), and the model
distributions are adjusted for best fit to the experimental
deflection data. Fig.3 shows the measured undeflected beam
profile fy(X), as well as the measured deflected beam profile
f(X) at a field of 995 G. Our technique to determine velocity
distributions has been previously validated, and the
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rig. 3. Detected atomic hydrogen flux vs dissociator slitf{)usili()n.
Full line: undeflected beam (zero ficld). Circles: beam deflected by
a 995-G field. Boih scts of data have been normalized to unit
height. Dissociator piessure: 0.058 Torr.

apparatus Las been calibrated, using an effusive rubidium
beam [I . The validation experiment showed that the left side
peak in Fig. 3 should be the one used to fit the calculated




deflection profile f(X), since the atoms deflected into the
right side peak travel very close to the convex polepiece of the
magnet, causing the constant-force approximation used in
the derivation of Eq. (2) to break down.

The analysis of preliminary atomic hydrogen deflec-
tion data showed [5] that the atomic velocity distributions are
significantly narrower than Maxwellians; since then, we have
obtained and analyzed additional, higher quality deflection
data. and the results support that conclusion. The first modcl
speed distribution used to generate calculated beam deflec-
tion profiles was a beam-Maxwellian:

gV = C/VoXV/Ve) expl- (V/Vo)] 4

where the most probable velocity Vy was treated as a free
parameter, since the temperature of the gas within the disso-
ciator might be higher than the wall temperature. An exam-
ple of “best fit” to the deflection data achievable using a
Maxwellian distribution is shown in Fig. 4. Recalling that
very fast atoms are not deflected much, and very slow atoms
undergo large deflections. Fig. 4 shows that the low and high
speed wings of the beam-Maxwellian distribution are both
too high. We then attempted to reproduce the deflection data
using a Gaussian as a model speed distribution,

gy = 1/(.271 0) exp[- (V- Vp)*/20%) (5)
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Fig. 4. Atomic hydrogen flux at detector vs dissociator slit position.
Circles: as in Fig. 3. Full line: calculated for a beam-Maxwellian
velocity distribution, at T= 350 K. Both sets of data have been nor-
malized to unit height.

where the most probable velocity Vy and the width o are both
treated as free parameters. This model reproduced accept-
ably the preliminary data (5], and fitted the new data better
than the Maxwellians, but sull failed to provide an acceptable
match. due to the smaller error bars in the present measure-
ments. To obtain good fits to the data, we have to allow the

speed distribution to be asymmetrical. This was accom-
plished by using as a model distribution two half-Gaussians
joined smoothly at their peaks:

gV) = 1/(2n 0) expl- (V-V0)*/2¢% [forV < Vy  (6a)

gV = 1/(y2n 0) exp[- (V-Vp)}/20% JforV > Vy  (6b)

where 6 = (o, + 0,)/2. The most probable velocity Vj and
the two partial widths o, and o, are treated as fiee parame-
ters. With this model distribution. acceptable matches to the
deflection data were obtained over the whole range of disso-
ciator pressures we have explored. Fig. 5illustrates the match
obtained between calculated and measured deflection pro-
files for the same data shown in Fig. 4, and Fig. 6 shows the
speed distributions used to calculate the deflection profiles in
Figs. 4 and 5. It is apparent that at low dissociator pressures
the atomic speed distributions are nonthermal and signifi-
cantly narrower than Maxwellians.
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Fig. 5. Atomic hydrogen flux at detector vs dissociator slit position.
Circles: as in Fig. 3. Full line: calculated for the asymmetric velocity
distribution defined in the text. Both sets of data have been nor-
malized to unit height.

In the range of dissociator pressures we have explored
(25 to 350 mTorr). neither the peak velocity nor the partial
width of the distribution on the high-speed side change signif-
icantly. The dependence of the low-speed side partial width
onpressure isshown in Fig. 7. At the high end of our pressure
range. the overall width of the distribution is quite close to
the Maxwellian width. The peak speed of the distributions
corresponds to a kinetic energy of about 0.075 eV, indicating
that the hydrogen atoms do lose most of their excess energy
before leaving the dissociator. Since, on the other hand. the
atoms do not thermalize fully, that energy loss must take
place in just a few collisions, requiring a relatively high aver-
age energy loss per collision. Impact vibrational excitation of
hydrogen molecules within the dissociator bulb, with an ener-




gy loss of 0.536 eVicolliston, is a hikely mechanism of atomic

slowing-down.
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Fig 70 Partial widths of the best-fitting asymmetric velocity distri-
butions vs total dissociator pressure. Circles: fow speed side,
Trangle s high speed side.

Hexapole Magnets as Velocity Tilters

A heaapole magnet can be used as a state selector ina
hvdrogen maser because the inhomogencous hexapolar ficld
will exert a radial toree, pointed towards 1ts axis on atoms
having a nevative ctfective magnetic moment, and outwards
o atoms having a positive eflective magnetic moment. In
tis way, for a well chosen combination of geometry and
magnenc bield strengthe atoms having 7 Fand M =0 can be
tocused ar the entrance oritice of the maser bulb, while these
aams having F-00 M =0 will be defocused. The focusing
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conditions are velocnty-dependent, and so the state selector
will also act as a veloaty filwer.

The foree acting on an atom immetsed in an inhomo-
peneous magnene fickd B s given by F=pradiB) {9]. The
eftective magnetic moment, given for hydrogen by Eq. (3),
will depend on the atomic quantum numbers /7 MM and on the
magnetic tield strength B The magnete field strength within
a hexapole sagnet of bore radius 1 and poletip tield By is
given by B = By(r/ry)* [ 10]. 'The radial equation of mouon for
an atom within the magnet bore is then

ro= (u/m) x 2Bo/riyr (7)
where, for the M =0 states of hydrogen, p = =x/(1+¢)! 7,
and v = (By/507 G)(rirg)?. This cquittion can be rewritten in g
form more suitable tor numerical solution as

fo 0 > %)
(1 + /)'f, ()4)1/2
where o =rirg, By= By/(507 G), and w = (2gBy/mry?)" 2. The
solutions to this equation oscillate about the magnet anis
when <), and are outward bound when p> (.

Fig. 8 shows the maser state selector geometry: a
hexapole magnet of length L has its entrance plane at
distance [ from the source exit plane: the entrance plane to
the maser bulb is at a distance L3 from the exit plane of the
magnet. The axial velocity of the atom s constant. The radial
velocity is constant in regions a and ¢, and the radial aceelera-
tion in region b s given by Eq. (7). Atomic trajectories
feading from the source into the maser bulbare caleulated by
solving the cquations of motion in regions a, b, and ¢, and
matching radial positions and speeds at the boundary planes.
The velocity-dependent transmission of the state selector can
be calcutated by integrating the atomic trajectories leading
from source to bulb over starting coordinates and angles.
Fig. 9 shows the transmission curves obtained tor a given
choice of parameters for atoms in both M =10 states. The
transmission data have been normalized to the solid angle
subtended by the bulb entrance orifice, weighted by the offu-
sive beam angular distribution (i.e.citis measured i umits of
the total atomic flux per unit speed that would enter the
maser bulb o the absence of the magnet). For high speeds,
both curves converge asymptotically to 0.250 which is the
statistical weight of cach of those states. The broad transmis-
sion peak for F/=1 atoms at 3800 m/s contains those atoms
which undergo one radial oscillation in their traverse of the
magnetic ficld: narrower peaks at fower speeds contain atoms
which undergo more radial oscillations,

Fig. & Schematic view of the state selector geometry (see deserip-
tonan tevt)
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Fig. 9. Transmission of a hexapole magnet (in units of beam tlux at
the maser bulb entrance orifice in the absence of the magnet) vs
atomic speed. Full line: F=1, M =0 hydrogen atoms (selected
state). Dashed line: F=0. M =0 hydrogen atoms (rejected state).

To obtain the velocity distribution of the transmitted
atoms, the velocity-dependent transmission of the magnet
has to be folded with the velocity distribution of the atoms
entering it. Let us assume that the atoms leaving the dissocia-
tor do so with the velocity distribution gg(V). illustrated by the
full line in Fig. 6 (i.e., the distribution yiclding a good fit to
our beam deflection measurements). The full line in Fig. 10
shows the transmitted distribution when the magnet has been
optimized for gy(V). 1f, on the other hand, the magnet had
been optimized for a beam-Maxwellian distribution ut wall
temperature, the transmitted distribution would be the one
shown by the dashed line in Fig. 10. Integration of the
transmitted distributions over atomic speed yields the atomic
fluxes into the dissociator. This procedure shows that assum-
ing the atomic speed distribution to be thermal introduces a
mismatch between state selector design and atomic speed
distribution which causes the waste of 65% of the F'=1. M =0
atoms leaving the dissociator.

30 | | T

FILTERED DISTRIBUTION (s/m)

N
4000

SPEED (my/s)

|
6000

Fig. 10, Velocity distribution of the hydrogen atoms focused at the
maset hulh entrance orifice. Full line: state selector optimized for
the actual incident beam velocity distribution. Dashed line: state
sclector optimized tor a Maxwelhian beam at the dissociator wall
temperature.
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Conclusions

Our studies of velocity distributions of hydrogen
atoms etfusing out of rf discharge have shown that while the
atoms lose most of their excess kinetic energy rapidly. they
may not thermalize fully before exiting. At low dissociator
pressures, the atomic hydrogen beam velocity distribution s
significantly narrower than the beam-Maxwelhan distribu-
tion charuactenstic of thermal equilibrium.

Our analysis of the focusing properties ot hexapole
magnet state selecrors shows that the efficiency of hydrogen
use by the maser can be increased signiticantly by optimizing
the state selector design for the actual atomic hydrogen ve-
locity distribution. This finding is o1 particular importance
for the design of space-qualified hydrogen masers, where the
maser reliability is enhanced if hydrogen consumption is
reduced.
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Abstract

The use of optical state preparation and detection
in atomic beam frequency standards offers tremendous
potential for improved short term stability, evaluation and
control of accuracy-limiting systematic errors. This paper
reviews optical pumping as it pertains to primary frequency
standards. The potential benefits and limitations are
discussed as is present work on the technology.

Introduction

The development of efficient, inexpensive, tunable,
and long-lived diode lasers has madc primary clocks with
optical state preparation and detection a realistic possibility.
Optical statc preparation has advantages over conventional
magnctic state selection. Magnetic state selection discards
most of the atoms in the beam, whereas with optical state
preparation, nearly all of the atoms in the beam can be
used. This improves the short-term stability of the clock.
Optical pumping also produces a homogencous atomic
beam without the spatial velocity dispersion caused by
magnetic state sclection. The spatial velocity dispersion
lcads to one of the major accuracy-limiting systematic errors
in conventional primary standards. Finally, the replacement
of thc opaque hot wire detector with a transparent optical
dctection region makes it possible to run simultaneous
counter-propagating atomic beams. This feature, when
combined with a frequency control servo system capable of
interrogating various parts of the cesium spectrum, makes
possible automatic evaluation during continuous clock
operation.

The potential for improved accuracy and stability
available with this technology has been widely recognized
for over a decade, and nearly every national metrology
laboratory has at Icast some effort to investigate it.
However, only four labs have efforts involving large,
potentially  high  performance  machines. The
Communication Rescarch Laboratory in Tokyo is building
a machine with about a 1 m interaction length{l}. The
National Resczrch Laboratory of Metrology ncar Tokyo has
an operational unit of about the same size which has

Contribution of the US. Government, not subject to
copyright.

been ecvalutated at about 10713 [2]. The Laboratoire

Primaire du Temps et des Frequences in Paris is also
building a dcyf'ge which is designed to operate at an
accuracy of 10 [3]. The National Ins'itute of Standards
and Technology in Boulder is building a device which is
designed to become an 1(Xx:ralional standard with an
accuracy of 1 part in 100 . The development of this
standard will bc used in subscquent scctions of this paper
to illustrate the technology.

Optical state preparation and detection will be
discusscd in the first section and used 1o explain the
potential benefits and limitations of this new technology.
The potential of these standards for accuracy, combined
with their different operational characteristics, has required
a carcful rc-analysis of all errors found in such a standard.
This work is outlined in the section on systematic errors.
Atomic bcam tube design has followed from the error
analysis and is bricfly described in the next section.
Limitations on achicvable performance resulting from laser
FM noisc problems and some solutions arc outlined in a
section on lasers. Finally, there is a section which discusses
some of the requirements on supporting clectronics which
control the clock frequency and other parameters.

Optical Pumping

Optical pumping to replace state-sclecting magnets
was first suggested by Kastler{4] in 1950. But it was not
practical until tunable lascrs were developed. There are a
number of ways optical state prcparation and detection can
be applicd in cesium becam tubes and they have been
previously described|5-13].  Rcference 13 presents an
analysis of the various D, transitions and gives pumping
rates and cfficiencics.  To illustrate the process, three
specific cases will be briefly outlined here.  Figure 1
schematically shows two of the clectronic energy levels of
cesium, the ground state which contains the hyperfine/clock
transition and a low lying excited statc. An cxample of the
simplest kind of optical pumping would be if the frequency
of a laser were tuncd to excite the transition F=4 -~ FP=3.
The F'=3 atoms decay back to the ground state in a few
nanoscconds. Most go into the F=3 state but some return
to the F=4 state and arc cxcited again. In this way the
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Figure 1. Energy levels of the cesium D, transition.

F=4 level is quickly emptied of its population. A slightly
more complicated scheme makes use of two lasers[14]. If
in addition to the first laser a second laser is used to
simultancously excite the F=3 ~ F =3 transition with n
polarization, then the atoms are pumped back and forth
between the F=3 and F=4 states. However, due to the
atomic selection rules applicable to this case, atoms in the
F=3, Mp=0 substate cannot interact with the laser
radiation and are trapped. As atoms in other substates are
forced to jump back and forth between the F=3 and F=4
states they sometimes fall into the trapped state. In this
way, the population from all 16 substates can be
manipulated into the one substate which is the source state
for the clock transition. The last example is that of a
cycling transition which can be used to advantage for
detection. Because of the selection rule AF = 0, 1,
tuning the frequency of a laser to the transition F=4 -
F =5 will produce excited atoms which can decay only to
F=4, the state from which they cam= In this way the
atoms can be excited many times thus insuring their
detection by the decay fluorescence.

The advantages and limitations of this technology
can now be understood with the aid of the hypothetical
clock schematic shown in Figure 2. 1In this case, 1 or 2
lasers are used to prepare the atomic beam for "clock
interrogation.” The state-prepared atoms then pass through
a conventional Ramsey interrogation zone. Finally, those
atoms that make the clock transition can be detected with
essentially unit probability by detecting the fluorescence
generated in a laser-driven cycling transition which is
specific only to atoms in the clock’s terminal state.
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Figure 2. Schematic diagram of an optically pumped,
atomic beam frequency standard.

This form of state preparation as opposed to
magnetic state selection more efficiently uses the atomic
beam flux. For the same atomic flux from the oven, optical
pumping can produce or prepare more than 100 times more
atoms in the initia! clock state than many common
magnetic selection schemes. This improved beam flux can
directly result in improved short term clock stability.

Other advantages of optical state preparation have
to do with accuracy and long term stability of the clock.
Optical state preparation does not produce the spatial
velocity dispersion in the atomic beam that magnetic state
selection does. This comes into effect in the evaluation of
end-to-end phase shift, one of the major systematic errors
in primary standards. End-to-end phase shift is the result
of physical imperfections in the microwave cavity which give
rise to a difference in the microwave phase at the two ends
of the cavity. This phase difference produces a frequency
bias in the standard which is traditionally evaluated by
reversing the atomic beam. In magnetically state-selected
standards the precision of the beam reversal is limited by
the spatial velocity dispersion in the atemic beam. With
the homogenous atomic beam produced by optical state
selection, the evaluation of cavity phase shift can be
performed with greater precision. In fact it can be done in
real time without interrupting clock operation.

Figure 2 shows that a second oven can be added
to the opposite end of the machine and a counter-
propagating atomic beam generated. The two atomic
beams can run simultaneously because the flux in each
beam is so tenuous that the atoms do not collide. This fact
can be better realized if we consider just the velocity spread
in one beam. There is a great dispersion between the
fastest atoms and the slowest atoms; the faster atoms are
constantly overtaking the slower. If the flux were great
enough to allow collisions, we would sce the results in one
beam alonc. The atoms in the second beam can pass




through the detection zone for the first beam with no
interaction (and vice versa) if they are first optically
pumped into the F=3 state. In this way the beam reversal
can be done without clock interruption.

Another systematic error can be caused by a
spectral line overlap problem known as Rabi tail
pulling[15]. The magnetic substate structure of the cesium
atom results in a multi-line spectrum on the hyperfine
transition. While these lines can be completely resolved
spectroscopically, the precision with which the microwave
frequency is servoed to the center of the central featu.e in
this spectrum produces a sensitivity to the small residual
overlap of the adjacent line wings. In a conventionally
state-selected device the population in the magnetic
substates is asymmetrically distributed in a way that causes
an imbalance in these overlap shifts. Single-laser state
preparation, on the other hand, leads to a symmetric
spectrum with a cancelation of overlap shifts, and two-laser
state preparation eliminates the population in the other
substates altogether. This not only improves the accuracy
of the clock but gives it added stability against
environmentally caused changes in microwave power and
magnetic field.

Finally, the elimination of the state-selecting
magnets allows the uniform C-field region to be expanded
to include the optical state preparation and detection
regions. This eliminates Majorana transitions (magnetic
field gradient-induced transitions) and frequency errors that
may come from them.

All of these potential benefits do not come
without limitations. The very aspect of the optical state
preparation that gives no velocity selection or dispersion
results in a very broad velocity spread in the atomic beam
and a comparatively high mean velocity. The slow atoms
remain in the microwave field longer than the faster atoms.
While the fastest atoms may not be in the field long
enough to make the clock transition, the slowest atoms may
make the transition, then make it again, and finally end in
the starting state. The velocities at which these effects
occur are a function of the microwave power and
modulation parameters. The result is a slight velocity
selectivity that couples microwave power and modulation
parameters to the clock frequency through the second-order
Doppler shift and cavity phase shift. This effect will show
up in the long term stability of the standard. One way to
reduce this potential problem is to use modern electronics
to manipulate the frequency of the microwave source in
ways that produce information about these parameters
directly from the cesium spectrum. This will make it
possible to operate these p .rameters under closed loop
control.

A new source of error in an optically pumped
standard is caused by the fluorescence which comes from
the state preparation and detection zones. Some of this
light travels directly along the atomic beam path and is
present during the interrogation of the clock transition.
The result is an AC Stark shift of the hyperfine energy
levels. Fortunately, the effect is small and is easily
controlled to a level below 1 part in 10 ~ through the
choice of geometry and operational conditions[16).

Systematic Effects

The systematic effects which have been analyzed
or re-analyzed include: fluorescent light shift{16]; velocity-
dependent effects such as second-order Doppler shift and
end-to-end cavity phase shift including its dependence on
RF power and modulation parameters; Rabi-pulling; cavity
pulling; Majorana effects; distributed-cavity phase shift{17};
RF spectral purity and magnetic field uniformity.

Many of the shifts can be expressed as the ratio
of two integrals over the velocity distribution containing
factors dependent on the microwave power, the modulation
parameters, and the particular shift mechanism. For very
narrow velocity distributions, the velocity average can be
ignored, and the power-and modulation-dependent factors
cancel. The shifts then have little or no dependence on
microwave power or modulation parameters. An optically
pumped standard, however, will use almost all of the broad
thermal distribution of velocities emerging from the oven.
The shifts then acquire significant dependence on
microwave power and modulation parameters.  For
example, the second-order Doppler shift and end-to-end
cavity phase shift can change by 5 to 10% with microwave
power changes of only 1 dB.

Second-order Doppler shifts are calculable if the
effective velocity profile of the atoms contributing to the
signal is known to adequate accuracy. The broad velocity
spread in an optically pumped standard not only results in
a sensitivity to microwave power but produces a Ramsey
resonance with less structure (information content) than
conventionally state-selected devices. This has rendered
some traditional velocity measurememt techniques
inadequate. However, a numecrical method for extracting
both the velocity distribution and the effective microwave
power level from Ramsey lineshapes has been
developed][18].

Rabi-pulling and Majorana effects should be
extremely small in optically pumped standards, but the
theoretical studies give new insight into how these effects
enter a standard. These studies are briefly outlined in [19},
and more detailed publications are in preparation.
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Atomic Beam Tube

Optical state preparation and detection offer
potential for improved control of the clock resonance line-
shape physics primarily through the elimination of magnetic
field gradients and spatial velocity dispersion in the atomic
beam. The beam tube design should take full advantage of
this potential.

Any magnetic field gradients can be nearly
eliminated by extending the C-field region to include the
entire clock. The non-velocity dispersed atomic beam
offers the potential for better beam retrace precision during
beam reversal evaluation of end-to-end cavity phase shift
errors. Retrace precision is necessary to avoid a sensitivity
to distributed cavity phase shift which is not directly
evaluated. To realize the full potential of this attribute of
optical pumping, a new Ramsey cavity has been developed
to minimize the distributed cavity phase shift[17]. Finally,
the geometry must be chosen to allow complete evaluation
and not produce an unacceptable "fluorescence light shift.”

The NIST beam tube is shown schematically in
Figure 3. The beam tube is totally symmetric about the
central microwave feed point, so only half the tube is
shown. The design logic and major sub-systems have been
described previously{20]. An axial C-field has been chosen
to minimize Rabi-pulling[15], provide a more uniform field
and to facilitate the new Ramsey cavity. The fluorescence
collection optivs are large-radius, spherical mirrors which
collect 50% of the fluorescent light and inject it into a light
guide for detection outside the vacuum envelope. The
imaging nature of this system provides high selectivity
against scattered laser light. All laser optics are external to
the beam tube.

Laser Systems

Simple, off-the-shelf laser diodes with their
inherent FM noise and linewidths of many megahertz are
incapable of supporting optically pumped clock operation
at full atomic shot-noise-limited performance[21]. To solve
this problem a laser line-narrowing technique based on
optical feedback from a high-Q cavity has been
developed[22].  With this line-narrowing technique,
essentially atomic shot-noise-limited performance in an
optically pumped standard has been demonstrated{23].
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Figure 3. Schematic diagram of NIST-7.

Control Electronics

As pointed out in the discussion of optical
pumping, the mean atomic velocity and the velocity spread
are greater in optically pumped standards than in most
magnetically state-selected standards. This results in a
somewhat limited line Q since arbitrarily long beam tubes
present other engineering problems, for example, structural,
thermal, magnetic and gravitational. The limited line Q
combined with greater accuracy goals places a severe
burden on the accuracy of the frequency control servo
electronics. Additionally, because of the higher sensitivity
to microwave power and the higher accuracy we would like
to servo such things as microwave power and C-field, which
have always been run open-loop in conventional standards.
These requirements secem most easily met by a computer-
controlled servo that could interrogate the cesium spectrum
and develop information about the magnetic field and the
microwave power as well as frequency offsets.
Correspondingly, for ease of implementation, such a servo
would most logically use a slow square-wave modulation
scheme. When optical pumping was first considered for use
in high performance primary standards, however, such a
modulation scheme was not a possibility because the phase
noise in available crystal oscillators was too high[24-25].
Fortunately, crystals of adequate performance have recently
become available[26].

Conclusions

The technology of optically pumped primary
frequency standards should place sf'i\gdards of frequency
and time solidly at an acc.racy of 10 ~ . This performance
is achievable as a result of the improved short term stability
and added control over accuracy-limiting systematic errors.
However, the high mean atomic velocity and the broad
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velocity spread that result from optical state preparation
leads to a limited line Q and comparatively high sensitivy
to microwave power. Consequently, to achieve a 10
accuracy places an extreme burden on the servo electronics,
and further improvement in accuracy with thermal atomic
beams may not be readily forthcoming. Fortunately,
photon pressure cooling and cooled, non-thermal beam
technology are rapidly advancing, and new standards should
soon be available which overcome these limitations[27).
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Abstract

Our goal at the Time and Frequency Systems
Research group at JPL is the development of
a trapped ion based fieldable frequency stan-
dard with stability 1-10-'3/,/7 for averaging
times 7 > 1-10* seconds. To achieve this
goal we have developed a hybrid rf/dc lin-
ear ion trap which permits storage of large
numbers of ions with reduced susceptibility to
the second-order Doppler effect caused by the
of confining fields. We have confined '"Hg*
ions in this trap and have measured very high
Q transitions with good signal to noise. In
preliminary measurements we have obtained
stabilities of 1.6 - 10713//7 (50 < 7 < 800 sec-
onds) with a 160 mHz wide atomic resonance
linewidth and a signal-to-noise ratio of 40 for
each measurement cycle. Atomic resonance
lines as narrow as 30 mHz on the 40.5 GHz
clock transition have been measured with no
appreciable reduction in the ion signal. A sta-
bility of 7-10~!%/,/7 is made possible by the
signal to noise and line Q of this measured
transition. Analysis of fundamental sources of
frequency instability indicates that long term
stability of 2 -10~!¢ is feasible for this device
with existing technology for r > 10° seconds.

Introduction

Atomic frequency standards with high stability for
averaging times r longer than 1000 seconds are nec-
essary for a variety of astrophysical measurements
and long baseline spacecraft ranging experiments.

*This work described in this paper was carried out at the
Jet Propulsion Laboratory, California Institute of Technology,
under a contract with the National Aeronautics and Space
Administration.
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The millisecond pulsar, PSR 1937427, shows sta-
bility in its rotational period that exceeds that of
all man-made clocks for averaging times longer than
6 months. Comparison of this pulsar period with
an earth based clock of stability 1. 107!% over av-
eraging periods of one year is expected to show the
effects of very low frequency gravitational waves[1,2].
Spacecraft ranging measurements across the solar
system would be improved with earth based clocks
whose stabilities exceeded 1 - 107!'® for averaging
times of 10? to 10° seconds. This clock performance
would also improve gravity wave searches in space-
craft ranging data. Another use for long term stable
clocks in NASA’s Deep Space Network would be in
maintaining syntonization with UTC.

We are developing a fieldable frequency standard
based on %*Hg* ions confined in a linear ion trap
which should show unprecedented long term fre-
quency stability. Typically the largest source of
frequency offset stems from the motion of the ions
caused by the trapping fields via the second-order
Doppler or relativistic time dilation eflect. More-
over, instability in certain trapping parameters, e.g.,
trap field strength, temperature, and the actual num-
ber of trapped particles will influence the frequency
shift and lead to frequency instabilities. Since this
offset grows with the number of ions, a trade-off sit-
uation results, where fewer ions are trapped in order
to reduce the (relatively) large offset which would
otherwise result.

A conventional hyperbolic or Paul trap is shown in
Fig. 1. With the electrodes biased as shown ions are
trapped around the point node of the rf electric field
at the center. The strength of the electric field and
the resulting micromotion of the trapped particles
grows linearly with distance from this node point.
As ions are added the size of ion cloud grows until
the second order Doppler shift arising from the mi-
cromotion in the trapping field dominates the second
order Doppler shift from the ion’s thermal motion




Figure 1: A conventional hyperbolic RF ion trap.
A node of the RF and DC fields is produced at the
origin of the coordinate system shown.

at room temperature. For typical operating condi-
tions[3,9] a spherical cloud containing 2-10® mercury
ions shows a 2nd order Doppler shift of 2-10712, a
value some ten times larger than that for mercury
ions undergoing room temperature thermal motion.

We have designed and are currently testing a hy-
brid rf/dc linear ion trap which allows an increase
in the number of stored ions with no correspor.d-
ing increase in second-order Doppler shift from the
micromotion generated by the trapping fields. This
trap confines ions along a line of nodes of the rf field
(see Fi1g.2). The trapping force transverse to the line
of nodes is generated by the pondermotive force as
in conventional Paul traps while the axial trapping
force is provided by dc electric fields [3-7).

We can compare the second-order Doppler shift,
Af/f generated by the trapping fields for a cloud
of 1ons in a linear trap and a conventional Paul trap
[3,4] assuming that both traps are operated so that
the ions have the same secular frequency w. When
the same number of ions, N, are held in both traps
the average distance from an ion to the node line
of the trapping field is greatly reduced in the linear
trap. Since the perpendicular distance from the line
of nodes determines the magnitude of the rf trapping
field the 2nd order Doppler shift of an ion’s transi-
tion frequency due to motion in the trapping field is
reduced from that of a conventional point node trap.
If R,pn is the ion cloud radius ‘a the Paul trap and L
is the ion cloud length in the linear trap the Doppler
shift in the two traps are related by[3}
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Figure 2: The rf electrodes for a linear 10n trap. lons
are trapped along the line of nodes of the rf field
with reduced susceptibility to second-order Doppler
frequency shift.
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As more ions are added to the linear trap this shift
will increase. It will equal that of the spherical ion
cloud in a hyperbolic trap when

(1)
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These expressions are valid when the ion cloud
radii, Riin and R,ps, are much larger than the De-
bye length. This is the characteristic plasma density
fall off length at the ion cloud edge and is about 0.4
mm for typical Hg* ion plasmas used in frequency
standard work [3,9].

In addition to its larger ion storage capacity the
dependence of the 2nd order Doppler shift on trap-
ping parameters in a linear trap is very different from
that in a conventional Paul trap. For many ions in a
Paul trap this shift is given by[3,12]

(Af) 3 Nuwg? 3
f ) pn 10c2\dmeom

where w is the secular frequency for a spherical ion
cloud containing N ions each with charge to mass
ratio q/m. c is the speed of light and ¢, is the per-
mittivity of free space. lons in a linear trap show a
2nd order Doppler shift from the motion generated
by the rf confining field given by[3]

(3
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where L is the length of the ion cloud.

In contrast to the spherical case as described in
Eq.(3), this expression contains no dependence on
trapping field strength, as characterized by w, and
depends only on the linear ion density N/L. That
18, for an infinitely long linear trap where end effects
arc negligible, if the rf confining voltage increases
and consequently the micromotion at a given point
n space increases, the ion cloud radius will decrease
(because the radial trapping force increases with rf
level) so that the 2nd order Doppler from the trap
fields remains constant.

The finite length linear trap depends on variations
in radial trapping strength (characterized by w) as(4]

5
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Similarly, for variations in endcap voltage we find
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where R, is the trap radius. The Paul trap shows a
corresponding sensitivity to trap field strength vari-

ations (
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A comparison of Egs. (5) and {7) shows the linear
trap based frequency standard to be less sensitive to
variations in trapping field strength than the Paul
trap by a factor of 3Rt/L. For the trap described in
the next section this factor is about 1/3.

Linear Trap Description

Our linear trap is shown in Fig. 3. The full size
of the total system is about 150cm tall by 60cm
square as shown in Fig. 4. The operatior of the
trap as a frequency standard is similar to previous
work [8,9]. The ions are created inside the trap by
an electron pulse along the trap axis which ionizes a
neutral vapor of !%Hg. A helivm buffer gas (10~°
torr) collisionally cools the ions to near room temper-
ature. Resonance radiation (194 nm) from a 202Hyg
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Figure 3: Linear lon Trap Assembly View. The trap
1s housed in a 3.375" vacuum cube. State selection
light from the 2°? H g discharge lamp enters from the
right, is focused onto the central 1/3 of the trap
and is collected in the horn. Fluorescence from the
trapped ions is collected in a direction normal to the
page.

discharge lamp optically pumps the 1ons into the =0
hyperfine level of the ground state. This UV light is
focused onto the central 1/3 of the 75 mm long ion
cloud. The thermal motion of the ions along the
length of the trap will carry all the ions through the
light field so that pumping is complete in about 15
seconds for typical lamp intensities.

To minimize stray light entering the fluorescence
collection system this state selection light is collected
in a pyrex horn as shown in Fig. 4. The placement
of the LaBg electron filament is also chosen to pre-
vent light from the white hot filament from entering
the collection system. Its placement and relatively
cool operating temperature together with good fil-
tering of the state selection/interrogation UV light
in the input optical system have allowed frequency
standard operation without the use of a 194 nm opti-
cal bandpass filter in the collection arm. This triples
data collection rates since such filters typically have
about 30% transmission for 194 nm light.

Microwave radiation (40.5 GlHz) propagates
through the trap perpendicular to the trap axis
thereby satisfying the Lamb-Dicke requirement that
the spatial extent of the ion’s motion along the di-
rection of propagation of the microwave radiation be
less than a wavelergth. This radiation enters the
trap region through the pyrex horn (see Fig. 4)
and propagates in the opposite direction to the UV
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Figure 4: The full trap vacuum system and support
stand. The full height is about 5 feet and is about
2 feet on each side. In the measurements described
here the magnetic shields were absent.

state seleciion/interrogation light. This allows fluo-
rescence collection in both directions perpendicular
to the plane of the page in Fig.4. For the resonance
and stability data shown below fluorescence was col-
lected in only one of these two directions.

Frequency Standard Operation

We have used Ramsey's technique of successive os-
cillatory fields to probe the approximately 40.5 Ghz
clock transition in *?Hg*% ions confined to the lin-
ear trap described above.In these measurements the
40.5 Ghz signal is derived from an active Hydrogen
maser frequency source. One of the first resonance
lines measured is shown in Fig. 5. The sequence of
operations leading to each of the 400 measurements
(10 mHz per frequency step) begins with a .5 second
electron pulse to maintain a steady state population
of trapped Hg ions. The 2°2Hg discharge lamp is
on during this time preparing the ions in the F=0
hyperfine state of the ground level. The rf power
driving the lamp discharge is then reduced so that
only a dim discharge exists. At the same time a
.75 second microwave pulse is started followed by a
1.7 second free precession period. After a final .75
second microwave pulse the lamp is switched to the
bright discharge mode. The signal shown in Figs.
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Figure 5: !99Hg* clock transition as measured
with Ramsey’s method of successive oscillating fields.
This line shape results from two 0.75 second mi-
crowave pulses separated by a 1.7 second free pre-
cession period. The central line is about 160 mHz
wide.

5, 6, and 7 1s the atomic fluorescence counted dur-
ing a 1 to 1.5 second period following the lamp turn
on. The measurement shown in Fig. 5 is the av-
erage of 20 scans. The line shape shown in Fig. 6
was obtained with two pulses of .275 second du. ation
separated by a 4 second free precession period. It is
the average of 7 scans. Our highest Q line is shown
in Fig. 7 and is derived from two pulses .275 seconds
long separated by a 16 second free precession. The
linewidth Af = 30 mHz represents a line Q@ = f/Af
of 1.3 -10'? on the 40.5 Ghz transition. The data
shown is an average of 4 full scans.

We have locked the output {requency of a 40.5 Ghz
source to the frequency of the central peak of the res-
onance shown in Fig. 6 in a sequence of 512 measure-
ments {8]. The time required for each measurement
is about 6.3 seconds. By averaging the frequencies of
2V adjacent measurements (N=1,2,..,7) we form the
modified Allan variance giving frequency stability as
shown in Fig.8. Also shown in that figure are other
frequency standards including the active hydrogen
masers used in JPL’s Deep Space Network. The up-
per dashed curve represents expected performance
based on the improved line Q and SNR demonstrated
in the 30 mHz resonance of Fig. 7. The lower dashed
line shows the expected improvement by the addition
of a second set of collection optics, as allowed by our
trap geometry. This latter performance is projected
to be approximately 5 - 10~%4/./7 for r > 150 sec-
onds. All measurements reported in this work were
made with no magnetic shielding of the ion trap re-




ETola- =g

FLUORESCENCE x 1000

e

3

4

3 | i

-1.2

L 4 L
04 0 04
FREQUENCY OFFSET (Hz)

A Il i

1.2

20

Figure 6: Resonance data for two 0.275 second pulses
separated by a 4 second free precession period. The
curve shown is an average of 7 scans with a back-
ground light level of about 150000 subtracted. The
central peak is about 110 mliz wide.
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Figure 7: The highest line Q data. In this measure-
ment the two microwave pulses of 0.275 seconds are
separated by a 16 sec free precession period. The
fringe width is 30 mHz and the data shown is an
average of 4 scans.
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Figure 8: Measured stability for the 160 miz res-
onance line of Figure 5. Fractional frequency sta-
bility is 1.6 - 10713//7 for 50 > 7 > 800 sec. The
dashed lines below the measured data represent pro-
jected stability for the 30 mHz data shown in Fig.7.
The lowest dashed line is the expected performance
when the fluorescence collection system is fully im-

plemented (5 - 10~4/,/7).

gion. Variations in the ambient laboratory fields in
the absence of shields degraded long term stability
(r > 800 seconds).

Local Oscillator Requirements

As the performance of passive atomic and ionic
frequency standards improves, a new limitation is
encountered due to fluctuations in the local oscilla-
tor (L.0.). This limitation continues to the longest
times, having the same 1//7 dependence on measur-
ing time 7 as the inherent performance of the stan-
dard itself. The cause of this effect is time variation
of the sensitivity to L.O. fluctuations due to the in-
terrogation process. This limitation was evaluated in
arecent calculation for sequentially interrogated pas-
sive standards[10]). Since our trapped ion standard
is of this type, the analysis should be directly appli-
cable. In a new calculation the limitation has also
been evaluated for the sine wave FM interrogation
used in cesium and rubidium standards(11].

Roughly speaking, the analysis shows that the lo-
cal oscillator must have frequency stability at least




as good as that of the standard itself, for a mea-
suring time equal to the cycle time t.. Thus our
trapped mercury ion frequency source with perfor-
mance of oy(r)|sTp = 1.6 -10713//7 and a cycle
time of t{, = 6 seconds requires a L.O. with perfor-
mance of 0y (6)|lLo = 16 -107'3/V6 =~ 71074,
This value is 4 to 12 times lower than that available
from presently available quartz oscillators. Opera-
tion of the trapped ion standard with a longer cycle
time and higher performance places an even more
stringent burden on the local oscillator. This can be
ameliorated somewhat if the dead time can be kept
very small[10].

While stand-alone operation at the highest perfor-
mance levels may place unattainable requirements
on available crystal quartz local oscillators, applica-
tion as a stabilizer for a hydrogen maser, or other
ultra-high stability source such as a high-Q cryogenic
oscillator, is straightforward. However, in such an
application, the hydrogen maser’s frequency would
not be steered to that of an independently operat-
ing trapped ion source. The maser’s output signal
would instead be used itself to interrogate the ionic
transition. Information thus gathcred would be used
to compensate for long term variation in the maser
frequency.

Sources of Frequency Instabil-
ity

Figure 9 shows the leading sources of perturba-
tions to the ion hyperfine clock transition in the op-
erating conditions we foresee. By running the clock
with about 5-10° trapped ions we will have reduced
the 2nd order Doppler shift from the trap field to
near its minimum value for room temperature oper-
ation. Controlling ion number to 0.1% will stabilize
this source of frequency jitter to 2~ 3-1071¢. This
level of ion number control has been demonstrated
by Cutler et al[12].

Only modest temperature regulation (0.1 K) is re-
quired to reduce variation in the 2nd order Doppler
shift due to thermal motion to a value smaller than
1- 107!, Variations in helium buffer gas pressure
also influence the clock transition[12] and will require
pressure stabilization to about 0.4%. This require-
ment is less stringent than regulation of hydrogen gas
pressure in present day commercial active H-masers.

The fractional sensitivity of the % Hg* clock tran-
sition to magnetic field variations is nearly 1000
times less than that of hydrogen at the same op-
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Figure 9: Perturbations to the 3 Hg% clock transi-
tion for approximately 5 - 10® ions held in the linear
jon trap described in the text.

erating field. Operating at 0.2uT (2 mG) field would
require stabilization of the current in the Helmholt:z
cuils to 0.5% {Fig. 4) to reach the 107!¢ fevel. At
this field the 9% Hg* sensitivity is 1-107!% per 10 T
(mG) of field change at the position of the ion. To
prevent variations in ambient field from influencing
the clock’s output frequency we will install a triple
layer set of shields with shielding factor 10,000.

The Stark shift of the atomic transition from the
tf electric field[13] is smalle~ than the 2nd Doppler
induced by the same electric field, thus, controlling
2nd Doppler will more than adequately control the
Stark shift.

Conclusions

We have demonstrated the increased signal-to-
noise and short term stabi'iy inherent in a linear
ion trap hased frequency standard. Clock operation
with line Q = 2.5 - 10! has achieved performance of
1.6 -10713//7 for 50 < 7 < 300 seconds. Measured
line Q’s of as high as 1.3-10'? have been measured, in-
dicating consequent performance for this trap as high
as 5-10~14/\/7 for 7 > 150 seconds. The requirement
for local oscillator stability required to achieve this
performance is quite stringent. However, an applica-
tion to stabilize the frequency of a hydrogen maser or
cryogenic oscillator for very long times seem straight-
forward. Analysis of fundamental sources of atomic
perturbations and their control shows that stability
of 1016 is feasible for 7 > 10° seconds.
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IMPROVED PERFORMANCE OF THE
SUPERCONDUCTING CAVITY MASER
AT SHORT MEASURING TIMES”

R. T. Wang and G. J. Dick

California Institute of Technology, Jet Propulsion Laboratory
1800 Oak Grove Drive, Bldg 298
Pasadena. California 91109

Abstract

Recent measurements on the superconduct-
ing cavity maser (SCM) oscillator show fre-
quency stability of parts in 10'® for times from
1 sccond to 1000 scconds. Phase noise of
approximately —80dB/f* was also measured.
We believe this short— and mid-term perfor-
mance to be better than that of any known
microwave oscillator. In particular. measured
stability at 1 second interval is 10 times bet-
ter than that of a hydrogen maser, and phase
noise at 8 GHz is more than 20 dB below that
of the best multiplied quartz crystal oscilla-
tors.

Introduction

The superconducting cavity maser (SCM) is a he-
lium cooled, all-cryogenic oscillator with superior
stability at short measuring times[1,2,3,4]. It differs
from other superconducting cavity stabilized oscilla-
tor (SCSO) designs[5,6.7] in its use of a very rigid
(Q ~ 10%) sapphire-filled stabilizing cavity, and in
its all- cryogenic design; excitation being provided by
an ultra-low noise cryogenic ruby maser.

A comparison of ultra-stable atomic frequency
sources shows active hydrogen masers to be supe-
rior to passive atomic standards in short term sta-
hility (1 second < 7 < 100 seconds}. Performance
of the SCM at short measuring times is superior

* Lhis work desertibed in this paper was cartied out at the
Jet Propulsion Laboratory, California Institute of Technology,
under a contract with the National Aeronautics and Space
Administration.
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even to the active hiydrogen maser.  Like the hy-
drogen maser. the SCM 15 also an active oscillator.
The advantage of the SCM is its larger output signal
power (&= 107 "Watt vs = 107*Watt for the hvdro-
gen maser). Long term performance is hmited by
variation of the operating parameters, such as tem-
perature, drive power, output VSWR ete., depend-
ing on the sensitivity of the SCM to these various
parameters.

Figure 1 shows a block diagram of the improved
oscillator. The three cavity oscillator. consisting of a
ruby maser, coupling cavity, and a high Q lead on
sapphire cavity, have been discussed previoushy{2].
Oscillation at a frequency of 2.69 GHz results from
ruby maser operation with a 13.1 GHz pumnp fre-
quency to create a population inversion. Energy level
splittings in the Ruby are matched to that of the
high-Q cavity by means of a bias field provided by
a superconducting solenoid. Frequencies of the three
modes of the coupled cavity system are spaced rel-
atively close to each other (3% spacing) in order to
couple effectively. but are spaced far enough from
each other to allow mode selection by adjustinent of

the bias field[2].

Experimental Aspects

Substantial technical improvements have been
made to eliminate frequency instability due to opera-
tional parameters. They are temperature, pump fre-
quency, pump power, pump frequency polarization,
temperature gradient. coupling strength and output
VSWR. We have either stabilized the parameter or
minimized the coefficient which couples the parame-
ter to the operating frequency.
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Figure 1: Schematic diagrams of the Superconduct-
ing Cavity Maser (SCM) oscillator with improved
temperature control system. Recent modifications
include consolidation of heating and cooling elements
to prevent thermal regulation power from flowing
through the oscillator assembly. A direct output cou-
pler and microwave isolator were installed to reduce
noise and increase stability. The cryogenic polarizer
was added to provide eflective and reproducible ruby

pumping.
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Figure 2: Two sample Allan Deviation of the

SCM tested with SCSO and hydrogen maser refer-
ences. Filled squares show data of SCM/SCSO; open
squares are SCM/Hydrogen Maser data.
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The temperature dependence of the output fre-
quency for the SCM shows an extremum in the
range between 1 and 2 Kelvins[4). From a func-
tional point of view, the presence of the frequency
maximum at about 1.57 Kelvin is an extremely de-
sirable feature since it allows operation of the oscil-
lator in a region of vanishingly small temperature
coeflicient. The quadratic coefficient in 8f/f at the
maximum is 3.3-107%/Kelvin?. Thus a temperature
accuracy of one milliKelvin together with a stabil-
ity of 30 microKelvins allows a frequency stability of
é/L =2.10"'6.

Frequency dependence on microwave pump fre-
quency and amplitude has also been studied[4]. Since
the pump power is very much more difficult to stabi-
lize than its frequency, a major feature of the results
to date is a “valley” where the sensitivity to pump
power is greatly reduced. In this region the slope is
< 2-10713/db, a value 100 times smaller than was
typically found.

Several recent improvements have made increased
stability possible. They are listed as following:

1. Extension of operational period: The 1.57
Kelvin cooling system was changed from closed bath
refrigeration to continuous flow. The operational pe-
riod was extended from 3 days to 7 days, limited only
by the storage time of the larger 4.2 Kelvin helium
bath from which the small flow is drawn. We ex-
pect to extend this to 30 days with a better dewar.
This modification also provides continuous operation
of the SCM during helium transfer.

2. Improved temperature stability: Temperature
fluctuation has been minimized to 40 microKelvins, a
factor of 1000 improvement. Previously we measured
a parabolic curve of oscillation frequency versus
temperature with a frequency maximum near 1.57
Kelvin. With present temperature control capacity,
even a temperature offset of 100 milliklelvins woukl
only degrade the frequency stability to 4- 10711 We
are able to operate in the region of nominally zero
temperature coeflicient with a temperature accuracy
of one milliKelvin.

3. Reduction of temperature gradients across os-
cillator: Substantial reduction in thermal gradients
was made by modification of the cryogenic temper-
ature control system. Gradients associated with the
regulation configuration were climinated by consohi-
dating the heating and cooling elements to allow a
single thermal contact point to the oscillator assem-
bly.

4. More eflective ruby pumping: A fixed rectangu-
lar waveguide was installed with pump signal B-field




perpendicular to the ruby ¢ axis. This cryogenic po-
larizer should eliminate the priumary remaining sys-
tem uncertawnty, and allow reliable operation from
run to run.

5. Improved pump signal propagation: Elimina-
tion of a coaxial signal transnnssion line within the
pump waveguide now allows a more direct pump sig-
nal path. A waveguide adaptor was installed and a
teflon window was used for vacuum seal and allowing
low loss microwave propagation. It is expected that
less pump power will be required to obtain oscilla-
tion since the un-matched impedance caused by the
right angle feed will be climinated.

6. Reduction of in-oscillator noise due to back:
coupling from the room-temperature amplifier: We
have installed a cryogenic isolator[8], to prevent
rovii-temperature radiation from coupling into the
oscillator and also to reduce sensitivity of the oper-
ational frequency to output VSWR,

Measurements

The improvements discussed above have made
pussible excellent stability at both relatively long
(10000 seconds) and very short (1 second) measur-
ing titnes. In order to characterize performance of
the SCM at shorter times, we obtained the use of
another cryogenic oscillator (SCSO) for use as a fre-
quency reference [5,6]. Substantial improvement in
other instrumentation was also necessary. New pro-
cedures included bypassing the receiver of the SCSO
in order to make direct measurements between mi-
crowave frequency signals. Long term measurements
primarily made use of a Hydrogen maser as frequency
reference.

Figure 2 shows raw data for two tests of the SCM
against SCSO and Hydrogen Maser references. The
filled squares represents data of the SCM/SCSQ test
and open squares the SCM/Iydrogen-Maser data.
Performance of the SCM is clearly superior to hydro-
gen maser for measuring times shorter than about
30 seconds, and superior to that of the SCSO for
tines longer than about 200 seconds. SCM perfor-
mance can he well characterized for times longer than
30 seconds due to overlap of the two data sets and
the well-characterized hydrogen maser stability as
shown in Figure 3. However, only the test with the
SCSO reference provides detailed information about
SCM performance at times shorter than 30 seconds
and so the contributions of the two sources cannot
be absolutely distingmished for short times. In pre-
vious tests of several SCSQO sources, a slope at short
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measuring times was reported, reaching a value of
1 107" at 1 second(6]. This SCSO variability is suf-
ficient to explain the slope in our data for times less
than about 5 seconds as shown in Figure 2.

Figure 3 shows SCM stability inferred from the
two sets of data shown in Fig. 2. Stability for a
single hydrogen maser is also shown. A conservative
estimate was made for short times of equal contribu-
tions by the two cryogenic sources. If the slope at
the shortest times is due (0 the SCSO. as discussed
above, SCM performance would be 4 — 5. 107° for
all times from 1 second to 1000 seconds.

In a three corner hat measuring scheme, using the
SCSO and a hydrogen maser as references, perfor-
mance of SCM was shown to be better than hydro-
gen maser for all times shorter than 70 seconds with
long term performance better than the SCSO.

Figure 4 shows the results of phase noise measure-
ment between two signals at 8.1 GHz derived from
the cryogenic oscillators. A value of -80dB/f3 was
measured, which is 25dB better than the newly up-
graded hydrogen maser and is 20dB better than the
hest quartz oscillator reported.

In order to combine the short term stability of the
SCM with the long term stability of the hydrogen
maser we have modified the SCM to allow its fre-
quency to be tuned. A coll has been installed on
the ruby housing to allow the bias field to by slightly
modified, and so to tune the frequency of oscillation
within the passband of the high-Q resonator. This
coil, with 60 turns, gives a sensitivity of 7-107'? per
mA with a range of approximately 107'°. This range
is sufficient to accommodate the typical SCM drift
of 4-107'3/day in long term operation.

Conclusions

We have demonstrated a frequency stability of
parts in 10'3 for all times from 1 to 1000 seconds
for the SCM. The measured stability of 8- 1071% at |
second is 10 times better than the hydrogen maser at
the same measuring time, and improvement over the
hydrogen maser is shown for all times from 1 to 30
seconds. We believe these results to be better than
any known RF or microwave frequency source.

Ultra-stable frequency sources like the SCM will
make possible new experiments with high sensitiv-
ity. An experiment on gravitational wave search is
now planned in 1992 with two SCM units to per-
form a “three-way” experiment with Galileo space-
craft. Furthermore, the SCM can be used to unam-
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biguously characterize the performance of a hydro-
gen maser for short measuring times.

A frequency pulling coil has been implemented and
tested to enable the SCM to be slaved to a hydro-
gen maser. This combination would make possible
the excelient long term performance of the hydrogen
maser combined with the newly available short term
performance of the SCM.
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FINE-STRUCTURE ARTIFACT OF THE VELOCITY DISTRIBUTION OF Cs BEAM TUBES
AS MEASURED BY THE PULSED MICROWAVE POWER TECHNIQUE

W. A. Johnson., S. K. Karuza, and F J. Voit

Electronics Research Laboratory
The Aerospace Corporation
P. O. Box 92957, Los Angeles, CA 90009

Abstract: An artifact of the pulsed microwave power
technique used to measure the velocity distributions of Cs
beam tubes 1s a fine structure on the distribution. In pre-
viously reported measurements the signal-to-noise ratio was
not high enough to show this structure clearly.  This paper
presents results that show this structure in detail. To predict
these results, a simple theory has been used that considers
the Ramsey response function (i.e., output tube current vs.
microwave frequency) as being a simple electrical-filter
transfer tunction for the input of the pulse-modulated micro-
wave power. Calculations that assume the principle of su-
perposition give predictions that are in close agreement with
the measured results. This theory also predicts how to set the
pulse width so that the fine-structure artifact 1s minimized.

Introduction

The knowledge of the velocity distribution of a ce-
sium (Cs) beam tube provides considerable insight into the
performance and alignment of the beam optics, which in
turn aftects the final performance of the frequency standard.
To measure these velocity distributions, early investigators
{1.2.3} developed a method that used the pulsed excitation of
atomic beam devices that had Ramsey-type interaction re-
gions; this allowed for the observation of signals that were
due to very narrow velocity groups. A completely automatic
system that employed this pulsed microwave technique was
setup in our laboratories. Figure 11s a block diagram of the
equipment used; the set-up is described in detail in [4].

Figure 2 shows the operation of the Ramsey cavity
with pulsed microwave power. For a pulse period of T the
velocity v selected is L/T, as shown. The pulse width 1 is
chosen to be less than the Cs ions’ time of flight through the
interaction regions, i.c., less than /v,

In the process of making some of our early velocity-
distribution measurements, we noticed what appeared to be
a periodic structure on the distribution. At first we thought
this structure to be noise in the measurement system: howev-
er, as we improved our system further, we could see that the
structure was clearly there. The amplitude of this structure
was found to be a function of the pulse width. A typical
example of the structure is shown in Figure 3, which is a plot
of the Cs velocity distribution p(v).

CH2818-3/90/0000-094 $1.00 © 1990 IEEE
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Discussion

The structure shown in Figure 3 can be understood by
looking at the pulse-power spectrum and viewing the
Ramsey response function as a filter for this spectrum. The
Ramsey response for the tube measured in Figure 3 is shown
in Figure 4. For a pulse modulation function as shown in
Figure S, the Fourier components are given by

4
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Each of these components modulates the rf carrier to
give a pair of equal components at fy = n I where fyis the rf
carrier. Figure 6 shows this amphitude distribution (which
we will refer to as the sinxuv distribution) in relation to the
Ramsey response function. For the particular C-field used
for the tube. the separation in the Ramsey responses (i.e.. the
Zeeman frequency f7) was 38.86 kHz. The tube length L0
=12.5 ¢m: therefore, for a velocity of 130 m/sec. the modu-
lation frequency would be =1200 Hz. There are therefore
38.86/1.2 =33 components between the component at f,
and the component at fy + 38.86 kHz. Figure 61s drawn for
a 7 of about 10 psec. which places the first null in the sin vy
distribution at 100 kHz. For case of illustration. the separa-
tions of the pulse components are depicted as much wider
than is actually the case.
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Figure 6. Ramsey Response in Relation te the Pulsed Mi-
crowave Spectrum for a Narrow Pulse Width

Figure 7 shows the location of the components for the
central Ramsey transition as well as for the first upper transi-
tion. Each of the components gives a maximum current and




theretore. w the estent that the prinaple of superposition
apphies, the output current will be a4 maximum.
frequencey s then swept and the component in the output
curtent at the modulaton trequency i, (= 1T s then the
measute of the densiy of the atoms in the beam at the
veloaiy v where

[ I (4)
Phe carner is then reset to fyand £, is changed slightly to £y
+ M toenable one te look ataslightly different velodity. oy,
+ Av. then

Ao LAf (3)

Note that the components close to fy change slowly: i.e.. the
tirst stdeband pair moves by &/, the second by 2Af, and so
on. However. the components at the first upper transition
moveveryrapidlyi e, nisvery high. 1f Afis chosen such that
cach of the components at the first upper transition moves by
£oowe will again have a maximume-current situation. Then
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In other words, from these very heuristic arguments a fine-
structure velocity period of g zr, has been predicted.
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Figure 7. Main and First Upper Ramsey Response in Rela-
tion to the Pulsed Microwave Spectrum

We should note that although Av is not a function of
the pulse period 7, the amplitude of the structure certainly
will be. For example, a pulse that 1s much narrower than 1/fz
will result in a very broad power spectrum (such as that

T'he rf
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shown in Figure 6) and will consequently vield a targe ampli-
tude i the fine structure. Converselvot .2 pulse width s
chosen so as o put the nulls in the sin 4 v tunction ar the
upper Ramsey responses, the eftect will be minimized. be-
cause a smudbler share of the sideband energy isin the uppet
and lower Ramsey responses. This case s illustrated i
Pigure 8.
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Figure 80 Ramsey Response in Relation 1o the Pulsed M-
crowave Spectium tor a Polse Width chat Places
the Spectral Nullsat the € ers of the Upperand
[ ower Rantsey Responses

Measurements

The velocity measurement shown in Figure 3 was for
a pulse width of 37 psec. The Zeeman frequency for this
tube was 38.86 kHz and thus the second maximum in the sin

x/v distribution is very close to the first upper and lower

Ramsey responses. This pulse width also places the thirdand
fourth maxima in the sinx/v distribution close to the second
and third upper and lower Ranisey responses. Therefore.
there should be a clear fine structure, and indeed. this struc-
ture is casily seen in Figure 3.

The same tube with the same C-field was measured
for a very narrow (10 psec) pulse. Thisshould also resultina
clear fine structure  Figure 9(a) shows the results of thi:
measurement. {tis a little surpnising that the minima of the
distribution are so close to zero. This might be because the
polarity of the components in the first side lobe in the sina/y
distribution is reversed from that in the main lobe. Choosing
the pulse width such that the tirst null in the sinx/x distribu-
tion is at the first upper and lower Ramsey i esponses shounld
result in a minimum structure, and in fact Figure 9(b) shows
this result. Similarly, placing the second null at the upper
and lower Ramsey responses should also minimize this struc-
ture. Figure 9(c) confirms this.
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Figure 9. Measured Cs Velocity Distributions for Three Pulse Widths and Peak Microwave Powers. as Indicated. (a) 10 usec
and 3300 uW, (b) 26 psec and 3300 uW, and (c) 52 psec and 2000 uW.

Table 1: Fine-Structure Period Av for Three Cs Beam Tubes

Tube T, usec fz. kHz Measured. m/sec | Cal.ulated, m/sec
A 37 38.86 4.42 4.29
A 10 38.86 4.59 4.48
B 10 33.43 2./9 2.81
C 20 30.55 3.67 3.79

Table 1 presents a comparison of the measured and
calculated [trom Eq. (¥)] fine-structure periods for v.e cases
shown in Figures 3 and 9(a), as well as for measurements
made on two other tubes from two other manufacturers.
Each of the tubes is between 12 and 13 cm long. Note that
the two calculated Av for the two different 7's for tube A
were for two slightly different velocity ranges, and hence are
slightly different. In general, the agreement between the
calculated and measured A’s is excellent.

Conclusions

A fine-structure feature on the velocity distribution
of Cs beam tubes, as measured by the pulsed microwave
power technique, has been identified and quantified. This
feature was shown to result from the existence of lurge
spectral components at the frequencies of the upper and
lower Ramsey responses. It has been shown that this feature
can be minimized by choosing the pulse width such that the
nulls in the microwave power spectrum ure at these upper
and lower Ramsey responses. Specifically, this means that
the pulse width should be chosen to be an integer multiple of
the reciprocal of the Zeeman frequency. A simgle theory
was developed to enable one to predict the fine-structure
period as a function of the beam velocity, the tube length,
and the Zeeman frequency. This theory employed the con-
cept of the Ramsey response pattern as an electrical filter.
This concept may be useful in other tube studies, e.g. those
of modulation effects. Also, measurements were presented
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that demorstrated close agreement betwern the measured
fine-structure period and the calculated one. Finally, it was
shown that the fine structure virtually disappears if the pul «
period is chosen to be an integer multiple of the reciproca” of
the Zeeman frequency.
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FORTY-FOURTH ANNUAL SYMPOSIUM ON FREQUENCY CONTROL
TOTAL PROCESS CONTROL
AND ITS IMPLEMENTATION IN THE
MANUFACTURING OF CESIUM BEAM TUBES

Emil R. Straka, Richard W. Sarrica and Ladell Hansen
Hewlett Packard Co., 5301 Stevens Creek Boulevard
Sata Clara, California 95052-8059

ABSTRACT

The Total Quality Control (TQC) operating
philosophy as practiced at Hewlett Packard 1) focuses
on customer need and expectation, 2) makes a total
commitment to quality, 3) emphasizes universal par-
ticipation and teamwork and 4) results in continuous
process improvement methodology. The resultant
Total Process Control (TPC) provides the key to
achieving improved quality and higher productivity.

This philosophy is practiced throughout HP and in
particular in the manufacturing of atomic frequency
standards. TPC training and its implementation in-
volves all personnel: production operators, managers,
supervisors, production engineers, manufacturing
and component engineers, buyers, schedulers and
quality engineers.

In this paper, the specific application of several
analytical TQC tools will be discussed. One example
deals with the restructuring of the method of handling
the cesium beam tube (CBT) work orders. The result
was a reduction of manufacturing cycle time as well
as a reduction of the total work-in-process inventory.
We observed a corresponding improvement of the CBT
performance. This paper also discusses TPC influence
on existing and potential suppliers of CBT parts. Clear
statements of expectations and measures of success
have led to benefits for all parties concerned.

IMPLEMENTATION OF TQC

Implementation begins by establishing a sound
foundation through extensive training in TQC fun-
damentals. At HP the class instruction extends over
twelve weeks and includes application of each step
which is shown in the Process Improvement Method,
Figure 1. In order to accomplish this, class members
choose projects to which they will apply the steps of
CH2818-3/90/0000-98 $1.00 © 1990 IEEE

the process. This learn-as-you-go technique has
proven very effective. Training involvement is univer-
sal. All employees in the factory undergo the training.
Training is not limited to production personnel; sup-
port people also become accomplished which conse-
quently leads to widespread understanding of the
TQC vocabulary and analytical tools.

Universal participation leads to several ad-
vantages:

1) acommon vocabulary is developed for describ-
ing processes and performance.

2) technical capabilities are  expanded
throughout the work force. This provides
leverage in interpreting data and in identify-
ing changes in processes and performance.

3) there is quicker response to deviations in
process or performance.

4) the work force plays a greater role in monitor-
ing and recording performance data. Produc-
tion line operator motivation improves as the
results of their work become visible.

5) a variety of analytical tools (eg: control charts,
Pareto diagrams) are made available. Their
usefulness is better appreciated and under-
stood.

6) timely, factual information is available for
support in making decisions.
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FIGURE 1. Flow diagram which defines the steps in the TQC Process Improvement Method.

Details of the steps in the Process Improvement
Method have been discussed in a previous paperl!l.

APPLICATION OF TPC TO
PRODUCTION OF CESIUM BEAM TUBES

Over the years, HP has promoted efforts to improve
manufacturing efficiency. One way to do this is to
reduce manufacturing cycle time. Cycle time is
defined as the time interval which begins when work
commences on a group of products. In our case, the
group consists of five CBTs. The cycle interval ends
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when the first of the five CBTs is complete. One
advantage to such a reduction is that the in-process
inventory is correspondingly reduced. Longer cycle
time implies that more material is lingering in the
plant for longer periods. The cost of such inventory
becomes a source of increasing concern.

In order to further address the issue of cycle time
reduction, a task force was formed. The task force
consisted of production supervisors and their
manager, production engineers, a production
scheduler, an accountant and a consultant engineer




from a different production line. This group worked
with the production line operators to employ TQC
tools to help define the existing state of affairs. The
tools included process flow diagrams, cause and effect
charts, time-series charts and Pareto charts.

The task force had been previously exposed to the
Demand Pull production philosophy which has been
practiced at other HP divisions. The existing
philosophy employed in CBT production is called the
Push philosophy. Figure 2 compares the differences
in inventory and product flow for some imaginary
manufacturing line which has four process stages.

Two Philosophies of inventory Flow: “Push® and "Demand Puli®.

P FINISHED
/7 PROCESS PROCESS PROCESS PROCESS GOODS
| m A > [:] > c ] INVENTORY

inventory &

Parts Flow

s aEEB D 8
A
Push System HHHH
Y H R Hp B
Demand med med m o
Sy W D St

FIGURE 2. Flow diagram, inventory and product flow
for an imaginary production line operated in two man-
ners: Demand Pull and Push systems. Each square
represents a production unit.

The Push philosophy operates according to the
following rules:

1)  Run each process at 100% speed.

2) Push the product forward, whether the next
process needs it or not.

3) Keep people busy at all times by building
inventory. (Part of the psychology is that
workers feel guilty if they are idle. Super-
visors probably feel worse!)
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The Demand Pull philosophy uses these rules:

1) The signal to build comes from the next
process and originates at the output end of the
line.

2)  An upper limit is set on the amount of inven-
tory which is permitted to exist at any given
point in the line.

Let’s examine how the Demand Pull system
works. When an opening occurs for two units in
Finished Goods Inventory, a signal is sent for two
units to move up from the inventory at Process D.
(Finished Goods Inventory pulls in two units.)
Process D pulls material from the inventory at
Process C and replenishes the inventory at D. This
Pull process trickles back through the line. The actual
throughput of the line is determined by the process
stage with the least capacity. If throughput is to be
increased, the capacity of the ‘“bottle neck” process
must be increased.

Two advantages to the Demand Pull system are
obvious:

1) The inventory is well controlled and the cost
of the inventory should be lowest in the
Demand Pull system.

2) If a defective part is found, the Demand Pull
system has fewer parts to inspect, reject or
repair. Costs due to this type of problem are
minimized.

After having reviewed the status of the CBT
production system, the task force decided to imple-
ment the Demand Pull system. In order to establish
a better common understanding of the concepts of
Demand Pull, all members of the task force were
required to read The Goall2),

The strategy would be to bring in Demand Pull in
phases. The goal was to reduce cycle time by 35% and
accomplish this within 1 year of beginning the project.




SIMPLIFIED CBT PROCESS FLOW DIAGRAM
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FIGURE 3. Simplified flow diagram which defines the
CBT Production process.

Figure 3 is useful in describing how the project
proceeded. First, an upper limit was established for
the stock level in Finished Goods Inventory. The
Demand Pull process was applied to the Vacuum
Bake and Age & Test processes. It was here that we
were able to work on methods for signaling backwards
in the line when materials were to be moved forward.
After the system was operating smoothly at these two
stations, we expanded Demand Pull to include Weld
and Align,Wire. This expansion went quite smoothly.

When we considered applying the Demand Pull
method to the Build Assemblies stage, the situation
was complicated by the nature of that stage: Build
Assemblies takes in parts and subassemblies from
several process areas. Build Assemblies is not the
result of a simple linear flow of parts; it is better
described as a “merging’” of parts. It was at this point
that we decided to diverge from a pure Demand Pull
process. We instituted a Push-Pull process. We had
expected at the beginning of the project that we would
have to develop a “custom fitted” system to match our
manufacturing process. Each production line is uni-
que and should require some form of specialization.
Currently, the hybrid Push-Pull method extends
from Build Assemblies back through Cleaning. The
impact of the changes have been significant.
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RESULTS OF THE
DEMAND PULL METHOD

We used cycle time, amount of work in process
(WIP) and aging time as measures of the success of
the project. Each of these improved markedly as the
following graphs show.

Cycle Time

CYCLE TIME FOR CBT MANUFACTURING
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FIGURE 4. Cycle time for cesium beum tube manufac-
turing. The results of attempts to reduce cycle time are
shown before and after the Demand Pull process was
instituted.

Figure 4. is a time-series chart which demonstrates
that early attempts to reduce cycle time had a positive
effect. Even though the trend is downward, there was
an erratic nature to the cycle time. When Demand
Pull was instituted, we observed a significant drop
and even more important, the consistency from group
to group was much better. This improved consistency
is one of the benefits of Total Process Control. The
cycle time is reduced approximately 40% due to the
Demand Pull method and nearly 60% as a result of
overall efforts.




Work In Process (WIP)

Aging Time

REDUCTION OF WORK IN PROCESS
DUE TO SHCRTER CYCLE TIME

FINEK
TEST ASSEMELY SUB-ASSEMBLY g ”
[ =] [ i o

_ WORK IN PROCESS (ARBITRARY UNITS)

BEQAN DEMAND PULL

9
o

NN ROR

RN - . LN
Y — 2N

SANNNUNNNRRRN SRMOMNOE . ¢ . ¢
R S S S S G S A S

R WA

DATE BY MONTH

TIME REQUIRED TO AGE CBT

__CBT AGING TIME (ARBITRARY UNITS)

eof

gL
fh hill HJ L WL

A A i o

SEQUENTIAL WORK ORDERS

FIGURE &. Work In Process for cesium beam tube
manufacturing. Inventory levels at three process stages
and Finished Goods Inventory. WIP declines as cycle
time shortens and drops dramatically when Demand
Pull is instituted.

It is clear from Figure 5 that the greatest level of
WIP occurred in the Age and Test stage. Efforts to
reduce cycle time had most impact on the Age and Test
stage although all stages were affected. The WIP was
reduced about 70% due to overall cycle time reduction.
WIP was reduced about 50% relative to the level
indicated when Demand Pull began.

Figure 5 is particularly meaningful in terms of the
financial impact on the department. Simply stated,
70% fewer dollars were required to be invested in
inventory. Previously, a larger investment was re-
quired for the department to operate.

It also was made clear to production line manage-
ment that the Age ~.nd Test stage was no longer the
bottleneck that it had once been. The volume
processed through this stage was fairly constant over
the time period displayed in Figure 5. Figure 6 helps
us to understand how the bottleneck disappeared.
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FIGURE 6. CBT aging time. The time required for CBT
output to stabilize declined as the cycle time was
reduced. Each dot indicates the average aging time for
each group of 5 CBTs. The error bars indicate the
longest and shortest aging times for the group.

This time-series chart shows the improvement in
aging cycle as the cycle time was reduced. If we con-
sider the average aging times, overall time is reduced
more than 70%. If we consider the behavior after the
beginning of Demand Pull, the improvement is about
65%. Of most significance is the tightening up of the
aging ranges once Demand Pull was instituted.
Early on, the longest aging time in a group was 5 or 6
times the shortest aging time. Statistical variations of
this ratio are evident. After the Demand Pull began,
the variation was reduced to a factor of 2 or three, with
less frequent occurrence of wide spreads.

The significance of the tighter spread in aging times
is that we can now more easily predict the throughput
in the Aging and Test stage. That stage is no longer a
bottleneck.




We postulate that the improvement in aging is
related to the fact that the parts now spend a much
shorter time in process following cleaning. Conse-
quently, less adsorbed gas is introduced to the CBT.
Therefore, the vacuum bake process is not so hard
pressed to eliminate gases.

Having achieved a shorter aging time (a benefit not
foreseen) we decided to use aging time as a measure
of process consistency. This is best monitored in the
form of an X-Bar, R control chart which is shown in
Figure 7.

The time-series chart (Figure 6) is excellent for
determining the extent to which an improvement is
made. Once the improvement goals have been

achieved, it is necessary to establish a measure of the
statistical variation of the new process. The control
chart, as in Figure 7, does this and aids us in main-
taining control of the new process.

SUMMARY, PRODUCTION
LINE ACCOMPLISHMENTS

The goals were achieved. Cycle time was reduced
40% compared to a goal of 35%. This was accomplished
in 9 months compared to a goal of 12 months. Other
benefits include a reduction of WIP by 50%, reduction
of aging time by 65% and a tremendous boost in
motivation and sense of accomplishment with produc-
tion line operators because of these results and the
recognition they received.

CONTROL CHART FOR CBT AGING
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FIGURE 7. CBT aging control chart. The top chart is an X-Bar chart where each point is the average aging time
for each group of 5 CBTs. The lower chart is a range chart (R chart) which shows the range of aging for each
group of 5 CBTs.
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APPLICATION OF TPC
TO AN EXTERNAL SITUATION

By including this application with this discussion
it is possible to give an example by what we mean by
Total Process Control. Here we emphasize that con-
trols are applied to the total process, including what
takes place with our suppliers.

At issue was the performance of a supplier which
we shall identify as Supplier A. Our quality records
indicated that this supplier did not meet the basic
incoming quality standards namely, the rejection rate
was greater than 1.0%.

The first action on the part of HP was to establish
a commodity team to deal with Supplier A. The team
consisted of a manufacturing engineer, a quality en-
gineer, a cesium beam tube engineer and the buyer
who deals with Supplier A.

The first action of the commodity team was to
specifically identify the concerns. This set of concerns
was then transmitted to Supplier A.

After Supplier A had time to digest this informa-
tion, the commodity team scheduled a meeting which
was to take place at Supplier A’s plant. A question-
naire was sent to Supplier A several weeks beforehand
so that they would have an idea of the nature of the
questions and concerns. The objective of the visit was
four-fold: 1) to establish rapport, trust and common
understanding of the concerns, 2) to discuss the issues
and identify the problems, 3) to assist Supplier A in
setting up TQC methods and tools as needed and 4) to
initiate corrective action.

We used TQC tools to help define and prioritize the
defects. Specifically, Pareto charts were helpful in this
respect. In presenting the data to Supplier A, Figures
8 and 9 were used. Of all the HP parts that Supplier
A makes, Figure 8 shows which pieces had the most
defects. The next stage in the analysis involved creat-
ing a Pareto chart for each specific part. In Figure 9,
the characteristic failure modes for one part number
are presented.

SUPPLIER A
DEFECTIVE PARTS UAN.1987 - SEP.1987)

_ NUMBER OF DEFECTS
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PARTY NUMBERS

o

FIGURE 8. Pareto chart for defects found at incoming
inspection. Each column refers to one particular part

type.

SUPPLIER A
DEFECTS: PART #0508X-XXXX1 (2/85-9/87)
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FIGURE 9. Pareto chart for defects found in a single
HP part type. Each column refers to a specific dimen-
sion or other attribute which was an inspection
criterion.

In this example, it is clear that a majority of defects
are dimensional. The few remaining defects are cos-
metic. Prior to making the visit, the commodity team
suspected Supplier A's manufacturing methods or
lack of process control as potential sources of trouble.
As a result of the cooperative visit, the source of the
problem was determined to be differences in inspec-
tion methods at the two facilities.
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Corrective action was initiated before the visit was
concluded. Both parties agreed to specific actions and
a decision was made as to who would take respon-
sibility for the various tasks. The summary of the
corrective action items was as follows: 1) a common
inspection tooling and methodology was established.
2) HP and Supplier A were to use identical written
procedures to perform inspections. An important fea-
ture of the agreement was to emphasize the use of
readily available, generic inspection tools. This
avoided any complications which might arise from the
use of specialized tools which would require an un-
usual level of expertise in order to be used correctly.

In addition, the commodity team confirmed the
expectation that the incoming inspection defect rate
must be less than 1.0%. A plan was agreed upon
wherein Supplier A would strive to meet modified
defect rate requirements during the ensuing 12
months. HP would deliver a bimonthly progress
report to Supplier A.

Figure 10 shows the performance goal and the
actual performance of Supplier A. After 4 months, the
performance of Supplier A was excellent. Figure 11
shows the 24 month performance of Supplier A. These
two graphs represent the type of progress report
which was provided to Supplier A.
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FIGURE 10. Performance goal and actual perfor-
mance of Supplier A.
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FIGURE 11. Long term quality performance of Sup-
plier A.

SUMMARY, EXTERNAL SITUATION

By working with Supplier A, the commodity team
was able to focus the efforts of the two companies. This
constructive effort resulted in developing an under-
standing so that the supplier is now able to meet our
quality requirements on a sustained basis. The two
parties took a potentially antagonistic environment
and developed it into one of cooperation, trust and
success.

CONCLUSION

Application of TQC principles and tools, both inside
the factory and out, has led to improved quality, lower
manufacturing cost and an improved motivation level
for all involved. The Total Process Control which has
resulted from the application of these tools is evidence
of the value of such methods.
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Abstract

A new incxpensive frequency calibration service
from NIST is now available. This service takes advantage
of the operation of the NIST Automated Computer Time
System (ACTS), which was begun in 1988. Software to
access the service from several types of computers was
released at the same time. Time and frequency
dissemination by this modest-accuracy service depends on
the reciprocity of the telephone system. The round-trip
delay is measured by the NIST equipment. The advance of

and stability of ACTS is based on the assumption that the
telephone path for the sending and recciving signal is
reciprocal. Under this assumption, the round-trip time is
measured by an automatic system at NIST, and a time
marker in the time-code is then advanced in order to arrive
at the user’s site on time. The basic equipment needed is
a telephone line that can call (303) 494-4774, a modem and
a simple circuit outlined in reference 3 to generate an on-
time one pulse-per-second (1 pps) or onc pulse-per-two-
seconds. It was evident from the preliminary measurements

an on-time marker is adjusted so as to arrive at the user’s that the modems contributed substantially to the

site on time. A frequency calibration method taking uncertainties of the measurements.

advantage of this service has been designed and preliminary

tests conducted. A computer is not required to access this A block diagram of this method is as follows:

service. All that is required is a telephone modem, a

simple peripheral circuit to generate an on time marker and

standard time and frequency measurement and data P ‘

processing equipment. T mu' Mq:km tpps [Time Inmerval :

ACTS [ Pulse —&» Measurement ja@——{ Clock | :

‘ . Ciscuit a

Introduction, Review and Relevant Statistical Measures Oﬁ}’n‘“” ‘
: : calibra%ed

The intent of this paper is to demonstrate an Processing

extremely cost-effective, modest-accuracy method of

remotely obtaining time and frequency via a telephone : User Equipment .~

modem. The time and frequency so obtained are traceable

to the National Institute of Standards and Technology’s

(NIST) time scale, UTC(NIST). We will demonstrate the Proper processing is essential for the best

accuracy and stability of both time and frequency available
with this technique. [1]

The Automated Computer Time Service (ACTS)
system has been described previously [1-3]. The accuracy
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calibration accuracy. The accuracy is a function of the
calling rate, the modem used, and the quality of the
oscillator employed. The time accuracy limit for NIST
ACTS is about a millisecond. A good choice of modems
gives a time stability of NIST ACTS of better than 0.1 ms.

In order to test the reciprocity of the telephone
transmission system, we used the same brand of modems at




each end. We tested at both 300 bits/s and 1200 bits/s on
a local telephone switching network. Finding the 300 bits/s
to be better, we then used it over a long distance (from
WWVH, Kauai, Hawaii to NIST, Boulder, Colorado) where
both land-links and a satellite-link were involved.

We use a basic statistical theorem to evaluate the
time and frequency stability and accuracy. If a time series
has a white spectrum (the sequential values of the time
series are random and uncorrelated), then the optimum
estimate of the mean is the simple mean.

The confidence on the estimate of the mean is the
standard deviation of the mean, which is the standard
deviation divided by the square root of the number of
values in the series. If the series does not have a white
spectrum, then the standard deviation of the mean will not
be an unbiased estimate. In some cases, such as a 1/f
spectral density for the random deviations, the standard
deviation and the standard deviation of the mean are not
convergent, and hence are not useful measures.

We define the following measure, which is equal
to the standard deviation for t equal to the data spacing
and to the standard deviation of the mean for t equal to
the data length [4,5]

6 (t) = txmodo y(r)l‘f3_ (M)

The modo_(t) denotes the square root of the "modified
Allan variance.” [4,5] This quantity in equation 1 has the
following properties:

1) it is equal to the classical standard deviation

of the time residuals for T = Ty the data
spacing interval, if the process has a white
spectrum;

2) it equals the standard deviation of the mean
of the time residuals for T = Nt,, the data
length (N is the number of data points), if the
process has a white spectrum;

3) it is convergent and well behaved for most of
the random processes encountered in time and
frequency metrology,;

4) the t dependance indicates the power-law
spectral density model appropriate for the data;

5) and the amplitude of ox(t) at a particular
value of t provides an estimate of the spectral
density coefficient for any one of the common
kinds of power-law spectra.

We have the following relationships

Sx(f) "fps

02,(1:) ~ (2)
p~-n-1,
-2 < n <4,

where S (1) is the spectral density of the time residuals, x,
and B denotes the kind of power-law spectrum. Given a
log ax(t) versus log t plot, the slope of the values will
nominally follow a slope equal to n/2 for power-law
spectra in the range indicated. The spectral levels also can
be calculated using information supplied in NIST Technical
Note 1337 {4].

If a set of time or phase residuals has a white
noise spectrum (B=0, n=-1), a linear regression to the
residuals gives the optimum estimate for the mean time
(the mid-point to the fit) and to the frequency (the slope
of the fit). If the linear regression equation for the nth
value is given by

X(n) - a, + ajn, 3)

for a set of N measurements with standard deviation o,
standard deviation of the mean Om and a data spacing Ty
then the mean value is

- a,N
X=-a, + —. 4)
)
The confidence of its estimate is 0 m

(o]

6, ~ —
/N )

- 0,(Nt,)

The confidence, spon the frequency estimate, ap, is given

by :

3
5, = y12 o N ¥z, )
- 2 modo y(N‘to ).
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If the residuals do not have a white spectrum, then
ox(Nto) and 2modo (Nts) will take on different values
than the first equation listed in (S) and (6), respectively.
These different values will be in a direction to accomodate
the improvement or the degradation in the confidence
intervals appropriate to the particular power-law spectra
noise process.

Time and Frequency Stability and Accuracy of ACTS

Measurements Using a Local Switching Network

For the modems we used, the 1200 bits/s rate had
an instability which was about two to three times that
obtained using 300 bits/s modems. Figure 1 is a plot of
the frequency stability using a pair of 300 bits/s modems of
the same model. As stated in the previous section, the
frequency accuracy obtainable is given by 2modo_(t). We
repeated the experiment for sets of 7 000 points while still
connected to the same line to see how far we could push
the long term stability. Each sequential set gave a
frequency stability plot nearly identical to that shown in
Figure 1.

Notice that the data exhibit a slightly steeper slope
than ©3/2. The v/ model corresponds to white phase
or time modulation (PM). That the slope is steeper
indicates the presence of more high frequency noise than
white noise should have. This is probably duc to a
combination of processes such as the digitization granularity
and the asynchronous nature of modems, which are built
for communications rather than for timing. This suggests
that less short term noise could be obtained if a modem
were designed and built for accurate and stable timing. In
any case, wc sce that the data are averaged at least as
quickly as white noise, anu that accepting a white noise
modcl is conscrvative.

We found that the approximate ©3/2 vehavior
continued to beyond 10° s. We measured modo (t = 7
3/4 hours) = 2.1 x 0L At this integration time and
longer the spectrum was no longer white. This measure
implies a frequency calibration accuracy of better than one
part in 10 Y with an integration time of t 2 10" s.

The time stability, Ox(‘! = 2 s), as shown in
Figure 2, was about 55 ps for the local network, which
would yield o (v = 2 x 104 s) = 550 ns. This turned out
to be statistically significant as long as we maintained the
same connection. We measured ox(t = 14 000 s) = 230
ns—a smaller number than predicted with the assumption of
white noise PM. As before we assume this smaller number

is due partially to the digitization and asynchronous noise
in the modems.

One application of time stability is the
maintenance of synchronization. In principle it seems that
one could maintain synchronization to less than 1 gs once
a path (particular connection) was calibrated. If connection
is lost and a good enough cluck exists to fly-wheel time to
1 ps over the next 10° s while recalibrating, then the 1 ps
synchronization accuracy could be maintained. This method
may be convenient in a local calling area.

If connection is lost and no fly-wheel method for
rccalibrating exists, then the time stability degrades
markedly from the white PM model. We will show the
amount in the long-link analysis in the next section.

Mecasurements via long-link

We chose the path between Boulder, Colorado
(NIST) and Kauai, Hawaii (WWVH) because of known
reference clocks on each end and because the link involved
both land and satellite paths. We made mcasurcments
more than once a day on some days as well as nominally
once per day over a few weeks. As is the case with white
noise the variance appearcd to be interval independent.
The variance was much larger from call to call than during
a cafl.

Figures 3 and 4 for this long-link mcasurement
using ACTS correspond to Figures 1 and 2 for the local
switching nctwork. In Figure 3 we mecasured
modo (t=5125) = 1 x 10 with the /2 behavior
(white PM) being a reasonable model. Some departure
from this power-law spcctra is observed, and again we
assume this dcparturc to bc driven in part by data
quantization and the asynchronous nature of
communication modems. If the trend in Figure 3
co‘r‘\tinucd, we should achieve a stability of 1010 5 ¢ =
10”7 s.

Figurc 4 is representative of scveral such curves
we plotted.  We obtain the following results for time
stability and frequency accuracy calibrations. The values of
ox(t =2s) ranged from 65 ps to about 90 ps, and reached
values less than 10 ps in almost all cases at T = 100s. As
with the local network, the standard deviation of the mean
was only statistically significant as long as connection was
maintained.

Figure S is a plot of one sct of the time difference
measurements. Each diamond symbol represents one
measurement of the NIST ACTS time transfer, taken every
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2.5 seconds. The symbols are simply plotted at the relative
time of the measurement. The digitization and
asynchronization effects are obvious in the apparent curves
that the eye resolves, though these curves do not represent
consecutive measurcments.

Figure 6 is a plot of o (t) using as input the
mean values from several scts of data, the connection being
broken after each measurement. We measured a white
noise level of ox(t=1.9d) = 270 ps, a degradation of
about 3 or 4 from the 2 s mcasurements. The mean value
of 15 measurcments was 219 us with a standard deviation
of the mean of 70 us, indicating that there are some
systematic errors in the ACTS system. Thus time transfer
accuracy, or synchronization, at the 1 ms level is quite
reasonable with ACTS, out systematics appear to limit the
time accuracy at the few hundred ps level

Figure 7 shows a modo (%) diagram for the
average values. It is apparent lhaz with about a week’s
worth of measurements taken a few seconds per day to
assure statistical veracity, we can obtain NIST traceability
of frequency accuracy at better than 1 part in 10°. This
could be done automatically using low rates of calling, that
is, a rate such that the telephone charge would be less that
$2 for the whole time.

The confidence on the frequency calibration can
also be written as follows:

V12 0 ,(x)
yNT

1

14 (7)

where T = Nt . is the data leagth. Equation (7) holds if
ithe spectrum of the time deviation is white, which appears
to be the case from Figure 7. The confidence improves as
the data length and as the square root of the number of
measurements.  Various options can therefore be among
calling cost, desired accuracy and the amount of time to
obtain the calibration. The fastest way to obtain a
frequency calibration is to stay connected to take advantage
of the better short-term stability. If a user wishes to
maintain connection, please call (303) 497-3294 for
arrangements for a special line; otherwise, an automatic
disconnect occurs after 55 s. It appears that an accuracy of
better than 1 part in 109 could be recached in less than 104
s for the leng link. Time accuracy, on the other hand,
cannot be improved much by averaging because of the
apparent biases present.

Conclusions

A comparison of the time accuracy, the time
stability, and the frequency calibration accuracy is plotted
in Figure 8 for several current time and frequency
disscmination syste.ns. We sece that the accuracies and
stabilitics for ACTS are quite competitive with some of the
other traditional ways of obtaining traceability to NIST. In
addition, Figure 9 indicates the cost effectiveness, which
makes the ACTS calibration approach extremely attractive
for the range of accuracies and stabilities it provides.

Figure 10 is a plot of the fractional frequency
stability of the ACTS calibration approach compared with
a wide vanety of other techniques. The figure shows that
a calibration accuracy of better than | part in 107 is readily
and inexpensively obtainable either from a single long call
or from a sequence of short calls averaged over a few days.
With 300 bus/s modems of the same model, time
accuracics better than 1 ms arc available cither by land
and/or satellite links. Time stabilitics puise-to-pulse are
better than 0.1 ms, but from call to call degrade 1o about
0.3 ms.

The ACTS telephone number is (303) 494-4774.
Examplc user software can be obtained for $35 by calling
(301) 975-6776 (rcfer to RM 8101, software for Automated
Computer Time Service) ({2.3]. The broadcast time code
includes the Modified Julian Date, the ycar, month and
day, the hour, minute and second, advanced alents for
daylight savings time and for lcap scconds, the time
difference between UTC and UT! (earth time), and the
amount by which the time codc is advanced in order to
arrive at the user’s site on time.

The system will work at 1200 or 300 bits/s. Using
a varicty of modems, we observed much larger inaccuracies
and instabilitics than rcported above - amounting to a few
milliscconds. We found that 300 bits/s modems from a
single supplier were the best combination.
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Figure 1. A plot of the fractional frequency stability, modo_(t), for UTC(NIST) as accesced over a local telephone
switching network via the NIST ACTS system. The confidence on a frequency calibration is given % "modo_(t) The
)

stability was analyzed for t valucs longer than those shown, and the same nominal white PM (1:'3 modclycontinued
douwn to a level of about 3 x 107",
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Figure 2. A plot of the time stability, ax(t), of UTC(NIST) as accessed through the NIST ACTS system over a local
telcphone switching neiwork. The stability improves to better than 1 ps for long enough integration times. This stability
is lost when connection is broken. If, for example, a quartz oscillator couid fly-wheel and maintain a microsecond accuracy
while the system was being recalibrated via ACTS, then a system accurate te less than 1 ps could be maintained in the long
term. This idca might be useful in a local calling network where there would be little expense for a dedicated line.

UTC(NIST) via ACTS with 300 B ts/s MODEM
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LOG MOD SIGy(TAU> Q0. 2 s pts taken at WWVH
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Figure 3. A plot of the fractional frequency stability, modo_(t), for UTC(NIST) as accessed over a long-link telephone
network using the NIST ACTS system. The long-link involvéd both land-links and a satellite link between NIST Boulder,
CO and WWVH Kauai, HI. The confidence for a frequency calibration is given by 2modo_(t). The data in this figure
would indicate that a frequency calibration accuracy of less than 1 part in 10” is available from a continuous long-link
connection with an averaging time greater than about an hour.
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Figure 4. A plot of the time stability, o (1), of UTC(NIST) as accessed using the NIST ACTS system over a long-link
telephone network using the NIST ACTS system. The long-link involved both 1and-links and a satellite link between NIST
Boulder, CO and WWVH Kauai, HI. The stability improves to less than 1 ps for long enough integration times. This
stability is lost when connection is broken. A single measurement has less instability than the noise introduced in repeated

calls.
WWVH - UTC(NIST) vis ACTS: 1000. 2 » SEQUENTIAL READINGS

33 MINUTE RECORDING
00
350 F* o oo @ . . ' A
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g 150 ‘ ' ... o./i::
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COUNTING NUMBER OF THE MEASUREMENTS; 2 SECONDS EACH

Figure 5. A plot of the individual ACTS measurements, each taken with two seconds spacing and with 300 bits/s modems
of the same model at NIST Boulder and at WWVH Kauai. Each diamond symbol represents one measurement of the NIST
ACTS time transfer. The symbols are simply plotted at the relative time of the measurement. The digitization and
asynchronization effects are obvious in the apparent curves that the eye resolves, though these curves do not represent
consecutive measurements. The mean value is 209 ps and ux(NtO) < 10 ps. Hence, biases in ACTS limit its accuracy.
The accuracy appears to be well under a millisecond.




UTCCNIST) VIA ACTS AT VH [LONG-TERM AVG )
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Figure 6. A plot of the time stability of the average values, Ux(t). Each call accesses UTC(NIST) via ACTS through a
300 bits/s modem at WWVH Kauai. The benefit of averaging the individual call’s average value is illustrated by this plot
since the values have a white spectrum (1'1 ). This plot shows that a repeated set of short calls, reasonably spaced, is
more economical for a frequency calibration; see equation (7).

UTC(NIST) via ACTS with 300 Bitgfs MODEMS
LOG MOD SIGY(TAU)Y from 15 avg values taken over 27 days
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Figure 7. A plot of the fractional frequency stability, modo_(t), obtained from the average values of a series of calls with
average spacing 1.9 days. Since the spectrum appears to be nominally white (/%) and the calibration accuracy is
2modo (t), we see that calling once each night (when calls are less expensive) for about a week yields a frequency
calibration of better than 1 x 107,
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Figure 8. This bar chart compares the time accuracy, the time stability from day to day and the frequency calibration
accuracy of several of our current dissemination systems.

GPS GPS 2-Way  Lonan-C  GOES WWV  WWVB Tel.
Common-View S/A Satellite WWVH ACTS

Log Cost -
Product
Effectiveness
(logM$ns)

Figure 9. This chart illustrates the cost times the day-to-day time stability as a measure of the cost effectiveness of various
time and frequency dissemination systems that are currently available. The units are mega-dollar nanoseconds. The further
the bar goes down - the more cost effective the system.

115




* 107
»
© 107
2 .
%' 10
q -9
A 10
é. E 1070
°h
S 10"
g =
o) -g ‘o-l2
d . -13
8 10
oa .
15 10 14
&
'o"s
lO-IG

Tel. Reciprocity *
3008148 Modem

4

%, .
’//,,‘
%,

Nominal Fractional

[Ter Recprocty * Frequen%); Stability
L wwv o wovh | Possible Frequency

Calibration Methods

Time Transter via
TV Line-10 or Loran-C

" GPS Common View
and 2-way Satellite”

1 [ i ] i | . 1 ] 1

100 10" 102 100 w* 100 w® 10 1ot

Sample Time, 1 {s)

Figure 10. This fractional frequency stability plot compares most of the currently available time and frequency dissemination
systems. The “*" indicates where modo_(t) has been used in order to distinguish if the deviations have a white PM
spectrum.  Otherwise, the conventional @ (t) is used as the stability measure. The stability of the reciprocity of the
telephone lines clearly makes this service a competitive one for the low accuracy user.
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Abstract

I'he synchronizauon of digital telecommunication
networks requires solutions different from those
traditionally used in the time and frequency industry.
New approaches are needed to solve the special
problems inherent in the distribution of timing between
system nodes across communications lines.

This paper describes the problems which occur in
synchronization of digital telecommunication networks.
In addition the architecture of the FTS 3800 Timing
Signal Generator is described. The 3800 has been
designed to respond to some of the problems with
existing synchronization equipment. Details of the
design and performance will be presented.

Introduction

The telecommunication network in the US has largely
changed from an analog system to a digital system over
the past 10-20 years. The transition to a digital network
has imposed a requirement that all equipment in the
system be synchronized in frequency. There are tens of
thousands of pieces of equipment in the telephone
system which must all run at the same frequcncy (to
within 1e-11). The requirement comes from the
practical necessity of having finite sized data buffers.
Disparate data rates result in buffer slips, which in turn
disrupt data transmission.

It would be prohibitively expensive to provide each
piece of equipment with its own primary frequency
standard. The telecommunications industry instead
relies on a limited number of primary frequency
standards to which all the other equipment is
synchronized. A standard approach and system
architecture has evolved over the past decadc, which

CH2818-3/90/0000-117 $1.00© 1990 IEEE
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makes it possible to inexpensively distribute timing
throughout the network.

This paper will describe the basic approaches used in
providing timing in such a diverse environment.
Emphasis will be placed on aspects which may be new
to individuals familiar with precision time and
frequency generation.

The current system is not perfect, and new applications
and requirements require that the timing in the
network be held to tighter and tighter tolerances. This
has generated a need for new equipment, which can
provide improved performance to meet the needs of
the system as it evolves.

The remainder of the paper will discuss the
architecture, features, and performance of a new
instrument, the FTS 3800. The 3800 is a clock which
has been designed to synchronize to a master timing
source and distribute timing to other equipment. The
3800 was developed to meet the current needs and
support the requirements demanded by some of the
new features being introduced into the telephone
system.

Telecommunication Synchronization

Synchronization Hierarchy

There are two basic approaches used by the industry to
distribute timing in a network. The two approaches are
not exclusive, and some mixture is usually used.

The most common model is a hierarchic system. A
single master clock sits at the top of the network, and
produces the reference frequency. The master clock is
called a Stratum One clock. Timing is passed down
from the master clock to the other clocks. One step
down from the Stratum One clock are Stratum Two
clocks. These are slave clocks which are phase




(occasionally frequency) locked to the Stratum One
master clock. The Stratum Two clock typically contains
a high quality ovenized quartz oscillator, or rubidium
frequency standard. There are a limited number of
nodes which contain Stratum Two clocks, from which
timing is distributed to Stratum Three nodes. A
Stratum Three clock contains a lower quality OCXO or
a TCXO. Stratum Four clocks are normally used only
at the end of a synchronization chain and do not pass
timing to other clocks. The basic rule in this hierarchic
system is that no clock can provide timing to a clock of
a higher stratum.

The other common approach is plesiochronous timing,
in which each node contains its own master clock and
no synchronization is used between nodes.

Today, a mixture of the two techniques is commonly
used. A network will often contain several
plesiochronous islands with their own master clocks.
Within each island timing is distributed hierarchically.

Inside a single network node there are many picces of
equipment which need to be synchronized. The
preferred architecture is based on a Building
Integrated Timing Supply (BITS) clock. The BITS
clock is synchronized to an incoming data stream to
generate the master timing. It distributes timing signals
to synchronize all the other equipment at the node.
This approach simplifics the synchronization
engincering and trouble shooting,

A key element of the BITS architecture is a device
called a Timing Signal Generator (TSG). A TSG is a
Stratum Two or Three slave clock. In addition to its
synchronizing function, a TSG also produces multiple
timing outputs to synchronize the other equipment at
the node. The TSG can cither be the BITS clock, or is
synchronized to the BITS clock to provide timing for
all the other equipment.

Master Timing Source (Stratum One)

The master timing for a telccomm network is derived
from a primary reference standard. A primary
reference standard must have a long term accuracy of
1e-11 or better when compared to UTC [1]. In
practice, the primary rcfercnce source can be a cesium
frequency standard, or a disciplined oscillator
controlled by a LORAN-C or GPS timing receiver.
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Stratum Two and Three Clocks

The Stratum Two and Three clocks are synchronized
to an external source which is traceable to a primary
reference standard (Stratum One clock). Since the
BITS clock will be either a Stratum Two or Three
clock and will provide timing for a whole node, high
performance and reliability are essential. Redundancy
must be built in at all stages to ensure that valid timing
signals are generated. The clock must accept multiple
synchronization inputs (usually two), contain multiple
oscillators, provide for redundancy at the timing
distribution ports, and allow for maintenance and
repair without disrupting operation.

The essential differences between Stratum Two and
Three clocks are rclated to the quality of the oscillators
in them. Table 1 lists some of the key performance
parameters for these clocks. Many aspects of the clock
performance are not specified (e.g. stability, phase
noise, long term accuracy).

Onc key parameter is the clocks' ability to maintain an
accurate frequency when the synchronizing reference is
not available. Without a refcrence, the clock enters a
mode referred to as holdover, in which it tries to
maintain its oscillator at the last correct frequency. The
clock performance in holdover is a function of threc
factors: the accuracy with which the clock estimates the
frequency, the aging rate of the internal oscillator, and
the thermal sensitivity of the clock.

The capture range guarantees that the clock can
synchronize to another clock of its own stratum which
is free running. There is no requircment on phase
noise, stability, wander, loop bandwidth, etc. (Somc of
these parameters will be specified in updates to current
specifications. There is a general consensus that
existing specifications allow for clocks which will not
adequately perform in the evolving network.)




Table 1. Slave Clock Performance Specifications

Parameter Stratum Two __ Stratum Three
Holdover ! < le-10 < 4e-7
Accuracy2 1.8¢-8 48 ¢-6
Capture range 3.6 -8 9.6 e-6
Phase steps 3 < lus < lus

Notes:

1 Holdover is the frequency error after one day with a temperature
change of 215 ° Cat 3° C/hr

2 Accuracy is defined as the nominal frequency of the clock without
synchronization

3 Clocks are allowed to have "rare” events in which the phase
changes by 1 us, due to internal rearrangement or diagnostic
operations

Timing Distribution

Timing is distributed on the data streams which transit
the nctwork. Most of the time a data carrying signal is
used to pass the timing; commonly these data carrying
signals run at 1.544 Mbits/sec and are designated DS1
in the industry signal hicrarchy. The DS1 signals are
framed (partitioned into discrete data segments) to
allow the receiving equipment to align itself [2].

DS1 signals can be transmitted directly between
network nodes. Frequently, multiple DS1 signals are
multiplexed into a higher rate signal, transmitted to the
next node, and de-multiplexed to recover the original
DS1.

During the transmission of the DS1 signal between
offices, the signal and timing can be degraded. In a
DS1 transmission system, rcpeaters arc nceded every
few miles to regenerate the signal to compensate for
transmission loss. The repcaters can add substantial
amounts of phase jitter. Nctwork specifications allow
up to 3.25 us of jitter at a modulation rate of 10 Hz on
a DS1 signal (Note that this is 10m radians of phase
excursion). The signal can also be completely lost, due
to a cable break, componcnt failure, or human crror.
Systems which multiplex the DS1's into a higher rate
and de-multiplex them at the recciving end add their
own sources of noise. The multiplex, de-multiplex
process will usually add jitter, due to bit (or byte)
stuffing needed to align the DS1 signals in the higher
rate strcam.

Problems with the Existing Network

The preceding discussion on telecomm synchronization
describes the way things are designed currently.
Concepts like BITS, and detailed examination of the
clocks used in the system, has allowed
telecommunications networks to normally maintain a
frequency accuracy of better than 1e-10.

While synchronization of all network ¢lements is
critical to making digital communications systems
work, it receives only the minimum attention possible
from the people in the industry. One factor is the
novelty and unfamiliarity of precision timing to
telephone engineers. The concepts of Allan variance,
phase noise, and other standard methods for evaluating
clocks are foreign to them. This makes it hard to scll
the valuc of improved timing to many telephone
engincers. They know they need synchronized timing
systems, but they don't understand the difference
between implementations. One symptom of this is the
crudity of some of the clocks uscd in digital switches.
The switch may cost $10 million, but the manufacturer
will scrimp on the oscillators to save $100, thercby
degrading the timing output of the switch.

The long service life of telephone cquipment creates
problems for timing systems. Much of the equipment in
the nctwork is relatively ancient, and was designed to
mcet timing standards that are now inadequate. The
necd to work with all existing cquipment in the
network scts a limit on the quality of timing that can be
achicved in the current network. It will be hard to
improve this situation. Since the specifications must
support the existing base of crude clocks, there is little
pressurc on cquipment manufacturers to improve their
clocks.

Maintenance of the existing timing system is difficult.
Since much of the network is comprised of equipment
and lines designed before digital communications was
common, the network can suffer from many faolts
which produce symptoms similar to synchronization
problems. Differentiating between clock faults and
other network failures is difficult, and requires scnior
personnel to visit the site and evaluate the situation.

The piggybacking of the timing distribution upon the
data strcams creates its own problems. Most telephone
personncl are primarily concerned that the data traffic
doesn't fail. Lines which carry timing can be rearranged
by craftsmen to solve traffic problems. This disrupts
the synch network, and makes tracking the timing paths




difficult. In fact, it is easy to generate timing loops, in
which whole sections of the network are isolated from
the master timing source and rapidly go off frequency.
Tracking down these sorts of problems is very difficult
and time consuming.

The Need for Improved Clocks

Current clocks in the network range from quite good to
abysmal. New clocks must be able to work with any of
the current clocks, yet still provide good timing. This
requires morc intelligence in the clock, so it can
monitor the input timing references more carefully,
and rcject them when their timing is unacceptable. It is
casy to tell when a backhoe has cut the line, as the
signal goes away. Very few clocks can tell when the
upstream clock has been left in holdover by a
craftsman, and is off frequency by 1 e-8. The ability to
detect off frequency or noisy timing inputs will improve
the quality of the timing system.

The goal of most network providers is to allow for
centralized monitoring and control of their cquipment.
A centralized Operational Support System (OSS)
allows status information to be gathered at a single
location, simplifying the operations and maintenance of
the system. Most current timing equipment lacks any
support for centralized monitor facilities.

The telecommunications industry is continually looking
for ways to increase the reliability and lower costs for
communications. Each advance to higher data rates
usually requires advances in the quality of the timing.
The ncwest system being discussed is SONET, the
Synchronous Optical Network. SONET is probably the
first system that has placed a requirement on the
stability of the timing source for its operational
elements [3]. This requirement, while not severe,
exceeds the performance of many clocks deployed in
the network.

One way to improve performance and reliability of the
network is to build more intelligence into each piece of
network equipment, and to have the equipment
communicate status over the data streams. The newest
standard for framing DS1 signals contains a data
channel embedded in the framing structure [4]. This
can be used as a network management tool to signal
failures, provide performance information, and possibly
even remotely control other equipment. A portion of
the data channel has been allocated for synchronization
messaging. While the exact message format has not
been defined, at some point in the near future a
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standard will be established. No current equipment can
handle this messaging for synchronization. SONET has
also allocated overhead bandwidth for synchronization,
but again no messages have been defined yet. Direct
transmission of synchronization status by the source
clock will enhance the reliability of the timing network.

FTS 3800 Timing Signal Generator

Architecture

The FTS 3800 is an advanced microprocessor
controlled TSG. As mentioned previously, the basic
function of a TSG is to lock an oscillator to a digital
data stream in the presence of large and noisy phase
excursions as well as occasional losses of the data
stream. The TSG uses a modular design for flexibility
and maintenance. Whilc the 3800 mects all existing
requirecments for Stratum Two and Three clocks, it has
been designed to support the new applications that are
being developed.

Figure 1 shows a block diagram of the 3800 clock.
Modules in the 3800 fall into five categories: input,
processor, oscillator, frame gencrator, and distribution.
Table 2 lists the modules currently available for the
3800.

Table 2. 3800 Module Types

DS1

cC

Sine (1, 5, 10 MH2)

E1 (2048 kHz CEPT protocol)

Input

Processor

Stratum 2
Stratum 3
Stratum 2.1

Oscillator

Frame Generator DS1

DS1

CcC

1544 kHz RS-422
56 kHz V.35

Distribution

All modules except the distribution modules are
connected via a computer bus to the processor module.
This allows the processor to extract data and control
the operation of the modules. In addition, there may be




as many as 40 distribution modules, in the main chassis
and two expansion chassis.

The 3800 modules have been designed to be removed
and installed while the system is operating. This allows
the unit to be upgraded or repaired without having to
take it out of service.

Input Modules

The 3800 accepts up to four input modules. All input
modules contain the same basic functional blocks. An
input signal enters the module and the timing is
extracted from it. The input is monitored for amplitude
and proper data format. All signals are checked for loss
of signal (LOS), while different types of input signals
are monitorcd for faults specific to their format (e.g.
DS1 signals are monitored for Alarm Indication Signal
(AIS) and Out of Frame (OOF) conditions, and
Bipolar Violations (BPV)). The phase of the input is
measured against both of the oscillator modules
simultancously and all the information is transmitted to
the processor module.

The input signal phase is measured on each input
module so all inputs (not just the sclected reference)
can be continuously monitorcd. Each oscillator
generates a 1 pps signal. The input signal clock is also
divided to 1 pps. The oscillator and input 1 pps signals
generate a phase reading once a second with a
resolution of 54 ns.

Processor Module and Operating Software

The processor module contains an 8088
microprocessor. The processor module software runs
the 3800, monitors for faults, and controls two RS-232
ports for interaction with the operator, or a remote
monitoring system.

Low level routines collect the status of each module
over the processor bus. This is used to determine if any
modules have failed. The phase of the derived input
signal timing and status of the input signals is also read.
The phase data is used to control the oscillators and to
monitor the frequency of each input signal. Signal
faults (LOS, AIS, etc.) are used to qualify which inputs
are acceptable for use as a reference.

The phase information for the sclected reference input
is used to control the oscillator modules. A digital
phase locked loop, containing both proportional and
integral terms, is implemented in the 3800 software.

The software implementation allows for the use of
variable and extremely long time constants. For the
Stratum Two oscillator, time constants in the range of
100 - 10,000 seconds are allowed. This allows the
operator to optimize the performance of the unit based
on the system configuration. Since all inputs are
monitored simultaneously, the 3800 can switch between
inputs without introducing any errors into the phase
lock loop.

The phase information is also used to calculate the
frequency over the past 100, 1000, and 10000 second
intervals. This data is stored for retrieval by the
operator. The software compares the measured
frequency against operator set limits and gencrates an
alarm when any input exceeds the limit. :{ the faulied
input is currently the reference, the s-iw) can be
configured to automatically switch to a different input.

Since the 3800 is already collecting a large quantity of
information about the input signals, its own opcration,
and the actions of the operator, an event log was added
to assist in monitoring the state of the timing system.
The event log time stamps and maintains a record of
the last 500 significant events which have occurred.
This allows the operator to look for correlations when
problems are detected.

The 3800 is highly configurable. The operator can
configure the limits at which signal faults and
frequency errors will cause the input to be considered
unacceptable, and how the 3800 will respond to the
failurc. The PLL time constant can be sct
(independently for each oscillator) anywhcere in the
range allowed for the oscillator. The oscillator
operating mode can be set (holdover, acquirg, ctc.) for
times when it is nccessary to override the default
operating procedure.

The phase data for each input is stored for 24 hours,
along with the oscillator control voltages. This
information can be extracted over the RS-232 interface
and analyzed to provide a detailed record of the input
signal behavior. Frequency measurcments are also
stored for subsequent analysis.

Oscillator Module
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Each 3800 can contain up to two oscillator modules.
The oscillators are configured redundantly. A failurc in
one initiates an automatic switchover to the other
oscillator thereby providing continuous opcrational




signals. All the output timing signals are generated
from the master oscillator.

All oscillator modules are similar, regardless of the
type of oscillator used in the module. Each module
contains a 16 bit DAC to control the oscillator
frequency, an 18.528 MHz synthesizer, and a 1 pps
generator.

Oscillators of varying quality can be used in the 3800.
Status data from the oscillator module is used to
inform the processor about the type of oscillator uscd,
so it can set up the phase lock loop parameters
correctly.

A Stratum Three module uses an AT-cut FTS 2510
OCXO as the oscillator. The Stratum 2.1 module uses
a SC-cut FTS 1000B oscillator. Its performance greatly
excecds the Stratum 3 module, but falls short of the
Stratum Two rcquirements for thermal stability. The
Stratum Two module uses an FTS 1130 oscillator. The
1130 oscillator utilizes a doublc oven technique to
provide the required thermal stability. The inner oven
is hermectically sealed to provide immunity to humidity
changges [5]. Table 3 lists the specifications for the
different oscillator modules.

Table 3. Oscillator Module Specifications

Str3  Str2.1 Str2
Tuning Range 10e-6  3e-7 3e-7
Thermal stability(per ° C) 7e-9 1.7%¢-11 3e-12
Aging (per day) le-8 le-10 Se-11
Time constant range(secs) 20-100  100-3000  100-10,000

Frame Generator Module

There is one frame gencrator associated with cach
oscillator module. The frame generator uses the signals
from the oscillator module to generate properly framed
signals used by the distribution modules to produce the
timing outputs.

The frame generator also acts as an interface between
alarm information generated on the distribution bus

and the processor bus.

Distribution Modules

The distribution modules generate the multiple output
signals which are used to synchronize other equipment
at the node. All the distribution modules arc similar in
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design, with differences mostly in the output stage to
create the appropriate waveforms and levels.

All distribution modules derive their outputs from
signals generated by the frame generator module. Each
module can utilize the signals created by cither frame
generator. Normally the processor module selects
which frame generator signals should be used to
produce the outputs. Each distribution module
monitors its inputs, and if one disappears the module
will switch to the other input automatically, thus
providing a fail-safe redundancy configuration.

The timing outputs are the principal output of the
3800. Loss of a TSG output will cause the downstream
cquipment to become unsynchronized and will disrupt
communication. Redundancy of the timing outputs is
critical. The 3800 utilizes a onc-for-one “hitless”
approach. Modules are configured in pairs, cach
module producing a full sct of outputs, nominally 20.
The modules produce the same complement of output
signals which are passively combined to drive onc set of
outputs. If onc of the modules fails, it removes its
output signals and signals thc other module of its
failure. The remaining module boosts its output level
to compensate for the failure. The failed module can
be removed and replaced without ever disrupting the
timing signal.

Performance

Jitter

The telecommunications network is largely susceptibie
only to phase noise at frequencics above 10 Hz, The
industry denotes this high frequency noise region as
jitter, and for frequencics below 10 Hz as wander. The
ability to tolerate large amounts of jitter, and to
attenuate jitter on the TSG timing outputs are
important.

A clock must be able to work with signals which arc
highly corrupted by noise. Current specifications
require that a Stratum Two or Three clock accept up to
18 us of phase jitter at 10 Hz. The 3800 performance
and system specification are shown in Figurc 2.

Because jitter is defined to only include noise above 10
Hz, the jitter attenuation in the 3800 is essentially
perfect. The update rate for the oscillator control
voltage is 1 Hz, so no input jitter is passed through to
the timing signals. (Of coursc, jitter (high frequency
noise) is translated into phase fluctuations at low




frequencies, but the industry doesn't care much about
this, yet.)

An alternative way to view the high frequency noise is
as phase noise. Figures 3 and 4 show the phase noise
for Stratum Two and Stratum Three 3800's locked to a
DS1 signal. The DS1 signai is modulated with 1 us of
white noise (10-150 Hz band limited) to simulate a real
signal. This approach to measuring the performance of
slave clocks is being considered by telecomm standards
organizations and may become standard.

Short Term Stability

There is currently no requirement on the stability of
the clock at frequencies below 10 Hz. New
applications, especially SONET, are sensitive to the
phasc stability in the range of 1 to 1000 scconds. Figure
5 shows the stability for the 3800 when locked to a DS1
signal with 1 us of white phase noise, along with the
current value for the stability specification. The
stability specification is being reviewed, and is likely to
change.

Stress Test

DS1 signals are never perfect, and frequently terrible.
In addition to substantial amounts of jitter and wander,
there are usually several episodes a day in which the
input is lost entirely for short periods. This could be
due to maintenance, automatic re-routing of
communications lines, transient faults, or other causes.
These bricf episodes make it impossible to maintain a
continuous phasc history of the input. Each time the
signal is lost and reappears, the clock must establish a
new bascline for the phase locked loop. Noise makes
this process imperfect, and the nominal phase to lock
to will appear to undergo a random walk. This can lead
to a nct frequency offset. The maximum frequency
offsct in the presence of stressed signals is currently
not specified. The performance for the 3800 was
measurcd, using a DS1 input with 1 us of white noisc
and a 100 ms intcrruption every 7 minutces. (This level
of interruptions is four times larger than the level
recommended {or stress testing and is much higher
than what is scen in the nctwork.) The results are
shown in Figure 6. The frcquency offsct duce to the
random walk is cffectively zero for the Stratum Two
clock, and 4¢-12 for the Stratum Three clock. This type
of performance is adequate to maintain the le-11
frequency accuracy requircment, and is vastly superior
to what many clocks currently in use can do.
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Holdover

The ability of the clock to hold an accurate frequency
when the input reference is lost is the ultimate
differentiation between Stratum Two and Three clocks.
The aging and thermal sensitivity are largely set by the
type of oscillator used in the clock. The error in the
initial estimation of the frequency is determined by the
software in the 3800. For a Stratum Two or 2.1
oscillator with a 1000 second time constant, the
frequency estimation error is specified as 3e-11.
Typical performance, even with jittered input signals is
5e-12. The Stratum Three estimation error is specified
at 3¢-9. These levels of accuracy are sufficient to allow
the 3800 to achieve the one day holdover requirements
of 1¢-10 for Stratum Two and 4e-7 for Stratum Three
clocks.

Conclusion

Digital telecommunication network timing has
problems which differ greatly from those seen in more
traditional time and frequency environments, New
approaches are needed to cope with the special
features of this environment. The FTS 3800 Timing
Signal Generator has been designed to provide high
quality timing in the present network, and to be
adaptabie to the new requircments that are being
developed.

References

[1] ANSI T1.101-1987 American National Standard for
Telecommunications - Synchronization Interface
Standards for Digital Networks

[2] ANSI T1.102-1987 American National Standard for
Telecommunications - Digital Hierarchy -
Electrical Interfaces

[3] ANSI T1.105-1988 American National Standard for
Telecommunications - Digital Hierarchy - Optical
Interface Rates and Formats Specifications

[4] ANSI T1.403-1989 American National Standard for
Telecommunications - Carrier to Customer
Installation - DS1 Mectallic Interface

[S] F.L. Walls, "The Influence of Pressure and
Humidity on the Mcdium and Long-Term Stability
of Quartz Oscillators” in Proccedings of the 42nd
Annual Frequency Control Symposium, 1988, pp
279-283




Sec

inguts
Pr1

Input
Mogule
o
co

Input
Module
DSt
(CC)

SO Outputs
CPU Bus
v

- Frame Frame OQutput| | Qutput

Py Cs: 0s¢ Gen Gen Module| | Module
Modute Module} | Moaule “odule] | Mogule D51 0S1
o) (CCy

20 CH 20 CH

FG Ciztribution Bus

Master Clock (18 S28 Muz)

Input/FO Sync

Figure 1. FTS 3800 Timing Signal Generator

100 3
b Measured

‘a
=]
§ 10 3
I ]
5 1 Specification )
c
—~
—t
-
St 13
5
= 1
™ 4
-5
=
o
2 B

0.1 4

107 10" ! 10 1w* 1w 10 10°
Frequency (Hz)

Figure 2. Jitter Tolerance

124




1.6 ns -2
-390
-48
-50
-6Q
-7a
1.6 ps -80
-90
-100
-11@
-120
-130
1.6 fs-14Q

-150

18
a

TSG STRATUM 2 @1d MHZ DS INPUT WITH 1.25 LI JITTER
[hpl 3048R Carrier: 1Q.E+8 Hz 8 Dec 1889 16:20:20 12:41:34
T T T ™ T T T T ‘] T T r vy T 1T T
P~ - ————— 4 —— e m e —f —— —_—— - - - - e —
=
e
.
I
-
.1 1 e
.l So(f) (aB7Hz1 vs f[Hz] 108
Figure 3. FTS 3800 Phase Noise, Stratum 2, Jitter
TSG STRATUM 3 @18 MHZ DTl INPUT WITH 1.29 Ul JITTER
(hpl 3048A Cuarrier: 10.E+6 H2 9 Dec 1988 ©6:33:17 - 97:40:Uc
T T T T T L g T T T T T T A

-19
1.6 ns -2@
-3e
-4Q
-5e
-68
-70
1.6 ps -8
-390
-109
-i1@
-128
-13@
1.6 fs ~14@

-

1 dd

s b bt

.81

S,(f)

®

{dB/Hz] vs f[Hz]

Figure 4. FTS 3300 Phase Noise, Stratum 3, Jitter

125

100




rms TIE (ns)

Phase error (us)

T T Ty T T T T T T TTT]

10 100
Time (secs)

T

-+

T TrrTT

1000

Figure S. Stratum 3 Short Term Stability

100 ms Lo% every 428 zeconus

-20

1 T T T T
24 48 72

Time (hours)

Figure 6. Stress Test

126

96

sesee MeQsuinl
—— Regquiremer

— Stratum
------ Stratum 2




FORTY-FOURTH ANNUAL SYMPOSIUM ON FREQUENCY CONTROL
FREQUENCY AND TIME STABILITY OF GPS AND GLONASS CLOCKS

Peter Daly and Ian D. Kitching
The University of Leeds
Leeds LS2 9JT, United Kingdom

David W. Allan and Trudi K. Peppler
National Institute of Standards and Technology
Boulder, Colorado 80303, US.A

ABSTRACT

The frequency stability and reliability of the clocks are
critical to the success of the GPS and GLONASS programs.
We will show some of the similarities and differences
between the clocks involved in these two systems. Because
both systems plan to be operational in the next few years,
the data leading up to this operational stage is of significant
interest. On-board clocks and the stability of the master
control clocks for these systems are analyzed.

We will discuss the attributes of these two systems as
time and frequency references. Their relationship to UTC
will also be illustrated. More data over a longer period of
time was available for the authors from GPS than from
GLONASS. Even so it is obvious that both systems have
matured. Though the GLONASS system was developed
later, its overall clock performance has improved more
rapidly. Some of the more recent GLONASS clock
performance is at about the same level as that of the GPS
clocks.

The analysis has yielded some very interesting contrasts,
comparisons, and changes in these systems that should be
of great interest for time and frequency users, as well as for
clock vendors and receiver vendors.

INTRODUCTION
The Global Positioning System (GPS) and the
GLONASS (USSR satellite navigation system) are the first

systems to use atomic clocks in the space environment.

*
Contribution of the US. Government, not subject to
copyright.

The reasons for using atomic clocks to assist in forming an
accurate navigation solution for a receiver set are obvious.
In the error budget for navigational accuracy, the
performance of satellite clocks is an important entry. As a
direct source of time and frequency from space, the
performance of the satellite clocks, again, is an important
consideration, as are the methods of controlling the
systems.

The purpose of this paper is a cursory study of the
performance of these two systems as time and frequency
reference sources. We do not have access to all of the data
from these systems for their full time of operation but do
have significant samples from which it is possible to assess
the general performance. For this paper the GLONASS
data base is that taken by the receivers at the University of
Leeds. [1] The data base for GPS is that of the National
Institute of Standards and Technology (NIST) in Boulder,
Colorado.

We will study the time inaccuracy and time instability,
and the frequency inaccuracy and frequency instability, of
both systems. Contributing to the investigation arc the
frequency offsets, the frequency drifts, and methods of
estimating these states as seen through clock noise,
measurement noise, and uncertainties associated with other
relevant system parameters.

GPS SATELLITE-CLOCK PERFORMANCE

The timing reference used for the analysis of the GPS
were: UTC as generated by the Bureau International des
Poids et Mesures (BIPM), UTC(NIST) and UTC(USNQO).
UTC is the official international reference scale, and we
will use it wherever data permit and values are relevant.
The frequency stabilities of all three of thcﬁ reference time
scales are better than a few parts in 10 . In the long

127




term, both UTC(NIST) and UTC(USNOQO) are kept
synchronous within a few microseconds of UTC.

The rececivers used for measuring GPS are L1 clear-
access timing receivers. The inaccuracies in determining
the time of a GPS satellite clock are the sum of the
uncertainties associated with the broadcast estimate of the
satellite’s position and ionospheric correction for the signal
path, the tropospheric dclay, multipath perturbations,
receiver hardware delays, and software perturbations. From
cxperience, the size of these inaccuracics can amount to a
few tens ol nanosccunds.

A given GPS satellite position with regard to a fixed
receiver on the earth remains the same from day to day
when measurements are made once per sidereal day. With
the data taken in this way the time instabilitics from day o
day are typically less than 10 ns.

The frequency inaccuracy and the systematic trends in
the frequencies of the GPS satellite clocks are determined
by an appropriate filtering of the daily time readings. The
frequency instabilitics are mecasured in the usual manner
using a o (t) diagram to characterize the time-domain
performance.

Figurcs 1a and 1b arc plots of the time accuracy and
the frequency accuracy of the GPS-received signal, with
respect to UTC. GPS time is estimated with a Kalman-
Bucy filter for each operating satellite clock. The filter
determines a correction to be applied for each satellite
clock and broadcasts this information. Biases and random
variations of the order of a few nanoseconds have been
obscrved between the GPS time as given by the different
GPS satellites. [2] The time stability from day to day of a
given satellite is typically better than if the measurement is
made on different satellites. Figure 2 is a plot of the
frequency stability of GPS time over the entire interval
shown in Figure 1.

When a weighted sct of the GPS satellites are used for
time transfer in a common-view mode, day-to-day stabilities
less than 1 ns have been achicved. [3] The common-view
mode is most commonly used for transferring clock time to
the BIPM (pertinent to the UTC generation).
Internationally the range of time transfer stabilities from
day to day is from 0.8 to about 6 ns when using a weighted
set of the GPS satellites.

Under a Department of Defense directive, US military
time is to be synchronous with UTC(USNO). Figure 3 is
a plot of how well the GPS has achieved that goal.
Because of the low Fourier frequency processes present in
the data, the standard deviation of the data can be

deceptive in meaning. Figure 4a is a plot of o,(t) =
t*modo (t)/v3 for these data, which provides a way of
dealing with these low frequency processes in a statisticaily
valid way. The GPS data word provides a correction to
GPS time; this correction provides an estimate of
UTC(USNO). Plotted in Figure 4b is the time stability of
the estimate of UTC(USNO) as obtained from GPS
satellite NAVSTAR 10.

Figure S is a plot of the frequencies of several of the
GPS satellite clocks corresponding to rubidium-gas cell
clocks and to cesium-bcam clocks. The plots are with
respect to the rat ff UTC(USNO) which is typically within
a few parts in 10 of the rate of UTC.

Figure 6 shows plots of the frequency stabilitics of
samples of the GPS satellite clocks. Each kind of clock
secms to have a characteristic kind of “fingerprint.” In
addition, the frequency drifts—as can be observed in Figure
S—are very different between the different kinds of clocks.

Figure 7a is a plot of the time of GPS satclite No. 14's
clock with the corrections applied to give an estimate of
UTC(USNO). It is obvious where sclective availability
(SA) is turned on and off. SA is the purcposcful
degradation of the broadcast signal in order to deny full
GPS accuracy to a non-cleared recciver. This degradation
is accomplished by modulating the cffective output of the
satetlite clock and/or by degrading the broadcast cphemeris
(satcllite position information). Figure 7b is a frequency
stability plot with and without sclective availability (SA)
present.  This plot cmploys the statistical mecasurc
modo_(7) to show that the long term variations, though at
a high' level, can be characterized as @ white phase or time
modulation process. [4] With SA on it takes a couple of
weeks of averaging before the instabilitics of a cesium-becam
clock become measurable.

March 25, 1990, GPS went officially to the SA mode of
operation on all of the block 2 satellites (those satellites
launched since 1988). The ecffects of SA arc rcadily
apparent. We have been given to understand that as long
as the block 1 satellites last, there will be no SA on them.
We performed an experimental test of the effects of SA on
GPS common-view time transfer via satellitc 14. We
measured the once per sidereal day time instabilitics,
ox(t =1 d) over a three month period as compared to the
block 1 satellites. The results are tabulated in Table 1.
We conclude from this that little or no ephemeris
degradation was present on SVN 14 during this period. In
other words, if the SA present on SVN 14 were mostly
placed in the modulation of the on board clock’s output,
this would probably cancel when the differences arc
computed in the common-view mode and if the
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Figures 1a and 1b. GPS time and normalized frequency from 1983 onward as mcasured against the international time and

frequency reference, UTC.
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Figure 2. A plot of the fractional frequency stability, oy(‘r), of the data shown in Figure 1 - the stability of GPS with UTC
as the reference.
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Figure 3. A plot of GPS time against UTC(USNO MC). Over the last few years it has stayed within its ¥ 1 ps goal.
UTC(USNO) and UTC(USNO MC) are the same.
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Figure 4. A plot of the time stability (o x(t)=1*modo (t)/\/3) of GPS time and of GPS time with the UTC(USNO MC)
corrections with respect to UTC(USNO MC).
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Figure 5. A plot of the normalized frequency offset in parts in 1012 with an arbitrary offset subtracted from each GPS
satellite clock’s frequency for plotting convenience.
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Figure 6. A plot of the fractional frequency stability, Oy(‘t), of most of the GPS satellite clocks with respect to
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measurements were symultaneous at the two sites involved.
The very small time instabilities observed would confirm
this hypothesis. The common-view sites chosen were
Boulder, Colorado to Washington D.C. and Boulder,
Colorado to Paris, France.

TABLE 1
COMPARISON OF MEASUREMENT NOISES

January 1, 1990 - March 31, 1990

UTC(OP) - UTC(NIST)

SVN MEASUREMENT % VALID
NOISE (ns)
12 79 %
8 6.7 95
10 125 )
9 2.1 9
14 106 3

UTC(USNO MC) - UTC(NIST)

SVN MEASUREMENT % VALID
NOISE (ns)
12 73 9%
3 47 9%
6 35 93
8 2.1 94
10 8.1 9%
9 3.0 9%
14 2.1 97

GLONASS SATELLITE CLOCK PERFORMANCE

The receivers used for the measurement of GLONASS
satellite clocks were developed and built at the University
of Leecds, and this work is described elsewhere [1]. The
frequency band used by GLONASS is the same, nominally,
as that of GPS, and the timing accuracies and stabilitics will
be limited by the same sets of phenomena as for GPS. As
to differences, because the GLONASS orbits are slightly
lower the gecometry does not repeat from day to day but
rcpeats every cight days.

For many of the measurements reported herein, it has
been convenient to use the ao term as broadcast. This
term is the time difference GLONASS system time minus
GLONASS satellite clock time. Like GPS, GLONASS
transmits correction terms which allow the user to obtain
Moscow time, and Moscow time in turn is kept synchronous
with UTC(SU). SU is official Standard Time for the USSR
as kept by VNIIFTRI - their standards laboratory 40 km
north of Moscow. VNIIFTRI is the nominal equivalent of
NIST in the US. Over the last four years UTC(SU) has
moved from a time difference with respect to UTC of
about 30 ps to now about 10 us.

Figure 8 is a plot of GLONASS system time versus
UTC(USNQ). We chose to analyze the quict segment
during the March-June, 1989, period to sece how good the
performance (in terms of frequency stability) might be.
Figure 9 is a modo (1) plot for this period. The reference
clock at the USNOis a synthesized output from a hydrogen
maser. We understand that the reference for the
GLONASS control facility is also a hydrogen maser. The
onc-day instability is too large for the clocks involved.
Also, the slope of the data plotted in Figure 9 can indicate
the type of noise, and in this case it is nominally well
modelled by flicker noise phase modulation (PM). Ncither
the amplitude nor the type indicates clock noise. Instead,
the obsecrvations could be explained by short-term receiver
instabilities or clock estimation noisc. In the latter case,
the source is likely to be GLONASS, because the
estimation noise for GPS has been traditionally lower than
this for typical time transfer receivers.

Figures 10a and 10b are plots of the frequencies from
several of the GLONASS satellite clocks. These data are
desived from the GLONASS system estimate of the time of
the clock with respect to GLONASS system time. There
arc periods where there appear to be long term correlated
frequency drifts between the satellite clocks. If the system
clock were drifting, that would cxplain some of these
segments.  Or if the satellite clocks had correlated
production dependencies which could effect the frequency
drift, such a performance might be observed.

Figure 11 shows o (t) plots for sevcral of the
GLONASS satcllite clocis. We observe a significant
improvement in performance with time. Whereas the GPS
data, outside of measurcment noise, are direct
measurements of the satellite clocks with respect to
UTC(NBS/NIST), these GLONASS satellite clock data are
estimates of the clocks’ time with respect to GLONASS
system time. The improvement observed with time for
sample times, T, of a few days could be due to an
improvement in the estimates or an improvement in the
clocks. If performance in this region of sample times is
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Figurc 8. A plot of GLONASS systcm time as measured against UTC(USNO MC). These data were measured at Leeds
deriving an estimate of UTC(USNO MC) with a GPS receiver.
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Figure 9. A plot of the fractional frequency stability, modo (<), of a the smoothest part of the data plotted in Figure 8.
The ©  behavior is modeled by flicker noise PM. This is riot characteristic of the clocks involved.
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due to the estimate, 1t 1s likely l)’\,’ll the slope on the @ (t)
1/t y
plot would be steeper than t©

The longer-term stabilitics shown are undoubtedly duc
to the clocks involved - the clocks being either the
reference (probably a hydrogen maser clock) or the satellite
clocks. The long-term frequency drifts measured are fairly
characteristic of cesium-beam frequency standards.

COMPARISONS OF GPS AND GLONASS CLOCK
PERFORMANCE

The data bases, as they were available to us for this
paper, do not allow a direct and fair comparison, since
different reference standards and different measurement
systems were used. If the reader takes into account the
conditions stated in the previous sections, the following
comparisons yicld some interesting perspectives.

By way of review, the reference for the GPS data was
UTC(NBS/NI_%’S). This reference has a one-day stability PI
about 1.5x 10, and a flicker floor f less than 1 x 10
and a frequency drift of about 3 x 107 /d or less. Flicker
floor means the best stability achieved in a o (t) plot.
For the GPS and GLONASS satellite clocks the t values
for the flicker floor were a few weeks. UTC(USNO) has
comparable performance to UTC(NBS/NIST). Other than
the data shown in Figures 8 and 9, we have no other direct
comparisons of the GLONASS system time to any other
UTC time scale.

The frequency accuracics ofMUTC(NBS/NIST) and
UTC(USNO) are a few parts in 10 . The frequency offset
of GLONASS system time is about 6 x 1013 for the period
shown. Figurc 12 is a plot of the time accuracy of the
various systems. UTC(SU) is official USSR time as
determined by their  primary standards laboratory
VNIIFTRI necar Moscow. What is plotted for UTC(SU) is
obtaincd from Loran-C mecasurcments as published by the
BIPM.

If the random deviations of the frequency of a clock
have a white spectrum, then a lincar regression to the
frequency is the optimum estimate for the frequency drift.
I the random deviations are random walk (if they have an
£~ spectrum), then the mean finite sccond differcnce is the
optimum estimator for the frequency drift.  Since in
practice we may have combinations of thesc processes,
special algorithms for drift estimation may be necessary. [4]

Table 2 gives a comparison of the onc day stabilitics,
the flicker floors and the frequency drifts for the GPS and

GLONASS clocks. Please note again that these are not
direct comparisons because of the different refcerence
standards and measurement systems. The flicker floors and
frequency drifts should be fairly representative numbers
Notice the dramatic improvement in the performance of the
GLONASS clocks from the earlier to the more recent
satellites.

TABLE I
GPS 1t Day Flicker Drift/Dey
Satellite Stability Floor
PRN/NAV | 10 o101 o013
5/S 294 11.6 16
6/3 (Rb) 123 50.0 4.0
11/8 (Rb) 65 28 -168.0
11/8 (Cs) 88 35 08
12/10 11.1 35 08
13/9 139 40 03
2/13 15.0 55 42
14/14 125 <3 05
16/16 (Rb) 26.4 125 -3300
19/19 212 15.1 20
Glonass 1 Day Flicker Drift/Day
Satellite Stability Floor
10! *10* 101
G16 119.0 100.0 8.1
G23 114.0 89.0 -1.8
G28 91.1 78.0 4.1
G36 389 310 47
G37 20.4 18.0 6.1
G40 28.7 240 +14.1
G42 280 < 4 02
CONCLUSIONS

Our procedure for determining the performance of
both GPS and GLONASS on-board clocks is identical - we
cxamine the time series of daily phase and frequency offscts
transmitted by the spacecraft themselves. In the case of
ground-based system references, our GLONASS reference
is a 1 pps reference itsclf locked to within 100 ns of
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Figure 11. A plot of the fractional frequency stability, Oy(T), of several of the GLONASS sateilite clocks.
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Figure 12. A plot of the principal reference time scales of the USSR and the USA that were available to the authors over
the last six years with respect to UTC. All of them appear to be improving in performance with time.
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UTC(USNO). As far as on-board clocks are concerned,
our analysis can be compared with the known performance
of individual GPS clocks. In the case of GLONASS it is
not known a priori what types of clocks are carried and in
this sense our analysis of GPS can be scen as a kind of
precalibration.

The time scries analysis which results in o_(t) versus
T plots shows the individual characteristics of each satellite
clock. Rubidium and cesivm clocks are carried bv the
different GPS satellites. It also leads us to discuss the
performance and types of on-board standards carried by
GLONASS. In general terms, the time series analysis
shows a consistently higher performance for GPS clocks
over GLONASS clocks. This statement is taken to refer to
satellites active during a period of scveral years. However,
while the GPS clock performance has been consistently
high, the GI.ONASS clocks started from a mediocre
performance and have improved steadily with time so that
some of the recently launched GLONASS clocks are
comparable to GPS clocks. This conclusion is reinforced by
the data presented in Table 2.

GPS satellite clocks and their more recent GLONASS
counterpart clocks meet specification for global navigation
satellites and are capable of transferring time with day-to-
day time stabilitics of 10 ns or bett q and long-term
frequency stabilitics of a few parts in 10 .

Our analysis of mcasurements of GLONASS system
time versus UTC(USNO) give evidence in the short term
(1 day) of estimation or receiver errors not properly
understood. In the long term (>8 days) we see clear
evidence of the high-quality of both reference clocks. The
UTC(USNO) reference is known to be a hydrogen maser
and it seems more than likely, based on the evidence
presented, that the GLONASS system clock is also a
hydrogen maser at least during certain periods of time.
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\ NOVEL APPROACH TO THE SIMULTANEQUS MEASUREMENT OF PHASE
AND AMPLITUDE NOISE OF OSCILLATORS
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Microwave ‘lelecommunications & Signal Processing Rescarch Group, School of Systems Engmcering,
Poctsmouth Polytechnic, Anglesea Building, Anglesea Road, Portsmouth, PO 3D, England.

Abstract:

The paper is concerned with one aspect of our recent
development carried out at Portsmouth Polytechnic (UK)
regarding a novel approach for the simultaneous measurement of
amplitude and phase nose in oscillators. A description of the
measurement system and the associated processing techniques is
presented.

The
complex (I & Q) demodulator, a high speed sampler and a
digital computer. The techniques have been named time-domain
phase unwrapping and real amplitude de-enveloping. They
permit the reconstruction of the demodulated I and Q signals as
a vector rotating at a convenient beat frequency randomised. in
phase and magnitude. by noise. The problems encountered in
conventional AM and PM detection can be overcome using the
afore-menticned approaches. As a result, direct and true
amplitude and phase noise can be measured and characterised.

measurement  system  includes a  conventional

Keywords: Phase Noise, Amplitude Noise, Phase Unwrapping.
Amplitude De-enveloping. Vector Demodulation

1 Introduction

The use of phase detectors, together with feedback control
loops, for measuring phase noise in oscillators is well established.
The dynamic range and linearity of the phase detector. the
sensitivity of the control loop. as well as other aspects, are the main
problems associated with this approach. Even though
developments in advanced digital signal processing (DSP)
techniques offer alternative ways to carry out phase noise
measurements, the importance and capability of DSP techniques
in the measurement and analysis of noise in oscillators are still not
well recognised. This paper attempts to overcome this and an
approach is presented combining advanced instrumentation
computer technology with fast digital signal processing
techniques. A brief introduction for phase-only measurements
was given in [3] with greater details given in [4].

The measurement system includes a conventional
in-phase and quadrature (I-Q) demodulator, a dual-channel high
speed sampler (12 bits) and a digital computer. The demodulated
signals are converted to digital form and then analysed further in
the computer. The block diagram of the measurement system is
shown in figure 1. The digital signal processing techniques which
follow after complex demodulation have been called time-domain
phase unwrapping (TDPU) and real amplitude de-enveloping

CH2818-3/90/0000-140 $1.00© 1990 IEEE
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(RADE). They permit the simultaneous measurement of the phase
and amplitude noise of the oscillator under test provided the
sampling speed is sufficiently high.

In AM measurements, the clipping problem which occurs
in the conventional AM envelop detectors can be eliminated using
the present system. We note that the response of a conventional
envelop detector can be very complex and that it is non-linear. As
a result, the response 1o signal plus noise is not simply the sum
of the separate responses to signal and to noise. For phase noise
detection, the dynamic range limitation of + % or % 180"
found in a conventional phase detector can be overcome using the
time-domain phase unwrapping technique applied to reconstruct
the random phase from the measured I and Q signals.

It is important to emphasise that the LO signal of the 1-Q
demodulator is not phase or frequency focked to the RF signal
under test, and the LO frequency is only adjusted to be close to
the RF frequency for convenience. In such a phase or frequency
unlocked measurement system the first advantage is that the
limited time response of a phase or frequency lock loop system is
avoided. Secondly. the complex transfer function of the
phase/frequency lock loop which exhibits different characteristics
inside and outside the loop bandwidth, need not be taken into
account in the spectral analysis of oscillator noise. Sometimes, the
decision to use either a tight or a loose phase/frequency lock loop
system is not easy. However, the measurement bandwidth is only
related to the sampling frequency frequency f, . The selection of
f; depends only upon how far from or close to the carrier the
characterisation of the noise present is taken provided aliasing is
not introduced.

AL?) cos{2rvt + ()]
S
oscillator

undecr test
(RF signal)

low-pass
filter & amplific

Vi ) = A cos(2v)
)

local
oscillator

Vudt) = - Ap sin(2rvy)

computer

low-pass
filter & amplific

Q.

analog to digital conversion

Figure 1: The block diagram of I-Q measurement system.




2 Theoretical Background
2.1. Phase Noise in RF Signals

Let us consider the simple model of an RF signal

VAt = ALl cos{2rus + )] . H

where v, is the nominal (carrier) frequency, and yA{¢) is the phase
noise associated with the random frequency fluctuation. A,[7) is
assumed to be constant, that is. 4,{r) = Ay. If this signal is
demodulated as shown in figure 1 using I and Q amplitude and
phase noise-free local oscillating signals
Vi) = Ap cos(2mu,r) and V{0 = -A, sin(2av,l)
(followed by low-pass filtering) then, the sampled outputs of the
filters, I, and Q,, at the time ¢, will be

(2
&)

I; = A a, cos(y)

Qi = Ay a, sin(y)

where y; is the sample of the random phase noise yAr) at the time
6 (1 = 1) yy is assumed to be zero with no loss of generality.
a, is the factor associated with the conversion loss in the mixing
process. and the attenuation/gain in the filtering/amplifying
process. It is noted in here that the mixers must be hard driven,
that is, the LO power is at least 10dBm greater than the RF
power. In the hard driven mode, the mixer diodes will be fully
turned on and off for lowest distortion Juring the mixing process.
Now, let us define the complex voltage output V; at the time ¢,
as

Vi=Il+]0Q @

k4 . .
(phasc noise) & (amplitude noisc)
.

Figure 2: The diagram illustrates the demodulated vector.

-1.The demodulated I and Q
signals represent a vector (I; , ;) randomised with

as shown in figure 2, where 2 =

y; in phase at the ith time interval. For convenience, let us assume
for the moment that the LO frequency, v,, is equal to the RF

frequency, v, . thatis, v, = v, in figure 2. The product V,-V,'_l

is
ViVie = (i + j Q) (i1 - j Qi)
= At A eV

= (A,/ ﬂ,)z A (5)
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where * denotes the complex conjugate. Therefore. one can find

Ay, trom the following equations:

k)g(,(V,V,tl) = 2log(Au) + jAy, that is (6)

Ay, = lnmg[log,(V,V.'. 1)] 0

where Imag represents the imaginary part of the expression. As
long as the sampling frequency is fast enough, and the in-phase |, and
quadrat.re (); outputs are band-limited, there is no phase increment
Jrom i~1th to ith time interval greater than n. Thus. if each
incremental phase change | Ay, | islessthan & . wecan find the
angle of the vector vV, by algebraical manipulation of the
successive samples 1. Qioy. 1. Q; and obtain the sampled
random phase noise process y, from the incremental results Ay,

without any 2 ambiguity in the reconstructed random phase noise
curve. The phase reconstruction process is called time-domain
phase unwrapping (TDPU). The algorithin is shown in figure 3.

multiply

I + Qi

. delay
(previous samples)

Figure 3: The signal processing diagram of the

time-domain phase unwrapping process.

Furthermore, the averaged frequency fluctuations AD,
over the sampling period At can be found by

— Ay
A, = —— t)]
v 2nAt
Because of (8) and the condition | Ay, | < x. the absolute
value of the fractional frequency deviations Ay, (or s ) must

o

be smaller than in order to unwrap the measured random

1
2,
phase with no ambiguity. One can also think in terms of A% as
being equivalent to the frequency deviations measured by a
frequency counter with a gate-time 7 = T and dead-time
7; = 0.Thus, time-domain frequency analyses of the measured
signal, like using the Allan variance [ 1] or the Hadamard variance
|2]. can be carried out.

So far it has been assumed for convenience that the LO
frequency, v, is equal to the RF frequency. v, . However, it is

very important to note in here that the local osciilator frequency
is only adjusted to be close to the frequency of the oscillator under
test: it is not necessary to lock the 1.O and RF signals to the same
frequency. If the LO and RF frequencies are not equal, the
demodulated signals will contain a "beat™ signal of frequency

{vi-v,| . Therefore VVi1. (5). becomes




Vivie =W + Q)1 -j Q1) ©)

= Arﬂl ellz-’!\"r”a)'.*%l Alf‘l e‘llbﬂvrvoyl-l*wl-ll

The incremental phase change, A®,, from the /~/th to ith time
interval can be written as

AD; = 2n(vy- v Xhi - 1i1) + [¥(t) - ¥ty
= 2m(v;i- v, )A1 + Ay, (10)

where Ar is the sampling period. Therefore, the unwrapped phase
will contain the random phase yAr) superimposed to a linear
phase trend represented by 2x(v, - v,) . In the other words, the

demodulated vector (I; , Q) rotates at the frequency (v;-v,).and
is also randomised with v, in phase at the ith time interval. In this

case, the unwrapped phase is given by ®(f) and expressed as
D) = 2a(vi- v} + Yo) (ay

which is illustrited in figure 4. One should notice from (11) and
figure 4 that the "beat” frequency (w,-v,) can be found by

estimating the slope of a straight line fitting best ®(1).

(1) 2a(v-vo) + Y0) — =

7
(1) = 2n(vi- vo) + Y1)

¥(0)

time ¢
Figure 4: The illustration of the unwrapped random phase
y() superimposed with the linear phase

2m(v; - v )t .

2.2. RF Amplitude Noise

In section 2.1.. we have assumed that the AM noise of the
RF signal was negligible, which is usually the case for high quality
oscillators. However, the measurements of amplitude noise. (1) .
of the RF signal can also be carried out using the I-Q analysis

system shown in figure 1. For this we re-write (1) emphasizing the
(random) amplitude component §(f) as follows:

AN cos[2nvt + Y1)

[y + &0) cosl2nvet + 3(n) (12)

ViA)

and with the assumption of no amplitude noise in the LO signals,
the J; and Q; components will be expressed as

I, = [Ay + &) a cos(y)) (13)
Q = [Ay + &) a sin(p) (14)

which complement (2) and (3). & is the discrete form of the
amplitude noise of the RF signal at the ith time interval. In the
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other words, the demodulated vector (1, . Q,) is randomised with
£, in magnitude, and (5) of section 2.1. becomes

ViVia = af (Ag + &) (Ay + &) 3% (15)
which shows that no error is introduced by the RF amplitude noise
& in the estimation of Ay, . Since A, » £(f). we can also
assume that the conversion loss/gain «a, is fairly constant alt the
time.

Furthermore, from the results of the [/, and Q,

components, we can calculate £,/A4,c by the following equation:

2 2
S L LYy ey
Ay a, Ay Ay

S S /73 2 _ 16
Py Ly + Q) -1 (16)

as cos’( ) + sin*( ) = 1. The vector (I, . Q) of figure 2 is
supposed to exhibit constant magnitude. Any deviation of the
magnitude of the vector (I, . Q) from A, a, can be considered
as the noise contributed by &(r). This approach applied to the
measurement of amplitude noise present in oscillators, as
demonstrated in (16), has been named real amplitude de-enveloping
(RADE). The corresponding algorithm is illustrated in figure 5.
With the assumption of zero mean of &, , one can obtain

<SAr+ &) a > = <y + QY >

= Ay a (17

gl /Ar/

1, + 50
A4y

Figure 5: The algorithm to find the fractional amplitude
noise.

where < > denotes ensemble average. Therefore, by means of
(16) and (17). one can calculate the power spectrum of the
g(t). SAf) permits
Ay

the comparison of the amplitude noise of various signals. The
additional advantage of studying the amplitude noise of a signal
interms of z is that the accuracy of the noise estimation does not
rely on the calibration result of the conversion loss/gain ¢, but on

Sractional amplitude deviation. Calling (r) =

estimating A,r a, in (17). An accurate value for A, a, can be

easily obtained provided the measured data set of (I, , Q,) is
sufficiently large.

. 1
Finally, EArzf represents the signal power, 10log;oS.f)

represents the single side based amplitude noise power &£
relative to the carrier power in, again, dBc/Hz and one can use the




symbolic representation

L.(f) (dBc/Hz) = 10logulSAN} - 3 (18)
which complements the conventional
L{f) (dBc/Hz) = 10logo[SUp) (rad®/H2)] -3 . (19)

3 Experimental Results and Discussion

A photograph of the arrangement for the amplitude/phase
noise measurements is shown in figure 6. The test oscillator
consisted of a synthesizer AM or FM modulated by Gaussian
white noise degrading the spectral purity and introducing
amplitude or phase noise in a a controlled manner. In the "AM”
and “FM" experiments, the carrier frequency and the amplitude
of the RF signal from the signal synthesizer were set to 2.5MH and
4.5dBm respectively. The “rms amplitude open circuit” and the
Gaussiun noise bandwidth of the noise generator were 0. tvolt and
150Hz respectively. A cut off frequency of 300Hz was chosen in
the low-pass filter unit.

Figure 6: Photograph of the experimental layout for
phase and amplitude noise measurements.

For the "AM” experiments, 10%, 30% and 50% AM
depths in the signal generator were selected. The sampling
frequency f; was 2kHz. The results of the analyses offered by the
RADE and then the conventional Fourier transform are shown in
figure 7. We note from the spectra of figure 7 that the white AM
noise is present in the RF signal under test as expected. and the
“beat” frequency is about 7.8125Hz. On the other hands, the
“beat™ frequency is also found to be -7.3517Hz using the TDPU.
The negative sign indicate that the carrier frequency of the LO
signal is smaller than that of the RE. A difference of less than
about 0.4Hz ( 7.8125Hz - | - 7.3517| Hz ) between the frequencies
indicated by the TDPU and the Fourier transform technique was
found.

In the “FM" experiments. the FM deviation set up in the
synthesizer was 0. 1kHz/volt. The sampling frequency was 80kHz.
The result of the analysis offered by the TDPU followed by the
Fourier transform is shown in figure 8. Since the RF signal is
frequency modulated by white noise, the phase noise spectrum of
figure 8 has about -20dB/decade roll-off within the bandwidth set

in the noise generator. The noise floor is about -123dB/Hz, with
f, = 80kHz .
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l'I Figure 7: Power spectra of the measured fractional

amplitude noise. The AM modulation indexes
selected in the signal generator were 10%, 30%
and 50%.
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Figure 8: The measured phase noise spectrum under the
second test condition. The sampling frequency
f; is 80kHz.

Finally, in order to investigate the dynamic range
limitations of the present measurement system associated with the
sampling frequency f,. experiments and computer simuiations
have been carried out. This provides a straight forward method
of determining the sensitivity of the system when Ay; is

calculated by means of log,(V,-V,-‘_l)A The results of the
investigation are shown in figure 9. One concludes from figure 9
that as f, increases. the spectral density of the “noise floor™ or




guantization noise. $,(f). is reduced by the appropriate factor
172 There is less than 5dB difference between simulations and
experimental results. The ditference is due to the noise introduced
by filters and amplifiers in the experimental measurements but
not i the computer simulations. The relative reduction as
increases is exactly as predicted by assuming the quantization
noise power “evenly” distributed over the bandwidth £/2.
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Figure 9: The experimental and simulation results of the
noise floor as a function of the sampling

bandwidth f,/2.

4 Summary and Conclusion

In this paper, after an overview of the current
measurement system, the concepts of the techniques named
TDPU-RADE for the reconstruction of random phase and
amplitude noise processes have been presented. For the
measurements. the RF signal under test is demodulated by the
in-phase and quadrature LO signals. That is. complex
demodulation is involved. It is very important to note that the LO
signals are not locked to the RF signal. It is only necessary that
the I and Q LO signals themselves maintain an accurate 9°
phase relationship over the measurement bandwidth. The
demodulated T and Q signals can be considered as a vector
rotating at the frequency (v, - v,). which is randomised with y;
in phase and with & in magnitude. [ and Q components are
digitisied and then analysed by means of the TDPU-RADE
techniques followed by conventional Fourier analysis.

Only the concept of the reconstruction of a linear phase
superimposed to a random phase has been demonstrated in this
paper, and the frequency drift of the signal under test has not been
considered. The authors believed however that time-domain
phase unwrapping can handle the dnft situation using a second
order polynomial fitting to the reconstructed phase signal as long
as the drift is not too large or too fast and the sampling frequency
is high enough. As a result, the rate of the frequency drift can be
determined. Furthermore, a periodic signal present in the phase
of the RF signal under test can be identified by fitting a sinusoidal
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curve to the yunwrapped random phase or from the result of the
corresponding spectral analysis.

Finally, the experimental and simulation results of figure
9 contirm that the dynamic range of the measurement system 1s

sampling frequency (f, ) dependent, that is. S,(f) x 2/f,. even

though vector multiplication and logarithm operations  are
involved i the caleulation of y, .
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Abstract

The paper describes a high redundant Time
& Frequency generation and distribution
system which has been developed at TFL for
Satellites Ground Station (or Stratum 1
for digital telecommunication). The system
features extremely high reliability
(millions of hours MTBF), where a majority
vote occurs among 3 frequency sources
which are phase aligned and from which a
Master is selected under microprocessor
control. No dead time, amplitude or phase
jump, occurs during a master change over.
The selected Master is used as a source

for a distribution amplifier. The system
is designed to meet CCITT Rec. G811 and
features exceptional phase stability, low

noise and high isolation between outputs.

All three frequency sources are phase
locked to the jittered output of GPS
receiver, using a very slow time constant
to filter out the 3jitter. Thus both

excellent: short-and-long-term-stabilities
(5-10°'? per month, 1x10°'' per 1life)
are achieved.

Inticduction

and Frequency source is a
control

Accurate Time

must in every satellite ground
station.
Some of the uses for such source (master

clock) are:

a. Measuring and recording slow
phenomena relating to the
various tasks.

b. All transmitters and receivers in the
ground station must have one common time &
frequency reference. The same gJoes for
synthesizers, counters and other measuring
and generating equipment in the station,
which are hase-locked to the master
frequency.

(Lack of synchronization and time skew
prevented this way).

c. When data stream is
station to another, via satellites,

and fast
satellites

is

passed from one
it is

CH2818-3/90/0000-145 $1.00© 1990 IEEE
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essential
stations

to use one time base for both
{or more) plesiochronousley.

Thus, one needs a highly stable
(jitterless) reliable and uninterruptible,
Time & Frequency generating and
distributing system.

For these applications T.F.L have designed
a high redundant, multiple output whose
frequency & time source is locked to the
UTC (Coordinated Universmal Time) via a GPS

receiver. Thus a long-term-stability of
110! per life is achieved. This
system is modeled TF-3100A and is

described in figure 1.
Some of the system's features are:
A. UTC traceable via GPS receiver

B. Filtering and eliminating jitter and

noises of the GPS receivers outputs and
tracking it's main frequency.

C. The use of oven control voltage
controlled crystal oscillator (OCvVCXO0)

(or Rubidium standard).
D. Redundancy of 2:1 sources (3 clocks)

three
and

E. Comparing and aligning the
sources outputs, combining
distributing them to the various users.

F. An automatic master change-over when
one source malfunctions or out of
phase (Majority vote).

G. Audible
indications.

and visual Real time alarm

H. Inner and outer battery backup for the
whole system.




General Description

The primary purpose of the TF-3100A is to

generate and distribute a high precision,
low-noise, redundant, standard frequency
signals, time display and time code.

The system can provide the following
signals:

* yp to 50 65MHz isolated sinusoidal
outputs.

* up to 50 1MHz isolated sinusoidal
outputs.

* JRIG-B time code output.

* 1pps (1 pulse per second) output.

These signals are traceable to the UTC by
means of the frequency and time signals
transmitted by the NAVSTAR Global
positioning System (GPS) satellites. The
GPS =signals are received by a GPS
receiver, (Kinemetrics, Model GPS-DC)
capable of automatically tracking up to
four satellites. The signals, provided by
the GPS receiver, have excellent long-
term-stability (traceable to the UTC), but
high jitter and poor short-term-stability
(STS) which is caused by the transmission
from satellites to the receiver. Another
problem is that when satellites are not in
view, the receiver provides the signals
from it's own inner TCXO (precision of
tippm). In order to prevent this unstable
signal from getting into the synchronous
clocks, TF101A (see figure 1) the receiver
was specially designed in such a way that
it's output signals are automatically cut-
off while "unlock”" situation occurs.
TF-101A will automatically change over to
"Free run" mode, when input signal does
not exist and the system output will stay
stable (10 ''/day).

and highly-reliable,
uninterruptible signals, the TF-3100A uses
3 redundant disciplined ovenized quartz
frequency sources (or Rubidium frequency
standard). These are installed in the 3
synchronous clocks (TF101A) which are
locked to the GPS signals, by means of
software and unique algorithm that filter

To provide stable

the jitter and short-term instatbtilities.
Advanced signal processing techniques are
used to evaluate the quality of the

signals provided by the frequency sources.
The system optimally combines in-phase
{chosen by the majority) the output
signals of the operational sources with
6db amplitude difference in accordance
with predetermined priorities. Figures 2
and 3 are the schematic drawings of the
phase aligner & switch module (PSAM) and
the combiner amplifier module (CAM).

The PASM tests for phase errors and
in the three inputs signals of the
frequency. It corrects phase errors

jumps
same
to an
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accuracy of 1/16 unit interval (CCITT
Rec.G811 compatible) and aligns the phase
of the other inputs with reference to the
Master input signal. An algorithm is used
to choose the Master input (in case it is

not supplied by the next module CAM).

If an input malfunctions or an external
alarm is received or it is not possible to

correct the phase, the PASM will
automatically cut-off that channel.
(Channels may be connected or cut-off
manually by push buttons on the front
panel of TF-3007A-Distribution Amplifier
Systenm).

The three "in-phase™ signals are fed into
the CAM whi~h consists of two main

sections:

The first section combines the three input
signals according to a given priority into
a single output with continuous amplitude
and phase. The second section, amplifies
and distributes the output from the
combiner, and provides two groups of 4
preamplified outputs (with imsolation
between outputs of more than 100db). In
addition, the module includes logic
circuits {(microprocessor) that indicates
which of the signals present is treated as
"Master”.

Warning is given if there is a malfunction
in the combiner, or an input signal is
missing. In such cases the output is
taken from one of the other two standby
inputs, with no dead time, phase jump or
amplitude change at change over{(CCITT
Rec.G811).

The CAM outputs are fed into
Distribution Amplifier modules (DAM)
devides the input
isolated by more
power each.

the
that

signal into 8 outputs
than 100db, 12dbm of

This technique ensures high quality,
continuously available signals even under
fault conditions, with excellent long term
(UTC) and short term stability, and a very
low jitter.

Figure 4 shows two of the TF-101A
(synchronous clock) outputs offset from
TFL's software clock (ensemble of Cesium
clocks) during 31 days. The average offset
obtained is $1-10"'? while they were
tracking the GPS output. Figure 5 shows
the time interval error of one TF-101A.
The time error is 700 nsec after 30 days
(2.7-10°'3).
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A RUBIDIUM FREQUENCY STANDARD AND A GPS RECEIVER: A REMOTELY
STEERED CLOCK SYSTEM WITH GOOD SHORT-TERM AND LONG-TERM STABILITY

David W. Allan and Judah Levine
Time and Frequency Division
National Institute of Standards and Technology
Boulder, CO 80303

Abstract

The short-term stability of a rubidium gas-cell
frequency standard is usually better than that of commercial
cesium-beam frequency standards. In the short-term
stability region (from a few scconds to several thousand
seconds) and for the specific value o (t = 100 s), the
range of shqivjlenn stabilities for rubid‘xfum is fron'_llgbout
4to 10 x 10 , and for ccsium about 6 to 30 x 10 . In
the short-term, the stability improvement for rubidium and
cesium is proportional to T '°. Cesium almost always has
better stability in the long-term because cesium has less
sensitivity to environmental perturbations. For example,
cesium has little or no frequency drift, whereas rubidium
usually does. Improving a clock’s environment invariably
improves the long-term performance, especially in the case
of rubidium.

Satellite time transfer shows a day-to-day stability
of about a nanosecond. The spectrum of the fluctuations
implics that o (<) should decrcase as =L 1f a rubidium
standard, in "a good environment with the above
performance in the short-term, were married to a satellite
time-transfer system, then the combined performance of the
system could have better short-term and better long-term
stability than a stand-alone, free-running, commercial
cesium standard.

We have taken some data to test this idea. The
conclusions confirm the hypothesis. We have also replaced
the rubidium oscillator with a quartz oscillator and with a
high-performance commercial cesium standard. In both
cases the system had significantly improved long-term
stability over what othcrwise would be obtainable from
either oscillator by itself.

Introduction

Most commercial rubidium frequency standards
have better short-term frequency stability than commercial

Contribution of the US. Government, not subject to
copyright.

cesium-beam frequency standards, where short-term implies
averaging times (t) up to a few thousand seconds. Placing
a rubidium standard in a good environment usually extends
its short-term stability to longer t values (of the order of
a day). For t longer than a day, the opposite is most
often true; that is, cesium is better than rubidium in the
long-term.

The measurement noise of transferring time and
frequency to a remote location using the Global Positioning
System (GPS) common-view (C-V) technique can reach
o (t = 1 day) values approaching 1 x 107", where
o (t) is the squarc-root of the two-sample or Allan
variance.{1] Thercfore, an environmentally controiled
rubidium standard, together with a GPS time transfer
receiver, has the potential for the following advantages
(taken as a system):

1) For a lcsser cost, both the short and the long-
term stability can be better than that of a
commercial cesium standard,

2) in the long-tcrm the system can reflect the
stabilitics of some of the best time and frequency
standards in the world, in that it can bc both
syntonized and synchronized to a primary
refcrence;

3) the system can be made fully automatic;

4) the system can remove the usual frequency
accuracy limitation of rubidium including the
frequency drift-allowing the system to be as
accuratc as the reference standard; and

5) the system can remove the usual time accuracy
limitation of either cesium or rubidium--allowing
the system to be synchronized to within a few
nanoseconds of the reference standard.

Some of the disadvantages are:

1) The system’s feedback is by a daily telephone
call between the system and the reference
standard used in the GPS common-view (GPS C-
V) mode; and

2) the rubidium standard needs a good
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environment to achieve the desired intermediate
stability goals.

Figure 1 is a sketch of the GPS-common-view, remote-clock
servo concept. Figure 2 shows some more detail for the
remote clock at site B. We assume that the clock at site A
has good long-term stability. One of our goals is to
transfer the long-term stability of clock A to the clock at
site B with the time transfer capability of GPS C-V. The
theory we used for designing a digital servo for this system
is based on a thesis of Alain Guetrot {2). The essential
concept of his thesis is that if the measurement noise

spectrum, SN(D, can be represented as
sy ~

and the signal spectrum, Ss(f), as p-2
Sg(f) ~ 175,
then an exponential filter is optimum for obtaining the best
signal-to-noise ratio. Here P is typically an integer
between 3 and -5. What is measured, of course, is signal
plus noise. If the measurements are a discret time series
then a practicle realization of an exponential filter is the
following,

k2, +

R ELY (1)
4 k+1

where k is proportional to the exponential filter time
constant, z. , is the last best estimate, 2; is the current
measurement (signal plus noise) and z; is the current best
estimate of the signal, that is, the true difference of clock
A compared to B.

We assume flicker noise time or phase modulation
(PM) for the measurement noise (GPS C-V) and flicker
noise frequency modulation (FM) for the long-term stability
of the remote clock. This model, which satisfies the
assumption in Guetrot’s analysis, was tested and was found
to be reasonable for the set of common-view data we
analyzed and for the kinds of clocks we may use at A
andfor B (quartz, rubidium, cesium and/or hydrogen
frequency standards) for selected regions of sample times,
T, as determined from a oy(t) diagram.

We assume clock B has frequency drift, so that
the time prediction equation can be written as

@) = x(t-t) + y(t-1) - v + VaD(t-1) - 12,

o)

where x(t-1), y(t-t) and D(t-t) are the best estimates of

Figure 1. A schematic diagram showing how to provide
accurate and stable time and frequency at a remote site.
If the clock at site B is a rubidium gas-cell frequency
standard in a good environment, and given the levels of
GPS common-view measurement noise, the net output can
be that time and frequency at the remote site is better in
long-term as well as in short-term than that from a

commercial cesium standard by itself.

At Station B
GPS Remote
htf——————
Receiver Clock
Ax = xa(t) - xa(t)
Computer via GPS in C-V f

xa(t) - xa(t) measurecment will have
GPS C-V noise added to it.

data link I

Figure 2. A block diagram of the GPS common-view time
transfer receiver combined with a clock at site B. The
system achieves better short-term and long-term, time-and-
frequency stability than would be available from a
commercial cesium standard by itself.
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the time offset, the normalized frequency offset and the
normalized frequency drift of the remote clock at the las
measurement, and T is the prediction interval. In our case,
the prediction interval was usually one sidereal day - using
a single satellite in the GPS C-V mode. For a general
prediction interval t = nt,, where 15 = 1 sidereal day,
we may write the best estimate of the exponential time
difference as

x(®) - (ki@ + n Ax)/(k, + n), (3}

where IS( is proportional to the exponential filter time
constant for the best time difference estimate. n gives
more weight to the measurement to compensate for flicker
FM in the clock where the rms time error of prediction is
proportional to n, and Ax is the measured common-view
time difference between clock B and clock A. The
exponential filtered drift is

D(®) - [kD(t-7) + DYk, +1), (4)

where D is the drift estimated over the last
measurement intervals, and is given by

two

x() - x(t-t)  *-7) - x(t-7v-7)
T

T -1

o

T+ T,

2
®)
where t_; is the measurement interval before the last one.
The normalized frequency offsct estimate is given by

0 = {kt-7) + D@ - <] + YOk, + 1),
(6)

where is proportional to the exponential filter time

constant for the best normalized frequency offset estimate,
and

y@ -

X0 = x(-7) |, vpey - )
T

The k,, k, and kp parameters are functions of
T the measuremeént noise type and level and the noise
type and level of the clocks at A and B. The parameters
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can be optimized through simulation or with real data. We
used the latter. The above recursive equations assume ¥
1s the time since the last measurement. The measurement
intervals need not be equal.

Experimental Results

The rubidium frequency standard used for the
experiment was an engineering development model for the
GPS program. It was placed in vacuum with a temperature
controlled environment so that variations were less than
0.1°C. The quanz oscillator frequency standard was a
special one designed for short-term and long-term stability.
It was also placed in a special environment |3].

A plot of the free-running fractional frequency of
the rubidium is shown in Figure 3a and its frequency
stability is plottecd in Figure 3b. If a frequency drift is
subtracted, the spectrum for the long-term stability is
reasonably modeled by flicker FM. Figure 4 shows a plot
of the frequency stability of the ¢iartz oscillator. A
frequency drift has been subtracted from the quartz data
before plotting the stability. The nominal t behavior
corresponding to flicker FM is apparent. The frequency
stability of the GPS C-V measurement noise is plotted in
Figure 5, and the " behavior is indicitive of flicker noise
PM. Hence, we sce that the assumptions need:.. for the
Guetrot thesis are satisfied.

The two GPS receivers were colocated for
convenience in checking the truth of the hypothesis.
Colocating the receivers will cause a cancellation of the
broadcast ephemeris errors, ior.ospheric delay errors and
tropospheric delay errors as well. Errors due to multipath
effects and to the receivers will remain about the same for
long-baseline separations between the clocks. Therefore,
the experimental results obtained in this paper may tend to
give better stabilities than would be obtained where there
is a large distance between clocks A and B. However,
similar levels of GPS C-V measurcment noise are often
achieved over long baselines if scveral satellites are used
and the data are properly combined, weighted and filtcred
[1,4].

Figures 6 and 7 are plots of the predicted values
minus the measured values (&(t) - Ax) for rubidium and the
quartz, respectively, using the GPS C-V servo illustrated in
Figures 1 and 2. The errors between the times of the
measurements will usually be smaller than the errors
plotted. There was a several day break in the continuity of
the data between MJD 47615 and 47621 as can be seen in
Figures 6 and 7. Before this break, there were a few days
for the servo parameters to initialize. This initialization
allowed for a reasonable prediction across this break in




data continuity. We can learn two important things from
this fortuitous break in data continuity. First, we can see
the ability of the system to predict time over several days;
and second, we can see the transient response of the system
as it re-acquires the daily signal.

Figures 8 and 9 are plots of the frequency
stabilities of the errors plotted in Figures 6 and 7 for
rubidium and quartz, respectively. We see that after only
a few days of integration, this system has the capacity to
track the best primary frequency standards in the world.

Figures 10 and 11 are the corresponding time
stability plots where the time stability, o, (<), is defined as
t*modo (t)/v3. [56] For rubidium (Figure 10) the
system s{ability for single one-day measurements is within
10 ns (rms) of clock A. And again, for times between the
measurement times, the stabilities will usually be less than
this number. If we average the time readings for a few
days, we can approach a nanosecond of time stability. The
average value for the data in Figure 6 is 0.05 ns. There
will typically be biases of a few nanoseconds in the GPS C-
V measurement technique; hence, the time accuracy cannot
be better than these biases.

The corresponding single one-day measurement
stability numbecr for the quartz oscillator stability plotted in
Figure 11 is 75 ns (rms). We see, in this case, that we have
to average for very long periods to approach a time stability
level of 1 ns. That one can reach these levels at all with a
quartz oscillator in the system is impressive. The mean
value for the time errors plotted in Figure 7 was 0.5 ns.
Again, please note that biases in the system will limit the
time accuracy to a few nanoseconds.

We tested the system with a high-performance,
commercial, cesium-beam frequency standard as the clock
at site B and observed long-term improvements. The
improvements were not nearly so dramatic as for the above
data for rubidium and quartz. The main benefits for using
cesium in the system is to keep the time at site B
synchronized. The cost effectiveness for such a system is
obviously better with rubidium and quartz kept in a good
environment.

Methods of Implementation

This servo could be implemented in several
different ways. The outputs of the model could be used as
a "paper” time or frequency output. This is simple to
implement but has the disadvantage that electrical output
of the oscillator does not directly reflect the improvement
in. performance produced by the servo. This disadvantage
may be overcome by using the model parameters to drive

a microstepper or other similar device to produce a
continuously corrected output. A small computer would be
required to control the microstepper and to cope with
missing data.

Another novel alternative is to provide an input
to the system from an unknown clock a user may wish to
calibrate. The system would measure the time and
frequency difference between the clock being calibrated and
the clock, which is part of the system at B. The system, at
anytime, has the information for the best estimate of the
time and frequency difference between clocks A and B.
Hence, the system could straight forwardly calculate the
optimum estimate of the clock being calibrated against the
reference clock at site A. This information could be
provided as a real-time read out of the system and would
be more precise and accurate than that obtainable from a
steared micro-phase stepper.

The designer can vary parameters k, k. and kp,
s0 as to optimize the transient response of the servo or its
rms offset error (but not both simuitaneously). Likewise,
the threshold for rejecting a measurement must be chosen
as a compromise between detecting time or frequency steps
and providing immunity to glitches.

The values of the parameters chosen for the data
presented in this paper were kK, = 25,k = 1 and kpy =
0.2 for rubidium and lg( = 20, = 0 and kD = (.2 for
quartz. These values were chosen to obtain a best
transcient response rather than optimizing steady-state
stability. From the resuits obtained, this choice caused
little degradation in the steady-state performance.

The time transfer system need not be the GPS C-
V method. Any system, which would allow the time
difference comparison of clocks remote from each other at
the few nanoseconds level, could be made to provide
comparable results as those reported in this paper. In
addition, the performance of the system when using GPS C-
V is unaffected by GPS selective availability (SA) if only
clock dither is turned on (no degradation of the satellite
broadcast ephemeris). If, however, GPS SA were fully
implemented, including the degradation of the broadcast
satellite ephemeris, then some of this degradation would
not be cancele in the GPS C-V approach. The amount of
increased measurement noise is a function of the baseline
between the clocks and the level of SA.

We are currently studying more complex
algorithms in which the k. and kp, parameters are
adjusted dynamically in response to changing conditions.
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Figure 3a. A plot of the normalized frequency output of an engineering-development-model, rubidium-gas-cell frequency
standard. This EDM standard was prepared as part of a GPS program.
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3b. A plot of the frequency stability of the data plotted in Figure 3a with no frequency drift removed. The long-term
stability is limited by the drift: oy(r) = tD/V2.
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Figurc 4. A plot of frequency stability for a special quanz oscillator frequency standard placed in a good environment.
A frequency drift was subtracted from the data before calculating the frequency stability as plotted.
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| Figure 5. The frequency stability measurement noise for the GPS common-view system used for providing time and
| frequency at a remote site.
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Figure 6. A plot of the predicted time values minus the measured values for a rubidium-gas-cell frequency standard in a
good environment at site B.
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Figure 7. A plot of the predicted time values minus the measured values for a quartz-crystal oscillator in a good
environment at site B.
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Figure 8. A plot of the frequency stability of the errors plotted in Figure 6.
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Figure 9. A plot of the frequency stability of the errors plotted in Figure 7.
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Figure 10. A plot of the time stability of the errors plotted in Figure 6.
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Figure 11. A plot of the time stability of the errors plotted in Figure 7.

160




FORTY-FOURTH ANNUAL SYMPOSIUM ON FREQUENCY CONTROL

RADAR STABILITY SELF-TEST USING BULK ACOUSTIC WAVE DELAY LINES
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Abstract:

This paper describes a novel application
of sapphire Bulk Acoustic Wave (BAW) microwave

delay lines 1o provide built in test that
measures both phase and amplitude noise
sidebands for radar stability calculations.

Stability measurements using a 15 microsecond
sapphire BAW delay line have been made on 3
GHz Moving larget Indicator (MI1) radars that
support 6% d8 clutter cancellation. Prior lo
this study one would have thought that a delay
larger than 1% us was required to include
the SIAID noise contribution 1o stlability.
Analysis of the 15 microsecond decorrelation
of 1the associated 135 dBc/Hs SIAID noise
shows that this technique for measuring radar
system stabilily produces a SIAIO  noise
contribution that 1is only 1.2 dB less than
independent CW measurements made on the double
sideband S!ALO noise.

1. Introduction

Mil radars require excellent stability 1o
accomplish high clutter (undesired 1errain
return) cancellation performance. Measuring
this stdability is a cumbersome and difficult
task; therefore, a technique suitable for
built -in lesting that accurately measures the

system instabilities is a highly sought after
feature.

The radar stability  measurement is
difficult because: (1) the high peak
transmitler power disrupts receiver
performance, and (?2) 1the Stable tocal

Oscillator (SIALO) noise is range dependent
and thus a microwave frequency delay is
required in the test confiquration so that the
STAI0 noise does not cancel. A sapphire BAW
delay line solves these problems by providing
the proper microwave delay. With  this
microwave delay, all noise of the radar can be
considered, including the transmitter and tihe
elusive range dependent SIAI0 noise. The
delay must be longer than the transmit time to
eliminatle the transmitter -to -receiver
interference problem. A stability measurement
must consider all potential unstable areas in
the radar, especially these two since they are
the most likely areas to produce instabilities.

CH2818-3/90/0000-161 $1.00 © 1990 IEEE
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The largest available BAW delay line from
industry s 15 wus. lhe larye insertion loss
and maximum power handling capability of 1the

BAW delay line prevent the wuse of 15 us
units much above 4 (GH/; therefore, smaller
delays must he used al higher froequencies to
maintain  manageable losses. The thin film
transducers on the BAW delay lines are power
limited and the bulk acoustic material tends
to sdlurate or rause dispersion when driven

much ahove a few watls of peak
thus, one cannot raise the inpul power o make
up for the high insertion loss. However, at
L. Band and S Band the 15 us BAW delay line
provides an gadequate dclay with acceptable
insertion loss for testing MI1 radar stability
in the 65 dB range.

input power.

Il. Stability Measuring Implementation

Stabilily of a radar is the ratio of the
total double sideband inteqrated spectral
enerqy about the carrier, limited by the radar
filters and further modified by the range

factor, 1o the carrier power. Stability is
usually expressed in dB.
ANT
FREQ MT TO
1 GEN —‘ CH B
DELAY
LINE
LNA
o
" DISPLAY
d MTI
RECEIVER | AD "‘ﬂ PROC “"O

FIG.1 MTI RADAR CONFIGURATION
FOR STABILITY TESTING

Figure 1 shows the stability tlest
configuration. A sample of 1the atltenuated
transmitter outpul signal is coupled through

the BAW delay !inc to the low noise amplifier




of the radar receiver. Ideally this is done
on an off-line channel where the receiver and
transmitter are switched to dummy loads. If
an off-line channel 1is not available, the
radar is normally taken off-line for this
measurement which eliminates the problem of
returns from nearby real-life clutter that
could contaminate the stability measurement.
The radar A/D outputs with and without MTIl
filtering are then compared for a measure of
the system stability. The former yields the
noise spectrum power, the latter measures the
carrier plus noise power spectrum. The A/D
output may also be sent to a buffer, then to a
DFT, not only for a measure of stability, but
for a display of the signal's spectrum.

I1I. STALO Delay

The STALO 1is the only hardware in the
radar whose noise or instabilities are
inherently range dependent. This occurs
because of the coherent detection feature of
the radar and takes place at the first
down-converter in the receiver. Since the
bulk of the STALO noise 1is frequency and phase
modulation, the noise on the STALO signal and
the STALO -derived transmit signal are
identical. With no delay for either of these
two signals, all noise energy on these two
signals will cancel at the first
down-conversion in the receiver, thus
producing a noise-free IF signal. But in real
radar performance all live targets are delayed
(12.34 us/nmi); therefore, STALO noise
always appears.

The effects of STALO noise have been
demonstrated in the laboratory. The IF signal
including STALO noise of a laboratory CW model
radar is shown in Fiqure 2 with a 15 wus
delay 1line in the transmit-receive path as
shown in Fiqure 1. The 15 us delay produces
nulls every (1/15) x 106Kz (66.6 kHz) due to
cyclic 360° phase differences in the two noise
sidebands at the receiver first down
converter. Therefore, nulls occur in the
noise energy sidebands at the IF due to
in-phase sideband noise from the two signals,
the same as if the delay was zero. The noise
frequencies at 33.3 kHz will be 180° out of
phase thus adding coherently (6 dB) to the
total noise voltage. This repeating of
in-phase and out-of-phase noise addition
creates the noise sideband lobes in the CW
signal shown in Figure 2. The discrete
sidebands on the third lobe on both sides of
the carrier result from an injected 166.6 kHz
modulation signal for reference only. If the
microwave delay of one signal is changed from
15 us to infinity to create total
decorrelation, then the noise sideband power
in both signals add to give a 3 dB increase in
double sideband energqy at the radar IF.
However if zero delay exists between the two
signals the resultant sideband noise energy is
cancelled completely.
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FIG 2 DECORRELATION OF STALO
NOISE IN A CW LAB RADAR

Iv. STALO Decorrelation

The relationship between decorrelation
delay is given by the spectral
characteristic of the range -dependent
(decorrelation) filter below [1], which is

and

plotte
delay.

RANGE FACTOR (dB)
STALO DECORRELATION)

d

in Fiqure 3 for selected values of

/ ¢ { ; ‘.
80 us 16 uS /
3uS
2 a3 6

FREQUENCY in 10°(x) Hz

FIG. 3 DECORRELATION vs DELAY

Decorrelation
in dB = 10 log [4 sin? (w fr Tq)]
where:
fm = Modulation Frequency (Hz)
Tq = Time Delay = 2 R/c (seconds)
R = Range (meters)
¢ = Propagation Velocity (3 x 108 m/sec)
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Notice the small decorrelation at the low
frequencies (close to the carrier). As delay
increases, the decorrelation of the identical
noise sidebands on the two STALO-derived
signals at the first down-converter in the
receiver increases until at infinite delay the
low frequency curve takes on the same cyclic
form as the high frequency curve, resulting in
maximum decorrelation. This produces an RMS
addition of the two sideband energies for a 3
dB increase in the double sideband power at
the IFf as opposed to total cancellation of
sideband noise with zero delay.
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FIG 4 TYPICAL STALO NOISE

A typical STALO double sideband noise
curve with noise decreasing to the -135 dBc/Hz
level, is shown 1in Figure 4. Since STALO
noise power distribution asymptotically
increases at 1low frequencies close to the
carrier, and delay decorrelation decreases as
frequency decreases, one may ask if a 15 wus
delay 1is large enough to produce acceptable
and accurate results in a stability test.
Section V answers this question 1in the
affirmative.

V. 15 us Delay Measurement Accuracy

The sideband noise power density spectrum
that is to be measured is affected by all
frequency shaping components from the IF
filter through the MTI filter; therefore, the
calculation of the STALO sideband noise power
must include the effects of these filters to
evaluate the accuracy of the radar stability
measurement using a 15 us delay.

Figure 5 shows that the IF filter
provides the high-frequency cutoff and the
composite velocity response provides the

low-frequency cutoff. The noise spectrum of
the STALO in Figure 4 is shaped by these
filters to produce the top curve in Figure 6.
This is the total double sideband STALO noise
power seen by the radar and the integrated
energy is -75 dBc. This is the radar
stability limitation 1imposed by the STALO,
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independent of range. However this limitation
varies with the Range Factor as discussed in
Section I1I. The standard method of
presenting STALO stability limitation does not
include this range factor, but it appears in
real-life radar operation.

The amount of STALO noise that is visible
in a 15 wus delay radar stability test, is
determined by modifying this -75 dBc noise
curve by the 15 us range factor curve shown
in Figure 5. The resulting spectrum is shown
as the lower curve in Figure 6. The
integrated energy is now -76.2 dBc and is the
total STALO spectral energy seen by the radar
with a 15 us delay. The introduction of the
range-dependent filter introduces a total
integrated energy difference of only 1.2 dB.

-100
=110}

-120+

B s
Ny

160 MODIFIED STALO NOISE WITH DECORRELATION _,
2 25 3 3.6 4 45 [ 668 8
FREQUENCY in 10°(x) Hz

FIG. 6 STALO NOISE MODIFIED BY RADAR
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Thus an accurate system stability test can be
made with a 15 wus delay because the STALO
noise contribution is within 1.2 dB of the
measurement made 1in the laboratory on the
STALO noise alone using conventional
laboratory noise test equipment. The
laboratory measurements are, of course, made




early in the design phase to predict the
stability value.

V1. Conclusion

The use of the sapphire Bulk Acoustic
Delay line as a practical tool for testing
radar stability is now a proven technology and
a 15 wus delay line 1is being incorporated
into the buill-in-test equipment (BlIt) on a
larqe  family of S Band ground based Mil
radars. Radar slability measurements in the
65 dB range have been made 1hat include the
SIAI0 noise contribution to within 1.2 d8 of
that predicled by independent CW SIAIO noise
measurements.
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Abstract

The frequency vs. temperature charactenistic of a
quartz crystal resonator does not repeat exactly upon
temperature cycling, i.e., resonators exhibit "thermal
hysteresis." This paper revicws the subject of thermal
hysteresis. The subject has been studied only sporadically
untii recently. A search of the literature has revealed only
about a dozen Frequency Control Symposium papers, a
couple of contract reports, and a few other papers that deal
with the subject. Books dealing with oscillators either do
not mention the subject at all, or devote only a few
sentences to the phenomenon.

The causes of hysteresis are not well understood. The
evidence to date is inconclusive. The mechanisms that
cause hysteresis include: contamination redistribution,
strain changes, changes in the quartz, oscillator circuitry
hystercsis, and apparent hysteresis due to thermal
gradients.

Introduction

With the advent of the microcomputer compensated
crystal oscillator (MCXO), thermal hysteresis has become
the dominant factor limiting the stability achievable with
temperature compensated oscillators.  Since the next
largest limiting factor is orders of magnitude smaller than
hysteresis, future improvements in MCXO stability depend
primarily on reducing the hysteresis. Similarly, as sensor
technology has improved, hysteresis has become a limiting
factor in the accuracies achievable with quartz resonator
Sensors.

The purpose of this paper is to review the subject of
thermal hysteresis. The subject has been studied only
sporadically until recently. A search of the literature has
revealed only about a dozen Frequency Control
Symposium papers,w' 9. 1115 3 couple of Army contract
reports,'® 18 and a few other papers'”2> that deal with the
subject. Books dealing with oscillators either do not
mention the subject at all, or devote only a few sentences
to the phenomenon.

An ideal quartz crystal resonator’s frequency vs.
tcmperature  characteristic can be described by a

US GOVERNMENT WORK IS NOT PROTECTED
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single-valued function. Frequency can then be uniquely
determined from knowing the temperature. In
"real-world” resonators, however, the frequency vs.
temperature characteristic does not repeat exactly upon
temperature cycling.

The lack of frequency vs. temperature (f vs. T)
repeatability has been referred to at various times as
“retrace,” “hysteresis,” "restart,” and "thermal memory."
No formal definitions existed before the advent of
MIL-0O-55310B, the military specification for crystal
oscillators.2*  MIL-O-55310B defines "retrace™ and
"hysteresis.” It distinguishes between the two terms by
defining "retrace” as the nonrepeatability of the f vs. T
characteristic, at a fixed temperature, upon on-off cycling
an oscillator under specified conditions, and "hysteresis”
as the maximum value of the nonrepeatability in the f vs.
T characteristics during a temperature cycle, i.e., as the
difference between the up-cycle and the down-cycle f vs.
T characteristics at the temperature where that difference
is maximum. Hysteresis is determined during a complcte
quasistatic temperature cycle between the specified
temperature  limits. "Quasistatic™ means that the
temperature is changed in such a manner as to ensure that
the frequency offsets due to thermal gradients are much
smaller than the specified f vs. T stability, including
hysteresis.

"Retrace” is usually applied to specifying oven
controlled crystal oscillators (OCXOQ), whereas "hysteresis”
is usually applied to specifying temperature compensated
crystal oscillators (TCXO). Fig. 1 illustrates TCXO
hysteresis; Fig. 2 illustrates OCXO retrace.
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Figure 1. TCXO Thermal Hysteresis
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A Review of the Literature

The following summarizes the literature on hysteresis.
Included are three papers that deal with frequency vs.
pressure hysteresis, as these may possibly have relevance
to frequency vs. temperature hysteresis.

Early researchers who studied the stabilization and
startup of precision ovenized resonators noted that, when
the oven was turned off after stabilization and tumed on
at a later 'ime, the frequency after restabilization at the
original temperature was slightly different from the
resonator’s frequency just before oven shutdown,?’ as is
illustrated in Fig. 2. According to Sykes,26 et al., "This
frequency shift has been attributed to sorption of minute
quantities of gas on the crystal surface during an oven or
oscillator shutdown.” Also recognized as sources of
instabilities during stabilization were "relaxation of strain,
or defects in the quartz itself.”

The "Union Thermoelectric Handbook” mentioned
hysteresis as follows:'® "Temperature changes can result
in mechanical changes within the unit. For example, the
mounting supports and bonding matcrial may be altered
morc or less pcrmanently by a change in temperature,
resulting in a difference in the stress applied to the quartz
plate. Some of the apparent hysteresis phenomenon [sic]
have this origin."

Hammond et al. reported the first (and. untl recently,
the only) in-depth studies of hysteresis.!> 1% 0 Their
rescarch was aimed at improving the performance of an
LC-cut resonator that had been developed for a quartz
thermometer. Although the resonators were cycled over
various temperature ranges between +250°C and -200°C,
the "hysteresis” was reported as the frequency shift at 0°C
only (due to the high temperature coefiicient of the LC-cut
and the difficulty of obtaining accurate enough
tempcerature measurements at other temperatures.) Fig. 3
shows the hysteresis of an LC-cut.

Hammond et al. observed that: 1) the fundamental-
mode and third overtone c-modes exhibited nearly
identical hystcresis, while the fundamental b- and a-modes
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exhibited a smaller hysteresis than the c-modes; 2)
identically fabricated AT-cuts showed a five times smaller
hysteresis than the LC-cuts and the hysteresis of the
AT-cut was of opposite sign; 3) there was no systematic
variation of hysteresis with electrode material or electrode
thickness - the electrodes tried included both higher- and
lower-than-quartz thermal expansion coefficient materials,
and ductile as well as stiff materials; 4) there was no
systematic variation of hysteresis with mounting type,
stiffness, and rotation of the mounting orientation by 90°,
or with the amplitude-of-vibration distribution; beveled
plano-plano fundamental-mode resonators, contoured
fundamental-mode resonators and third overtone resonators
showed the same hysteresis; 5) there was no systematic
vaniation of hysteresis with quartz type or concentration of
defects - natural quartz, cultured quartz, optical grade
cultured quartz, and swept quartz were tried; 6) there was
no correlation with X-ray induced frequency changes; 7)
there was a systematic variation of hysteresis with angle
of cut in rotated Y-cuts - a change of sign of the
hysteresis effect was found at 6 = 32°; and 8) although
contamination in the resonator enclosure could aggravate
the hysteresis, when proper contamination control
mecasures were applied during processing, the remaining
hysteresis was not related to contamination.
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Figure 3. Typical Hysteresis Curve

Hammond et al.! concluded that "all the experiments
to date indicate that the hysteresis effect in the quartz
thermometer must be a property of crystalline quartz.
However, it is not clear whether it is an intrinsic property
of quartz or attributable to a defect structure. The
variability from resonator to resonator and from
obscrvation to observation would infer a defect structure.”




In a slightly later paper,19 however, the authors state that
hysteresis is “related to the differential expansion between
the quartz plate and the thin film, as well as micro
contamination [sic] within the crystal holder."

In 1970, Dick and Silver® showed the result for a
single fundamental-mode 5 MHz crystal, the f vs. T
characteristic of which repeated to 3 X 10°® for one cycle
between -40°C and +80°C.

Buroker and Frerking® developed a digitally
compensated TCXO the f vs. T stability of which was
+ 5 X 10® from -40°C to +80°C. In the conclusion of
their report, however, they stated that, the "technique is
capable of even greater stabilities, but even * 5 X 10
cannot be maintained in practical environments due to
thermal hysteresis in crystals and other componcnts.”

Mroch and Hykcs“' 17 evaluated a variety of purchased
4.5 MHz fundamental-mode AT-cut crystal units in
connection with the development of a high stability
TCXO. They found that the retrace at the lower
turnover point varied from 3 ppm to less than 1 X
10°°, "with no correlation from lot to lot or vendor,” and
that "...few of the crystals reccived met the +3 X 108
retrace [sic] requirement” of the research program. They
also found that the hystcresis was "dependent on the
highest temperature to which the crystal had been recently
exposed,” it was maximum at the low temperature limit of
the temperature cycle, as is illustrated in Fig. 4, and, after
30 minute exposures to 100°C, hysteresis was a function
of storage time at room temperature. The ceramic
capacitors used as bypass capacitors were identified as
potential sources of TCXO hysteresis.
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Figure 4. Hysteresis Effects in the Frequency-Temperature

Charateristic of 4-MHz TCXO

Forster’ measured the hysteresis of AT- and SC-cut 10
MHz 3rd overtone crystal units in HC-27/U glass
enclosures, "from three German manufacturers.” He found
that "With nearly all the test specimens it is striking that
quite large hysteresis valucs are obtained in the first cycle.
The reproducibilities of the second and third cycles is in
general excellent...namely + 1 X 108, In the first up run
a 'calming phase’ evidently sets in.” He concluded that
the hysteresis of "..SC-cut crystals measured were not

vastly superior to those of AT-cut specimens,” and that
"The frequency stability attainable with digitally
temperature-compensated quartz crystal oscillators is
limited to around ..+1 X 107 solely by the thermal
hysteresis of the crystal resonators.”

Vig et al.% measured nine ceramic flatpack enclosed
four- point-mounted SC-cut crystal units and two similarly
fabricated AT-cut control units, then compared the
hysteresis at the lower tumover temperatures. The
worst-case hysteresis of the SC-cut units was 8.5 X 108,
The AT-cuts were about 10 times worse. The hysteresis
was measured during two complete cycles between 45°C
and +75°C.

Kaitz” and Kusters and Kaitz® studied the frequency
vs. pressure hysteresis of BT-cut pressure transducer
resonators.  Kaitz found that "Hysteresis...increases
con: lerably as temperature and pressure are increased,”
and ‘extensively cycling” the transducers, which "relaxes
the residual stresses incurred duning processing of the
unit,” improved hysteresis "in almost all instances...up to
50%." Kusters and Kaitz found a cormrelation between
pressure hysteresis and the quartz material, and between
the temperature of worst pressure hysieresis and the quartz
material.  Unswept natural quartz shewed the lowest
hysteresis.  Sweeping natural quartz increased the
hysteresis. Pure Z-growth material showed a hysteresis
similar to that of swept natural quartz. The highest
hysteresis was found when X-growth material was used.
Anomalously high hysteresis in some "X-growth”
transducers was traced to the fact that the transducers
"were found to contain regions of Z-growth material and
clearly defined X-Z growth boundaries.” No correlation
was found between inclusion density and hysteresis.

Ueda et al® reported that when a tuning fork
thermometer resonator was made relatively stress free by
making a "narrow neck between the resonator support and
vibrating beams to further reduce the stress transmitted
from the support to the vibrating beams...." the hysteresis,
when cycled between 4.2°K and 0°C, was reduced by a
factor of two at 4.2°K and a factor of three at 0°C, when
compared to the conventional tuning fork, and, at 0°C, it
was "one tenth that of thickness shear-mode resonator.”
No details are provided with respect to the number of
units tested or the type of thickness shear resonator that
was used for the comparison.

Tuladhar, et al.2! studied the hysteresis of 5 and 10
MHz AT-cut resonators with gold electrodes and with
silver electrodes. Their conclusions were that: "Hysteresis
at the lower turn-over- temperature is higher than that at
the upper tum-over- temperature..Hysteresis for gold
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electroded crystals is considerably worse than that for
silver electroded crystals...Crystals having a double
adjusting laycr show greater hysteresis than those with a
single layer.”

Ward and EcrNisse!® found a comelation between
pressure hysteresis and quartz material, as did Kusters and
Kaitz. Transducers made of pure Z-growth cultured quartz
exhibited higher hysteresis than those made from natural
quartz.

Tartakovskii?? analyzed the results of Hammord et al.
and of U.S.S.R. researchers Varfolomecva et al. (reference
2 of Tartakovskii’?). He states that "...by taking into
account the two different manifestations of thermal inertia
in a piczoelectric clement it is possible to explain all
experimental  results® of Hammond et al One
manifestation of "thermal inertia" is "the lag of the
average temperature T in the piczoelectric element behind
that of the medium T by AT,,” and the other is the
"difference AT, in temperatures at the edge and the center
of a piczoclectric clement creates in the central region of
the plate compressive stresses...” which produce a
frequency shift that is a function of the plate’s angles of
cut and mounting oricntation. He also explains the AT-cut
hysteresis results of Varfolomeeva et al. by showing that
the results are consistent with frequency changes to be
expected from "a change of the mechanical stresses in the
ring of silver pastc” that was used to bond the mounting
clips to the quartz plate. His "calculated results showed
why a simple turn in the direction of the ring towards the
axis Z’ (i.e., a shift from ¥ = 45° to ¥ = 75°) caused a
sharp reduction of frequency hysteresis following a
tcmperature treatment...”

Beaussier”® drew a similarity between mechanical
hysteresis and thermal hysteresis and concluded that "the
phenomenon of non-linear elasticity in the presence of
crystalline faults, and in particular moving dislocations
appcar to be the causc." He further reported that
continucd thermal cycling, aftcr proper sclection of the
quartz itsclf, reduces thermal hysteresis.  Beaussicr
reported the development of a model which explained
obscrved experimental data where: Af/f = Ky (AT)” where
KOH equals 0.5 X 107'%°C? for SC-cuts, and 1.5 X 10
19=C? for AT-cuts.

Filler'! analyzed TCXO thermal hysteresis and
showed that thermal lag between the resonator and the
TCXO's thermometer is a major contributor 1o the
obscrved TCXO hysteresis. He developed a model "that
accounts for both the normally-encountered and anomalous
thermal hysteresis.  This model can scparate apparent
hysteresis from “true hysteresis’.” He ~howed that "the

inherent hysteresis of the resonator is much lower than
that of the TCXO and has a different temperature
dependence,” and that "thermal hysteresis is independent
of rate of change of temperature, when thermal lag is
accounted for..."

Symonds and Wacker'® encountered excessive f vs. T
hysteresis during the initial stages of a TCXO
development program. They attempted to vary the design
and fabricatior: of the (10 MHz fundamental-mode AT-
cut) resonators in order to reduce the hysteresis. The
results to date indicate that the resonator’s mounting plays
an important role in the observed hysteresis. When the
stiffness of the mounting clips and the bonding areas of
four-point mounted resonators were reduced significantly,
the average hysteresis was reduced from 0.64 +0.35 ppm
to 0.20 10.07 ppm.

Filler and Vig!'? developed dual-mode SC-cut
resonators for microcomputer compensated  crystal
oscillators (MCXO). They, together with Schodowski,!?
showed that when the dual-mode self- temperature sensing
method!? is used as the "thermometer” during f vs. T
measurements, the effects of thermal gradients can be
made ncgligible even when the temperature is changed
rapidly. In the self-temperature sensing method, the
fundamental-mode and third overtone c-mode frequencies
are excited simultaneously. The frequencics of these
c-modes are measured vs. a thermometric beat frequency
that is derived from the two c-modes. The resonator acts
as its own thermometer; no extemal thermometer is
needed.

Filler and Vig applied the dual-mode self-temperature
sensing method to measuring the hysteresis of 10 MHz/3.3
MHz dual-mode SC-cut resonators in a -55°C and +85°C
temperature range. "The measured hysteresis ran%ed from
parts in 10° for the best units, to about 2 X 10 for the
typical "'good’ unit, to several parts in 10® for the 'bad’
units.”  Filler'* continued these hysteresis studies and
showed that for 10 MHz 3rd overtone SC-cut resonators
obtained from four manufacturers: 1) hysteresis varies
with temperature excursion, but for a given temperature
cycle, the hysteresis repeats, 2) hysteresis is not aiways
worse at low temperatures, 3) resonator manufacturing lots
cxhibit "signatures,” i.e., resonators within a lot showed
similar hysteresis characteristics, but the characteristics
varied significantly from lot to lot, and 4) a factor of two
change in drive current did not affect the hysteresis.

Filler, Messina and Rosati'® studied the performance,
including hysteresis, of microcomputer compensated
crystal oscillators (MCXO) that used dual-mode SC-cut
resonators similar to those developed by Filler and Vig.12
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Hysteresis of the seven MCXO's evaluated ranged from
+5X 10% 10 t4 X 10,

Bcnjaminson27 investigated circuit contributions to
oscillator hysteresis. He analyzed the effects of hysteresis
in the most critical components of a dual-mode crystal
oscillator (for use in a MCXQ). One oscillator of the pair
was a 10 MHz 3rd overtone bridge oscillator, the other a
3.4 MHz fundamental-mode impedance-inverting Colpitts
oscillator. Hec found that a 1% change in  the tuncd
circuit inductance of the bridge oscillator changed the
frequency of oscillation by 1 X 10, while a similar
variation in the Pl-network inductance of the Colpitts
oscillator caused a change of 7 X 10®.  Since both
oscillators are scrics resonant circuits, additional tests were
performed in order to isolalc the effects of circuit
componcnt hysteresis from crystal hysteresis. by replacing
the crystal with fixed resistors in cach oscillator, enabling
operation as L-C oscillators at thc nominal opcrating
frequencics.

Hysteresis measurcd during cycling between -55°C
and +85°C was typically lIcss than 50 ppm, which
translated 1o a contribution less than 1 X 1070 f vs. T
hysteresis in the 10 MHz oscillator (when operating as a
crystal oscillator) and less than 6 X 10710 hystercsis in the
3.4 MHz crystal oscillator.

The low hysteresis cffects demonstrated by the L-C
components were achieved by carcful analysis to select the
most stable inductors and capacitors available and equally
carcful circuit analysis to minimize frequency pulling by
the reactances. To accomplish this, the bndge oscillator
was designed with as wide an L-C bandwidth as b-mode
rejection permitted; b-mode traps per se, were avoided
because their pulling effects are much worse.

The impcdance-inverting  Colpitts  oscillator  was
designed with the lowest possible reactance valucs. This
was limited by restrictions on transistor current
consumption. Higher current operation can provide higher
transconductance, pcrmitting lower rcactance with a
consequent reduction in frequency pulling.  An added
benefit. particularly in the low resistance fundamental-
mode oscillator, was produced by the lower cquivalent
scrics resistance of small, high Q inductors that reduce
loaded Q degradation and further minimize pulling duc to
reactance changes.

Hysteresis Mechanisms

So what causes hysteresis? Since the evidence report-
ed to date is inconclusive. we will discuss the various
mcchanisms that can possibly cause the phenomenon.
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Contamination Redistribution - Adsorption-desorption
phenomena can cause hysteresis if, during temperature
cycling, contamination inside the resonator enclosure is
redistributed so as to change the mass loading on the
active area of the resonator. Sykes, et al.28 siated that "A
study of the stabilization characteristics of precision
oscillators following interruptions of oscillation lead to the
conclusion that residual contamination within the crystal
unit enclosure is the most likely cause of frequency
change during the first several days of operation afier an
interruption.”  Armstrong, et al.2? showed that the retrace
of “clean” S5 MHz thermocompression-bonded,
high-temperature processed resonators was superior to that
of similar but solder-bonded resonators. Hammond, et al.!
stated that "with inadequate vacuum baking or inadequate
clecaning of the crystal mounts, header, or can, the
hysteresis effect can be aggravated. However, ...the
remaining  hysteresis  effects  are  not  related 10
contamination."

When one examines precision resonators’ hysteresis
curves, it is difficult to see evidence that contamination
transfer is a significant factor. Desorption rates generally
have an exponcntial dependence on  temperature.
Therefore, if adsorption-desorption phenomena pliayed a
major role. then hysteresis would show a strong tempera-
ture dependcnce, which has not been reported. When
surfaces are hecated to produce a uniformly rising
temperature, desorption (of a single adsorbent) occurs in
a narrow temperature interval, with a pronounced peak.>°
The temperature of maximum desorption rate is a function
of desorption encrgy. and is often uscd to investigate the
intcraction of gases with metal surfaces. The
characteristic "moisture dip” obscrved when resonator
enclosurcs contain water vapor is a manifestation of
adsorption and desorption occurring in a narrow
tcmperature range. In order for contamination transfer to
explain the observed hysteresis, a varicty of contaminant
molccules, with an appropriate range of adsorption
cnergics. would nced to be present in the resonator
enclosure.

[deally, in order to climinate adsorption-desorption as
a hysteresis mechanism, the clectrodes should cither be
highly active or inert. In the first case, all the
contamination would be pecrmanently adsorbed (i.e.. the
contaminant’s lifetime on the surface would be infinitc).
In the sccond case, none of it would be adsorbed (i.e., the
contaminants’ lifctime would be zero). In real resonators,
however, the contaminants’ lifetimes on surfaces are finite.
The lifctimes depend on the surfaces, contaminant
molecules and temperatures.

Hysteresis in isothermal adsorption-desorption (as a




function of gas pressure) has been reported, e.g., during
the adsorption and desorption of watcr on the gold
electrodes of quartz crystal resonators.3! Such hysteresis,
being a small perturbation of a small effect, is probably a
negligible second-order effect in f vs. T hysteresis.

Strain Changes - It is well known that changes in the
stresses on a resonator plate can produce frequency shifts.
The stresses experienced by resonators mclude mounting
stresses (via the force- frequcncy effect’? 33 and bending
effects™™), bonding stresses,’ 5 and electrode stresses.’® It
is clear that temperature cycling can produce changes in
these stresses, and can, thereby, result in hysteresis.

If the mounting clips were perfectly elastic, or
perfectly soft, then they would not contribute to hysteresis.
If, however, the clips undergo stress relief during
temperature cycling, then hysteresis can result. The
magnitude of the hysteresis produced by a given amount
of stress relief is a function of the orientation of the
mounting clips with respect to the crystallographic axes of
the quartz plate,3? and the types of stresses.

For in-plane diametric forces, the force-frequency
coefficient K¢ vs. azimuth angle ¥ have been found to
have zcroes for all the commonly used cuts, such as the
AT- and SC-cuts.3? Therefore, one might conclude that
hysteresis due to stress relief in the mounting clips can be
eliminated by mounting the crystals where K; =
Unfortunately, it is not possible to completely eliminate
the effects of mounting stresses in conventional resonators
for the following reasons. First, the azimuthal angles
where Ky = 0 are functions of temperaluxe,33 s0 that there
is no ¥ where K; = 0 over the whole temperature range
of a TCXO or MCXO. Second, the ¥ where the effects
of bonding stresses are zero is different from the ¥ where
K¢ = 0. at least for the AT-cut, the only ~ut for which
bonding stress cffects have been rcported Third, the
forces due to the mounting clips are generaliy not purely
in-plane diametric forces. This is especially true for three
and four-point mounted resonators because, since the
thermal expansion coefficient of quartz is anisotropic
whereas that of the typical package base is isotropic, the
forces due to temperature cycling will have tangential
components, Similarly, for two-point mounted resonators,
the base’s change of dimensions during temperature
cycling will apply shear-type forces in addition to the
in-plane diametric forces.

Theoretically, properly mounting the quartz resonator
plate on an identically oriented quartz plate, as is
attempted in BVA resonators,’’ ought to greatly reduce
the hysteresis due to stress relief in the mounting structure.
Our literature search did not reveal evidence that BVA

resonators exhibit hysteresis or retrace that is superior 1o
those found in high quality conventional resonators.

For an example of the frequency changes that can be
caused by stress relief, consider a 5 MHz 3rd oventone, 14
mm diameter resonator. If one were o intentionally
mount this resonator at the ¥ where K; is maximum, then
the frequency shifts due to changes in the in-plane
diametric forces would be 2.9 X 108 per gram for an
AT-cut resonator, and 1.7 X 10 per gram for an SC-cut
resonator ® (where per gram" refers to the force due to a
one gram weight, on earth).

The effects of electrode stress relief can be minimized
by using the SC-cut,*® or by not having electrodes in
contact with the active area of the resonator, as can be
done with BVA-type resonators,>’ and, to a lesser extent,
with lateral field resonators.>® Everything else being
equal, using a single metal (e.g., Au) as opposed to two or
more metals (e.g., Cr-Au, Ti-Pd-Au) is also likely to
produce lesser stress relief effects because using two or
more metals introduces additional interfaces where stress
relief and diffusion can occur.

Changes in the Quartz - Changes in the quartz due to
the stresses induced by temperature cycling are among
the conceivable causes of hysteresis, although no direct
evidence of such changes could be uncovered in the
literature. Perfect quartz would not be expected to be
affected by temperature cycling. The imperfections that
are subject to change include surface defects, dislocations,
impurities, inclusions, and twins.

Surface defects. such as the microcracks produced by
lapping, can change upon temperature cychng, however,
by properly etching the surfaces*! subsequent to
mechanical treatment, the possibility of changes can be
greatly reduced or eliminated.

That dislocation motion due to temperature cycling is
a factor in hysteresis is unlikely at the typical TCXO
temperatures. Even in sweeping cxperiments42 which are
usually conducted far above the normal operating
temperatures of oscillators, no evidence of dislocation
motion has been reported. The energy necded to anneal
quartz damage due to neutron irradiation may be a clue to
the energies needed to move dislocations. When quartz is
irradiated with fast neutrons, displacement damage occurs.
At high doses, the quartz gradually becomes disordered
into an amorphous form. Annealing studics on neutron
damaged quartz indicate that the annealing temgcm(ure of
quartz is above the inversion temperature. 4343
activation energy for structure anncaling is 0.75 eV.43
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It takes a great deal less energy, however, 10 move
impurities in quartz to new lattice sites. Impurity motion
due to temperature cycling is, thercfore, a more probable
hysteresis mechanism than dislocation motion. It is
possible to induce impurity dependent effects, at "normal”
temperatures. For example, some radiation- induced effects
can anneal,*® low DC voltages produce changes in the
aging rates of resonators,*” and sweeping can be produced
at room temperature (=23°C) when 25 V/mm is applied to
a quartz bar.*® Kusters,* observed that when a 500V/mm
DC field was applied to a doubly rotated quartz plate at
80°C, the frequency shift decayed with a time constant of
7 seconds. Moreover, there is evidence in the literature
that strain gradients due to ultrasonic vibrations can
produce changes in quartz propcrtics, probably due to the
motion of impuritics down the gradicnls.50

Recent experimental evidence developed at Hewlett-
Packard scems to support material defects being a
significant mechanism. In two experimental groups of 38
LC-cuts cach (sce Hammond'), significant differences
were observed which correlate with the quartz material.
All fabrication processcs other than the material were
identical. Optical grade quartz was irradiated to show the
presence of defect centers. LC-cuts made from darkened
arcas of the quartz formed the first group. LC-cuts from
totalty clear arcas formed the sccond group. As shown in
Figure 5, Group 1 had a total yicld of 34% with a high
percentage of dead units and hysteresis rejects. Group 2
had a total yicld of 84% with no hysteresis rcjects. These
crystals are operated on the end of a 1/2 wave cable.
Decad units are those for which the effective motional
resistance becomes so high at a particular temperature that
the oscillator stops.
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Figure 5. Quartz Thermometer Crystals, 28.2 MHz, 3rd
Overtonc. Group 1: Darkened Quartz, Yield
34%: Group 2: Clear Quartz, Yicld 84%
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In a continuation of the work reported in Kusters and
Kaitz.® normal sweeping was done on one group of natural
quartz specimens, and extended sweeping done on a
second group. All other processing parameters were
identical. Sweeping was continued on the second group
until the indicated ion current became stable and remained
constant for at least 48 hours. Resistance data of finished
pressure transducer resonators are shown in Figures 6 and
7. There is a sharp difference of the measured motional
resistance. There is also a sharp difference in the overall
yield. Group 1 (Figure 6) has at present a muximum yield
of 67%. Group 2 (Figure 7) has at present a 100% yicld.
Final testing is not yet complete but the trend is
significant.
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Experimentally, in quartz LC-cuts and in the quartz
pressure transduccer resonators, the hysteresis decreases as
a result of continucd thermal cycling thus confirming the
obscrvations of Beaussier> that improved hysteresis
performance can result from thermal cycling.




Twins in a quartz plate can change under the influence
of (high) stresses. For example, when a sufficiently high
stress is applied (0.5 GPa), it is even possible to switch a
single-domain crystal to a single domain of opposite
polarity. The removal of the stress leads to a complete
restoration of the original orientation. The stress-strain
relations in a "ferrobiclastic” material such as quartz can
show hysteresis due to ferrobiclastic switching resulting
from Dauphiné twin formation.>! Twinning phcnomena,
however, are unlikely to be a significant hysteresis
mechanism because resonators that contain (macroscopic)
twins would be rejected during the usual inspection and
testing procedures, because changes in twins tend to occur
suddenly, and because the stresses necded to move twin
boundaries are probably higher than the stresses due to
temperature cycling. Changes in microtwins can possibly
occur at high pressures, in pressure transducers.

Other interesting thermal hysteresis phenomena in
quartz take place ncar 573°C, during the o-f
transition5% 33 in the incommensurate phase of quartz.
Various physical propertics of quartz, such as the heat
capacity and refractive index, exhibit thermal hysteresis in
this phase.

Apparent Hysteresis - Filler'! showed conclusively
that when the thermometer in a compensated oscillator is
separated from the resonator (as it is in TCXO), the
thermal gradients between the thermometer and the
resonator can produce "apparent” hystercsis. The apparent
hysteresis can be eliminated by using dual-mode
self-temperature scnsing.‘z' !

Angles-of-cut Dependence - Early data on SC-cut
crystals scemed to indicate that the SC-cut has lower
hysteresis than AT and BT-cuts. A rccent experiment on
30 SC-cut, 10 MHz, 3rd overtone units and on 15 BT-cut,
5 MHz, 3rd overtone units in identical enclosures
produced the data shown in Table 1. The material in all
was unswept cultured quartz with an IR "Q" of nominally
2.5 million. The units had been cycled from 30°C to
150°C 10 30°C. Hysteresis of either sign was scen in both
batches. The maximum scen was about 5 X 108, This
is essentially the same as reported in other work.!2"15 The
experimental data is shown in Fig. 8.

Oscillator Circuit Hysteresis - Hysteresis in circuit
components can cause oscillator hysteresis. For example,
if a 20 pF load capacitor Cy_is in scrics with a rcsonator
and the resonator’s C, = 14 fF and Cy = 5 pF, thena 5 X
10* hysteresis in Cp produces a 1 X 107 fvs. T
hysteresis. 38
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Table 1. Hystercsis and Oricntation

SC-Cut BT-Cut
Absolute Mean 1.1x 108 1.1X10®
Standard Deviation 13x 108 12X 108

Inductors are notorious for their instabilities; e.g., the
windings of inductors can stretch and move due to the
stresses experienced during temperature cycling. It is
possible to minimize the circuit contributions to hysteresis
by appropriate resonator and circuit design, and circuit
component selection. For example, the need for inductors
in the b-mode trap of SC-cut oscillators can be climinated
with lateral field rcsonator designs that suppress the b-
mode. >

Worst Case Thermal Hysteresis
30 To 150 Degrees C.
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Figure 8. Experimental Hysteresis Data: SC-Cut Resona-
tors are 10 MHz, 3rd Overtone; BT-Cut
Resonators are 5 MHz, 3rd Overtone

Summary and Conclusions

The results to date scem to indicate that lattice defects
are somehow related to thermal hysteresis. Stress relief in
the mounting structure can also produce significant
hysteresis.  As crystal processing techniques have
improved, contamination has become less of a problem.
This is shown in Fig. 9. The points represent a rough
mcan of the published data and demonstrate a two-order-
of-magnitude reduction in the observed levels of hysteresis
during the past 25 years.
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Figure 9. Hysteresis Data Quoted in Publications (Rough
Averages Computed when not Available in
Original Sourcc)

That parts in 10° hysteresis has been observed in some
resonators is encouraging. Once the effects of material
defects and strain relicf due to the mounting structure are
better understood, it may be reasonable to expect parts in
10° hysteresis in a reproducible manner.  MCXO's of
parts in 10°fvs. T stability will then be obtainable.
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FORTY-FOURTH ANNUAL SYMPOSIUM ON FREQUENCY CONTROL

THERMAL HYSTERESIS in QUARTZ CRYSTAL RESONATORS and OSCILLATORS
Raymond L. Filler
US Ammy Electronics Technology and Devices Laboratory (LABCOM)
Fort Monmouth, NJ 07703

Abstract

With the nitreduction of the microcomputer compen-
sated crystal oscillator (MCXO), the technology of com-
pensation for frequency vs. temperature (£-T) vanations has
advanced to the state where thermal hysteresis is the
largest contributor to frequency error. In this paper data
are presented on the hysteresis of resonators and oscil-
lators. The dual-c-mode sclf-temperature sensing technique
was used for thermometry. Temperature measurement
inaccuracics are climinated with this technique because the
resonator and the thcrmomecter are one and the same.
Measurements were made using both a passive "pi” net-
work/vector-voltmeter system, and dual-mode oscillators of
two dcsigns.

The experimental variables investigated were 1) the
end point tempcratures, 2) the rate of change of tempcera-
ture, 3) the sequence of temperatures (i.e., low-high-low,
high-low-high, or mid-low-high-mid etc.), and 4) the drive
level. Resonators were also measured over several differ-
ent cycles in both a "pi” network and a dual-mode oscilla-
tor.

The results show that the thermal hysteresis of the
crystal resonators studicd is independent of tcmperature
sequence and drive level but is dependent on the tempera-
ture extremes. The contribution to the thermal hysteresis
from a poorly designed oscillator may be larger than the
contribution from the resonator. Resonators from several
diffcrent manufacturers and diffcrent lots from the same
manufacturer exhibit thermal hysteresis signatures.

Introduction

The limiting factor in tempcrature-compensated
oscillators is the non-repeatability of the frequency vs.
temperature characteristic. All compensation schemes rely
on a one-10-onc correspondence between temperature and
frequency. Figure 1 shows the fractional frequency offset
(from the nominal frequency) vs. temperature for a well
compensated crystal oscillator. The arrows represent the
direction of temperature change. The difference between
the f-T curve measured while the temperature is increasing
and the f-T curve measurcd while the temperature is
decreasing is the temperature dependent hysteresis. The
maximum difference over the entire operating range of the
oscillator is defincd as the thermal hysteresis for that
device.! Kusters and Vig, elsewhere in these proceedings,
give a comprehensive review of the literature on thermal
hysteresis in quartz crystal devices.2
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Figure 1 - Af/f of a well compensated oscillator.

Formerly, data on thermal hysteresis were obtained by
analyzing {-T curves of conventional temperature compen-
sated crystal oscillators (TCXQO). In a TCXO the crystal
resonator is physically separated from the temperature
sensing device, usually a thermistor, resulting in different
thermal paths and time constants. If the ambient tempera-
ture is changing, the resonator and the thermistor will be at
different tempcratures. This results in an error in the
compensation which is manifested as "apparent hysteresis” 3
The identical effect occurs if the resonator is measured in
a passive system such as a "pi” network/vector-voltmeter
test sct since the temperature sensor is, as in a TCXO, sepa-
rated from the resonator.

In this paper hysteresis data will be presented on
resonators and oscillators. The dual-c-mode self-tempera-
ture sensing technique was used, in which, temperature
inaccuracies are eliminated since the resonator and the
thermometer are one and the same.* Measurements were
made using both a pi-network/vector-volimeter syslc:m5 and
several dual-mode oscillators.®

Experimental Scope

As reference 2 states, thermal hysteresis is not well
understood. The phenomenon had to be better defined so
that possible mechanisms could be identified. To that end
35 resonators from six different manufacturers were
measured. There were units from two manufacturing lots
from two of the suppliers and units from one lot from three
of the manufacturers. The sixth manufacturer was the
supplicr of ceramic flatpack enclosed units.” The total
number f f-T curves analyzed for this paper is 720. The




data shown are represeatative of the conclusions drawn
from all of the curves.

{-T Profile

All of the £-T cycles were performed in a quasi-static
manner. The temperature sctting was changed and then,
after a pre-set period of time, referred to as the “soak”
interval, the frequency measurcment was initiated . The
standard temperature was 3.2°C and the standard "soak”
interval was 4 minutcs which resulted in a 12 hour {-T
cycle. The longest soak interval uscd was 60 minutes.
The standard temperature cycle was -55°C to +85°C and
return,

Experimental Configuration

Figure 2 is a block diagram of the experimental config-
uration. Ten thick film "pi" networks were switched to a
common vector-voltmeler and synthesizer. The three dual-
mode oscillators were switched to two counters, onc for the
fundamental mode and one for the third overtone. The
oscillator measurements implemented the true sclf-tcmpera-
ture sensing technique in that the measurements of the two
modes were made simultancously.  In the "pi” nctwork
mcasurcments, the modes were measured sequentially with
a time scparation of less then 5 seconds.

f-T Repeatability

There are two aspects to the compensation problem.
The first is f-T repeatability. Figure 3 shows data from
four different temperaturc cycles. In all cases a 6™ order
polynomial has been subtracted from the raw frequencies to
simulate the fractional frequency output from a compensat-
ed oscillator. The four temperature cycles repeat fairly well
as contrasted with figure 4. (The resonator in figure 4 was
removed from one "pi" nctwork and inscrted in another so
it is not surprising that the {-T curve did not repeat.) The
abscissa in figures 3 and 4, and the ones ic follow, are
labeled with threc scales. The top two scales are the
thermometric beat fn;:qucncy3 in both Hentz and ppm. The
bottom scale is the temperature limits.

The repeatability of the f-T charactenistic, as well as its
smoothness is still an open area for investigation. This
report is concerned only with the temperature dependent
thermal hysteresis as defined above.

Thermal Hysteresis

In spite of the fact that the {-T repeatability is relative-
ly poor in Figure 4, the temperature dependant thermal
hysteresis for both cycles, plotted as a function of the
thermometric beat frequency in figure S, is virtually
identical. The hysteresis curves that follow show tempera-
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Figure 2 - Expecnmental configuration.
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ture dependent thermal hysteresis. This is the first work
which allows direct comparison of temperature dependent
thermal hysteresis behavior because thermal lag and
imperfect compensation have been eliminated.

Thermometric Beat Frequency and its Consequences

The thermometric beat frequency is defined’ as

where f, is the frequency of the fundamental mode, f; is
the frequency of the third overtone and fg is the thermo-
metric beat frequency.

A consequence of equation 1 is that the dual-mode
hysteresis of the fundamental mode and of the third
overtone arc identical.® If H, is the hysteresis of the
fundamental and Hj, is the hysteresis of the third overtone,
then the dual-mode hysteresis, H(fa) is given by

df, df;
H(fg) = 3 —— H;y - —— H. 2
p dfg ° dfy @

To reiterate, the dual-mode hysteresis is measured
because measurement of the fundamental mode hysteresis
alone or third overtone hysteresis alone is usually impossi-
ble due to thermal lag causing "apparent hysteresis."

A consequence of equation 1 is that 3 times the slope
of the fundamental mode and the slope of the third over-
tone with respect to fg always differ by 1 Hz/Hz. A full
derivation and discussion of equation 2 can be found in
reference 8.

Equation 2 shows that distortion and mixing of the
hysteresis occurs duc to the dual-mode technique. For
examgle. if the hysteresis of the fundamental mode was +3
x 10°° and the hysteresis of the third overtone was +1 x
108 over the entire temperature range, as shown in figures
6 and 7, the dual-mode hysteresis would look as shown in
figure 8. In this example the flare at the low temperature
end is due to the slope of the f-T curve being largest there,
not due to the fact that the hysteresis is largest there. Even
though it is difficult to compare dual-mode data with
conventional data, the curves are self consistent, that is,
dual-mode hysteresis measured under various conditions
can be compared to determine the effect of various param-
eters.

Parameters Investigated

Six parameters were investigated:

1. Hysteresis repeatability (no change in
parameters)
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2. Manufacturer and manufacturing lots

3. Temperature range and sequence

4. Drive current

5. "Soak” interval

6. Measurement technique, i.e., "pi" network
or oscillator

Hysteresis Repeatability

An important consideration in studying hysteresis is the
stability of the phenomenon. If the hysteresis were differ-
ent each time one measured a device, it would be very
difficult to determine the effect of measurement parameters
or process variations. It has been reported that hysteresis
decreases with repeated f-T cycles, especially between the
first and subsequent cycles.” Figures 9 and 10 show
several examples of repeated cycles. It can be seen that if
the parameters are not changed, the hysteresis repeats
extremely well. In figure 10, even the anomalous structure
repeats itself. This anomalous structure will take on an
interesting connotation when the units are grouped by
manufacturing lots. The large fluctuations at the low
temperature end are due to the non-simultaneity of the "pi”
network measurements coupled with the rapid temperature
variations caused by liquid nitrogen cooling in the tempera-
ture chamber.

Manufacturer and Manufacturing Lots

In figures 11 to 16 hysteresis data is shown for all of
the units from 6 different manufacturing lots. Figures 12
and 13 show the results for two lots from manufactwer B
and figures 15 and 16 show the results for two lots from
manufacturer D. Figurcs 11 and 14 show the results for
lots from manufacturer A and C respectively. Only single
unit lots were studied from the other two suppliers.

It is quite evident that each manufacturing lot has a
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Figure 9 - Hysteresis repeatability.
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Figure 10 - Hystecresis repeatability.

signature, and that the signature is different for cach lot
even from the same manufacturer with ostensibly identical-
ly processed units. It is interesting that manufacturer B
fabricated both the best and the worst units, although they
were of different designs. It is difficult to develop a
simple model for mechanisms which cause the unusual
shape of the hysteresis in units shown in figure 16.

The "sign" of the hysteresis is also related (albeit
looscly) to manufacturing lot. There were five "signs”
observed:

1. frequency during increasing temperature > frequen-
¢y during decreasing temperature

2. frequency during increasing temperature < frequen-
cy during decreasing temperature

3. a crossover in the middle of the range with the
frequency during increasing temperature > frequency
during decreasing temperature at the high tempcrature limit
(the reverse at the low temperature limit)

4. the reverse of case 3

5. indistinguishable pattern due to the noise being
larger than the hysteresis (only occurred in two of the
devices with very low hysteresis)

The results for the manufacturing lots are

Lot from figure 11 : all case 4

Lot from figure 12 : 1 case 4, 1 case 1

Lot from figure 13 : 2 case 4, 1 case 1

Lot from figure 14 : 1 case 4, 2 case 1

Lot from figure 15 : all case 3

Lot from figure 16 : both case 1

Ceramic flatpacks : 9 case 4, 1 casc 1, 2 case §

"Apparent hysteresis” would manifest itself as case 3
or case 4. The "sign" of the hysteresis does not change

when the scquence of temperatures is reversed. It appears,
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therefore, that the crossover in the hysteresis is not due to
thermal lag or the non-simultaneity of the measurement.

Sequence of Temperatures and Temperature Range

To investigate the effects of thermal history, several f-
T cycles were performed with the same temperature limits
but in different sequence. The three sequences used were

1. -55°C — +85°C — -55°C
2. +85°C —» -55°C — +85°C
3. +25°C 5 -55°C 5 +85°C 5 +25°C

A typical result is shown in figure 17. The different
sequences, with the limits identical, made no difference in
the thermal hysteresis.
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Figure 17 - Temperature sequence.

Several f-T cycles were also performed using th

e low T — high T — low T sequence but with the limits
changed. Figures 18 - 20 show three resonators, with each
resonator cycled over several different temperature ranges.
Temperature extreme is the one parameter which made a
significant difference in the thermal hysteresis. [t appears
that hysteresis is dependent on the highest temperature scen
during the temperature cycle. The cycles with +85°C as the
upper limit have the same hysteresis but the cycles with the
upper temperature limit lower than +85°C have lower
thermal hysteresis. Since the sequence in this experiment
was low T to high T and return, this experiment does not
measure the effect of the low temperature limit.

Drive Current
Thc effect of drive level on the thermal hysteresis was

also studied. Figures 21 and 22 show two resonators with
the drive on the fundamental mode nominally 1 ma (10uW)
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for the first f-T cycle and 2 ma (40pW) for the second cy-
cle. The drive on the third overtone was .3 ma (7.2uW)
for the first and 0.6 ma (29uW) for the second. The drive
current, at least at the levels reported here and for the 18
resonators measured, did not affect the thermal hysteresis.

"Soak” Interval

The "soak” interval, i.e., the timc interval between
temperature set and frequency measurement,was increased
from 4 minutes to 8 minutes and then to 60 minutes. The
f-T cycle for the 60 minute "soak™ interval took about §
days. If thermal transients are contributing to the thermal
hysteresis, the change in "soak” interval should give some
indication. For most of the units, especially the better
performers, the slower cycle made almost no difference. In
figure 23 the slower cycle is a little less noisy and possibly
a little better at low temperatures, but the essential behavior
is unchanged. In figure 24 there is virtually no difference
between the two cycles. Figure 25 shows an example of a
unit from the one manufacturer which was extremely
sensitive to "soak” interval. This points out that there is
most likely more than one mechanism responsible.

Measurcment Technique

All of the preceding measurements were performed
with the resonators in a passive "pi" network. Figure 26 is
the thermal hysteresis of a resonator measured both in a
"pi” network and a dual-mode oscillator. This technique
enables one to scparate the contribution of the oscillator
circuit from that of the resonator. The contribution of the
oscillator circuit, in this example, is very large. The design
of the oscillator was later modified by reducing an inuuctor
value in the fundamental mode circuit (and increasing the
appropriate capacitance values))!® The same resonator
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measured in both oscillators is shown in figure 27. Forease
of comparison the second oscillator is compared to the "pi"
network measurement in figure 28. The redesigned oscilla-
tor is almost as good as the resonator in the "pi” network at
the higher temperatures. The oscillator is better at the low
temperatures, most likely due to the non-simultaneity of the
measurement in the "pi” network, or there may be some
offsetting phenomena.

Conclusions

The conclusions which can be derived from this work
are

1. The fact that resonator hysteresis is a repeatable property
for a given temperature cycle will allow easier observation
of systematic effects in hysteresis experiments.

2. The observation that manufacturing lots have signatures
implies that hysteresis is not an inherent property but is
process dependent.

3. Since temperature excursion is a factor, it is not feasible
to model hysteresis behavior to improve compensation.

4. Drive current is not a factor in thermal hysteresis, at least
at the levels reported here.

5. Resonator hysteresis is not always worse at low tempera-
tures.

6. Oscillator components may be a contributor to hysteresis.
A low hysteresis resonator is necessary but not sufficient to
insure a low hysteresis oscillator.
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Introduction

The SC-cut,
Compensated-cut,

ox Stress
was originally arrived
at by two different theoretical
approaches and one experimental
approach [1-4]. Although the two theo-
retical models did not treat the exact
evperimen+n! configuration, all of the
early work led to choices of angles for
the doubly-rotated cut that were close
together. The reasons for this have
become clear over the years as other
theoretical work has been carried out
on the SC-cut. [5,6] Basically, of the
six possible initial stress components
set up in the quartz resonator blank by

various influences such as thermal
transients, electrode stress, or radia-
tion deposition, the two in-plane

longitudinal components are dominant.
This circumstance is the result of the
planar geometry of a crystal blank,
which leads to planar stress patterns.

Figure 1 outlines the predicted
loci of several interesting effects in
alpha-quartz. Shown are the locus of

the zero first-order temperature
coefficient [11], the predictions by
Holland for the 1locus where thermal

transient compensation occurs {[2], and
the locations where stress compensation
occurs {3,6]}. Also shown is the first
experimental confirmation of the theory
(4].

Stress compensation occurs in the
SC-cut because the shift in resonant
frequency is equal, but opposite in
sign, for the two in-plane longitudinal
stress components.

CH2818-3/90/0000-185 $1.00 © 1990 IEEE
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Thermal transient compensation in

the early work {4] was exhibited in a
geometry where the dominant stress
components were also the two in-plane
longitudinal stresses. Many manufac-
turers now offer "SC-cuts" in their
product line that provide marked
improvement in thermal transient

performance over the singly-rotated AT-
cut.[7] Few of them actually obtain
the full benefit of thermal transient
compensation. This 1is because the
initial stress patterns set up by
thermal transients are specific to the
mount and packaging configuration,
which wvaries between manufacturers.
Theoretical work also exists that
suggests even the choice of electrode
thickness and material can affect
thermal transient compensation.|[8]

Recently, an attempt was made to
use the crystallographic orientation of
a two-point  mount SC-cut tor a
four-point packaging configuration. It
was necessary to change the crystallo-
graphic orientation for the four-point
mount configuration in order to obtain
equivalent thermal transient compensa-

tion between the two packaging
approaches. The fact that a crystallo-
graphic orientation change was

necessary and the qualitative basis for
why it was necessary are the subject of
this paper. An experimental matrix
method for defining the best crystallo-
graphic orientation for a specific
mounting and packaging configuration is
presented.




these frequency shift coefficients are

Theoretical Background not a strong function of ¢, so consi-
derable benefit can be obtained by
Figure 2 shows a quartz resonator choosing ¢ near 22°.
blank with the axes system used herein
and the three in-plane stress compo- In contrast, Figure 4 shows Ky,
nents Tyy, T,,, and Ty,. In the case as a function of ¢ near ¢=22°. Note in
of homogeneous stress throughout the Figure 4 that Ky, has a considerable
active region of the thickness shear value for all the ¢ values where
mode, the fractional frequency shift Kyx*tK;,=0. If the heat flow in a ther-
af/f, is given by: mal transient is not symmetric about
the blank center in the plane of the
resonator, Ty, will =0. In this case,
A /fy = KygTxtKyTo 4Ky Ty, (1) there will need to be a corresponding
shift in the ¢ angle to cause all three
terms in Eq. 1 to compensate one
Here, Kyx. K;,, and Ky, are calculated another. Thus the necessity of small
using the perturbation formula of modifications to ¢ as one changes
Tiersten [91 and the  third-order mounting and packaging if the full
elastic constants of quartz as measured benefit of the SC-cut is desired.
by Thurston, et. al. [10]. Figure 2
shows how Ky, and K,, vary with the In most fabricated quartz crys-
rotation angle ¢ of a doubly-rotated tals, mounting stresses developed
plate (YXwl)e,8, where 6 is selected during crystal fabrication, non-
for temperature compensation or the symmetric electrode stress, other
desired turnover temperature (8 is fabrication-related stresses, and heat-
around 34.3°). flow into the crystal blank, may cause
three additional non-planar stresses to
be present. These are the other

longitudinal stress, Tyy,, and the two
remaining shear stresses, Tyxy and Ty,.
These stresses are associated with the
stress coefficients Kyy, Kyy. and iyz,

of a

respectively. In the presence
thermal gradient in any region in the
crystal, full thermal transient

compensation occurs if, and only if.
the algebraic sum of the products of
the existing stresses and their respec-
tive stress coefficients, is zero,
i.e.,

Crystal Biank Axis System
and In-Plane Stresses

Af/f, = +KyTyvtK
Figure 2. A quartz resonator blank /to = KuxTxxtKyyTyy*tKzzTz2

with the axes convention used and
: Ky o Ty Koo T+ Ky T 2
representations of the three in- XZHXZ XYy Xy 'tyztyz (2)

plane stresses. -0

Inherent in this work is a basic

i i e . .
Note in Figur 3 that around assumption that static stress compensa-

o
=22. =- . Thi v . . L.
¥=22 3.‘ KXX KZZ is has b?en tion is necessary, but not sufficient
emphasized in Figure 3 by also plotting ;
. . to ensure the maximum performance from
KXX+KZZ. As one can see in Figure 3,
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a quartz resonator. Only when all of
the dynamic effects due to heating (or
cooling) a «crystal compensate, does
stress and thermal transient compensa-
tion occur.

Experimental Evidence for ¢ Shifts

Figure 5 is from an earlier work
in which a comparison was made between
conventional cuts and the SC-cut. [12]
This figure 1illustrates the thermal
overshoot that occurs in all AT-cut and
BT-cut oscillators, and in many other
oscillators that are advertised as "SC-
cut" oscillators. In this case, the
oven power cuts back at about 6
minutes. A properly designed SC-cut
essentially approaches its equilibrium
temperature at the same time. Other
cuts do not, as exhibited by the AT-cut
resonator shown.

A key point is that thermal
transient behavior may not b: due
solely to the crystal. Other factors,
such as aging or transient effects in
the oven control thermistor, frequency
trimmer capacitors, inductors in the
direct frequency control loop, may all
contribute to a transient effect.

Another factor 1is the coupling
between the crystal resonator blank and
the oven mass. Asymmetric heat-flow
during heating (or cooling) will give
rise to stress in the blank. Changing
heat-flow conditions may make it
impossible to find an orientation with
a true thermal transient compensation.
Attention must be given to the method
of blank attachment, lead conditions,
crystal case material, residual (or
back-filled) gasses in the case, and
the methods of applying heat to the
crystal case. These are summarized in
Table I.
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Thermal Transient Compensation

Factors AHtecting Performance

* Type of mount

» Number of mounting leads
» Package oconfiguration
» Electrode mass imbalance

» Electrode Material

» Quality of quartz

Table I.

Experimental Methods for
Determining the Optimum ¢ Angle

Table 11 summarizes the
methods of testing for

transient performance.

common
thermal

Thermal Transient Testing

Experimental Methods

v

Thermal Pulse Teating

v

Thermal Scan Teasting

v

Oscillator Warmup Characteristics

Puised Laser (Morley)

Table II.

Of the factors shown, the pulsed
laser method ([13] must be done in an
evacuated system with the crystal case
removed.

Thermal step testing has been
interesting theoretically [1,2,8] as it
is relatively easy to model. As ther-




mal step testing requires the creation
of an instantaneous step change in the
temperature of the surface of the
crystal, it is virtually impossible to
do in practice.

Thermal scan testing [4] is
illustrated in Figure 6. Here, a
hypothetical crystal is scanned in

temperature through its turnover point.
The turnover point presents a unigue,

and identifiably reference mark during
the testing of the resonator. Under
static conditions, i.e., the
temperature rate-of-change is  much

slower than the thermal response time
of the resonator, the middle line of
Figure 6 is obtained.

As the rate-of-change of tempera-
ture is increased, two factors happen.
The first 1is a translation of the
apparent turnover point in temperature.
This is related to the thermal
transient time and represents a thermal
lag in the system response.

The second is a frequency shift
which occurs at all temperatures. For
the crystal data shown, an increasing
temperature scan causes the frequency
to increase, while a decreasing
temperature scan causes the frequency
to decrease. The actual sign of
frequency change with temperature
change depends upon the crystallo-
graphic orientation and all of the
other factors mentioned above. The key
experimental factor is the maximum (or
minimum for the other turnover point)

frequency value observed, independent
of the temperature at which it was
observed.

Of importance to the analysis of
the experimental data is that, to first
order, the amount of frequency offset
at the turnover point is directly
proportional to the temperature rate-
of -change.
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The measure of thermal transient
performance is therefore the frequency
difference between the measured extrema
of the frequency-temperature curve,
normalized to the rate-of-change of
temperature.

The final method ocutlined
carefully plot the
characteristics. This is the final
measure ot the thermal transient
performance. However, as pointed out
earlier, other effects due to
oscillator components may dominate the
crystal resonator response. Only when
all other effects have been minimized,

is to
oscillator warm-up

or eliminated, can useful information
be obtained using the oscillator
method.

A useful process for
systematically evaluating resonator
designs for optimum performance 1is
shown in Table III. Thic methodology

has been used in several companies to
eventually produce crystals, and
crystal-controlled oscillators, that
maximize the advantages of the SC-cut

As the data from a single crystal
may mnot be reliable, it is important
that the method outlined in Table III
be done with enough samples (at least 5
per set) to have statistical confidence
in the final results.

Conclusions

In general, quartz resonators
designed as SC-cut devices, do not
always perform as expected. To achieve
the maximum benefits, both static
stress compensation for planar effects,
and thermal transient compensation for
planar and non-planar thermal effects
are required. The methods for testing
resonators and choosing the correct ¢
angle were presented.
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Experimental Method
Cholice of Optimum Phi Angle

Start with phi = 22°
Chooee theta for desired turnover
Make @ test set — cheok tumover temperature
it not OK, correct theta befors proceeding
It OK make 4 more sets with deita phi = 0.8°
Measure thermal transient response of each set
Average data In each set discerding obvious deta oullers
Use interpolation on averaged deta to compute correct phi
Make a final test oot and test turnover, thermal tranelent
if not OK, repeat necessary steps sbove
it OK, go to production.

Table III
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FORTY-FOURTH ANNUAL SYMPOSIUM ON FREQUENCY CONTROL

DETERMINATION OF THE OPTIMUM ORIENTATICN
OF AN SC-CUT RESONATOR USING A PULSED LASER

P. E. Moriey', and R. J. Williamson!

'STC Components, Quartz Crystal Division, Edinburgh Way,
Harlow, Essex CM20 2DE, England.

STC Technology Ltd, London Road, Harlow Essex CM17 9NA, England

Abstract

The SC-cut resonator, because of its stress
compensation characteristics, is very suitable for use in
precision oscillators as it has excellent frequency stability
with respect to thermal transients. Much theoretical work
has been done to determine the optimum crystallographic
orientatior for stress compensation and the published
results are often used in resonator design. From the point
of view of the crystal manufacturer, however, it would be
more convenient if a rapid method of measuring this force-
frequency effect were available. The optimum orientation
for any particular resonator design could then be found
empirically.

A method has been developed to measure the force-
frequency effect in resonators by the use of a puised light
beam from an excimer laser which is directed onto the
vibrating surface of the device. The crystal resonance is
maintained by a phase-locked loop with a long time
constant, and the phase across the crystal is monitored.
The small phase change is measured by the use of a lock-
in amplifier which is locked to the repetition rate of the
laser. The resulting measurement gives a determination of
both the phase and the amplitude of the force-frequency
effect.

Several devices have been produced with crystallo-
graphic orientations spanning the theoretical value. These
were measured using the laser pulsing method, and then
the frequency modulation was plotted against angle.

Intr ion

The doubly rotated SC-cut was first introduced
around 1975 by EerNisse [1,2] as a zero temperature
coefficient (ZTC) cut which also exhibited freedom from
frequency changes due to in-plane mechanical stresses,
such as electrode stress. Contemporary work by Holland
[3] predicted a quartz cut which should be frequency
compensated for dynamically changing ambient
temperature. This was initially called the TS cut (for thermal
shock). The crystallographic orientations predicted by the

CH2818-3/90/0000-193 $1.00 © 1990 IEEE
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two atthors were, using the tEEE standard nomenclature
(yxwi) ¢/8, (yxwl) 22.5°/34.3° and (yxw!) 22.8°/34.3°,
respectively (fig. 1). Later experimental work by Kusters
[4] indicated an orientation for thermal transient
compensation (the TTC cut) of (¢,8) = (21.93°,33.93°), and
this value has been used by many authors in later work
{5.6,7]). Clearly, there is a close correlation between the
two compensation effects, and, as noted in ref. 4, this is
because they are caused by essentially the same internal
stresses.

Fig. 1 Angle conventions for singly and doubly
rotated quartz plates.

Other cuts have been noted along the AT-SC ZTC
locus which exhibit an improvement over the AT-cut for
force-frequency related effects, including the [T cut at
$=19.1° [8], and a cut, developed for oven operation
around 95°C, at ¢=23.75° {71, which has exhibited iow
acceleration sensitivity.

Much of the work for the experimental verification of
the SC-cut orientation has been performed by direct
measurement of the force-frequency coefficient K,. This
has been achieved by the construction of jigs which apply
a pair of opposing forces around the periphery of a
circular blank, either to apply a compressive effect
[9,10] or to produce a bending moment [11]. Variation of
the azimuthal angle y gives a function, the mean value of
which should ideally be zero if the device is compensated
for isotropic planar stresses. The thermal transient
compensation effect has also been experimentally verified
by observing frequency changes due to thermal shock or
thermal cycling [4,11,12,13).




The work presented here is a developrent of the
work performed at STC Technology [14,15] in which the
vibrational distribution of AT-cut resonators was
investigated using an excimer laser. This method for mode
shape analysis is particularly applicable to thickness-shear
modes at high frequencies. The pulsed laser beam is
tracked across the resonator surface, resulting in
moduiation of the crystal frequency which is a function of
the position on the quartz plate. It is proposed that the
mechanism of modulation is the force-frequency effect,
whereby the light-induced heat pulse creates a localized
compression in the quartz due to thermal expansion.

The use of a pulsed laser for creating a well-defined
stress field on the surface of an SC-cut blank provides a
technique for experimental verification of its stress-
compensated properties, as theory suggests that the
frequency modulation due to such a field should be close
to zero if the spot is positioned in the modal centre of the
resonator. Results are reported here to illustrate this effect,
together with a description of the equipment used for
performing the experimerts.

Equipment
Laser Optics

The laser used for this work was a Questek 2040
excimer iaser. The wavelength of the light emitted by such
a laser can be varied by the choice of gases in the laser
chamber. In our experiments, argon ard fluorine were
used, the combination of which produces an emission in
the UV at 193 nm. The output energy can be varied
between 20 and 200 mJ per 15 ns pulse, with a repetition
rate of up to 100 Hz. The output beam is about 15 mmZ,
The large beam size enables a very simple means of beam
placement as shown in fig. 2. This arrangement was
modified in later experiments by removing the second
aperture and moving the imaging lens, in order to achieve
a higher light intensity at the crystal surface. The spot size
was adjusted by changing the distance from the lens to
the crystal.

Moveable
asperture aperture
Imaging
lens Crystal
w B — =
laser —-T

x-Y Crystal
table monitor

Fig. 2 Laser optics.

tal M rement

The equipment for crystal measurement is shown in
fig. 3. The vector voltmeter and low-noise signal generator
are used to lock the crystal frequency close to reso: ince.
The phase output of the vector voltmeter could be used to
monitor the phase modulation caused by crystal frequency
change, but it has been found that a higher sensitivity can
be obtained with a double balanced mixer arrangement as
siown, This requires a 90° phase shift between the
reference and the measurement channels, which is
provided by a quadrature hybrid, an Anzac JH-6-4, in
place of the conventional power splitter. This considerably
simplifies the measurement circuit as it operates over a
wide frequency range without circuit modification. The
crystal is measured in a simple 100 ohm network made
from two SMA coaxial attenuators. Two identical amplifiers
raise the signal levels in each measurement arm to about
+7 dBm, which maximizes the sensitivity of the HP 10514
double balanced mixer. The output of the mixer is fitered
through a 1 MHz low-pass fiter to remove the 2f
component, and is then fed into a Stanford Research
SR510 lock-in amplifier. This instrument is essentially a
narrow band detector which is capable of measuring
signals at known audio frequencies which are buried deep
in noise. The frequency to which the detector is locked is
fed from the source which is used to trigger the laser. The
phase at which the measured signal is sampled can be
adjusted to maximize the measurement sensitivity, and
complex audio filtering is also available.

Laser
onr v
Lock in amp. Squarer
| Phase O/P
|
EPZ] Vector Voltmeter

o} AR
0n e o |om
500

Fig. 3 Crystal measurement circuit.

Theoretical Backgroun

The effect on the resonant frequency of radial edge
forces applied to quartz discs was observed over 30 years
ago. A force sensitivity coefficient K, was defined by




Ratajski [9] some years later which relates frequency shift
to applied forces by the equation

812hD 1
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where 8f/f, is the fractional change in frequency due to the
application of radiai forces F at azimuthal angle ¥ on the
edge of the plate. N is the frequency constant and 2h and
D are the thickness and diameter of the plate respectively.

Extensive theoretical work has been carried out
previously by EerNisse to determine the nature of K,
[16], and the results of this analysis have be =n modelled
in the form of 4th order trigonometric functions [17].
These coefficients have been used in this work, and the
resulting values of K, are shown graphically in fig. 4.
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o

Azimuth angle y (degrees)

Fig. 4 Force-frequency coefficient vs azimuthal angle .

The application of a laser pulse on the plate surface
causes a localized stress related to thermal expansion of
the quartz, and can it be considered analogous to the
effect of electrode stress, but limited to the area of the
spot. It is known that the resultant forces due to thermal
expansion are somewhat anisotropic in AT-cut or SC-cut
quartz, but this is neglected here, and could be included
later. The localization of the stress field clearly results in
the induced phase modulation being a function of the
vibrational distribution of the thickness mode.

A full analysis of the thickness-shear vibrational
modes of doubly rotated contoured quartz resonators has
been made by Stevens and Tiersten [18], and this has
been incorporated into this work for determination of the
form of the mode shape. In Tiersten’s nomenclature, the
displacement u,,,, denoted here as u(x, x,), is given by the
Gaussian function

uly,xg) = exp(-— x1)exp(— xa) @
where a, and 8, are defined in ref. 18, and x, and x, are
the coordinates in the plane of the plate after a rotation of
B,, also described in the same reference. The three
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Quantities e, B8, and 3,, are functions of overtone
number (n) and plate orientation. They have been
calculated for various points along the ZTC locus, and
their values fitted to 6th order polynomials against the
angle ¢ for use in later calculations.

To predict the change in frequency due to changes
in the effective elastic constants within a small volume of
the quartz disc, Rayleigh’s Principle [19] is employed. it
states that the time averaged potential energy <V> of a
system is equal to the time averaged kinetic energy <T>.

Consider a resonator composed of n unit volumes
k=1..n. The potential energy for the kth unit volume is
given by

Y = lckskz @)
2
where c, is the appropriate elastic modulus and s, is the
strain. For a unit volume,
§ = Y, sin wt

@)

n n
thus Vv -YV - 1 ¥y sinot (5)
ko1 2 3
1 n
and (V) - - ¥ dlc ©®
4 3
Similarly for the kinetic energy,
1 d .
T = 56 5 Wsin® 0 @
n
thus T = %pwzz w’ cos? wt ®
k-1
1 n
and (1) - —pu2Y o)
4 k-t
Equating the two energies and rearranging,
pIRTHA
w? - X (10)

If a localized change occurs, causing an effective variation
of the elastic constants, this can be modelled for a unit
volume by considering the jth element. If the elastic
modulus for this element changes from ¢ toc + éc;, this
resuits in a modified resonant frequency @ + 6w such
that

Y aul + 66y’

(w +8w)2 = X

(1)




Sw

giving -—_— (12)
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This shows that the change in frequency is
proportional to the energy of the thickness mode at the
point of laser irradiation. When applied to the full area of
the laser spot, this results an expression of the form

i_f % J‘:- K@) Uy +rcos ¥, yoersin p)ap  (13)
0

where (x,.y,) is the position on the plate of the laser spot
centre and r is the spot radius. It is recognized here that
this is not a complete solution, since the effect on a
constrained quartz cylinder of a radial compression will
also result in a circumferential tension component, but this
is neglected, and could be the subject of later analysis.
However, the evaluation of this function provides a useful
insight into the behaviour of devices.

To interpret this expression, numerical evaluations
have been made for spot positions covering a 36 mm? area
of the resonator surface, assuming a spot diameter of
2 mm. The results of these calculations are shown in fig 5a
and b for AT-cut (¢ = 0) and SC-cut (¢ = 22) respectively.
The assumed resonator design for both cases is a 10 MHz

=

—

=

Fig. 5a AT-cut

<«

Fig. 5b SC-cut

Fig. 5 Theoretical plots of laser-induced modulation
across resonator surface.
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3rd overtone with a 1 dioptre contour. Figure 6a and b
illustrates the dependence of the predicted modulation
level on laser spot radius, assuming that the laser energy
density at the crystal surface is a constant value. This is
the case where degradation of the resonator surface is the
limiting factor for the light intensity. It shows that if the
device is flooded with light, the modulation level shouid be
low, and also indicates an optimum radius for maximum
sensitivity.

a.¢ =0°to30°

~
op %\\
\

& Laser induced modulation @

Spot radius (mm)

]
w017
Pl B

2\#3\
a3
K s
N 1243 S|

Do

W

b. ¢ = 20.93° to 22.93°

& Laser induced modulation &

0
Spot radius (mm)

Fig. 6 Theoretical plot of modulation against laser spot
radius for various ¢ orientations along the AT-SC ZTC
locus.

Experimental Outline

Resonator Designs

Six batches of resonators were fabricated for this
exercise, 20 of each design: one batch of AT-cut, and five
batches straddling the previously published value for the
SC-cut of ¢ = 21°56’. These five batches were cut at 30'
intervals, giving a total range in ¢ of 2°.

All of the resonators were mounted on four point
mount cold weld TO8 bases with the mounts aligned along
the x” and 2" axes. The designs were 10 MHz 3rd
overtone with a 1 dioptre plano-convex geometry, and a




blank diameter of 10 mm. The ¢ angles were chosen to
give turnover temperatures at between 30°C to 40°C to
avoid frequency drift with temperature, whilst anticipating
a general warming effect due to laser (which was later
corroborated by the measurements). The orientation of the
batches was verified by measurement of a sample over
temperature, and by measurement of all of the resonators
for the b-mode to c-mode frequency ratio, giving an
accurate determination of the value of ¢.
M rement Condition

For the purposes of these experiments, the laser
spot diameter was set to approximately 2 mm. The laser
energy was set to 50 mJ per pulse, and the primary
aperture was about 10 mm in diameter, giving a fluence at
the crystal surface of 40 mJ/cm?. This was a compromise
between obtaining the required modulation level and the
possibility of electrode damage. For smaller spot sizes, the
light intensity required for a reasonable signal level
resulted in scintillation effects on the crystal surface. With
larger spot sizes, even the ma:i~vum laser power output
was insufficient to obtain the required modulation level
whilst retaining adequate beam symmetry. A pulse
repetition rate of 10 Hz was used for most of the tests.
Again, this was a compromise, since, for lower
frequencies, 1/f noise became a problem, whereas for
higher frequencies, the decay time of the crystal phase
became a significant proportion of the time between
pulses, making the phase setting of the lock-in amplifier a
critical variable. With a pulse rate of 10 Hz, the lock-in
amplifier phase was always set to 0°, giving a consistent
measure of the laser-induced phase modulation.

The maximum value of K, is seen from fig. 4 to occur
at a y orientation of about 35° for the SC-cut. The maxima
of the phase modulation should therefore occur along a
line at 35° from the x axis. To simplify the fixturing, and
also bearing in mind the other errors involved in the
measurement, the crystals were actually mounted such
that the x-y table caused the laser spot to traverse the
blanks at 45° from the x”’ and 2" axes.

For every resonator which was measured, the modal
centre was found first, by traversing the laser spot in each
direction until the saddle point was found. In the case of
the AT-cut the centre of resonance was defined by a local
maximum. The beam was then moved in 1 mm steps
across the full diameter of the blank in the horizontal
direction, and after stabilization, a phase reading was
taken at each point. After returning to the centre of the
resonator, a second traverse was made in the vertical
direction, and readings were taken using the same
method.

Experimental Resuylts

The resuits obtained for the six batches are shown
graphically in figs. 7 to 12. The horizontal and vertical axes
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are superimposed on the same graphs, clearly showing
the saddle points. It should be noted that the curves have
been shifted in the spot position axis so that the central
maxima or minima are all coincident on zero. The actual
variation in the saddie point position from unit to unit was
found to be up to 2.5 mm. The apparent variation in the
maxima and minima either side of the saddie point in both
amplitude and position is probably part.ally caused by a
spread at mounting in the azimuthal angle ¥ and by
positional inaccuracies in the equipment. Figure 13
summarizes the variation in laser-induced mcdulation for
the five groups around the nominal SC-cut orientation,
showing the variation in modulation level at the saddle
point against ¢ for each crystal, where the orientation was
inferred by measurement of £, /f..

IS

"

)
-
T

Laser induced phase modulation
L)

[

1

b

[

Spot position (mm
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Fig. 13 Distribution of observed modulation at saddie
point against ¢ (as inferred by ratio of mode frequencies).

The plot of fig. 13 suggests an orientation of
(¢.8) = (21.8°,34.1°) which is compensated for stresses
induced by the pulsed laser beam. However, all of the
resonators measured here were nominally mounted along
the same crystallographic axes. During the course of the
measurements, some crystals were rotated by 90° about
the plate normal, thus transposing the vertical and
horizontal axes, and these were then remeasured. The
phase modulation readings were consistently slightly
higher in value than those shown in fig. 13, which in turn
would predict a slightly higher value for the optimum value
of ¢. This anomaly was considered to be due to
irregularities in the intensity of the laser spot, and could be
greatly improved by modification of the laser optics. This
would be an area of interest in future work.
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nclusion:

The method described here clearly demonstrates the
mechanism of stress compensation in SC-cut quartz
resonators. The modulation induced by the laser has been
shown to exhibit a saddie point at the modal centre of the
resonator, and the modulation level at this saddle point
has been shown to be strongly dependent on the ¢ angle.

For the 10 MHz 3rd overtone designs used here, the
results demonstrate the existence of an orientation along
the AT-SC locus at (¢,8) = (21.8°34.1°) which is
compensated for stresses introduced by the pulsed
thermal energy from the laser. However, the energy
distribution of the laser spot is known to be non-uniform,
causing a small systematic error in the results.
Compensating for this error gives an optimum value of ¢
which is extremely close that obtained by Kusters (4]
(21.93%, although more experimental work would be
required for a high confidence level for this value,
preferably using an optical system which generates a
beam with an isotropic energy distribution. Such a system
could be created using a simple incandescent light source.

The technique clearly illustrates asymmetries in the
mounting and optical processing of resonators, and it
could be used to optimize these parameters. EerNisse et
al. have shown [20] that mode shape and mode
location greatly influence the acceleration sensitivity of
SC-cut crystals, and have used selective mass loading to
improve their characteristics. The laser method couid be
used, perhaps in conjunction with the selective deposition
technique, as a tool for determining the degree of
asymmetry. This could be incorporated into a process for
optimization of acceleration sensitivity.

Work for the future could include improvement and
simplification of the optics, after which further tests would
be carried out on resonators of different designs, including
other overtone modes and different plate geometries.
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FORTY-FOURTH ANNUAL SYMPOSIUM ON FREQUENCY CONTROL

CONTAMINATION CONTROL METHODS - A REVIEW OF RECENT PROGRESS
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U.S. Ammy Electronics Technology and Devices Laboratory, LABCOM
Fort Monmouth, NJ 07703

Abstract

Many of the cleaning issues and processes used in the
semiconductor industry are also applicable to the
frequency control industry. The amount of cortamination
control research in the semiconductor industry far
ovtweighs that in the frequency control industry; the
frequency control industry can leam much from this
semiconductor-related research.

This paper reviews a selection of papers from the First
International Symposium on Cleaning Technology in
Semiconductor Device Manufacturing (held in October
1989) which are applicable to frequency control device
processing. The topics of the 43 papers presented
included wet cleaning technologies, dry cleaning
technologies, particles and airborne contaminants, and the
characterization of cleaning.

Introduction

Contamination control is essential during frequency
control device manufacturing - as it is during
semiconductor device manufacturing. In the
semiconductor industry, it is widely recognized that wafer
cleaning plays a major role in achieving high production
yields and device reliabilities. Changes in cleaning
technology are being driven by progress towards higher
density devices in integrated circuits. Environmental and
occupational health regulations are also requiring changes.
Problems have been identified with the use of liquid
chemicals in wafer processing, as is discussed below. A
totally dry process may, therefore, be essential for the
high-yield processing of future generations of integrated
circuits.

The reason for this paper is that many of the cleaning
issues and processes in the semiconductor industry are
applicable to the frequency control industry as well. The
amount of contamination control research in the
semiconductor industry far outweighs that in the frequency
control industry. Whereas in the past the primary concern
in the semiconductor industry was inorganic contamination
- while in the frequency control industry it was

US GOVERNMENT WORK 1S NOT PROTECTED
BY US COPYRIGHT

(adsorption-desorption of) organic contamination - today
both types of contaminants are of serious concern in both
industries. In quartz resonators and filters, organic
contamination can cause aging, noise, and processing yield
problems. Inorganic contamination (especially particles
and metal flakes) can cause nonlinearities (such as high
starting resistance and intermodulation), noise, and yield
problems.

The First International Symposium on Cleaning
Technology in Semiconductor Device Manufacturing! was
held in October 1989, in Hollywood, Florida, as part of
the 176th Meeting of the Electrochemical Society. The
topics of the 43 papers presented included wet cleaning
technologies, dry cleaning technologies, particles and
airbome contaminants, and the characterization of
cleaning. Reviewed here are a selection of papers that are
applicable to frequency control devicc processing.

Review and Discussion

The usual contaminant of concem in clean rooms has
been particles. Until recently, little or no attention has
been paid to organic vapors. Typical clean room air
handling systems filter the particles but not the organic
vapors. In "Airborne Concentrations of Organic Vapors
and Their Surface Accumulations on Wafers During
Processing in Clean Rooms,” by A. J. Muller et al.2 of
AT&T, measurements are reported of the airborne
concentrations and surface arrival rates of selected organic
species at three manufacturing locations, two rural and one
urban. The total airborne concentrations were found to be
> 100 pg/m* at all three sampling locations. This
contrasts with an estimated particulate mass concentration
of 20 ng/m’ in a class 100 clean room, i.c., the mass of
organics per unit volume of air is about 5,000 times
greater than that of particles. The results are consistent
with a previous study (reference 1 of Muller, et al.)
which examined the airbome concentrations of
semi-volatile organic compounds (10 to 10™* torr vapor
pressure range) in "electronic equipment rooms,” and
found typical values of 30 pg/m>, and values as high as
1,000 ;,lg/m3 when construction was in progress.

The deposition velocities of organic molecules are
higher than those of the typical clean room particles, due
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to the organics’ much higher diffusivity in air. The arrival
rate, i.e.. the mass deposition rate, of organic
contamination at initially clean surfaces will greatly
exceed the arrival rate for particles. Species with less than
about 102 torr vapor pressure can be expected to
condense on surfaces. Highly volatile species, such as
methanol and acetone. are also likely to be present in
clean rooms, and will quickly produce monolayer coverage
on clean surfaces, but their high volatility will prevent
accumulation much beyond a monolayer.

A wide variety of organics were identified, as is
shown in Table 1. The average concentrations and arrival
rates for several selected compounds are shown in Table
2. The total surface arrival rates for all the organic
species that were quantified was typically > 2 pg/cm*sec,
and was sometimes > 20 pg/cmzscc. To see the
implications of such amrival rates for a quartz resonator, let
us assume an arrival rate of 10 pg/cm®sec, a sticking
coefficient of 0.5, a 10 MHz fundamental mode AT-cut
resonator, and a 1 cm? electrode arca. The mass of the
active area is then 44 mg, and Af/f = Am/m = 2 X 1010
per second = 2 X 10° per day. Therefore, for the highest
stability, the time that rcsonators are left exposed to the
atmosphere, even in a clean room, ought to be minimized.

Table 1. Organic Contaminants in Clean Rooms

Trichloroethane Cellosolve acetate
Trichloroethylene Hexamethylcyclotrisiloxane
Tetrachloroethylene  Octamethylcyclotetrasiloxane
Dichlorobenzenes 3-Methylhexane

Benzene Trimethylhexane

Toluene Dimethylcyclohexane
Ethylbenzene Tetrachloroethane

Xylenes Propylbenzene
C,-Alkylbenzenes 3-Ethyltoluene
Methylcyclohexane  4-Ethyltoluene

n-Nonane (Nonane) 13,5 Trimethylbenzene
n-Decane (Decane)  2-Ethyltoluene

n-Undecane 1,2,4 Trimethylbenzene
C;,-Cye n-alkanes Butyl acetate

Wemer Kemn,? Lam Research Corp., reviewed “The
Evolution of Silicon Wafer Cleaning Technology.”
"Wafer cleaning chemistry has remained essentially
unchanged in the past 25 years...what has changed is its
implementation...” The cleaning methods have been based
on a two step process, Standard Clean 1, commonly
referred to as SC-1, followed by Standard Clean 2, SC-2.

Both are oxidizing and complexing treatments with
hydrogen peroxide solutions. SC-1 is an alkaline mixture;
SC-2 is an acidic mixture. SC-1 removes organic films by
oxidative breakdown and dissolution, and thereby exposes
surfaces for the concurrent or subsequent decontamination
reactions. SC-2 removes alkali ions and cations, and
metallic contaminants. SC-1 also etches thermally grown
$i0,, at a rate of about 0.1 nm/min; SC-2 does not eicn
such an oxide.

Table 2. Concentrations and Arrival Rates
of Organic Contaminants

Ambient
Compound Arival Rate Concentration Mass Transfer
(At Charcoal) (Active Samplers) | Coefficient ®
ugfcmiec) pglem? cmsec
Toluene 30-53x107 | 05.89x10¢ 0.006 - 65
Ethylbenzene 07-13x107 | 02-37x10¢ 0.02 - 0.43
Butyl acetate 89-88x107 | 26-88x10% 008 - 24
Cellosolve acetate | 43-102x107 | 0.6-42x 10% 0.1.167
Nonane 06-1912107 | 0.18-47x10° | 0.14-0.44
Decane 13-26x107 | 036-11.9x10% | 0.014-046

*Mass Transfer Coeficient » Astival Rate/Ambient Concentration

SC-1 is a solution of 5 parts H,0, 1 part HO,, and 1
part NH,OH. SC-2 consists of 6 parts H,O, 1 part H,0,,
and 1 part HCL. The water is ultrafiltered and deionized;
the H,0, is 30%, high purity and unstabilized; the
NH,OH is 29% electronic grade; and the HCL is 37%
electronic grade. The processing temperatures are 75°C to
80°C.

The implementation methods have evolved from
simple immersion techniques through the incorporation of
megasonic techniques for particle removal, to completely
enclosed and automated systems in which the wafers are
kept stationary during the entire cleaning, rinsing and
drying processes. The process fluids flow sequentially and
continuously over stationary wafers loaded in cassettes.
The recontamination encountered when wafers are pulled
out from a liquid is thereby avoided. The megasonic
cleaning process differs from the usual ultrasonic process
in that it uses sonic waves of 850-900 kHz frequency
rather that the 20-80 kHz used in ultrasonic cleaners. The
pressure waves travel through the liquid parallel to the
wafer surfaces. The pressure waves’ impact can remove
particles as small as 0.3 pm diameter from surfaces.
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Kemn also discussed rinsing and drying methods, and
the criticality of the rinsing and drying steps. If these
steps are not done correctly, the wafers become
recontaminated. Rinsing is .ten done with flowing
high-purity, ultrafiltered, high-resistivity DI water, at room
temperature. Megasonic rinsing, and centrifugal spray
rinsing can be advantageous. Rinsing in a closed system
has the advantage that the wafers are not removed
between the cleaning, rinsing and drying steps. Wafer
drying must be done by physical removal of the water
rather than by allowing the water to evaporate. Spin
drying is the most widely used technique. Hot forced air
drying, capillary drying, and solvent vapor drying, usually
with isopropyl alcohol or nonflammable azeotropic
mixtures which displace the water, are also used.

As device geometries become smaller and smaller, the
cleaning levels required are becoming more and more
difficult to achieve with wet cleaning techniques. The
particles contained in liquid chemicals, and the ability of
liquids to clean within small openings become significant
issues. The trend in particle contamination requirements
in the integrated circuit fabrication is sumnanzed in Table
3. The generally accepted assumption is that maximum
permissible defect size is 50% of the linewidth.
Therefore, for integrated circuits such as the 16 MB
DRAMEs, particles as small as = 0.1 pm in diameter will
cause problems.

Table 3. Evolution of Particle Control Requirements

1983 1988 1920 1393
DRAM 256K M aM 16M
{bits)
Linewidths 20 1.0 05 0.25
(um)
Max. Defect 1.0 05 0.25 0.125
Size (um)

In a "Review of Particle Control Methods During Wet
Chemical Cleaning of Silicon Wafers,” V. B. Menon,
Sematech, and R. P. Donovan,’ Research Triangle Inst.,
discussed the purity of cleaning chemicals, cleaning
process chemistries and how the various wet cleaning
methods can add particles to surfaces, the effectiveness of
megasonic cleaning methods, and particle contamination
during rinsing and drying processes. In Table 4, particle

concentrations of "low particulate grade” bottled chemicals
are compared with those of filtered and recirculated
chemicals. Continuous filtration can produce significantly
lower particle concentrations. While it takes more than an
hour to reach the steady state levels, after only 6 to 10
minutes, the concentrations are below that found in botted
chemicals. HF solutions are among those that are known
to add particles to wafers. Fig. I shows the particle
concentration for a buffered HF solution as a function of
recirculation/filtration time. It took several hours for
particle levels to stabilize.

Table 4. Particles in Recirculated vs. Bottled Chemicals
-FSI ChemFill™ Recirculation System vs.
CleanRoom " Low Particulate Grade Chemicals
(1 Gallon Bottles) From Ashland Chemical
Company, Columbus, OH

—

Operating Particles/ml > 3.5 um in
H.80, NHL.OH H.Q: HCL

0.1 27 28 0.06 0.02
0.5 10 4.3 0.04 0.01
1.0 7.0 1.9 0.03 0.01
2.0 4.6 0.85 0.03 0.01
4.0 3.1 0.38 0.02 <0.01
6.0 2.4 0.24 0.02 <0.01
8.0 2.0 0.17 0.02 <0.01

Bottled Chemicals 60 500 100 40

Specification

10.000

¢ Pusticie Suze: 2 0S um
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E
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Figure 1. Particles in Buffered HF vs. Recirculation Time

The rinsing and drying steps are major sources of
particulate contamination. Cascade overflow rinsing was
found to be superior to methods such as quick-dump with
top-spray rinsing. The moving parts of spin dryers can be
sources of particles, however, a good spin dryer can add
fewer than 10 particles on a 6-inch diameter wafer.
Isopropyl alcohol (IPA) vapor dryers have the potential for
avoiding the particle generation problems of spin dryers;
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however, the particles added in IPA vapor dryers so far
have not been found to be significantly lower than those
added in a well functioning spin dryer.

An effective particle control strategy requires: 1)
stringent control of chemical purity, 2) an understanding
of the wafer-chemical interactions, 3) a rational rinse and
dry protocol, and 4) monitoring of particles in the
incoming chemicals, the process tanks, the rinse tank, the
dryer, and on the wafers.

In "Wet Chemical Processing in a Trench,” C. M.
Tipton and R. A. Bowling6 of Texas Instruments, Inc.
showed that etching and cleaning liquids can penetrate
very small openings via capillary forces. This work is
relevant to the etching of., and cleaning in, the etch
channels of quartz. The trenches investigated are
comparable in size to the diameters of etch channels, i.e.,
on the order of 1 um. Failure to etch was observed only
at aspect ratios (depth:width) of greater than 450:1.
Within a trench, liquids with higher surface tensions more
easily displace liquids with lower surface tensions. For
example, on thermal SiO, surfaces, DI water (which was
found to have a 41° contact angle) will displace 5% HF
(16° contact angle) and 0.5% buffered HF (31° contact
angle). However, since DI water is known to have a very
low (= 4°) contact angle on clean quartz, rinsing of the
etchant from etch channels presents a problem. The
surface tension of etchants can be lowered with
surfactants. The use of surfactants, therefore, is
advantageous not only because it can result in more
uniform etching, as was shown previously,7'a but also
because it enhances the rinsing of etchants from the etch
channels.

In "Ultra Clean Ice Scrubber Cleaning With Jetting
Fine Ice Particles,” T. Ohmori et al..> Mitsubishi Electric
Corp. and Taiyo Sanso Co., describe a method of
removing particles, and films of grease and oil from
surfaces. The contaminants are removed with a jet of
fine, ultraclean ice particles. Particles of 30 pm to 300
um diameter are formed by spraying ultrapure water into
cold (-80°C to -150°C) nitrogen gas that is formed when
liquid nitrogen is sprayed into a freezing chamber. The
ice particles are sprayed through a jet nozzle onto the
wafer surfaces, as is shown in Fig. 2. Table S shows the
comparative test results for particle cleaning methods.
Compared are the rates of removal of standard 0.322 pm
diameter polystyrene particles from silicon wafers.

Fig. 3 shows an explanation of the cleaning
mechanisms. Particles are removed due to the impact of

the ice particles, including the action of the ice particles
melting momentarilly upon impact. The molten and
refrozen ice particles can incorporate particulate
contaminants which are removed by the impact of
subsequent ice particles. Organic films can become brittle
when the ice particles cool the substrate. The adhesion
between the film and the substrate is weakened when the
substrate contracts. The impact of ice particles can then
break up and remove the film. The effectiveness depends
on the melting point of the film. Films with melting
points above -10°C, which includes fingerprints, were
successfully removed. Ice scrubber cleaning removed
fingerprints and oil inks more effectively than did
trichloroethylene or trichlorotrifluoroethane.

;_—_—-— Ultrapure DI water

Clean liquid Ny = 2%

[~ Cold vaporized N,

W

Ice particles < Carrier gas (N2)

ﬂé/ Jet nozzle
Wafer
—

3

Figure 2. Ice Scrubber Clcaning

Table 5. Comparison of Particle Cleaning Methods

I

i
Cleaning Methods Remt();:)l Rate Condition ‘

976 Pressure 3kg/cm' Angle 80°  Time 30sec
fce Scrubber

94.0 Pressure 2kg/cm' Angle 80°  Time 30sec
Megasonic 95.0 Frequency 950kHz Time 10min
Brush Scrubber 874 Brush-pressure 0.8kg/cm’ Time 40sec
High-Pressure Water 84.4 Water-Pressure 100kg/cm’ Time 40sec
Ultrasonic 839 Frequency 27kHz Time ISmin
Dry Ice Scrubber 68.9 Time 30sec

In "UV/Ozone Cleaning of Surfares,” J. R. Vig10
reviewed a dry cleaning method that can rapidly produce
clean surfaces, in air or in a vacuum system, at ambient
temperatures. Placing properly precleaned surfaces within
a few millimeters of an ozone-preducing ultraviolet light
source can produce near-atomically clean surfaces in about
one minute. In addition to reference 10, details of this
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method can also be found in the Proceedings of the 28th
(1974) and 29th (1975) Annual Symposium on Frequency
Control (pp. 96-108 and pp. 220-229, respectively).

f
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Figure 3. Ice Scrubber Cleaning Mechanism

In "UV-Enhanced Dry Cleaning of Silicon Wafers," T.
Ito et al., Fujitsu Laboratories Ltd., descnibe a dry cleaning
method which uses UV-excited high-purity chlorine for the
removal of inorganic materials, such as metals. from
silicon wafers. Chlorine radicals produced by the UV
light react with metal contaminants, resulting in volatile
chlcrine compounds. The technique also etches the silicon
wafer surface by means of a process in which the chlorine
radicals diffuse through the thin native oxide and react
with the silicon to form volatile silicon chloride
compounds, such as SiCl, and SiCl,. The combination of
UV/ozone and UV/chlorine may form the basis of a
completely dry cleaning process. The combination may
also be useful for the final cleaning and frequency
adjusting of quartz resonators. The questions of whether
or not the chlorine radicals diffuse into the quartz surface,
and if yes, whether or not vacuum baking is capable of
removing such chlorine, would need to be answered first.

Large quantitics of hydrofluoric acid are used in the
manufacture of silicon semiconductor devices. The
cleanliness and the purity of the HF used directly impacts
device yield and reliability. The practice of using
ultrapure HF for a short time then discarding it creates
costly consumption and disposal problems. J. Davison et
al., Athens Corp. and Texas Instruments, in "The Use of
Reprocessed HF in Semiconductor Quartz and Wafer
Cleaning Operations.” describe a reprocessor that was
developed to recycle and repurify the HF solutions used in
semiconductor quartz and wafer cleaning operations. Ion
exchange and filtration are used to remove ionic and
particulate contaminants. The reprocessed HF is ultrapure.

Conclusion

Now that the contamination control requirements of
the semiconductor industry have become similar to that of
the frequency control industry, the frequency control
industry can benefit from the vastly greater resources
being expended on contamination control in the
semiconductor industry.
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FORTY-FOURTH ANNUAL SYMPOSIUM ON FREQUENCY CONTROL

RESISTIVITY, ADHESIVE STRENGTH, AND RESIDUAL STRESS
MEASUREMENTS OF THIN FILM METALL.IZATIONS
ON SINGLE CRYSTAL QUARTZ

P. T. Vianco, W. R. Conley, and J. K. G. Panitz
Sandia Naticnal Laboratories
P.O. Box 5800
Albuquerque, NM 87185

ABSTRACT

Resistivity, adhesive strength, and residual stress
measurements were made of the thin films, 450 KX Cr/1800
& Auand 450 & Mo/1800 A Au deposited on optically
polished, z-plate single crystal quartz surfaces. The films
were analyzed after deposition and following annealing at
380°C or 450°C for 30 min in either air or vacuum. The
resistivity of the Cr/Au film increased by 1090¢/ and 1780/
after vacuum annealing at 380°C and 450°C, respectively.
These increases were reduced when 1000 & of Ni or Mo were
introduced as barrier layers between the Cr and Au to
prevent interdiffusion of the two layers. The resistivity of
the Mo/Au films remained unchanged after all annealing
exposures. The Cr/Au, Cr/Mo/Au, and Cr/Ni/Au films had
adhesion strengths of 41 to 70 MPa in both the as-deposited
and annealed conditions. The adhesive strength of the
Mo/Au metallization was 23 to 31 MPa except after the
450°C air anneal, where the value dropped to zero. The
residual stress of the as-deposited Cr/Au film was 170 MPa
(tensile) but hecame compressive at —120 to —250 MPa
after annealing. The Mo/Au metallization was deposited
with a zero stress value that also became compressive at
— 140 to — 180 MPa.

INTRODUCTION

Single crystal quartz has been used in numerous
applications beyond the long-established role as a resonator
for oscillator circuits. Innovative designs of the resonant
cavity have given rise to sensors based upon predictive
changes of the resonant frequency caused by exposure
to external environments such as high and low temperatures
or applied stresses. The result is a new generation of

* This work was performed at Sandia National Laboratories
under United States Department of Energy contract DE-
AC04-76DP00789.
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components which measure thermal fluctuations,
acceleration,and rate of rotation. The manufacturing pro-
cesses, as well as the user environments, expose these
devices to many harsh conditions such as elevated temper-
ature. Although the substrate material, quartz, is stable
over extended temperature ranges, the mechanical and
electrical properties of the thin film metallizations used to
provide the electric field are not necessarily so, resulting in
possible changes to the resonator performance.

The thin film electrodes used on piezoelectric reso-
nators typically contain at least two layers. The first is a
deposit of 100 to 500 A of metals such as Cr or Mo which
promote adhesion between the substrate and the second,
more highly conductive layver which is usually Au of 1000 to
2000 & thick. Exposing these multilayer films to elevated
temperature during subsequent processing and use of the
device can cause interdiffusion of the layers. Interdiffusion
potentially changes the resistivity, adhesion, and residual
stress of the films which can degrade the device perfor-
mance. This investigation examined the resistivity, edhe-
sion, and rezidual stress of thin films deposited on single
crystal quartz substrates.

Experimental Procedures

A. Candidate films and heat treatments. The
two metallizations of principal interest were: (1) 450 K of
Cr (on the quartz) with 1800 & of Au and (2) 450 £ of Mo
(on the quartz) followed by 1800 A of Au. Included in this
investigation were variations to the Cr/Au films in which
barrier layers of 1000 & Nior 1000 £ Mo were introduced
between the Cr and Au layers. Also examined was a pure Au
film, 1800 & thick.

The heat treatment parameters were selected to
coincide with secondary processing steps common to sensor
assembly and use. A matrix of annealing conditions was
created from temperatures of 380°C and 450°C, a time
period of 30 min, and atmospheres of lab air or vacuum
(=2%107° torr).




B. Ceposition parameters. The films were de-
posited by electron beam evaporation. A multi-source turret
hearth permiited the sequential deposition of multiple
layers without breaking vacuum. Deposition rates for (1)
Mo.5+1 & /sec; (2) Cr, 5+ 1 K /sec; (3) Ni, 4+ 1 A /sec; and
(4) Au, 7+ 1 & /sec were selected for their stability, ease of
control, and minimal heat loading to the substrates. The
background pressure was maintained below 5Xx10° ® torr
during all depositions. Final film thicknesses were deter-
mined by contact surface protilometry of partially shad-
owed fused silica plates.

The substrates for the resistivity measurements were
preheated in the vacuum chamber to 200°C for 60 min with
this temperature being maintained during the deposition.
The substrates used to acquire the adhesion strength and
residual stress data were not heated.

All substrates were cleaned by (a) degreasing in
Freon vapor, (b) ultrasonic agitation in acetone, (c) ultra-
sonic agitation in ethanol, and (d) then blown dry with
nitrogen.

C. Resistivity measurements. The substrates
were single crystal quartz plates measuring 26.2x24.4X
0.152 mm. The surfaces on which the films were deposited
were normal to the z-direction (0001) and optically polished.
The metal films were deposited through an aperture
(shadow) mask to form 8 lines on the quartz blank, each
measuring 10.2 mm long and 1.27 mm wide. The geometry
of the films and substrate appear in Fig. 1.

Two wafers were deposited with each metallization
type in the same run. The resistivities of the 8 strips on each
wafer were measured; an average value was calculated for
each group of 4 strips. The wafers were then broken in half
so as to separate each of the groups of 4 strips. Each group
was then exposed to one of the 4 annealing treatments. This
procedure ensured that the data was taken from films
deposited in the same run. Furthermore, it allowed for a
precise comparison between the as-deposited resistivity and
the value after heat treatment.

The resistance of each film was measured by the
four-point probe technique. To insure electrical contact to
the film while preventing mechanical damage, osmium
tipped, light load probes were used. The two outer probes,
which supplied a direct current of 45.3 mA, were 7.6 mm
apart. The voltage prohes were spaced 5.1 mm apart,
collinear with the current probes. The resistivity was calcu-

lated using the expression R X A/L, where R is the measured
resistance (ohms), A is the cross sectional area of the strip
(thickness times 1.27x10 % m?), and L is the separation
between the voltage probes (5.1 10 “* m). The data spread
quoted with each average value denotes plus-or-minus one
standard deviation of the results.

D. Adhesive strength measurements. Thesub-
strates used for these tests were quartz plates measuring
17.8x17.8 X 1.60 mm. The surface on which the films were
deposited was optically polished and oriented perpendicu-
lar to the z-direction. A total of 15 substrates were coated
with each metallization type. Three of the substrates were
used to test the film in the as-deposited condition. The
remaining substrates were separated into 4 groups of 3
samples. Each group was subject to one of the 4 heat
treatments from the matrix outlined in section A.

The adhesive strength was measured by the
Sebastian method, which is diagrammed in Fig. 2. An
aluminum pin with a flared base 2.5 mm in diameter was
bonded to the tilm surface with an epoxy which was cured
by heating the unit in an air oven at 150°C for 60 min. The
sample was then placed into the tester, which pulled the pin
from the substrate. The force measured by a load cell
combined with the footprint of the pin determined the
stress (normal to the film) at failure which is displayed on
the instrument. The failure mode of the bonds was noted to
validate the reading. Typically, three tests were performed
on each sample for a maximum of 9 tests per exposure
condition. Resistivity and Auger depth profile analysis of
as-deposited films subjected to the epoxy curing cycle
demonstrated no significant change to either property.
These results were used to infer that the epoxy curing cycle
did not change the film character. The values presented in
this report are the average stresses; the accompanying error
range represents plus-or-minus one standard deviation of
the data.

E. Residual stress measurements. The sub-
strates were single crystal quartz beams measuring 76 X 13X
0.79 mm with the broad surfaces perpendicular to the z-
direction. Both sides of the extended surfaces were optically
polished.

The magnitude of the residual stress was calculated
from the curvature of the beam measured in a large optics
Michelson interferometer built at Sandia National Labora-
tories [1]. Digital image analysis and the specially designed
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Figure 1. Substrate and metallization geometries for resistivity test samples
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Figure 2. Substrate geometry and assembly procedure for adhesive test samples.

hardware made it possible to measure very small radii of
curvature (on the order of 1 km). Small changes in curva-
ture resulting from thin films deposited on relatively thick
substrates allowed for the calculation of the film’s residual
stress without the need to know the film’s elastic modulus.
The equation used to calculate the film stress is given below
(for details, see the analytical analysis in Reference 1):

or = Egt/(BR){(t/t)% —t./te + 6(E/E)(ye/ty)] 1)

where t; is the film thickness, t, is the substrate thickness,
E;is the film modulus, E, is the substrate modulus, R, is the
radius of curvature at the film/substrate interface, and y;is
the position in the film (at which the stress is being
calculated) as measured from the film center plane towards
the film/substrate interface. The maximum stress will be at
the interface; that is where y/t; is 0.5. A very thin film and
a thick substrate cause the third term in the square brackets
of equation (1) to be negligible with respect to the other two
terms. Therefore, it is not necessary to know the film
modulus in order to calculate the film stress. The modulus
of the quartz beam was calculated from available data and
confirmed in the same apparatus by applying known forces
to the beam and recording the resulting curvature.

A layer of 1800 A of Au was deposited on one
surface of the beam to form the reflecting layer from which
to measure the curvature. The substrate was then heated at
450°C for 1 hour to stabilize the Au film. The thin film of
interest was then deposited on the other side. A total of 4
beams were deposited with each metallization at the same
time. An average curvature and error term based upon one
standard deviation were calculated from the 4 beams.

F. Auger depth profile measurements. Auger
depth profiles were made of each of the films in the
as-deposited condition as well as after each of the annealing

treatments. Deposition of the films was at 200°C. Sputter-
ing was performed by an argon ion beam. Surface sputtering
followed by signal detection provided a (qualitative) chem-
istry profile of the film layer.

Results and Discussion

A. Resistivity. Shown in Table 1 are the as-
deposited resistivity data from two separate deposition runs
of each metallization. These values correspond to measured
resistances of approximately 0.5 to 0.6 ohms over the line
geometries described in Fig. 1. An estimate of the percent
error introduced by the measurement technique is approx-
imately 6 % . Therefore, the different values of resistivity for
each film indicated a real variation between the two sepa-
rate runs. The effect of depositicn temperature on film
resistivity was investigated by evaporating the films at
ambient temperature (<30°C), measuring the resistivity
after coating, annealing the films at 200°C for 30 min, and
finally performing a second resistivity measurement. The
results are outlined in Table 2. It was apparent that the
run-to-run variations of resistivity exemplified in Table 1
were comparable to the change in resistivity due to
(1) changing the substrate temperature from ambient to
200°C during deposition, or (2) by the low temperature
annealing (200°C, 30 min) of the film deposited at ambient
temperature.

The percent resistivity changes as a result f the
heat treatments are presented in Table 3. The results of the
Auger depth profiles will also be discussed. The Au and
Mo/Au films showed resistivity decreases for all heat treat-
ments. No interdiffusion between the Mo and Au layers
was observed. This observation is confirmed by the phase
diagram of the Au-Mo couple [2], which shows only the
terminal solid solutions of (1) maximum 1.25 at.% Mo in Au
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and (2) maximum 0.4 at.“. Au in Mo for a simple eutectic
without intermediate intermetallic compounds for the an-
nealing temperatures. The trend of decreasing resistivity
with annealing was probably caused by changes to the
microstructure of the films [3,4,5]. The Mo/Au film surface
retained a golden color except after annealing at 450°C in
air, where some blistering caused the surface to darken
slightly (Fig. 3a). The blistering was initiated with air
entering the film and oxidizing the Mo layer. Certain oxides
of Mo (e.g., MoQ,) are volatile at 450°C [6]. Vapor forma-
tion caused the Au layer to burst and form blisters. Trace
Mo was observed on the film surface by Auger analysis;
suggesting that the analyzed area included blisters.

The discontinuities introduced into the film by the
blisters, did not affect the resistivity. However, experiments
in which such films were annealed in air at 500°C for 180
min showed large resistivity increases as the blisters grew in
size (Fig. 3b).

The Cr/Au film experienced large resistivity in-
creases of 1130 and 1090, after annealing at 380°C for
30 min in air and vacuum, respectively. Those values
climbed to 2240° and 17807, respectively, when the heat
treating temperature was increased to 450°C. This general
increase of resistivity was caused by the diffusion of Cr into
Au as demonstrated by a comparison of the Auger depth
profiles shown in Fig. 4. The low resistivity of the Au film,
2..X 10 % ohm-cm {7}, was severely degraded by the Cr,
which has a resistivity of 36.6x 10 "¢ chm-cm.

The air annealed films had slightly higher resistivity
increases as opposed to the vacuum annealed specimens.
Oxidation of the Cr within the Au layer was not extensive as
observed by the Auger analysis. Therefore, it appears that
the oxidation of the Cr at the film surface increased the
amount of Cr entering the Au layer. The surfaces of the
films developed a gray tint indicative of Cr and which
darkened as the annealing temperature was increased for

Table 1. Resistivity of metallizations deposited at 200°C in two

separate runs

Film

1800 A Au

450 A Mo/ 1800 A Au

450 A Cr/ 1800 A Au

450 A Cr/1000 A Mo/ 1800 A Au
450 A Cr/ 1000 A Ni/ 1800 A Au

Resistivity x10 °Qm
200C Deposit Temp.
2.39+0.02, 4.534+0.04
4.0440.05, 3.98+0.03
3.59+0.04, 5.64+0.10
5.24+0.03, 6.50+0.05
5.44+0.03, 5.28+0.04

Table 2. Resistivity of metallizations deposited at room temperature
in two separate runs and then annealed in air at 200°C for 30 min

Film

1800 A Au

450 A Mo/ 1800 A Au

450 A Cr/1800 A Au

450 A Cr/1000 A Mo/ 1800 A Au
450 A Cr/1000 A Ni/ 1800 A Au

Resistivity x10 2 Qm
R.T. Dep.#= 200C, 30 min., air
3.81+0.03 3.31£0.03
4.244+0.02 3.90+:0.02
4.71+0.02 5.1040.10
7.59+0.04 6.9540.07
6.33+0.07 5.28+:0.06

Table 3. Percent change of resistivity of metallizations deposited at

200°C
Percent Change (%)
380C, 30 min 450C, 30 min

Film air vac. air vac.
1800 A Au -24 -26 -84 -88
450 A Mo/ 1800 A Au -38 -90 -9.4 9.4
450 A Cr/ 1800 A Au 1130 1090 2240 1780
450 A Cr/1000 A Mo/ 1800 A Au -43 -94 992 914
450 A Cr/1000 A Ni/ 1800 A Au 416 380 715 496
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Figure 4. Auger depth profile of the Cr/Au film

both air and vacuum conditions.

For the Cr/Mo/Au film, resistivity decreases were
observed after annealing at 380°C. The values following the
air and vacuum anneals at this temperature were nearly the
same as those ohserved for the Mo/Au film. The Cr/Mo/Au
film behaved similarly to the Mo/Au because the Mo layver
prohibited the interdiffusion of the Cr and Au lavers,
However, raising the annealing temperature to 450°C
caused the Mo barrier to break down. Shown in Fig. 5 is the
Auger depth profile of (a) the as-deposited ('r/Mo/Au film
and rb) that of the film after annealing at 450°C in air.
These profiles clearly show the movement of both Au and
C'r past the Mo laver. No interdiffusion was observed in the
Mo/Au films at either of the annealing temperatures. There-
fore, it appears that the Cr moved through the Mo barrier
first, thereby providing a path by which the Au passed

AMPLITUDE (arb. units)

T T \J T v

0 200 800
ETCH TIME (sec)

(b) following annealing in air at 450°C for 30 min

through the Mo barrier back towards the quartz. The
Cr-Mo phase diagram [8] shows a continuous solution
without intermediate phases and a (calculated) miscibility
gap below 830°C which may permit solutions of 5 at.*. Mo
inCrand 9at.” Crin Mo to form. This was apparently the
case for the ('r-Mo couple.

The slightly higher resistivity change of air versus
vacuum annealing (450°C) was not caused by oxidation of
Cr within the Au laver. The oxide signal in Fig. 5b follows
the Mo signal with a magnitude similar to the as-deposited
case (Fig. 5a). A change to the appearance of the film was
noted only after annealing at 450°C at which point a grayv
tint was observed on the surface. This grav tint was proh-
ably due to the oxidation of Cr and a roughening of the
surface. Blistering was not observed. Therefore, an enhance-
ment of the amount of C'r in the Au layer after air annealing
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versus vacuum annealing caused the higher resistivity
changes of the former case

The Ni layer proved to be a poor barrier between the
Cr and the Au. Resistivity increased under all annealing
conditions. The Auger depth profiles representing the as-
deposited film; the film annealed at 380°C in air; and the
profile of the film following a 450°C air heat treatment are
shown in Fig. 6. The resistivity increases at 380°C were due
largely to the interdiffusion of Ni into the Au layer. At
450°C, the Cr layer which was relatively inactive at 380°C,
alloyed with the newly formed Ni-Au layer and caused
715 and 496 resistivity increases for air and vacuum
annealing, respectively. The resistivity values were higher
after air annealing than when done in vacuum for both
temperatures. Oxidation of the Ni and Cr components
following air annealing was observed at the film surface but
not in the film interior. Therefore, the oxidation of Ni
and/or Cr on the surface enhanced the diffusion of either
species (depending on the temperature) into the Au layer,
causing the larger resistivity increases for air versus vacuum
annealing.

Air annealing caused the film surface to develop an
orange hue at 380°C which darkened to a brownish color at
450°C. The various colors were caused by the oxidation of
the Ni and Cr layers on the surface.

In conclusion, the Mo/Au film resulted in no in-
crease to the resistivity under the prescribed heat treat-
ments. Mo also prevented a resistivity increase in the
Cr/Mo/Au films by acting as a barrier to the interdiffusion
of Cr and Au. The Mo barrier became ineffective at the
450°C annealing temperature. Replacing Mo with Ni re-
sulted in extensive interdiffusion between Ni and Au at
380°C as well as between Cr and the Ni-Au layer at 450°C.
Although the resistivity of the Cr/Ni/Au films increased in
all cases, the increases were less than those observed with
the Cr/Au films. Surface oxidation-enhanced diffusion of Cr
or Ni components caused slight increases to the resistivity
values of the air annealed samples as compared to the
vacuum annealed films.

B. Adhesive strength tests. The adhesion test
results appear in Table 4. A particular pull test was consid-
ered a valid datum if (1) the machine failed to pull the pin
off of the specimen prior to reaching the maximum load, (2)

fracture took place in the epoxy film at a stress in excess of
9000 psi (which is approximately 30 of the load capacity
of the machine), or (3) the film separated from the substrate
at any stress level.

The 1800 & Au film did not adhere to the quartz
substrate in the as-deposited state or following any of the
heat treatments. These tests were made to demonstrate that
reported adhesion values are not anomalously high due to
epoxy reaching the substrate through defects (pinholes) in
the metallizations.

The Mo/Au film showed an as-deposited strength of
25+ 17 MPa. The strength value remained unchanged after
all of the heat treatments except the 450°C air anneal in
which the adhesion stress dropped to zero. The blistering of
the film resulted in the oxidation of the underlying Mo layer
(beyond the actual open areas). The powdery character of
remaining Mo oxide provided inadequate adhesion between
the Au layer and the quartz.

The Cr/Au films showed an as-deposited adhesive
strength of 48+10 MPa. The value increased to the
machine limit of 70 MPa after annealing at 380°C in both
air and vacuum. The values dropped slightly following the
450°C annealing treatments. These results clearly indicate
that in spite of the large degree of intermixing between the
Cr and Au layers, the Cr/Au alloy film retained exceptional
adhesive strength.

The Cr/Mo/Au had an as-deposited adhesive
strength of 56 + 10 MPa, which was statistically similar to
that of the Cr/Au film. This was expected because in both
cases, the Cr layer was providing the adhesion. The values
remained effectively unchanged for films after each of the
heat treatments.

The results of the Cr/Mo/Au system have also re-
sulted in some added insight into the Cr/Au system. For
example, the Mo layer was an effective barrier to the
interdiffusion of Cr and Au at the 380°C annealing temper-
ature. Yet the adhesive strength of the annealed Cr/Au
films exceeded those of the Cr/Mo/Au films. Therefore,
since the Au component of the alloyed Cr-Au film is not
expected to add any adhesive strength, the elevated tem-
perature appears to enhance the adhesion between the Cr
component of the intermixed Cr/Au film and the quartz
substrate. At 450°C, the Mo barrier of the Cr/Mo/Au film
broke down and the Cr andAu intermixed. The resulting

Table 4. Adhesive strength of metallizations deposited at room

temperature and annealed

Adhesive Strength (MPa)

450 A Cr/1800 A Au
450 A Cr/ 1000 A Mo/ 1800 A Au

450 A Cr/1000 A Ni/1800 A Au

380C, 30 min 450C, 30 min
Film Depos. air vac. air  vac.
1800 A Au 0 ] o 0
450 A Mo/ 1800 A Au 25+17 29+13 31+10 0 23+14

48+10 >70* >70*
56+10

65+3.0 65+8.0 6614.0

61+12 6847.0
57412 41423 64+ 10 56+ 10

694:2.0 69+4.0

* Machine fimit.
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adhesion was not significantly different from that of the
Cr/Au films after similar annealing.

The adhesive strength data of the Cr/Ni/Au films
exhibited no change from the as-deposited value of
65+ 3 MPa in spite of the interdiffusion observed at the
annealing temperatures. The as-deposited strength was
significantly larger than that of the Cr/Au films. This
observation clearly indicated that even with similar layers
(Cr) next to the substrate, the adhesive strength of a
multilayer film is affected by all of the individual layers.

In conclusion, the Cr/Au, Cr/Ni/Au, and Cr/Mo/Au
films exhibited excellent adhesive strengths in the as-
deposited condition as well as after each of the heat treat-
ments. The Mo/Au metallization had generally lower
strength values with severe degradation to the film adher-
ence after air annealing at 450°C due to oxidation and loss
of the Mo underlayer by blistering.

C. Residual stress measurements. The resid-
ual stress data of the Mo/Au and Cr/Au films are listed in
Table 5. The Mo/Au metallization had practically no stress
in the as-deposited condition while the Cr/Au film had a
tensile stress of 170 + 30 MPa. For both cases, however, the
film stresses became compressive upon annealing.

The Cr/Au data clearly showed that the residual
stress magnitudes were larger following air annealing than
after heat treating in vacuum; the difference was relatively
small at 380°C and larger at 450°C. Assuming that the
residual stress changes were caused by interdiffusion be-
tween the Cr and Au, then the residual stress magnitudes
indicate that mixing was larger during air annealing than
after vacuum heat treatment, thereby confirming the expla-
nation of surface oxidation enhanced diffusion of Cr into Au
used to explain a similar trend in the resistivity results
noted earlier. However, the substrate curvature may also
reflect a volume expansion at the film surface due to
oxidation which would appear as a greater compressive
residual stress than noted after vacuum annealing. Further
tests are needed to determine how air annealing enhanced
the film stress as compared to vacuum heat treatment.

No appreciable difference in the magnitude of the
residual stress was observed for the Mo/Au film after
air annealing at 450°C, in spite of the severe structural
degradation.

An important result of these tests on the Cr/Au film
is that although they were deposited in tension, after heat

treatment they became compressive. This implies that at
some point, the stress became zero. Electron beam deposi-
tion techniques offer very little control of the properties
ofthe film, in particular the residual stresses. The data in
Table 5 show that annealing programs can be implemented
to control the film stress for optimum device performance.

Summary

1. The resistivity and adhesive strengths were mea-
sured for four multilayer films which were electron
beam deposited on optically polished, z-plate single
crystal quartz surfaces. Measurements were also
made after th- ‘ilms had been vacuum and uir
annealed at 380°C or 450°C for 30 min.

2. The 450 A Cr/1800 & Au films exhibited extensive
interdiffusion during all heat treatments. Resistiv-
ity increases of 1090 and 1780 resulted from
vacuum annealing at 380°C and 450°C, respectively.
These increases were reduced significantly when
barrier layers of Mo and Ni were introduced be-
tween the Cr and Au.

3. The 450 & Cr/1800 A Au, 450 & Cr/1000 &
Ni/1800 & Au, and 450 & Cr/1000 & Mo/1800 A
Au films showed adhesive strengths in the range of
41 to 70 MPa in both the as-deposited and annealed
conditions. The adhesive strength of the Mo/Au
film was in the range of 23 to 31 MPa except after
the 450°C, air anneal where the value dropped to
zero.

4. The residual stress of the as-deposited 450 A Cr/
1800 A Au was tensile at 170 + 30 MPa and became
compressive after each heat treatment. The residual
stress of the 450 A Mo/1800 4 Au film was approx-
imately zero and became compressive following heat
treatment. These results indicate the ability to
control film stresses by thermal annealing.
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Table 5. Residual stress of metallizations deposited at room temper-

ature and annealed

Film Residual Stress (MPa)
As— 380C, 30 min 450C, 30 min
Film Depos. air vac. air vac.
450 A Cr/1800 A Au 170 (1) 120 (C) 83 (C) 250 (C) 180 (C)
+30 +30 +60 +30 +30
450 A Mo/ 1800 A Au 7M ] » 180 (C) 140 (C)|
+40 +30 +30
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FORTY-FOURTH ANNUAL SYMPOSIUM ON FREQUENCY CONTROL

A PARAMETRIC STUDY OF THE VARIABLES INVOLVED IN QUARTZ GROWTH

Gary R. Johnson, Robert A, Irvine, and Jonathan W. Foise

Sawyer Research Products
35400 Lakeland Blvd,
Eastlake, Ohio 44095

ABSTRACT

As part of a research effort with the U.S. Army
LABCOM, we have conducted a series of parametric
experiments to examine several process variables
and their effect upon the production of quartz
crystals by hydrothermal growth. The experiments
were designed with the aid of a computer software
package which allowed for the examination of not
only the effects of individual variables, but the
interactions among them. Some of the advantages
and disadvantages of designed experiments are
discussed.

As the requirements for electronic devices become
more critical, so too do the requirements placed
upon the materials from which they are produced.
If the crystal growing industry is to meet these
requirements, a thorough understanding of the
growth process is needed.

As part of a research effort with the U.S. Army
Laboratory Command, we have been conducting a
research project to develop the technology to
produce high purity, low defect cultured quartz,
so as to meet the future materials requirements of
the electronics industry. The particular material
goals are:

Table 1
Etch channel density: <10/cm2
Inclusion density: <10/bar
Impurity concentrations (ppb)
Al: <200
Li: <300
Na: <500
K : < 40
Fe: <100
Q (3500/3800 cn”ly: >2.5 X 10°
Strain: none
Fringe distortion: <0.05 RMS

CH2818/3/90/0000-216 $1.00 © 1990 IEEE

216

Phase one of this research was designed to
determine the limits of existing sodium carbonate
technology. In particular, this effort involved
the use of a noble metal liner and high purity
inputs in a production autoclave. Through the

use of these techniques we were able to achieve
the fallowing:

Table 2
Etch channel density: <86/cm2
Inclusion density: <42G/bar
Impurity concentrations (ppb)
Al: 700
Li: 300
Na: 1640
K : 300
Fe: 1800
Q (3500/3800 cm”l): >2.5 x 10°
Strain: variable
Fringe distortion: variable

Phase two of this research effort was to establish
the interrelations among a variety of process
variables and the quality of the quartz produced.
This would allow an optimization of the process.
In particular, it was hoped to study the
interactions among various variables.

The first part of this second phase examined the
interrelations among baffle design, temperature
difference (between the dissolving and growing
chambers) and power in production scale

autoclaves.” We were able to show the linear
relationship between main heater power and
temperature difference (TD) and its dependence
upon baffle design,

To study the interrelationships among the process
variables and the quartz quality, a series of
parametric experiments were designed through the
use of a commercial experimental design and
statistical analysis software package called




This package uses a

Expert in a Chip (EChip™).3
This

technique known as robust product design.
technique allows variables to be adjusted
simultaneously, thus decreasing numbers of

experiments to be run.

Based upon the results of the baffle-TD-power
experiments and our production experience, the
following variables were chosen:

Table 3
Variable Range
Growing temperature 339° - 355°
Initial 7D 3F-86"C
Baffle 174 single hole
vs, 7.5%
perforated
Solution molarity 0.80 -~ 0.854
Na2C03

Lithium additive 0-0.05MLi"

Hydrothermal etch -15° - 0° ¢

temperature

Lascas vs. broken
crystals

Quartz supply tape

The original experimental design included the
study of these seven variables at three levels
(quadratic design) for a total of 46 trial runs
(forty-one trials plus five replicates). With an
estimated 80 day run length, plus turn-around and
inspection time, it was not possible to fit this
many experimental runs into our normal production
schedule., The design was modified so that only
growing temperature, which was felt to be the most
critical variable, would be examined at three
levels and that the rest would be examined at two.
We would also reduce the number of replicates from
five to three. This reduced the number of runs to
twenty-three.

In addition to the variables listed above, the
seed rack was designed such that a variety of seed
variables could be examined including width (41 mm
X, 0° rotation around X and 66 mm X, 1.5°),
strain, etch, location in the rack, and horizontal
vs. vertical positioning, However, the geometry
of the rack remained unchanged from run to run to
eliminate possible effects on fluid flaw.

Runs were conducted over a period of about a year,
ending in October 1989. A 7-target of 36 mm was
selected, so that LABCOM requested material
suitable for 15 mm SC cuts could be produced.

This gave a target of 80 days run time, with runs
ranging from 62 to 99 days to achieve target.
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8ars from these runs were inspected for
dimensions, weight, mechanical and microscopic
defects and were analyzed for infrared alpha,
impurity levels, and etch channel densities.

These results were then entered into the ECnip
program. EChip presents its analysis in iwo ways.
First, it reports which input variables (and for
3-level and higher variables, interactions between
input variables) have a significant effect upon
the responses. Second, it generates a response
surface to show the particular effect of those
variables on a given response variable,

Figure 1 shows a response surface for the fraction
of bars with cracks for the 66 mm X seeds as a
function of growing temperature and supply type (1
is broken cultured ¢r/stal, O is natural quartz
lascas). A number o' 'naracteristics of EChip's
response surfaces -~ 2e pointed out. The
response surface represents an empirica) mode!l
based upon a regression analysis of the actual
data. There is some extrapolation found in such a
model. The limits of the actual data region are
represented by the “convex hull" which is shown on

the graph by the region marked in "*",

One must alsc take care in confusing the model
witn a prediction of actual values. Examining
figure 1, one can find a region where the fraction
with cracking is less than the lowest experimental
value, represented by the "<"s. Since the lowest
value is zero, this obviously does not predict an
actual value for cracking you would get by growing
quartz under those conditions. However, one can
use the mode) to predict this as the region with
the lowest response value.

The response surface is a two dimensional
representation of a three dimensional surface,
analogous to a geographical topological map.
de have developed a technique for converting
EChip's two dimensional graphs into three
dimensions by converting these graphs into
spreadsheet data and then using Lotus 1-2-3"
and 3-D Graphics™ to prodivce three dimensional

response surfaces. Figure 2 shows such a
representation of the data from figure 1. In this
figure, it is easy to see that the highest levels
of cracking occur for bars grown at a high growing
temperature from broken crystal or low growing
temperature from 1lascas. One can also see the
interaction between the variables.

EChip calculates the precision of the response
surface based upon the fit of the regression
analysis, the reproducibility of the replicate
runs and how far outside of the convex hull the
surface extrapolated. The width of the contour
intervals of the response surface is
representative of this precision. For example, as
one extrapolates outside of the region of th2
actual data, the precision decreases and the
contour lines broaden., Figure 3 shows a graph ol
the response surface for inclusions (number/cc,
100 - 150 microns size) as a function of growing
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initial TO.

temperature and initial TD, Since this plot shows
jata for the middle of the convex hull, the
kroadness of the contours in the middle region of
the plot is probably due to a Tack of
reproducibility in the data.

One of EChip's limitations is in its inability to
distinguish between continuous and categorical
variables; all variables must be treated as
continuous variables., One way to handle this is
by rethinking how you look at a variable. In
figure 1, supply type could be though of as broken
crystals vs. lascas and thus as a categorical
variable, However, one can also think of it as a
continuous variable from 100% lascas, through a
mixture o/ the two, to 100% broken crystal. In
fact, this reflects actual production practices.
Figure 4 shows the response surface for inclusions
(number/cc, 100 - 150 microns size) as a function
of growing temperature and baffle type. Here too,
baffle type has been thought of not as perforated
vs. single hole, but as a continuous variation in
the number of holes. The limitation here is this
does not reflect actual practice and may not even
reflect the actual behavior of the system. One
must therefore be careful in interpreting the
meaning of baffle values on this contour plot
between the two endpoints.
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Another limitation of EChip is its inability to
examine correlations between response variables;
for exanple, between inclusion densities and
cracking. However, this can be overcome by the
use of other statistical methods. For example,
scatter graphs in conjunction with linear
regrassion analysis can be used to look at
interrelations between response variables. Figure
5 shows a scatter diagram for the concentration of
aluminum in a sample bar from each run vs. the
concentration of lithium, with a linear regression
fit of the data. One can also use more
traditioral statistical! to<%ts, such as the student
t-test, to supplement EChip. One must remember
with all these methods that they generate
empirical models, it is up to the researcher to
create the theory, if desired.

One last consideration is that EChip is designed
to be used as a "blackbox". While this is a great
advantage for the statistical novice, one must be
careful to use the program within its stated
Jimitations. EChip does include some
"whistle-blowing" abilities which alert the user
to potential statistical problems which may
require expert help.
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Figure 5
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Tithium in a bar,
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A linear regression fit of the data is also shown,

Baffle




There were some limitations due to the design we
chose as well. By looking at a variable at only
two levels, instead of three, one is no longer
able to look for curvature in that variable. It
also means that one cannot look at interactions
between two level variables, only between two and
three level variables and among third and higher
order variables,

These design limitations can be eased to some
extent by following EChip's normal experimental

sequence. 7’ Table 4 gives some
typical examples.

Table 4
*Screening trials: many variables at 2-levels
7 variables / 2 levels - 14 trials + replicates

12 variables / 2 levels - 19 trials + replicates

*Response trials: significant variables at 3-levels

4 variables / 3 levels - 20 trials + replicates

6 variables / 3 levels - 33 trials + replicates

*Detail/confirmation trials:

2 variables / 4 levels - 13 trials + replicates

However, the cost of such a detailed study is in
the number of experiments required (44 to 75 in
the exanples above). For a batch process with a
turn-around time of 100 days, such as quartz
growth, such a study would be very expensive and
very time consuming.

In spite of all these linitations, designed
experiments have turned out to be very useful to
us. From these 23 experimental runs we have
discovered 73 different interactions and
relationships among the seven input variables
studied and the various responses examined, using
EChip and the other statistical methods mentioned.
In addition are the negative responses, the
relationships and interactions which were believed
to exist but have been disproved. We are now in
the process of using this round of experinments as
screening trials for further experiments to
exanine the details of particular responses.
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ABSTRACT

Electrodittusion (sweeping) is a high-
temperature process used to replace the
interstitial alkalis present in as-grown quartz
with hydrogen. Sweeping affects point defects such
as the substitutional aluminum with its associated
interstitial alkali and the extended dislocation
networks with their precipitated impurities that
torm the etch channels. Quartz is commercially
swept to improve the radiation hardness and to
reduce the tormation ot the etch channels. We have
been investigating the electric curr.nt versus time
curves observed during sweeping runs as possible
indicators of the completeness of the
electroditffusion process. Hanson reported the
appearance of a curreat peak or plateau near 250°C
during the warm-up portion of the sweeping process
when the electric tield was initially applied at
room temperature. He also reported that this peak
was not present in samples that had previously been
swept. We have tracked both the growth of the Al-
OH center and the decay ot the Al-Na center with
the sample current versus sweeping time. We find
that the current peak or plateau disappears when
the sample is heated to 400°C and immediately
cooled back to room temperature. However, no
reduction in the Al-Na centers or production of the
Al-OH centers match the disappearance of the peak.
Instead, the Al-Na center is slowly replaced by the
Al-OH atter the sample has been held for some time
at temperatures near 500°C. Since hydrogen is much
less mobile than the alkalis, this replacement
causes a reduction of the sweeping current. It
appears that the appearance ot a steady current
during a time interval might be used as a signature
tor the completeness of the electrodiffusion
process. We find that when the current remains
steady to Y2% over an eight to ten hour interval
that the sample passes the 0SU test for sweeping
effectiveness. It does appear, however, that the
tendency to form etch channels reduces more slowly
than the rate of replacement of the alkalis at
point defects.

N U N

Electrodiffusion (sweeping) is commercially
employed to reduce the formation of etch channels
during processing (1] and to improve radiation
hardness [2]. The process removes neither the
point detects nor the dislocation loops. Instead

US GOVERNMENT WORK IS NOT PROTECTED BY
US COPYRIGHT

the improved performance of swept quartz is caused
b the moditication of the detects. For example,
substitutional aluminum with an associated
interstitial alkali is a common point detect.
Sweeping in air (with water vapor present) or in
hydrogen removes the alkali trom the quartz and
replaces them with a hydrogen. A similar
replacement process must alsoc take place with the
impurities trapped in the dislocation networks so
that they are much less chemically active atter
sweeping. Verhoogen (3] carried out the first
deliberate alkali sweeping experiments during his
study of ionic diffusion in quartz. King [4] was
the tirst to apply the sweeping process to quartz
later used for resonator studies. The process for
sweeping specific alkalis into quartz was developed
by Fraser [5] who clearly demonstrated that the
53-K acoustic loss peak was due to the Al-Na
center. Kats {6] studied the effects of alkali and
hydrogen sweeping on the infrared spectra of both
natural and cultured quartz. Recently, Martin (/]
reviewed current electrodiffusion results,

At the present time, several methods are used
to determine if the sweeping process is complete
for point defects. Of these, the electron-spin
resonance, ESR, test developed by Halliburton, et
al. [8] and the measurement of the high temperature
series resistance of a resonator developed by
Koehler [Y] are probably the most reliable
indicators. The ESR test requires the removal of a
test sample from the swept bar and an elaborate
radiation procedure. The resistance test requires
the fabrication of a resonator blank. No test
other than actually etching samples is available
for etch channel reduction by sweeping. Hanson
[10] reported the appearance of a current peak or
plateau near 250°C during the warm-up portion of
the sweeping process when the electric field was
initially applied at room temperature. He found
that this peak was absent in samples that
previously had been swept and suggested that it
could be used as a sweeping test. Tests for
sweeping effectiveness that do not require
elaborate sample preparation or that can be
performed during the electrodiffusion process would
clearly be useful. We report here an investigation
of the effects of sweeping temperature and sweeping
time on the replacement of the interstitial alkalis
by hydrogen and on the reduction of etch channel
formation. Our results suggest that the appearance
of a constant current during the sweeping run is a
simple reliable indicator of sweeping completeness
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tor point detects. The study also shows that
intrared measurements ot the Al-OH absorption can
also be used as a indicator.

EXPERIMENTAL PROCEDURE

Cultured quartz was used exclusively for this
investigation. Except tor the sample designated
HA-A all samples were pure Z-growth material. Both
tull sized lumbered bars and smaller infrared or 5

z Sth overtone AT-cut blanks were used for the
sweeping tests. The HA-A samples were resonator
blanks taken trom an R-growth stone selected tor
its 6U-/0 ppm aluminum content. The tull bars were
air-swept at LABCOM using the system described by

Gualtieri, et al. [1l1] The smaller samples were
H-swept at OSU using the system described by
Martin. |/] Both systems were controlled by HP

Series B0 microcomputers. Au/Cr or Au electrodes
were vapor deposited on cleaned polished surtaces.
The samples were then placed between steel or
stainless steel contacts in the sweeping turnace.
Electric tields between 800 V/cm and 2000 V/cm were
applied at room temperature. The computer recorded
the sample current and temperature during the
sweeping run. Temperature-ramped sweeping was
performed [11], i.e., the turnace was slowly
brought up to the sweeping temperature, held there
tor the selected time, and then ramped back to room
temperature.

A Perkin-Elmer model 1/60 Fourier transform
infrared spectrophotometer was used to monitor the
room-temperature OH-vibration spectrum betore and
atter air-sweeping the tull bars. Low temperature
IR absorption scans were made on the smaller
samples using a Beckman Model 4240 dispersive
spectrophotometer. These samples were held in a
liquid nitrogen cryostat that had CaFy windows.
The reduction ot the Al-Na centers in the resonator
blanks caused by sweeping was determined by
measuring the acoustic loss over the 8 K to 100 K
temperature range. A set of adjacent AT-cut
sections trom one bar were swept tor ditferent
times. After etching in a hot saturated ammonium
bitluoride solution etch channel counts were made
using an Olympus Nomarski microscope.

RESULTS AND DISCUSSION

Figure 1 shows the current density, j. and
temperature versus time curves tor an initial air-
sweep at 300°C. The sample was a Y-bar designated
A-GC-3539 with Au/Cr electrodes. An electric tield
ot 2000 V/cm was used. The peak labeled A is the
initial peak tirst observed by Hanson [10| when the
sample is warmed with the tield on. The second
peak, marked B, represents the replacement of
alkalis by hgdrogen. The current density is small
tor this 300°C run and continues to decrease
throughout the entire run. The current density
reduction over the eight hour period before cool-
down was 15 %. The current density . Curve A in
Fig. 2 shows the room temperature infrared spectrum
ot this sample prior to the air-sweeping runs. The
sharp baTd at 3585 cm™t and the broader band near
3410 cm™ - are the OH-related growth-detect centers.
Curve B shows the spectrum obtained atter the
initial 3009C air-sweep. No significant AL-OH band
at 3380 cm™ " was produced by

this low temperature run. The run caused a 50%
reduction in the 3585 cm = growth-detect band. The
non-porous Au/Cr electrodes inhibit the
introduction hydrogen into the sample during
sweeping. Gualtieri and co-workers 12,13} have
extensively studied this ettect.
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Figure 1. The current and temperature versus time
curves tor the initial 300°C air sweep on sample
A-GC-353Y are shown.
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Figure 2. The room temperature IR spectra tor
sample A-GC-3539 are shown tor the as-received
condition, A; atter the initial 300°C sweep, B; and
after a subsequent 40U°C sweep, C. Only the second
sweep produced the Al-OH band.

Figure 3 shows the current density and
temgerature versus time curves for the subsequent
400°C air-sweeping run on sample A-GC-353Y. The
initial current peak, A, is nearly gone. The much
larger peak B and the overall larger current
indicate that hydrogen exchange is more efticient
at this higher temperature. We note that j is
still decreasing with time at the end of the 26 hr
run. THe current density reduction, over the eith
hour period betore cooldown, was 4%. The 3380 cm’
band in curve C ot Fig. 2 shows that the Al-OH
centers are being produced by the air-sweeping.
Interestingly, the growth-detect band does not seem
to recover.

The initial 300°C air-sweep on sample A-GC-
3539 did not introduce any Al-OH centers. As shown
in the subsequent 400°C run the current peak was
removed by the tirst sweep. The second run did
introduce some AlL-OH centers and the sample can be
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considered as partially swept. The current was
still decreasing with time at the end ot both runs.
A third sweep at 500° C produced a current density
reduction, during the last eight hours betore
cooldown, ot 22. The IR spectrum atter this sweep
retraces curve C in Fig. 2.
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Figure 3. The current density, j, and temperature
are shown as tunctions of time tor the subsequent
400°C run on sample A-GC-353Y. Current peak A is
missing.

The current peak or plateau observed on
warm-up was investigated by carrying out a series
of H-sweeping runs in which a test sample as ramped
up to a selected temperature and then immediately
cooled back to room temperature. The sample was
then cycled repeatedly to successively higher
temperatures. The curves on the far left side of
Fig. 4 shows the current and temperature data
collected during a cycle to 248°C on sample R4 from
bar MC1-7. The curves offset to 5 hr are for a
subsequent cycle to 320°C. The curves starting at
10 hr are for a full 12 hr 490°C sweep made on the
control sample Rl. The initial current peak is
clearly evident in the data for the control sample.
The dashed lines in Fig. 5 show the current
density, j, versus temperature data collected
during the warm-up portion of each of the T-cycles.
These curves map out the current peak for the
control sample as shown by the solid line in Fig.
5. The dashed curves also show that the current
peak is removed by sweeping at low temperatures for
very short times.
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Figure 4. The temperature and current curves for

several sweeping cycles on sample R4 and for the
full sweep on the control sample Rl are shown.
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Figure. 5. The dashed curves show the current
density, j, versus temperature curves tor the
warm-up portion of the sweeping cycles. They “"map
out” the current peak observed tor the control
sample.
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Figure 6. The 53 K Al-Na acoustic loss peak is
shown after the resonator blank was swept while
being cycled to the indicated temperature. The
Al-Na does not go out until the sample is cycled to
temperatures well above the current peak.

A 5 MHz 5th overtone AT-cut blank from D14-45
Premium Q bar was Na-swept using our standard
process. [l4] It was run through a series of
sweeping cycles similar to those described above.
The acoustic loss versus temperature curves
measured after a number of the cycles are shown in
Fig. 6. No decrease in the Al-Na loss peak was
observed until the sample was cycled above 450°C.
The initial height of the 53 K loss peak [15]
agrees with the approximately 1 ppm aluminum
concentration observed in Dl4-45 quartz. As shown
below, the ALl-OH is not effectively produced until
the sample has spent time at temperatures well
above that at which the initial current peak is
removed. The conversion of the Al-Na and presumably
Al-Li centers into Al-OH does not begin until the
sample is cycled through temperatures well above
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the point where the initial current peak is
removed. Theretore, the current peak is not
associated with the aluminum center and does not
reliably indicate that the sample is tully swept.

The H-sweeping of several Z-plate samples at
a tixed temperature ot 490°C was investigated.
Atter each sweeping run the low temperature
intrared spectrum was taken on each sample. Figure
/ shows the spectra taken on sample SQBl in the
as-received condition, after it was swept for
approximately ten minutes, and atter a cumulative
sweeping ot 4/ hours. The two bands at 3300 and
3200 cm™ " are intrinsic Si-O overtone vibrations
[6]. Only the OH-related growth-detect bands are
present in the as-received condition. Taking the
spectrum at 80 K sharpens the 3585 im'l band shown
in Fig. ¢ and shitts it to 3581 cm™~; the broad
3410 cm™ " shown in Fig 2 if split into sharper
bands at 343/ and 3398 cm™*. After H-sweeping the
sample tor tin minutes strong Al-OH bands at 336/
and 3306 cm™* are seen in the low temperature
spectrum. The sample was successively swept and
the Al-OH concentration measured by low temperature
IR absorption atter each run. The upper curve in
Fig. / shows the spectrum obtained after a
cumulative sweeping time of 4/ hours. Figure 8
shows the growth of the Al-OH concentration versus
cumulative H-sweeping time for samples SQBl with
/.5 ppm Al and for sample HA-A with 60 ppm Al. We
tind that when the Al-OH concentration as measured
by infrared absorption techniques remains constant
with cumulative sweeping time that the sample is
fully swept according to the OSU ESR test for
sweeping eftectiveness. Because of its lower
sensitivity the infrared test is not as reliable
tor low aluminum samples as the ESR test.
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Figure /. The low temperature infrared absorption
spectra for sample SQBl taken in the as-received
condition and atter cumulative H-sweeping times of
ten minutes and 4/ hours are shown.

The upper portion of Fig. Y shows the
fractional current change, AI/I ., and the lower
portions shows temperature tluctuations, AT,
measured during a H-sweeping run on sample SQBL.
long Was the average current at the end of the 30
hour run. The 1.6 C° peak-peak temperature
oscillations were due to a slightly mistuned
controller. These temperature oscillations cause a
6% peak-peak oscillation in the sweeping current.
Atter averaging out the short term temperature
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Figure 8. The growth ot the Al-OH center with
cumulative sweeping time is shown tor samples SQBl
and HA-A.

oscillationsL Al/T, is seen to be constant to
better than T2% over the last 20 hours ot the run.
The oscillations were removed on later runs by
caretully retuning the temperature controller. as
reported above, the OSU ESR test showed that this
sample was tully swept. We consistently tind that
when the sweeping current is constant to within
fZZ over the last 8-10 hours ot the run that the
samples are tully swept. Theretore, it appears
that the observation ot a constant current
(assuming the temperature is steady) is a good
indicator that the electroditfusion is complete tor
the point detects.
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Figure 9. The tractional current change and the
temperature deviation observed during a 30 hour H-
sweeping run on sample SQBl are shown.




Electrodittusion also attects the dislocation
networks responsible tor the tormation of the etch
channels. A set ot adjacent AT-cut plates were
taken trom our Premium Q bar PQ-C. Au electrodes
were vapor deposited on the polished surtaces and
the plates were H-swept at 490°C tor ditterent
times. Figure 10 shows the etch channel density
measured on the unswept control sample and on
samples swept tor times ranging trom 10 minutes to
20 hours. The current was steady to 2% tor the
1ast 10 hours ot the 20 hour run. The etch channel
density appears to decrease more slowly than the
Al -OH production reported above. Previous reports
[11,16,1/} showed that air-sweeping ot tull bars
reduced the et&h channel density to less than
10 channels/cm*. Since the channels tend to lie
along the Z-direction |18) sweeping AT-cut plates
is probably less etticient than sweeping a tull bar
where the tull electric tield is along Z.
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Figure. 10. The reduction ot the etch channel
density versus H-sweeping time is shown tor a
series ot AT-cut samples from bar PQ-C.

SUMMARY AND CONCLUSIONS

The initial current peak observed during the
warm-up portion of a temperature ramped sweeping
run disappears when the sample is swept at 300°C;
however, the sample cannot be considered as swept
since no Al-OH was produced. Al-OH was produced by
a subsequent temperature ramped sweep at 400°¢.
Subsequent tests showed that the low temperature
current density peak disappears upon heating to
near 300°C with immediate cooling back to room
temperature. No Al-Na conversion to Al-OH was
observed during such cycles until the sample was
taken above 450°C. Theretore, the disappearance ot
the initial low temperature peak cannot be used as
a reliable indicator of sweeping.

The Al-OH conversion was measured as a
tunction of sweeping time for runs at 490°C. We
tound that the Al-OH concentration was stable after
the samples had been swept tor a tew hours. For
these samples the tractional change in the sweeping
current was less than fZZ and the OSU ESR test
showed them to be tully swept. Therefore, the
observation ot a stable current can be used as an
"on-line"” indicator that the electrodiftusion
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process tor point detects is complete. The etch
channel density continued to decrease tor longer
sweeping times than were needed to produce 2 steady
Al-OH concentration. Thus, the moditication ot the
dislocation networks proceeds more slowly than that
ot point detects.
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NONUNIFORMITIES IN THE AIR-SWEEPING OF QUARTZ
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ABSTRACT

Electrode metal-quartz contact, metal porosity, and
metal-quartz interfacial diffusion of hydrogen-species are
required for efficient and uniform hydrogen introduction
during air-sweeping [1]. Nonuniform H-introductioncan
be indicated by the co-introduction of color centers.
Color-center introduction during air sweeping leads to
nonuniform sweeping along the Z-axis [2] similar to the
nonuniformity found with vacuum sweeping [3].

Using infrared absorption and scanning electron
microscopic techniques, we have found that color-center
introductioninto quartz is influenced by the porosity of
evaporated metal electrodes [1]. It appears that ther-
mal-stress relief of electrode-metal films, during sweep-
ing, normally causes void formation (porosity). If the
porosity is extensive, H-introduction predominates and
color-center introduction mechanisms are suppressed.

Samples swept with evaporated Au/Cr electrodes
relying on thermal stress-induced porosity sometimes
displayed sweeping nonuniformities. However, nonuni-
formities were not found when samples were swept
using evaporated Au/Cr electrodes containing periodic
stripe openings. Electrodes with stripe openings were
fabricated using photolithographic techniques. The
stripe openings provided sufficient electrode-quartz-
water vapor (3-phase) regions to ensure uniform sweep-

ing.

Uniform sweeping was also obtained using
magnetron-sputtered amorphous Y-Ba-Cu-O films.
These electrically conducting oxide films apparently
allow diffusion of hydrogen without the need of porosity
or electrode openings to assist in the H-indiffusion
sweeping process.

US GOVERNMENT WORK IS NOT PROTECTED
BY US COPYRIGHT

The high-temperature annealing phase of the
sweeping process will sometimes produce a light-scatter-
ing haze in the sample. The haze occurs mainly in
unswept regions of the quartz. Thus, the occurrence of
haze can be another demonstration of nonuniform
sweeping. Haze was found not to depend on electrode
effects, absorption in the near IR (due to molecular
water), or to absorption in the far IR (due to precipita-
tion of silicates as suggested by Cohen [4]). Instead,
haze was found to occur in regions of the quartz showing
strong OH-absorption [5], and appears to be associated
with lithium [6].

INTRODUCTION

It is well known that the sweeping of quartz not only
results in an improvement in mechanical Q, but also
improves the resonator stability in a radiation environ-
ment [7] and reduces the etch-channel density of etch-
processed quartz. Previous investigators have indicated
that vacuum sweeping can be nonuniform and the use of
resonators processed in this manner may lead to unpre-
dictable results [3].

Nonuniformair-sweeping of quartz is associated with
the nonporosity of evaporated metal electrodes [1]. That
is, openings in the metallization are required when
hydrogen diffusion through the metal electrode is too
slow. The nonuniformity along the Z-axis (see Fig. 1
and Figs. 9 and 10 of [2]) is associated with the devel-
opment of color centers when Au/Cr, V, and Al-elec-
trodes are used. These materials form metal-silicide
compounds that inhibit the metal/quartz interfacial (lat-
eral) diffusion of H-species [1] prior to the diffusion of
hydrogen into the quartz. During sweeping, aluminum
compensated by electron-holes (Al-h+), develops much
more slowly than aluminum compensated by hydrogen
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(Al-OH) [8]. This contributes to nonuniform sweeping
along the Z-axis [3].
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Fig. 1. The integrated absorption of a series of infrared
scans. The IR beam was unpolarized and in the X-
direction. The AI-OH band was nonuniform along the
Z-axis, The as-grown OH band is depleted in the
region near the anode.

Light-scattering haze regions, unrelated to electrode
effects, sometimes are observed in swept samples. The
haze occurs in regions of the quartz not containing Al-
OH or Al-h+ (color centers). Thus, haze can be
another demonstration of nonuniformly swept quartz.
Attempts to relate the occurrence of haze with absorp-
tion in the near infrared, associated with molecular
water contentin quartz or absorption in the far infrared,
associated with the existence of metal-silicate com-
pounds, as suggested by Cohen [4], have not been
successful. Instead, very large differences have been
found in the OH-vibrational spectral region (3700 cm-1
to 3100 cm-1) [S] and the association of lithium seems
implicated.

The goal of the research reported in this paper was
to increase our understandingof: 1) the mechanism for
electrode void formation before and during sweeping
that leads to nonuniform H-sweeping; 2) the conditions
that restrict H-introductionand allow nonuniformitiesto
develop; and 3) the techniques and electrode types avail-

able to circumvent the restriction of uniform hydrogen
indiffusion.

EXPERIMENTAL METHODS

Samples of cultured quartz were used in this investi-
gation. Swept samples were lumbered into Y-bars after
seed removal {9). The Z-suriaces of these bars were
lapped, polished, and cleaned as outlined previously
[1.10). For electrodes, evaporated Au/Cr films were
applied to the polished and cleaned Z-surfaces of the
lumbered bars. In some cases, open regions (stripes)
were photolithographically etched into the metal film
(anode region). Temperature-ramped sweeping (maxi-
mum temperature 537° C) was carried out in an atmo-
sphere of flowing laboratory air (flow rate = 100
cc/min) [11]. An electric field of 1000 V/cm was used
in all experiments.

A Perkin-Elmer model 1760 Fourier Transform
Infrared Spectrophotometer (FTIR), having a wavenum-
ber scan range of 4000 to 450 cm’!, was used to obtain
room-temperature OH-vibrational spectra, difference
spectra, and deconvoluted spectra of haze regions of the
quartz. Optical microscopic techniques were used to
study voided electrode regions and to image interior
features of swept bars. Scanning electron microscopic
(SEM) techniques were used to study the microstructure
of metallized surfaces.

Color center development was observed visually
when lower quality quartz was swept [12]. The color-
ation can be detected, using magnification, by the
apparent light-brown coloration of inclusions, when high
quality quartz is swept. Alternatively, the detection of
weak color-center absorption may be accomplished using
visible lasers as sources [13].

Films of Y-Ba-Cu-O were grown by magnetron
sputtering from a single stoichiometric YBa,Cu;0,
target. The films were grown at room temperature in
flowing Argon (flow rate = 35 cc/min} on the Z-surfaces
of the quartz Y-bar substrates [14]. The films were
annealed, in flowing-air atmosphere, as part of the
temperature-ramped sweeping process (maximum
temperature = 500° C). Rutherford backscattering
spectroscopy (RBS) {2] was used to evaluate the possible
diffusion of the electrode constituents nto the quartz.
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Secondary ion mass spectrometry (SIMS) was used to
verify the presence of H-species at the electrode/quartz
interface [1].

EXPERIMENTAL OBSERVATIONS

Air-sweeping nonuniformities have been found to
be related to electrode effects [1.9]. Microscopic
examination of Au/Cr anode surfaces after sweeping
reveals the formation of numerous voided areas. In
some instances, it is clear that the voids in the elec-
trodes are surrounded by thicker metal regions (see Fig.
2). When voiding occurs, the color centers are bleached

Fig. 2. Photomicrograph of a Au/Cr anode surface
after sweeping. Voided areas (white) are surrounded by
thicker metal (dark) regions. This porosity develops
during sweeping. 200 X.

by the indiffusion of hydrogen. If voiding is extensive,
formation of AI-OH predominates and sweeping is
uniform. If the voiding and interfacial diffusion of
hydrogenis inhibited, e.g. by the formation of Cr-silicide
compounds [1], then color centers develop and the
sweeping is nonuniform.

When Au/Cr electrodes were partially immersion
overplated with gold, unbleached color-center regions
(see Fig. 3) could be related to the particle size of the
gold anode above the unbleached region. In the un-
bleached regions, the particle size was small. In the
adjacent (bleached) regions the particle size was about
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10 times larger (see Fig. 4).

(b)

Fig. 3. Photomicrographsof (a) a Au/Cr anode surface
after sweeping. This Z-axis view is through the quartz
from the cathode side. All dark areas to the left of the
crystal edge are color centers. This view shows two
vertical (unbleached) color-center areas, the one on the
right coincides with a 35° cut that terminates the bar. 15
X. (b) This X-axis view shows the two vertical (un-
bleached) color-center areas, indicated by arrows, and
the 35° termination. (Anode area, Z-axis is vertical.)
7.5X.

Voided areas were only found in the large particle size
region. The smaller particle size regions were uninten-
tionally created during the overplating procedure.
Overplating was used to increase the metallization
thickness to allow parallel-gap welding of gold-plated
molybdenum lead-in ribbon to the metallization. The
smaller particle size regions coincided with the meniscus




region of the partially immersed cathode (for the pur-
pose of overplating).

Fig. 4. SEM photographs of the Au/Cr electrode (a)
above one of the unbleached color-center regions
described in Fig. 3. The metal particle size is about 1
pm. 2500 X. (b) an adjacent electrode region which has
developed porosity that has lead to H-indiffusion and
bleaching of color centers. The metal particle size is
about 10 pm. 2500 X.

Welded-ribbon contact areas of metal electrodes
have been observed to void extensively, leading to in-
creased H-indiffusion. Regions beneath the welded
ribbon on Au/Cr metallizations showed nearly complete
bleaching of color centers (see Fig. 5(a)). The welded-
ribbon contact areas were found to contain a very high
density of tiny openings (see Fig. 5(b)).

Using Au/Cr striped electrodes (see Fig. 6) and lower

quality quartz, it was found that hydrogen compensation
of Al develops uniformly along the Z-axis (see Fig. 7).
Color centers have been found to form beneath portions
of the electrode not striped. Edge voiding (see Fig. 8)
was found to occur on thinner metal stripes (25 pm
width).

(b)

Fig. 5. Photomicrographof a Au/Cr anode surface after
sweeping (Z-axis views). (a) This view (through the
quartz from the cathode side), reveals color centers (dark
areas). The light wide vertical band marks the area
where a gold-plated molybdenum ribbon was welded to
the electrode. This area shows complete bleaching of
color centers. When the ribbon was peeled back, metal
under the weld spots adhered to the ribbon, exposing
several open-quartz areas. 16.5 X. (b) The same view
as in (a) using backlighting to reveal porosity. The
contact area contains a high density of tiny openings. The
noncontact area to the right has fewer and larger
openings. 37.5 X.
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Unitorm sweeping, without any appearance of
color-center formation, also was obtained using electri-
cally conducting amorphous Y-Ba-Cu-O film electrodes
(see Fig. 9).

Fig. 6. Photomicrograph of a striped Au/Cr anode
surface after sweeping. The metal stripe width (dark) is
130 pm, the openp-quartz stripe width (light) is 65 pm.
Color centers were found to develop beneath the un-
striped metal-electrode area on the richt. 26.5 X.
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Fig. 7. The integrated absorptionof a series of infrared
scans (similar to Fig. 1) using Au/Cr striped electrodes.
Both as-grown OH and Al-OH bands are fairly uniform,
increasing toward the cathode (seed) side of the bar.
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DISCUSSION (NONUNIFORM SWEEPING)

Quartz sweeping is affected by gas adsorption {1,2]
by the voided metal film which, in turn, is highly depen-
dent on changes in the structure of the film during
annealing [15]). These changes occur when sweeping is
performed in controlled atmospheres, such as forming
gas, as well as in air. The development of voids using air-
sweeping and Au/Cr electrodes is probably enhanced by
the oxidation behavior of Cr. Chrome oxide nodules and
ridges develop at 400° C to relieve stress, providing a
high density of mass transport paths [16]. This stress-
relief transition could be related to the onset of void
formation and the noticeable increase in H-introduction
above 400° C [1.17].

Openings in metal-film electrodes can exist after
evaporation of the metal, resulting from surface contami-
nation and probably stress voiding. The existence of
internal stresses in films deposited on a substrate is well
known. Thermal stresses result from a difference in the
thermal expansion coefficients of the film and the
substrate. Intrinsic stresses alse exist, arising from

impurities in the film and structural modifications
occurring during film growth, in amorphous to crustalline
transitions, and further growth of crystal films during
high-temperature annealing processes.

Fig. 8. Photomicrograph of a Au/Cr striped anode,
backlighted to reveal voids. The dark stripes are metal,
the white stripes are quartz. The thin (25 pm) metal
stripes are only voided at their edges. 200 X.

Stresses in the Au film of the Au/Cr/quartz config-




uration are tensile before annealing and the stresses can
be as large as 2-3 X 1079 dyn/cm2 [18.19]. Annecaling
the films tends to expand the metal more than the
substrate, resulting in a changeover at higher tempera-
tures to compressive stress [20]. The film relieves stress
by undergoing internal and surface modifications, such
as particle growth, void formation, and surface diffusion
[20]. Since the atomic mobility is high, during the
extended time and elevated temperature of sweeping,
the gold film can relax by a stress-relief-vacancy-creep
mechanism {21} causing formation of ~oids suirounded
by thicker metal areas (see Fig. 2). Analysis of self
diffusion under such conditionsis extremely complicated
and depends on vacancy source and sink geometry.

The fact that metal voids form predominantly along
the narrow metal stripe edges, where stresses are
expected to be greatest [22]. suggests that a stress-
induced mechanism is involved in the nucleation of voids
in meta! films used for air-sweeping quartz.

The creation of voids beneath the welded-ribbon
contact areas could result from the combination of a
simple load on the metal (applied compressive stress)
and the intrinsic tensile stress of the film. It is well
known that when tensile and compressive stresses coexist
in metal films, vacancy diffusion can occur from bound-
aries in tension to boundaries in compression [21]
causing metal voids at elevated temperatures [23].
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Fig. 9. The integrated absorptionof a series of infrared
scans (similar to Fig. 1), using Y-Ba-Cu-O electrodes.
Both as-grown OH and AI-OH bands are uniform
across the bar.

Nonuniform sweeping is sometimes revealed by the
occasional formation of light-scattering haze in samples
subjected to high-temperature annealing. The haze
occurs in unswept regions of the quartz. The formation
of haze does not depend on sweeping or electrode
effects. However, voids in the electrode will resuit in the
development of clear striae along the Z-axis, indicative of
the formation of Al-OH along a cylindrical column of
the quartz. When haze occurs near these cylindrical
columns, the haze region surrounds the clear region
forming a denser cylindrical shell of haze, which in 2-
dimensions resembles a smoke ring (see Fig. 2(c) of [1]).
This suggests that the formation of Al-OH, along the Z-
axis, has influenced the source of the haze to diffuse
laterally (in directions other than parallel to Z).

Infrared spectroscopic differences between haze and
clear (unswept) regions were investigated. No differenc-
es were found in the near infrared region (5500 - 3800
cm") which could be attributed to the presence of
molecular water [24,25] (see Fig. 10).

1ix:1.8889 f

Sample: 1917

L R T )

Fig. 10. Infrared (300° K) absorption spectra of quartz.
The IR beam was along Y (4.2 cm thick, A = clear path,
B = haze path). No differences were found between
haze and clear (unswept) paths in the 5500 - 3800 ¢in-1
region .

Great differences were found in the OH-absorption
(3700 - 3100 cm'l) region, in agreement with Iwasaki [S].
Using deconvoluted difference spectroscopy to reveal
individual bands, the principal difference OH-bands can
be related to the presence of lithium [6]. Also, there is
a close relationship between the IR bands associated with
haze regions found in our swept-cultured samples and
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the IR bands associated with light-scattcring “"cluster
inclusions” found in natural quartz [26] (see Fig. 11).
No differences were found in the far infrared region
(1000 - 450 cm'l) associated with the precipitation of
silicates such as LiSiO4 {27-29] or LIAISIO,, as suggest-
ed by Cohen [4] (see Fig. 12).

Low temperature IR spectroscopy would aid in
more accurate identification and correlation of the
individual bands. Also, localized infrared modes associ-
ated with the presence of cations might be detected at
wavenumbers lower than 450 cm’!, in the 200-400 cm™!
region [30]. The source of the haze, its character and
its ability to diffuse laterally remain puzzling.

rmm.me A

Sample: 1917

M

Fig. 11 Deconvoluted absorption spectra of quartz. The
IR beam was along Y (4.2 cm thick, A = clear path, B
= haze path). The difference spectrum (B-A) is plotted
and the principat difference OH-bands are indicated.
They are centered on: 3525(Li), 3486, 3476(Li),
3455(Na), 3444(Li), 3435, 3423, and 3411cm™. The
correlation between (B-A) and a similarly generated
natural sample (N) (1.7 cm thick, IR beam perpendicu-
lar to Z).

DISCUSSION (UNIFORM SWEEPING)

Au/Cr Films Containing Stripe Openings:

Since stress-induced surface migration of metal to
create sufficient voids for uniform sweeping is difficult
to control, periodic openings (stripes) were etched in
Au/Cr metallizations. The openings provided sufficient

]

electrode-quartz-watervapor (3-phase) regions to achieve
uniform H-indiffusion during sweeping (see Fig. 7). The
formation of color centers beneath those portions of the
Au/Cr electrode not striped, provides proof of the
efficacy of this method of sweeping quartz.

The metal-stripe width (see Fig. 6) was designed to
be less than twice the apparent Au/Cr-quartz interfacial
H-diffusion length found during the sweeping process.
An estimate of the interfacial H-diffusivity for Au/Cr
electrodeswas previously determined to be approximately
7X 107 em?s {1]. This was calculated using a sweeping
time of 36 hours with the temperature above 400° C.
The radius of the interfacially diffused area was found to
be 0.03 cm [1]. The metal stripe width was made less
than twice this radius (since hydrogen can diffuse inward
interfacially from either stripe edge).

Sample: 1917

HIN-0.5608 & \

1489 % %% % o 1 oW

Fig. 12 Infrared absorption spectra of quartz. No
differences were found between clear (A) and haze (B)
paths in the 1000 - 450 cm-1 region (clear spectrum
displaced). The IR beam was along Z (Smm thick).

Hydrogen indiffusion in open-quartz regions adjacent to
a Au/Cr boundary was previously reported and discussed
[1] (see Fig. 10 of [1]). For this reason, it is possible
that hydrogen diffuses into the quartz through the open-
quartz regions between the metal stripes. Since the H-
introduction region of open-quartz surface was found to
be approximately 0.06 cm wide [1], the open-stripe width
was made less than 0.06 cm to ensure uniform sweeping.
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Y-Ba-Cu-Q Films:

Under the deposition and annealing conditionsused
here, the Y-Ba-Cu-O films are amorphous and remain
amorphous if the annealing temperature remains at or
below 500° C [31]. The 175 pum thick films were
transparent and copper colored. The amorphous to
crystalline transition begins above 500° C and annealing
above 550° C causes grain growth, voiding, and tearing
of the films [31]. However, sweeping at temperatures at
or below 500° C ensures that the film will remain
amorp.ious. Voiding or tearing of the films was not
detected at sweeping temperatures at or below 500° C
(see Fig. 13).

———— O | A

L ——
- 38k V SEM 49508

xS000

Fig. 13. SEM photographofa Y-Ba-Cu-O film electrode
on quartz (after sweeping). Disregarding random film
inhomogeneities, voiding of the film was not detected
using magnifications as high as 5,000 X.

Since uniform indiffusion of hydrogen, to form Al-
OH, was observed without any appearance of electron-
hole compensation (color centers) of Al (see Fig. 9); it
was assumed that sufficient hydrogen, from the water
vapor in the flowing-air atmosphere, had diffused
through the film. Therefore, voiding of the electrode
and interfacial diffusion of hydrogen, necessary in the
case of Au/Cr electrodes (and a source of nonuniform
sweeping) is not required for the Y-Ba-Cu-O electrodes.
It is known that both oxygen and hydrogen readily
diffuse into the Y-Ba-Cu-O crystalline phase [32] and
that YBaZCu3O7 in powdered crystalline form reacts
very strongly with water [33].

Not much 1s known about the amorphous phase of
Y-Ba-Cu-O, but 1t is suspected that films deposited at
room temperature without d reactive oxygen atmosphere
will be subject to hydrolysis [34]. SIMS techniques have
shown that hydrogen is present in the Y-Ba-Cu-O.quartz
interface after sweeping.  RBS has revealed that no Y,
Ba, or Cu metal constituents have diffused into the
quartz.

CONCLUSIONS

Stress-induced voiding of «vaporated metal elec-
trodes normally provides openings (electrode-quartz-
water vapor regions) that allow the indiffusion ot niydro-
gen for sweeping. The voiding is influenced by metal
particle size and the application of compressive stresses.

Since the extensive stress-induced voiding necessary
for uniform sweeping is difficult to control, sufficient
open electrode regions can be created artificially to
ensure uniform H-sweeping.

Uniform H-sweeping can be achieved by using

conducting oxide electrodes that permit the diffusion of
hydrogen without the need for electrode porosity.
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Abstract
We worked out the plasma etching method as
the

well as some special equipment aimin etchin
9

of monocrystal quartz. For this purpose the influ-

ence of different plasma parameters on the etching
rate and the surface profile were studied. Quartz
wafers were etched with a high rate (over 0.65

pm/min) as a result of which thin guartz membranes

were formed. On such membranes aluminium electrodes

were deposited and resonance systems at 42.950 MHz

were obtained.

1. Introduction

The production of high frequency piezo-

electric devicesis is limited by the level of tech-
nology and equipment for the mechanical preparation

of guartz wafers. By using modern mechanical me-

thods a thickness of 80 pm can be attained, which

corresponds to about 20 MH:z fundamental resonant

frequency. Lately thie method has beern concidered

to be or the limits of its efficiency.
Therefcre a new method for the preparation
of thin wafers and

membranes is neecded [1,21. These

membranes serve as a basis for development of

“ypes of censire for low pressure ceazurement,
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Thin membranec can be produced by etching
methods. The rate of wet etching processes is de-
termined by the crystal cut. Surface roughness 1is

increased in the process of wet etching because mi-
nute defects of the surface provide for etch groo-

ves which are limited by etch stable crystal pla-

nes. These disadvantages can be avoided by using

plasma etching (4,53.
The high energy

of etch active particles

produced in a low pressure glow discharge exceeds

the energy of all chemical bonds between the sub-
strate molecules in such a degree that the etch ra-

te becomes independent of the crystal cut.

2. Euperiments

At the Technical University of FKarl-Marx-
Stadt, DDR, anc the Institute of Solid State Phy-
sice of Bulgarian Academy of Sciences the plasma
etching method with a high rate ic established and
applied in the production of thin quartz membranes
and the investigation of the influence of quartz

wafers orientation on the etch rate.
The quartz wafers were etched in a special

plasma etching device developed at TU - Karl-Mar:u-

Stadt. The plasma reactcr consiste of a planar

electrode and an asymmetric grounded electrode ir a

vacuum vesce]l of a conventional “igh vacuum  eguip-




ment (fig. 1)
The discharge was maintained at & high
frequency (27 MHz), electrical power density about

S W/cm? and pressure fror 10 to 100 Fa. Etch gas

was CF .. "he stch corfiguration provided for a high

self-bias voltage and in this way high energy of
the etch active ions. The achieved rate was from
0.2 te 1.7 pm/min, depending on the plasma parame-—
ters.

2. Results

2.1. Etching of quart: wafers with diffe-

rent cuts
The different crystal orientations of the

wafers were of X, Y, Z and AT-cut. The wafers sur-

face were obtained through lapping with different

abrasives or polishing.

The etch rate was measured by means of a

microbalance with a sensitivity of 10 mg. Precise

estimation of the geometrical dimensions of wafers

with the help of microscepic techniques results in

2%.

values or the volume with errors smaller than

Etch rate is expressed by the relation:
ad
at

thickness

where ad is change of the and at - the

etch time.

The change of thickness can not be measu-

red directly with high accuracy because of the

roughness of the wafers. Therefore, at first we

estimate the geometrical dimensions, which allow us
to calculate the average mass density. Figure 2 de-

monstrates an exactly linear change with mean slope

am
L = x and initial mass m.. Than we calculate the
a
etch rate:
1 am d
PR e h el = o,
~ at me.
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where d 1s thictress and A -~ area of the surface.

Errors 1n the measured etch rate car  be
recults only of the thictness measurement becausze
the weighing error 1s small. With:n a small error
the rate 1¢ 1ndeperndent of *he crystal cut. The
surface roughness of wafers causes a greater 1n-
fluence on the rate. The difference between the et-
ching rates of the two types of wafers (lappe? and
nol:shed) 1< negligible - about 2.8%., PFerhaps the
little bit higher etch rate connected with rough
wafers 1c due ic the larger effective surface,

3.2. Etching of quartz wafers with a dif-

ferent initial surface roughness and

under different © Jitiors in the et~

ching process

Figure T shows the topography as well as

some typical profi.es of etched wafers with etching

depth - 30, 6., and 100 um. For comparison we also

give the same characteristics of the lapped wafers.

Wwith the increase of the etching depth the dimen-

sione of the etching forme change from 1-2 pym to

10-15 um ard recspectively Ra - from 0.18 to
0,28 um.

The next figure 4 demonstrates the tope-
graphy of the surface aof a polished wafer, which

has been etched to a depth of 100 pm. The etching

figures in the peripheral zone (fig. 4a) and the

central part of the wafer (fig. 4b) have forms, si-

milar to the surface mechanical defects that appear

in the process of lapping and polishing of the wa-

fers (i.e. break-offs in the periphery and scrat-

ches). Most of the surface of the etched wafer is

equally etched and smooth.

Or figure S a compariscn is shown between




profiles of the surface relief of a lapped

polished (b) wafers before (1) and after (2) et-

chirg at ~ate 1.24 pm/min and etch depth 100 um.

The roughness of the lapped wafer which we measured

hefore and after etching is respectively 0.12 um

and 0.22 um. The roughness of the polished wafer ic

one and the same before and after etching

0,002 um.

Figure & shcws the dependence of the et-

ching rate Ve on the pressure and the self-bias

voltage V.,

We etched wafers that have undergone dif-

ferent mechanical operations with different abrasi-

ves. The way the wafers have been mechanically

treated does not influence the etching rate which

is constant with an allowance of T%.

- -

Z.2. Freparation of a resonator system on

thin quart: membranes
On quartz wafers AT-cut with a thickness
150 pm and diameter 8 mm which have been lapped
with abrasive T pm, as a result of etching membra-
nes were concstructed. The membranes were cituated
in the central part of the wafers. On such membra-

nes aluminium electrodes were deposited, whose dia-

~

meter was 2 mm and thickness - 800 A (fig. 7).

These resonance systems were fixed with conductive

glue to standard hoiders for miniature resonators
M2P (fig. 8)., The measured electrical parameters
are the following:

- resonance f.equency - 42.957 MHz

- dynamic resistance - 105 2

- spectral characteristic is shown in

figure 9.

4. Conclusions

Flasma etching method and corresponding

equipment with a high rate etching are established

and applied for production of thin quartz membra-

nes. The influence of the orientation of the wafers

and of different plasma parameters on the etching
rate and the quality of the surface has been inves-
tigated.

In order to improve the electrical parame-
ters of the resonance systems the following must be
done:

- the surfaces of the

wafersz should be

well polished obpefore etching and should be plane-

parallel;

- the parameters of the plasma process and
the construction of the masks ought to be optimized
whose surface

in view of manufacturing membranes

characteristics and plane-parallelity are similar

to those of the initial wafers.

<
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Fig.Z.

Fig.!. Schematic representation of the used asymmetruc

high rate plasma etch arrangement

Mass variation with the time as a result of plasma etching

r - lappeds surface, p - polished surface
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ABSTRACT

This paper describes a method and system
for measuring the resonance frequency of

piezoelectric resonators 1in conductive
fluids . One of 1its applications is in
the chemical etching of quartz crystal
blanks, where it can be used to monitor

and control either the etch rate of the

etchant or the etching of blanks to a
targeted thickness or frequency.

The system comprises a “Crystal Etch
Monitor" in conjunction with special
electrodes that are designed to take

account and advantage of the conductive
nature of the etchant . It can etch a
load of blanks or a "monitor" blank
different from the etch load but immersed
in the same etchant . When the blank
reaches a predetermined target, an etch-
terminacion signal 1is triggered that can
be used to alert an operator or to
initiate action for automatic etch
termination.

BACKGROUND
During etching, the blank’s thickness is
reduced by

(1) Delta T = K (F2-Fi) / F1 x F2,

where F1 and F2 are the blank frequencies
{in MHz) at the start and end of etching,
respectively, and the constant K has a
value of 1000 . In industry parlance,
Delta T 1is frequently referred to as
"Delta F Square" or "F Square” (F4}.

If the instantaneous blank frequency F
can be measured, then etching to a target
Delta T can be controlled by monitoring F
{(starting with its initial value Fl) and
by terminating the process when F reaches
the target value F2, which can be
obtained from equation (1).

CH2818-3/90/0000-246 $1.00© 1990 IEEE
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The etch rate is a function of the
concentration and temperature of the

etchant and the surface finish of the
blank . Fig .l illustrates the effect of
blank surface. It is copied from Ref.1l
and shows that the rate is constant for
polished or pre-etched blanks but varies
for lapped blanks during the initial
etch.

ELECTRODE

The Crystal Etch Monitor
the blank frequency during
means of special electrodes located in
close vicinity to the blank. One of the
various suitable electrode configurations
exposes only one surface of the blank to
the etchant and allows only one
individual blank to be measured at one
time . This blank will henceforth be
called BLANK in order to distinguish it
from other blanks that may be contained
in the same etch tank.

(CEM) measures
etching by

Fig. 2 shows one type of BLANK-electrode
assembly immersed in etch fluid F in a
tank T. On one side of the BLANK B is a

electrode E in close
in direct contact with the

It is insulated from the
insulator I and connected
via an insulated cable Cl.
On the other side of the blank, the
{conductive) etchant acts as another
electrode that is connected to terminal
T2 via conductor C and insulated cable
c2.

rf-conductive

vicinity of or
blank surface.
etchant by an
to terminal T1

Fig . 3 shows wnother type of BLANK-
electrode assembly. In addition to the
basic components of Fig. 2 it comprises a
spring SP that presses the BLANK against
a seal S.




MONITOR BLANK
The BLANK may be

a) a single blank to be etched to

target,

b} a representative of an etch load,

c) a monitor blank that can be used for
repeated etching and may have a
frequency different from the etch
load.

In case a), the CEM can control the etch
process according to equation (1}).

In case b), the CEM can control the
process according to equation (1) if the
value for K is doubled to account for the
fact that the BLANK is etched on one side
only, 1. e. at half the rate of the etch
load.

In case c¢), the monitoer etch rate is
constant, since the monitor will normally
be pre-etched from use over repeated etch

cycles . If the etch load is also pre-
etched or polished, etching can be
controlled as in case b) . However, if
the etch 1load has a lapped surface,

etching can be reliably controlled ONLY
if there is a defined and repeatable
correlation between the thickness removal
of the monitor and the thickness removal
of the etch load. This correlation is

discussed below under "Experimental
Results".

MEASUREMENT CONSIDERATIONS

The objective is to determine etch
removal in terms of frequency
measurements . Since the frequency
changes during etching, it must be

measured either continuously or fast and
frequently.

It remains to be determined which
frequency to measure . In normal blank
and resonator measurements, it 1is the
series resonance frequency that is of
interest . However, etch measurement
conditions are different from normal
conditions because of the immersed
BLANK’s very low values for both Q and
Factor-of-Merit M. As a result, not only
is it impossible to determine the exact
series resonance via a single-point
measurement, but even the traditional
multipoint measurements fail because the
admittance/impedance curves are no longer
circles in the complex plane. This is
due to the fact that the Co-reactance can
no longer be considered constant over the
spectrum of interest, and it is evidenced
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by the fact that the factors 1inter-
relating the characteristic resonator
frequencies become imaginary for low M
(Ref. 2).

Fortunately it is not necessary to
measure the exact series resonance
frequency if there is another

characteristic BLANK frequency that can
be measured with good repeatability .
This is apparent from equation (1), which
depends on frequency DIFFERENCE, 1. e.
requires only relative accuracy of
frequency measurement.

frequency chosen for
the CEM is the frequency of the
inflection point of the slope of the
BLANK’s impedance vs . frequency curve
between series resonance and anti~
resonance . This frequency 1is bounded
within relatively narrow limits and can
be measured with good repeatability.

The characteristic

Another consideration
Delta
frequency resolution.
has a 5-digit

is the accuracy of
T measurements 1in terms of the
The present CEM
floating point frequency
display, 1. e . its worst resolution is
100 ppm . This means that the accuracy
will be poor for small values of Delta T.
For instance, the maximum tolerance will
be 10X if the frequency difference is
1000 ppm. The corresponding Delta T can
be obtained from equation (1) (for K=2000
and (F2-F1) = .001) as
(2) Delta T = 2/ F2 (in MHz)

Equation (2) shows that for a given Delta
T and limited frequency resolution, the
measurement accuracy increases with
increasing BLANK frequency . From this
point of view, a high monitor frequency

is desirable. On the other hand, a low
frequency {thick BLANK) would be
desirable for maximum longevity of the
monitor.

SYSTEM CONNECTION AND OPERATION

Fig . 4 shows a diagram of the etch
control system, including the CEM and the
electrode/BLANK arrangement of Fig . 2.
Terminals T1 and T2 are connected to a
measurement probe P that is connected via
coaxial cable to the CEM, which provides
two output signals: S1 triggers when the
BLANK frequency equals the target
frequency; S2 can be set to trigger at a
predetermined frequency below the target
frequency and can be used to initiate
anticipatory action {such as alerting the
operator) before etch termination.




As mentioned before, the CEM can be used
to monitor the etch rate of an etchant

or to control the etching of one or more
blanks to a predetermined target. In the
latter case, the basic operating steps
are:

1. Enter target.
2. At the start of etching, push
"START".
3. Upon reaching target, the CEM
switches to STOP and triggers an
etch-termination signal.

Since some users may be accustomed to
etching and targeting in terms of Delta T
and others in terms of frequency, the CEM
offers the choice between both modes, as
follows:

Delta T Targeting

The operator enters the target Delta T
for the etch load . At the start of
etching, the CEM measures the BLANK's
start frequency Fl, computes F2 from
equation (2), and terminates etching when
the BLANK frequency reaches F2.

Frequency Targeting

The operator enters start frequency and
target frequency of the etch load. From
this, the CEM computes Delta T via
equation (1) . At the start of etching,
the CEM measures the BLANK's start
frequency Fl, computes F2 from equation
{(2), and terminates etching when the
BLANK frequency resches F2.

EXPERIMENTAL RESULTS

1. Monitor

For now, 10 MHz blanks with 11 .5 mm
diameter were selected for monitors and
packaged similar to Fig . 2, using
materials that withstand the harsh
etching environment. If this monitor is
etched to half its thickness, it can
monitor a total etch load removal of
about 100 (F2), provided it is free of
etch channels.

2 . Monitor Etch Rate Correlation
Measurements were made to test and

establish the relationship between
thickness removal »f monitor and etch
load . These measurements - based on an

early CEM prototype and a 10 MHz monitor
- are summarized in Table 1 and explained
as follows:

Four different groups of lapped crystals
were tested . Each group comprised 3
subgroups of 5 crystals that were
preselected for narrow frequency spread.
Each subgroup was etched separately.
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The table lists the following data for
each group: Surface Finish (in micron);

Thickness Removal of monitor (in F¢);
"Work Removal”, defined as thickness
removal of etch load {(in F?); "Absculute
Repeatability", defined as the total

spread (in F?) readings for all finished
crystals; "Maximum Error on Work",
defined as the maximum error (in KHz)} for
frequency readings for all finished
crystals.

In all cases the etch load thickness
removal is larger than the monitor
removal . The difference becomes larger
for coarser surface finish, as 1s to be
expected according to Fig. 1.

In all cases, the "maximum frequency
error"” is less than 600 ppm.

In the two plano-plano cases with
thickness removal of .444 F¢ or more, the
"Absclute Repeatability” 1s better than
5%, while for the smaller thickness
removal of .219 F? it increases to 8.6%.
The lower accuracy for lower Delta T is
to be expected from equation (2 .
According to this equation, a 10 MHz
BLANK «can have a resolution-dependent
error of up to 10% for a Delta T of 0.2.

All results were affected by an
instability in monitor frequency readings
of +/-2 KHz. For the 10 MHz monitor this
corresponds to an 1instability of +/-200
ppm or +/- .02 F2. This instability has
been reduced to about +/-50 ppm in the
present CEM.

The same monitor was used for all
m=asurements . It was continuously
submerged in etchant for several
operating shifts without deterioration or
response change.

CONCLUSIONS
Obviously, more work is needed to
optimize the system and to gain

experience with it as a prnduction tool.
However, several promising conclusions
can be drawn from these two main results:

1) The system permits reliable blank
frequency readings with a
repeatability better than 500 ppm.

2) For given thickness removal and blank
surface, there is a repeatable
correlation between the thickness
removals of monitor blank and etch
load.




From 1) we can derive these conclusions:

la) The system can be used to etch to a
predetermined frequency.

1b) The system can be used to monitor the
etch rate of an etchant.

lc) The rate monitor system per 1lb) can

likely be expanded to control the
etch rate of an etchant - for
instance by feedback adjustment of
one or more of the variables

affecting the etch rate.

1d) A system per 1lc} caan be used for
etching to a predetermined thickness
removal, since the etch time for
given etch conditions (etch rate,
blank surface, Delta T} is
predictable,

le) A system per lc) could also be used
to control the etch rate of etchants
that, while causing thickness removal
in quartz (or other piezoelectric
resonators), are used for etching
materials other than quartz, such as
silicon.

From 2) we can conclude:
2a) Etch control using a BLANK that is a
representative of the etch load is
feasible and can be effected in terms
of equation (1).

2b) Etch control using a monitor blank is
feasible and can be effected in terms
of empirical correlations between the
thickness removals of monitor and
etch load. These correlations depend
on blank surface and target Delta T
and can be stored in written or
computer memory.

For small values of Delta T, its
measurement accuracy is limited by the
resolution of the frequency measurement.
This can be alleviated in two ways:

a) by increasing the resolution;
b) by controlling etch time and etch
rate (as in 1d), while basing the
etch rate measurement on frequency

readings taken at steps sufficiently
larger than the frequency resolution.
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CEM SPECIFICATIONS

Freq. Range 1 - 95 MHz *»
Delta T Range 0.001 - 1000
Display Freq. or Delta T

Computer Interface RS 232

* While the CEM has measurement
capabilities covering this range, it
has so far only been applied to etching
of fundamental monitor blanks from
about 4 to 25 MHz and to measuring
third overtones to about 45 MHz.
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K.L. Blisnuk, J.G. Gualtieri and R.A. Murray

USALABCOM, ET & D Laboratory, Fort Monmouth, N.J. 07703-5000

Abstract

AT-cut samples were irradiated at room tem-
perature using a focused CO, laser. For both swept
and unswept material, it was found that irradiance
levels necessary for twin nucleation did not correlate
with @(3500 cm’Y) in the range 0.028 < & < 0.189.

Surface twins, forming on AT-cut plates, re-
mained approximately the size of the irradiated area.
After repeated exposures, the twinned area formed
figures resembling the calculated ferrobielasticstress
diagram for AT-cuts() Twinned areas were more
irregular in high etch channel regions. SC-cut twins
showed a tendency to extend, in a direction close
to the z-axis, towards the edge of the sample in only
one direction. This result differs with the more sym-
metric stress diagram calculated for the SC-cut.

Introduction

The quality of quartz material, including
susceptibility to twinning, is an important concern
in many applications. Dauphiné twins can form from
the normal processing of aquartzcrystal, e.g., cutting
quartz bars can produce surface twins in the plane
of the cut.® Dauphiné twinning in quartz can be
induced by internal stresses created by mechanical
deformation or thermal expansion produced by the
absorption of laser radiation.

Electrical, or Dauphiné, twinning in quartz
results when silicon-oxygen atomic groups are shifted
through distances of about (.3 angstroms. Since the
movement is the same order of magnitude as thermal
vibrations at room temperature, it does not break
Si-O bonds.® The structures of an interpenetrating
twin and the untwinned area can be brought into
coincidence if one is rotated through 180 degrees
about the c-axis,{!) as shown in Figure 1. Twinning
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can occur when the quartz is subjected to localized
heating which induces internal stresses. If the stresses
are high enough, the quartz will twin in that area.

Figure 1. Dauphiné twin formation and untwinned
region (from Anderson, et. al. (Ref. 1)).

The presence of twinning can degrade the
performance of quartz resonators.() It has been
asserted by some that high Q quartz twins easier than
low Q material. The Hewlett Packard Company’s
quartz resonator and transducer operation specifies
a Qg of no less than 2.2 million and no greater than
2.6 million. Although a Q,y greater than 2.6 million
would be desirable for their applications, experience
with their major supplier of quartz has taught them
that when Qg > 2.6 million, the incidence of twinning
increases.®®) Frondel® also noted that quartz of
relatively pure quality twins more readily, however,
no quantitative evidence was given. Bandyopadhyay
and Merkle(? studied the influence of impurities and
defects on laser-induced damage in quartz. Their
results indicated that OH™ concentrations (used to
determine Q) did not influence damage resistance
using either single- or multiple-pulse irradiation.




The objective was to determine whether the
Qyp or other properties of cultured quartz influences
twinning and if the tendency to twin can be correlated
with supplier. Twinning was induced in quartz by
the absorption of CO, laser radiationfollowing work
done by Anderson et alfY This method of twinning
quartz 1s efficient and reproducible. The samples
were irradiated at room temperature.

Experimental Method

Lumbered Y-bars were used for producing
AT-cut plates. The absorption coetficient a(35(0)
em’!), using EIA Standard EIA-477-1, was measured
to determine Qyy-values before further processing
wis done. One-half of each bar was swept and AT-

ZnSe Beamsplitter

used. The laser beam was focused down from its
7 mm width to 1 mm to increase the power density.
A beamsplitter was used to take a portion of the
unfocused beam (179) and direct it to a thermopile
detector for power measurement.  Samples were
irradiated for one second, then the samples were
chemically etched in 2:1 HF:H,0 solution to reveal
the twins, if any had been produced. 1f no twins were
found, the process was repeated at a higher beam
power. The Q. quartz cut and type (whether it
was swept or unswept and how it was classified
according to its growth), etch channel density (p)
in the area of the twin, surface finish, irradiation levels
used and quartz supplier were recorded. A summary
of the quartz material used is shown in Table 1. SC-
cut blanks were used to determine twin shape only,
as the blanks were already processed by the supplier

Beam Bender/Focuser

CO2 Laser - 10.6 um | <§t?5> ] |
_ Tarqget
Thermopile Detector
Holder

Figure 2. Laboratory setup for laser irradiation of quartz plates.

cut plates were cut from cach bar and lapped
mechanically to a 1 um pohish. The plates were
chemically polished in a saturated NH FHE:HL0
solution for 1-2 hours at 70°C, removing about 13
um from each surface. The z-axis was determined
optically and the thickness of cach sample was
measured. A sketch of surface features was also made
to assist in wdentification of each piece. The a’s
ranged from 0.028 to (1189, which, using equation
(10) of Reference (8), corresponds to a Q range of
2.55 million to 0.63 million. The sample’s etch-
channel densities ranged from 0 to 200 fem?,

A diagram of the laboratory setup is shown
in Figure 2. An Apollo flowing-gas CQO, laser was
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without including a precise analysis of Q. The as
received SC-blanks were too thin to allow an accurate
Q) determination and so, no further analysis was
performed.

Experimental Results

The twin nucleation data obtained were
divided into separate supplier files of swept/unswept
groups. They were then compared to determine if
relations between a and the power density (threshold
irradiance required to twin), etch channel density
or twin size could be found. Etch channel densities,
twin sizes and irradiances were also compared.




Figure 3 shows a graph of threshold irra-
diance vs. @. For the range of a’s studied, there

to the area under direct irradiation. After repeated
irradiations, these twins nucleated distinct lobes

AT SWEPT AT UNSWEPT SC SWEPT SC UNSWEPT
SUPPLIER A 5 15
Q=0.7,19 Q=0.6, 1.8
SUPPLIER B 5 10
Q=13 Q=13, 14
SUPPLIER C 10 29 18 17
Q=12,24 Q=0.9, 1.2, 1.3, Q>2.0 Q>2.0
1.8, 2.6
TOTAL 30 54 18 17

YAl Q values given are times 10°.

Table I. Sample categories. A summation of the types of samples irradiated. SC-cuts were
irradiated only to determine the shape of their twins.

is no relationship between a and the amount of
energy required to initiate twinning. Comparing a
to twin size, as in Figure 4, again, shows no
correlation. This supports the findings of
Bandyopadhyay and Merkle, who found that factors
related to Qg do not influence quartz laser damage
behavior.

Unswept quartz from all three suppliers
showed a common tendency for the twin size to
increase with increasing threshold irradiance (see
Figure 5). The same comparison for swept material
(see Figure 6) indicates no relationship between the
two parameters for any supplier. This change of the
twinning behavior due to sweeping has not been
reported before. Figures 7 and 8 compare twin size
vs. etch channel density for the Q ranges shown.
Figure 7 shows an increase in twin size as etch
channel density increases for supplier C only. Figure
8, which compares the same parameters with low-Q
data, shows no such relationship for any supplier.
With the exception of data for supplier C in Fig. 7,
data in both Fig. 7 and 8 indicate no correlation
between the two parameters. Comparison of etch
channel densities to the twinning irradiances, as shown
by Figures 9 and 10, did not show any correlation.

The size and shape of the twins formed on
AT- and SC-cuts were also studied. Figure 11(a)
shows the predicted ferrobielastic stress diagram for
AT-cuts,(D) where 6 =35.25°. AT-cutsformed twins
on the surface of the sample, which remained confined
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corresponding to the preferred twinning directions
shown in Figure 11(a) (solid lines). The dashed lines
show the anti-twinning directions. The figure was
calculated from ferrobielastic stress theory, and is
based on the AT-cut calculations of Anderson, et
a1  They found the angular dependence of
ferrobielastic switching stress to be:

[3sin?y - cos?ysinZ8kcos?ysinBcosH.

Figures 11(b) and 11(c) compare the twins
formed on AT-cuts having two distinct regions. One
region contained a large amount of etch-channels
and the other areawas etch-channel free. The shape
of the twins in each region show different features.
Figure 11(b) shows a twin formed in the area
containing no etch-channels. It has straighter
boundary lines than the twin formed in the region
with etch-channels (Figure 11(c)). The twinned area
in Figure 11(c) has jagged boundaries except near
the "border” between the two regions. There the
twin has straight boundaries, similar to those of the
twin in Figure 11(b).

The ferrobielastic stress diagram for the SC-
cut is shown in Figure 12(a), where ¢ = 22° and 6
=33.9°. Following Anderson, et al.(J, the calculated
angular dependence of the ferrobielastic switching
stress for the SC-cut was found to be:

[3cos2siny + 3sin?dsin®Bcos?y
- 8cosdsinysindsinBcosy - sin‘dsin’y




- cos¢sin?0cos?y] [sindsiny
+ cosdsinBcosy) cosOcosy.

When irradiated at room temperature (as
the AT-cut samples were), the SC-cut showed a
tendency to form one dominant lobe which extended
to the edge of the sample (Figure 12(b)), and three
smaller lobes extending from the center of irradiation.
The diameter of this sample is about 14 mm. Figure
12(c) shows the twin nucleated on an SC-cut blank
irradiated at a temperature of 400° C. This twin
shows complete formation in all lobes, as the stress
needed to induce twinning decreases with increasing
temperature.(1

Conclusions

Correlations between « and twin size or a
and twin nucleation irradiance were not found for
the quartz samples used in this study. This is an
important nicgative result because it does not support
ideas currently held in the crystal industry. Taken
with the work of Bandyopadhyay and Merkle,(P who
found no correlation between OH levels and laser
damage in quartz, this may indicate that factors other
than Q, are involved in the ease with which quartz
twins. Further examination of higher Q;p quartz
material needs to be done, since the maximum Qg
of the samples in this study measured only 2.6 million.

A correlation between twin size and twin
nucleation threshold irradiance for all three suppliers
was found for unswept quartz, but not for swept
quartz. This has not been reported in the literature.
Possibly the interstitial Li and Na atoms in the
unswept quartzreact to the laser radiation, or distort
the lattice, so that the twin sizes were larger for
samples with higher nucleation thresholds. When
these Li and Na lattice sites in the quartz were
replaced with H, as happens during sweeping, the
correlation between twin size and twin nucleation
threshold irradiance vanishes. Only slight differences
between swept and unswept samples are seen in the
irradiance vs. @ and in the twin size vs. &, so this
behavior is difficult to explain. It is possible that the
levels of interstitial alkali atoms in quartz affects
twinning more than the Qg which measures OH.

A correlation was also found between twin
size and etch channel density for high Q;p samples
from supplier C. The twin size of the samples
increased with etch channel density. This was not
found in samples from the other two suppliers.

Supplier C samples with a Qg of about 1.8
x 10° required an unusual amount of energy before
they would twin, producing noticeably large twi.is
which penetrated through the sample. Again, the
other two suppliers did not show this behavior at
comparable Q,g-values. Low-Q,p samples formed
small surface twins, confined to the region under
irradiation. This characteristic may make it possible
to “label” some quartz with surface twins identifying
the material as to type, cut, supplier, etc. Quartz
material from supplier C showed greater differences
from the other suppliersin irradiance levels and twin
sizes formed. This may be due to irregularities in
the limited number of samples tested, and not
indicative of supplier C material as a whole.

A secondary ion mass spectroscopy {SIMS)
scan was performed on a twinned SC-cut sample.
Compositional differences between twinned areas
and untwinned areas showed no differences. Further
work will be done on other samples and comparisons
made between suppliers to see if any compositional
trends develop.
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