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INTRODUCTION

The research program High Energy Density Matter is based on the quest for a novel
propellant based on molecules with excess internal energy for use in the combustion process.
Our analysis of the various research goals in the projects of this program finds three schools
of thought for accomplishing this goal.

One, the initia! impetus for this program, centers on the stability of the H4 molecule.
This molecule has now been demonstrated theoretically! to be unstable as an isolated species.

A second class of thought addressed species which can generally be named either
"strained” or "hypervalent”. The origin of the energy content of these species arises from unsatu-
rated or oversaturated electron configurations, which can confine molecules into geometries that
are separated from the lowest dissociation limit of the system by energetic barriers. Some of
the molecules that were investigated in this class are more conventional strained ring-structures,
while others address the issue of novel bonding situations in unconventional species such as
H20.

The third category of study in the metastable fuels program centers on the effects of
rapping excited and radical species in matrices. This subject encompasses both the possibility
of stabilizing excess energy by the cold crystal lattice as well as the general problem of storage,
once suitably long-lived metastable species are identified.

As far as we can tell, no single species has yet been identified that satisfies the three
requirements for a novel fuel: low weight, high specific impulse, and long lifetime. However,
the theoretical part of this program has led to several significant advances in our understanding
of energetic species. Two examples are the prediction of stable sulfur-like ring geometries of
oxygen and the prediction of a stable species of H30 and its deuterated counterpart.

The intent of this research program was to explore specifically these and similar systems,
partly because our experiments can serve as a test for the theoretical work and partly because the
synthesis and spectroscopic characterization of these molecules represent a formidable challenge
to the experimentalist.

We first briefly review the experimental tools we used for performing this research. Then
we discuss the molecules that our experiments focused on.
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EXPERIMENTAL TECHNIQUES

Most of our experiments were conducted in fast molecular beams using near-resonant
charge transfer as a selective means to produce the excited, long-lived neutral molecule. These
molecules can be characterized in either of three configurations. One is a fast neutral beam-laser
photodissociation spectrometer in which direct dissociation, predissociation, and radiative
dissociation can be studied and the kinetic energy release of the dissociative system can be
measured with meV precision. The second is a fast neutral beam laser photoionization spectro-
meter in which laser-induced direct ionization, autoionization, and field ionization processes are
measured. The third experiment uses the first instrument discussed above but without a laser.
It is modified to monitor directly the neutral fragment atoms and molecules that are formed in
dissociative charge transfer of mass selected ions.

FAST BEAM SPECTROSCOPIES

The virtues of spectroscopy in fast beams of charged and neutral molecules include
the possibility of precise definition of the molecule species under study and the reduction of
inhomogenous broadening.?2 The species can be precisely defined because a fast molecule ion
beam can be mass selected and, if a neutral beam is required, neutralized in a suitable charge
transfer gas. This seemingly complex way of preparing the sample molecule offers the possibility
of selectively preparing molecules in states other than the ground electronic state and in nonsta-
tistical vibrational distributions. In the same manner, radicals may be prepared so that they are
purified from their chemical precursors or reaction products.

In near resonant charge transfer at keV energies, the nuclear geometry of the ion (vibration
and rotation) remains to first order unchanged, and the transferred electron is preferentially attached
to the ion core with a binding energy that is similar (near-resonant) to the ionization potential of
the neutral target gas. Since little momentum is transferred by the exchanged electron, a neutral
beam with qualities comparable to the primary ion beam results, particularly in the case of near
resonance. This beam can now be purged of residual ions and apertured to suppress dissociative
charge-transfer products. In this manner, we can prepare a fast beam of typically 107 to 1010
molecules per second traveling at speeds of about 0.1% of the speed of light. Note that the density
in this beam is equivalent to pressures ranging from 10-3 to 10-12 Torr. Nevertheless, laser
spectroscopy is readily performed with such beams.

An intrinsic second advantage of spectroscopy in a fast beam lies in the dramatic reduction
in the inhomogenous broadening of optical transitions. If the angular spread of the ion beam is
kept low by proper ion-optical focusing, the residual spread of relative velocities in the neutral
beam is reduced to that of a gas sample at a few degrees kelvin.3

A third beneficial property of the fast beam can be used in studying dynamic processes
of molecules that are induced by photoexcitation. This advantage derives from the fact that the
center of mass of the products of a process such as dissociation, autoionization, or direct ionization
retains, except for a negligible photon recoil, the velocity of the parent. Because the parent is fast
at keV energies, efficient single-particle detection techniques can be used to monitor the reaction
products and to measure their translational energy, thus enabling the monitoring of chemically
isolated single-molecule processes.

I




PHOTODISSOCIATION, DISSOCIATIVE CHARGE TRANSFER

A novel approach to the study of dissociative processes in fast neutral beams has
become possible with a time- and position-sensitive detector that we have built at SR1 and used
extensively.4-7 For the photodissociation studies, the fast beam of excited neutral molecules is
crossed with a tunable dye laser in a crossed beam configuration, and the resulting photofragments
are detected with a time- and position-sensitive detector; this setup allows us to measure of the
momentum distribution of fragment pairs arising from a single dissociation event. A diagram of
this experimental arrangement is shown in Figure 1.

The multichannel plate detector consists of two opposing sectors of opening angle 20° that
allow separate detection of the two photofragments produced in a single photodissociation event.
The detector and its associated electronics permit measurement of the spatial separation, R, of
the two fragments at the channel-plate surface with a precision of better than 100 um; this is
accomplished by measuring the center of charge of each electron cloud emitted by the channel
plates with a multianode system using the charge division method. The flight-time difference
between these two fragments can be measured with a precision of better than 1 ns using the fast
current pulses induced in the supply lines to the output face of the channel plates when a particle
is detected.

By tuning the laser and monitoring the coincidence count rate at the detector, we obtain
absorption spectra of transitions in the neutral beam that lead to photodissociation. Space- and
time-resolved spectra of photofragments can then be recorded with the dye laser set to an absorp-
tion transition. These time and spatial coordinates of the fragment pair carry all the information
required to calculate the center-of-mass angle and energy under which the fragment pair emerges
from the dissociation event.

Removing the aperture and the laser beam from the setup shown in Figure 1 transforms the
instrument into one that is capable of directly monitoring the neutral particles formed in dissociative
charge transfer. From the translational energy release of a molecules formed in a process such as

OZ+CS-—>OZ——>02+02 (1)

> - . . . . . * - -
we can infer the energetics and lifetimes of the excited intermediate (O4 in case of reaction 1).

PHOTOIONIZATION

Using the experimental setup shown in Figure 2, we obtain photoionization spectra
of neutral molecules by detecting the appearance of the parent ion formed in direct ionization,
autoionization, and field-ionization.8-10 In these experiments, the molecules are excited in the
120-cm-long field-free drift region by a collinear dye laser beam. The dye laser operates at 10
to 100 Hz and has an energy of typically 1-50 uJ/pulse.

Ionizing states are detected by separating the product ions from the parent neutral beam
into a channeltron, using the electrostatic quadrupole deflector at the end of the beam line in
Figure 2. Because energy analysis is used, the mass of the product ion is uniquely determined.
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KESULTS AND DISCUSSION

We have conducted a variety of studies on the spectroscopic properties of triatomic
hydrogen, neutial hydronium, tetraoxygen, and superexcited oxygen.

TRI» s OMIC HYDROGEN

We used two techniques to determine the lifetime!! of the long-lived excited state of H 3
in the ground vibrational level and in the symmetric stretch excited state. Both techniques gave
similar results that lie about two orders of magnitude shorter than predicted by theory. We attribute
the difference to weakly allowed radiative ransitions that were not accounted for by theory.

We analyzed the p-electron Rydberg series of triatomic hydrogen using a two-step resonant
photoexcitation scheme.!2.13 The excited state structure of triatomic hydrogen characterized by an
outer p-electron reveals a complete panorama of all channel interactions that can occur in a poly-
atomic molecule: rotational, vibrational coupling, as well as autoionization and competition with
predissociation. A multichannel quantum defect theory was developed to identify and explain the
dominant spectral features.

The Stark effect of triatomic hydrogen was examined in detail!4 because it was found that
the excited states of H; showed unprecedented sensitivity to even weak external fields, specifically
in inducing dissociation of selected states.!5 This work lead to an examination of the properties of
H3 in electric field ionization.16 Details of this work are given in Appendices A through F.

NEUTRAL HYDRONIUM

The quantum chemistry calculations by Talbi and Saxon!7 on the potential energy surfaces
of H30 predict a local minimum at 1.0 eV above the lowest dissociation limit. According to their
calculations, the molecule in this minimum is barred from dissociation by an electronic barrier
height of 150 meV (see Figure 3). Transition states of H3O, electronically excited states of this
molecule, and transition moments were also calculated by these authors, as well as the ionization
potential.

Experimental information on the existence of this molecule is available, although with some
conflicting, or at least unexplained, observations. Gellene and Porter!8 observed the formation of
long-lived D30, but not its analog!? containing O!8, and no species where D was replaced by H.
However, Reynon and coworkers20 found both D30 as well as H30 formed with lifetimes
exceeding 1 ps in charge transfer of the ionic species with alkalis.




‘pejesipul 8Je suoiorel uojeziuoiojoyd pue ualiepossipojoyd pesodoid ey

‘uoxes pue 1qe | Aq pajeinojed waisAs OEH ayl Joj Sale|s uoiisues) pue BuluIN

‘€ aunbi4

O+H*+%H

—

—

H+ (v X)O%H
(vz 1)) z
1 H+ (LIzX)HO
.dy vzl (W2 LOEH Lz
Yzl \ra
6i1aqpAy dg
vz 'Vvze) v, | 3ouaeA
(3z OEH / \ Yer (g 1OBH
- — — — — — — — — |/|/|l/|w\|t —_— I\l. e
S— —— e e — a—— J
vet\
Vel -e \ CH+ A+NN<V HO
) S
Jed-uoy /
~_ Ve? (Vz1'vz2)
- Vet'Ye 465

/
/
Ve
/
/

- (32 COnII\
H+ (g, v)JO°H /

00!

(jows ABOM) AOHINT




We used a variety of excitation schemes to probe the excited state spectrum of long-lived
D30 molecules formed in charge transfer of mass selected D3O+ 1ons in cesium. The energy
diagram in Figure 3 indicates that direct ionization should occur at wavelengths shorter than
~235 nm. We found evidence for direct ionization of the neutral D;O molecule when exciting with
tunable radiation from 220 to 237 nm. This ionization signal was extremely weak; typically one
D10 molecule was detected for every 25 laser shots. The theoretical calculauons also predict that
optically allowed bound excited states should lie at about 2.0eV (3p 1 g state) and at about 3.7 ¢V
(4p state) above the ground state of the neutral molecule. In a two-color excitation scheme, we
used a tunable laser to excite the predicted 3p state (waviiength range 560 to 630 nm) and the
tripled output of a Nd: YAG laser at 353 nm to ionize the 3p level. No wavelength-dependent
ionization signal could be detected that would prove the existence of a long-lived resonant inter-
mediate 3p state. In a similar experiment, we used the wavelength range from 331 10 340 nm
to probe the predicted 4p state. To photoionize the 4p state, we used the doubled output of the
Nd:YAG laser at 532 nm. No photoionization signal was detected in this experiment either.
Finally, we used very high pulse energies at 532 nm (>100 mJ) in an attempt to nonresonantly
ionize the D;0 molecule in a three-photon process. This experiment also gave no unique ionization
signature.

This set of experiments left us with no conclusive evidence for the predicted structure of
D30. The only positive result is that obtained in the one-photon, direct ionization process. Since
this signal is not structured in wavelength and since this signal is also extremely weak, such that no
meaningful threshold can be deduced, we are unable to provide either a precise ionization potential
or proof of the theoretically predicted structure of D;0. A unique conclusicn on the stability of
D30 cannot be given from our results. The negative results imply either (1) that the intermediate
excited states of D50 are unstable against predissociation on a time scale shorter than the direct
photoionization route (this requires predissociation lifetimes less than 10! s) or (2) that the Frank
Condon factors for their excitation from the ground state are too small for un efficient transfer of
population. The latter is not supported by the theoretical calculations,!? which predict rather
similar geometry for the neutral and ionic species, in agreement with the finding that the neutral
species can be formed by charge transfer in the first place.

RING STRUCTURES OF OXYGEN

The calculations of Seidl and Schaefer?! predict the existence of stable oxygen ring
configurations such as O4, Og, and O12. The original impetus to the study of the stability of cyclic
oxygen derived from the close electronic analogy between oxygen and sulfur, which had already
been explored in previous work.22 Numerous ring structures are observed for sulfur, the most
stable allotrope being the orthorhombic o form of cyclo-Sg.

To our knowledge, no cyclic oxygen species are known experimentally, although
several recent discussions of unknown details in the oxygen photochemistry invoke the possible
involvement of four-atomic oxygen. Some of the cases, such as the pressure dependence of the
intensity23 of the important Herzberg bands of O; and the catalytic formation of ozone at high
altitude,24 are attributed to the presence of van der Waals dimers. Other effects, such as the
efficient energy pooling23 of O21Ag, in liquid oxygen,




021Ag + 021Ag — (021Ag)2 (2)

which is followed by photoemission at about twice the 1A (v = 0) energy, near 6340 A, are also
attributed to dimerized oxygen.26

Note that the ring form of oxygen predicted by Seidl and Schaefer?! is not the weakly
bound van der Waals form, but rather a tightly packed (Re = 1.43 A) nearly planar structure,
approximately 4 eV above the lowest dissociation threshold, O; + Os.

We undertook two experiments to search for the ring structures of oxygen. One involves
the fast beam method, and the other is a novel approach based on a plasma reactor, as described
below.

Tetraoxygen in Fast Beam Experiments

We investigated electron transfer to O in reactions with Oy, NO, and Cs. We observed
the formation of O, molecules that decay by predissociation and by direct dissociation,2? and
we determined the kinetic energy release in dissociation as well as the nature of the dissociation
products. We found signatures of three short-lived electronic states of tetraoxygen at energies near
2 eV above O, + O, in electron transfer from O, and NO. In the experiment with cesium, we
identified longer-lived electronic states (10°!3 <7< 107 s) at 9.4 and 10.5 eV. The energy release
and symmetry of the dissociation pattern suggest that the high lying states are symmetric molecular
configurations at extended bond lengths (~2.5 A). Details of this work are given in Appendix G.

Synthesis of O4 from Neutral Oxygen

The calculations2! place the stable O4 ring about 4 eV above the ground state products Oy +
O, at a 1.43-A internuclear separation of the oxygen atom from its nearest neighbor. Formation
of the cyclic species from ground state oxygen thus faces two substantial hurdles: one is to supply
the activation energy to get 2 eV above ground, and the second is to change the internuclear sepa-
ration from the regular equilibrium distance of Oy, 1.19 A. Both obstacles could be overcome if
one succeeds in forming Oy in collisions between electronically excited O, and ground state O; or
in collisions between ozone and excited oxygen atoms or molecules. The long-lived O3 species in
the electronic states A, A', and c (radiative lifetimes of 0.16, >16, and 10's, respectively) all have
internuclear separations similar to those predicted for O4, and they lie energetically above the pre-
dicted stable form of O4. The known quenching rates for either species in oxygen are relatively
slow;28 however, they are faster than the natural lifetime. We therefore anticipate that the
formation of cyclic O4 could occur in three-body reactions such as

O2¥(ALA'C)+ 02+ 025 04+02+2¢eV 3)
orin the energy pooling processes

0" +0" +02 504+ O “4)




and in similar reactions involving ozone and atomic oxygen. To reach Schaefer’s stable Q4 in such
collisions requires a nonadiabatic transition from an excited state surface of Oy into the singlet
surface predicted to be stable.

Driving these reactions at high efficiency required both high pressure as well as a high level
of excitation. Two experiments were attempted, both involving laser-produced oxygen plasmas at
high pressure.

We call one experimental concept “oxygen focus” because it describes both the method
used and the size of the reaction volume under study. The setup is shown schematically in
Figure 4. The 1dea was to use a tightly focused high power laser pulse to prepare a miniature
volume (~ ~108 cm ) of highly ionized and excited oxygen at near atmospheric pressure. The next
key 1o the experiment was to freeze three-body chemistry in this plasma environment after approxi-
mately 50 to 200 ns by expanding this miniature volume into a high-vacuum region. The product
states were then examined by multiphoton photoionization.

107 Torr

<50ns >

Delayed
lonization ()

Grid O

Figure 4. Experimental setup for expanding high-pressure oxygen plasma into a high
vacuum environment.
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The laser for producing the plasma environment is a home-built tunable dye laser with
pulse durations below 1 ps and with pulse energies up to 4 mJ. When this laser is focused toa
beam waist of 15-um diameter, the g)eak intensities in the focal volume exceed 10! W/cm?. In the
experiment, the focal volume (~10"° cm ) ﬁlls a nozzle that separates a high pressure region (100-
1000 Torr) from a high vacuum region (10 Torr). Hence, the gas present in the focal volume is
expanding into the vacuum region as shown schematically in Figure 4. This expansion freezes the
three-body chemistry within a few nozzle diameters from the exit and should thus preserve radicals
and metastable species that would otherwise be deactivated.

The energy density within the focal region is in principle sufficient to multiply ionize
every single molecule. If we assume that only 0.1% of the laser light is dbsorbed in multiphoton
excitation, we are still left with ~ 60 eV per molecule, sufficient to generate 03, 0*, 0**, and
possibly a small amount of O***. This is indeed observed when we examine the low pressure
2x108 Torr) photoionization spectrum of molecular oxygen using this high power laser.

In initial experiments with the setup in Figure 4, we used as the nozzle a diamond pinhole
with a diameter of 0.0005 inch. We observed that the pinhole opens in a reasonably short time
to about twice this diameter, although the laser beam is 1.5 diffraction-limited29 and should pass
at 1/e2 intensities through the pinhole. We concluded that intensities outside the focal waist are
sufficient to significant!; cblate the diamond walls of the pinhole, since C*, C3, and C3 were
always the dominant ions emerging from the focal region, regardless of the gas used in the expan-
sion. Next we began drilling our own pinholes into 0.2-mm tungsten material using the laser
itself. Although these pinholes obviously better matched the laser beam waist, we found that
tungsten atoms were the main ionization signal generated. Similar results were obtained using
molybdenum samples. Owing to this interference from the wall material, the experiment was
abandoned and another approach was tried.

This second attempt was based on the supposition that laser energy deposited into a solid
substrate containing oxygen could produce a high pressure plasma environment in which reactions
(3) and (4) can occur with high frequency. To implement this scheme, we mounted a cooled
copper substrate in the source region of a time-of-flight mass spectrometer. The surface was
cooled by a liquid nitrogen reservoir that could be evacuated by a forepump to achieve temperatures
below 77 K. In initial experiments, we condensed xenon gas that was precooled and directed
through a Teflon capillary toward the cold copper surface. In this fashion we were able to build up
a solid xenon sample measuring several cubic millimeters in times of ~10 minutes. Using the short
pulse laser described above, we generated a laser plasma at the solid xenon surface and monitored
the ions emitted using the time-of-flight mass spectrometer. Equivalent experiments using ozone
failed to produce solid samples of ozone, most likely because the temperature that could be reached
(~70 K) was too high to permit the stable existence of solid ozone in the high-vacuum environment
of the spectrometer.

We have since replaced the liquid-nitrogen-cooled surface with a closed-cycle liquid-helium
cold stage. In the first experiments, we were able to form perfectly shaped samples of solid
oxygen with volumesaup to 15 mmg by transferring oxygen gas via a quartz capillary to the cold
stage. The experimental setup is shown in Figures 5, and photographs of the sample preparation
process are given in Figure 6. When the capillary is retracted from the cold stage, a stable oxygen
sample with heights exceeding several millimeters can be sustained in the high vacuum
environment.

11
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In experiments planned for the continuation of this task we will examine the formation of
energetic species in solid oxygen following (1) laser excitation of solid oxygen and solid ozone
samples and (2) codeposition of photoexcited and ground state oxygen gas/ozone gas onto the cold
stage. The diagnostics for characterizing the activated solid samples include stimulated Raman
spectroscopy, Fourier transform infrared analysis, solid analysis by stimulated and thermal
desorption followed by nonresonant photoionization with mass analysis, as well as resonant
photoionization, photodissociation, and photoelectron imaging techniques.

SUPEREXCITED OXYGEN

Rapld predissociation of highly excited states of O, was observed to occur as fast (3-5
keV) 02 molecules traverse a thin, 300-pum-wide metal shL Analysis of the correlated dissociation
fragments indicated that dissociation occurs when the molecules come close to, but do not touch,
the metal surfaces and that the molecules undergoing this process are highly excited Rydberg states
of O, that lie close to and above the ionization threshold. We explain the cause for the dissociation
in terms of the forces exerted on the excited state by the image dipole induced in the metal surface
by the Rydberg electron and Rydberg ion core. These forces induce £mixing in the high Rydberg
states (n > 24), thereby allowing overlap of the otherwise stable system with valence continuum
states.

Rydberg states with core vibrational levels v = 0 to 6 of 0+ X211 were identified to
undergo this process, and the dissociative branching among the four neutral dissociation limits of
O, that lie below the ionization limit was measured for each core vibrational level. The molecular
dynamics experienced by these Rydberg states is closely related to that involved in dissociative
recombination. Therefore, as a corollary to our resuits, we can provide first experimental answers
to the important question of which final atomic states are produced when a specific vibrational level

of O, undergoes dissociative recombination. A preprint describing this experiment is given in
Appendix H.
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Measurement of the lifetime of metastable triatomic hydrogen

C. Bgrdas, P. C. Cosby, and H. Heim
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(Received 1o July 1990; accepted 2 August 1990)

We measured the survival probabihity of the metastable (V= 0, K = 0) level of the 2p°4 | of
H, as a function of ime elapsed from formation of the molecule by probing its population with
photoionization. We find Lifetimes = = 640 ~ }t5 ns for the ground vibrational state and

= = 740 ~ 3% ns for the symmetnc stretch-excited level. Equally short lifetimes are obtained
from an analvsis of the photoinduced bleaching of the spontaneous dissociauon signal of
metastable H,. These lifetimes are about 2 orders of magnitude shorter than those expected on
the basis of the allowed radiative transition 2p°4 ¥ — 25°4 ;. We attnbute the faster decay
channel to weakly allowed radiative transitions between the metastable state and the
degenerate mode-excited repulsive ground state of H,, as well as to predissocianion of the
metastable levels by the repulsive ground state of H, induced by spin-orbit coupling.

INTRODUCTION

The metastability of the energetically lowest rotational
level of 4 Y symmetry of tnatomic hvdrogen has recently
been used to conduct a vanety of photoexcitatior: studies'™
on this fundamentally unstable molecule. The lowest long-
lived H, state 1s the lowest rotational level in the 2p°4 5
state. It1s characterized by the quantum numbers N = 0,
K = 0. Here. .V and K represent the total angular momen-
tum, excluding spin, and its projection onto the figure axis of
the molecule. As shown in Fig. 1. the 2p°4 7 level lies 8738
cm "' above'® the three-atom ground state dissociation lim-
it, H—-H ~ H. and 43 856 cm ~ ' above the H. — H disso-
ciation limit.

A long-lived neutral H, molecule had appeared in a var-
lety of expenments daung back as far as 1968."' but it was
not until 1983 that Gellene and Porter,® on the basis of their
own expenimental findings and the spectroscopic studies by
Herzberg ez al..'"™'" correctly identified a path to the stabil-
1ty of this molecule. The main arguments for the stability of

the state are that (1) there is no vibronic coupiing between.

the 2p°4 ¥ and 2p E " states 1o allow vibrational predissocia-
tion. (2) for fixed nuclei there is no electric dipole-allowed
transition between the two states. and (3) for the level
.V = 0. K = 0 there is no rotational coupling path that con-
nects the 2p°4 " and 2p°E ~ states in rotational predissocia-
tion

The lifetime has so far been considered to be controlled
by the infrared transition” from the .V = Olevel of 2p°4 ¥ to
the V' = 1 level of 25°4 ;. On the basis of combination differ-
ences of observed'*"'* emission lines in H,. this transition is
expected to occur at a (vacuum) wavelength of 11.136 um.
From the photon energy and the theoretical ®*~ transition
rioment for the 2p— 25 transtuon. a lifeume of about 88 us
has been predicted for the metastable level.

We recently observed a significant degree of unimolecu-
lar (not collision induced) dissociation of long-ined H, and
suspected that the hfetime could be substanually shorter
than that predicted 88 us value. We report here on two ex-
periments specifically designed to measure the {ifetime of
long-hived H,. A surprisingly short value 1s found in these
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measurements, which can, however, be reconciled with
known interactions.

PHOTOIONIZATION EXPERIMENT

The neutral molecules are produced in near-resonant
charge transfer of a mass-selected 10on beam in a cesium
charge transfer cell using the apparatus' shown in Fig. 2.
After the cell, the remaining ions are deflected from the
beam using the deflection plates (A6) and the neutral beam
enters a separate vacuum chamber through the | mm aper-
ture (A7). The beam 1s photoexcited over a distance of 120
cm in a field-free region in ultrahigh vacuum. Photoioniza-
tion events are monitored 150 cm downstream from the
charge transfer cell by detecting mass selected H,” ionsona
multichannel plate detector. A pulsed dve laser is used, and

M o H e
150,000 —
HNeMar
= -
MMy
HI2P e Ha M /
120,000 [~
. My
&\
. \
\\\ H (37}« Hy
& 90000 - \
S H 21 Hy
>
Q
< —
W
z
&
60.000 M
30000 - N\ 27
o3n HeH
AP
e 303-73C
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FIG. 2. Expenimental apparatus used 10 measure the lifeume: Neutral H,
moiecules are formed by charge exchange of H," tn a cesium cell. A pulsed
laser photoionizes the neutral particles along the beam patk between A7 and
A9. The ume of arnval of 10ns followang the laser pulse is recorded on the
channel plate detector.

the arrival time of ions after the excitation pulse is recorded
using a precise (1 ns) time-to-digital converter with 3 ns
dead time. The laser puise width (~ 15 ns) is short com-
pared with the time needed for neutral H, molecules to trav-
¢l along the laser-neutral beam interaction region (3.5 us at
1.5 keV beam energy). Thus ionization events induced by
the laser record a snapshot of the distribution of neutral moi-
ecules along the beam line at the time the laser fires. This
distribution is displayed in the arrival time spectrum of ions
at the detector. If the lifetime of the neutral species is long
compared with the passage time through the interaction re-
gion, the arnval time spectrum of ions wiil appear constant
with time. On the other hand, species lost by any decay
mechanism will show up with an arrival time spectrum that
displays the loss of particle density as the neutral species
travel farther from their birthplace.

This latter case is clearly evident from Fig. 3, where we
show a typical arrival time spectrum of H," ions formed by
photoionizing the H, using radiation at 29 575 cm~'. We
know from previous experiments'’ that at this wavelength
> 90% of the ionization signal is comprised of contribution
from the lowest nonvibrating metastabie level, 2p’4 7(0,0).
The numbers in parentheses stand for the symmetric stretch
and degenerate (bending-asymmetric stretch) mode quan-
tum numbers (v,,v, ). A rather sharp vanation of the H;"
signal with arrival time is noted here. The shortest arrival
times shown correspond to ionization closest to A9 in Fig. 2.
On the other hand, ions arriving at 3560 ns (the spike in the
spectrum) correspond to neutrals photoionized near the ap-
erture (A7). The signal decrease at yet Jonger arrival times
{ > 3560 ns) reflects the increasing action of the deflection
field applied on A6. This field suppresses ions formed too
close to the charge transfer cell. The noisy trace represents
the raw data from accumulating arrival times of individual
ions in 4 ns wide bins over a total of 64 000 laser shots. The
full curve represents an exponential of best fit with a decay
time of 640 ns and a fitting uncertainty of 4 ns.

Several experimental parameters could. of course, influ-
ence the measured arnval time distribution. Significant radi-
ation cascading into the level studied should lead to an in-
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F1G. 3. Amval time spectrum of H,” ions formed in photoionization of the
metastable level 27°4 (v, = O.v, = 0).

crease in particle density away from the charge transfer cell.
This effect must be slight in the spectrum shown in Fig. 3
although we notice a smalil but distinct deviation from the
exponential fit at longer times. On the other hand, varying
overlap between the laser and the particle beam along the
observation region will be reflected in a varying ionization
probability as a function of position.

To check for this effect, we recorded spectra such as that
shown in Fig. 3 with coilimated laser beams of varying diam-
eter (1/¢* diameters between 3 and 10 mm) and performed
cross checks using a metastable atomic hydrogen beam.
H(2s) was formed by charge transfer of protons in cesium
and was photoionized at 27 427 cm !, Slight deviations
from the expected constant arrival time spectrum were not-
ed according to the misalignment of the laser and the neutral
beam. Misalignment in the beam gave rise to a maximumof a
factor of 2 difference in the current of H(2s) detected near
A7 and near A9. Another correction factor might arise from
the slightly different particle trajectories for neutrals and
ions in the vacuum chamber owing to residual fields. This
effect would also influence the data for H(2s), likely even
magnifying them because of the lighter mass. If we apply
corrections to the H, data, according to the maximum de-
viations from the constant arrival time spectrum observed
for H(2s), the lifetime in Fig. 3 could, at most, be raised by
about 300 ns or lowered by 100 ns.

Another cross check was performed by measuring the
arrival time spectrum for n = 384 Rydberg states formed in
photoexcitation from the metastable 2p°4 7 (0.0) level. The
Rydbergs were field ionized just past A9 and detected as ions
on the multichannel plate. These lifetime measurements
gave values consistent with those obtained by monitonng
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ions directly. Finally, the neutral beam divergence itself does
not constitute a correction factor so long as the recoil from
the outgoing photoelectron does not modify the heavy parti-
cle path.

Similar expeniments were performed for the symmetric
stretch-excited, long-lived H; molecule by pumping
members of the autoionizing n = 7 manifold. In Fig. 4 we
show a photoexcitation spectrum of the levels involved. The
arrival time spectra recorded by pumping the 2p(1,0) level
to the autotonizing 74(1.0) and 7s(1,0) levels are shown in
Fig. 5. They aresimilar to the spectrum for the 251 0.0) level,
but the fits vield hfetimes of 720 — 8 and 740 + 20 ns, re-
spectively.

Allowing for the correction factors discussed above, we
feel that all measured lifetimes could at worst be 300 ns long-
er or 100 ns shorter than the best fit values quoted.

PHOTODISSOCIATION EXPERIMENT

We have recently reported® a study of photedissociation
of H, 2p°4 ¥ via optical excitation to ihe 35°4 | and 3d°E ~
states. In that report, we noted that a spontaneous dissocia-
tion of H, to H + H, products occurred in the absence of
laser radiation. We also noted depletion of the spontaneous
dissociation channel when the metastable H, state was nho-
todissociated. It was therefore concluded that the spontane-
ous dissociation occurred from the long-lived (VN = K = 0)
levels of the 2p°4 7 state.

An independent estimate of the lifetime of the 2p°4 ¢
state can be obtained from the detection of fragments that
arise from the spontaneous dissociation of H; .. In this experi-
ment, the H; beam passes through a narrow (0.3 mm) slit

160
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FIG. 4. Wavelength-depzndent photoiomization spectrum of H, . This por-
tion shows the vibrationally autoiomizing 7d and 7s members.
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positioned 66.5 cm downstream from the Cs char e transfer
cell (see Fig. 6). Molecules or atoms passing through this slit
are collected by a 2.2 mm high beam flag positioned an addi-
tional 10.0 cm downstream from the slit. If a molecule disso-
ciates in the interval between the slit and the beam flag such
that its fragments escape collection by the beam flag, the
escaping fragments travel a distance of 78.5 cm beyond the
beam flag to a position and time sensitive detector. Both
corrclated fragments from a single dissociated molecule
must arnve at the detector, which measures their spatial and
temporal separations. Given the initial energy of the H, mol-

FIG. 6. Expenmental arrangement for the dissociation experiment (not to
scale). Fragments produced by spontaneous unimolecular dissociation of
H. in the region between the slit and the beam flag are monitored by the
detector. Photodissociation of H, near the sli: monitors the flux of H, en-
tening this region.
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ecule and the distance from the point of molecular dissocia-
tion to the detector, these fragment separations can be
uniquely transformed to vield the center-of-mass transla-
tional energy release in the dissociation (¥, the angle of
ejection of the fragments, and the mass ratio of the frag-
ments. '®

Any decay path of the 2p state. whether direct predisso-
ciation, radiative decay into the predissociated 2s state, or
radiative decay into the dissociative ground state is necessar-
ily accompanied by the p.oduction of dissociation frag-
ments. If we denote the flux of fragments pairs produced by
spontaneous dissociation in the region defined by the slit and
the beam flag as /, and the flux of H; molecules entering the
slit as I, the lifetime r of the H; molecules 1s

= —At/In(1 - 1,/1,). (1)

where At is the effective time required for the H, molecules
to transverse this region. All three vanables on the nght-
hand side of Eq. (1) are explicit functions of the H; beam
energy.

The observed flux of the spontaneous dissociation frag-
ments produced by a 3000 eV beam of H; is shown as a
function of W in the top spectrum of Fig. 7. The distribution
of these fragments extends from a threshold near W~0.5eV
through a broad maximum near W =2 ¢V to a maximum
translational energy release near #'~5.9 eV. This high ¥

80

20

FRAGMENT INTENSITY (arb. unils)

T W

-20 1 1 ! ! | | 1
0 2 4 6 8
TRANSLATIONAL ZNZIRGY RELEASE--¥ (eV)

FIG. 7 Fragments observed in the dissociation of H,, given as a function of
center-of-mass translational energy release. The top spectrum s observed in
the absence of laser radiation. [t reflects the fragment energy distnbution
characteristic of spontaneous umimoiecular H. dissociation. The center
spectrum. observed with  the laser tuned 10 excite the
354 1100.0) ~ 2274 {0.0) transition. shows a depletion in the umimolecular
dissociation fux in addition to fragments produced by predissociation of
the photoexcited 3sstate The bottom spectrum. obtained by scahing the top
spectrum by 0.886 and subtracung 1t from the center spectrum. reflects the
photodissociation
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region is shown with the fragment intensity magnified by a
factor of 10 1n the figure. Summation of the fragments over
Wisadirect measure of I in Eq. (1}. Determination of Aris
also straightforward. Although the interval between the slit
and the beam flag determines the maximum possible interval
over which the H, molecule can dissociate to produce frag-
ments. not all fragments produced in this region can simulta-
neously escape collection by the beam flag and hit the active
area of the detector. Monte Carlo simulation of the fragment
trajectories produced with the experimental W distribution
(Fig. 7) allows the effective interval to be determined, and
thereby At. from the known H. beam energy.

A determination of the H, flux passing through the slit
I, requires some consideration because the neutral flux in
the region beyond the slit contains contributions not only
from H;, but also from the spontaneous dissociation prod-
ucts H and H; as well as the neutral dissociative charge
transfer products falling within the solid angle subtended by
the slit and the charge transfer cell aperture. Qur approach
to determiming /, 1s to photodissociate the H, molecules and
measure the photofragment flux. The 2 mm diameter inter-
activity beam of a tunable cw dye laser, chopped at 1 Hz with
a 50% duty cycle, intersects the H, beam a distance 0.3 cm
downstream from the slit. The fragments produced with the
laser tuned to the 35°4 | (0,0) —2p°4 7(0,0) transition are
shown by the center spectrum in Fig. 7. This spectrum is
composed of photofragments from predissociation of the op-
tically excited 3s state which appear as the structured fea-
tures in the spectrum, as well as the spontaneous dissociation
fragments produced by H, molecules that were not photo-
dissociated. Comparison of the fragment intensity in the
broad maximum near W = 2 eV 1n the top (laser off) and
center (laser on) spectra of Fig. 7 shows that as expected,
fewer spontaneous dissociations occur when the H, beam is
photodissociated. If we make the initial assumption that all
contributions in the center spectrum over the interval 0.5
eV W27 eV anse from spontaneous dissociation, we can
scale the fragment intensity distribution in the upper spec-
trum by a multiplicative factor (1 — /) to reproduce the in-
tensity distribution of the center spectrum over this interval.
In this particular spectrum. f=0.111. Subtracting the
scaled spontaneous dissociation spectrum from the laser on
(center) spectrum vields the bottom spectrum in Fig. 7. We
wish to equate the bottom spectrum with the fragment flux
1, that is produced solely by photodissociation of H,:

L (W) =1,(W) ~ (1 =NI(W), (2)

where [, is the fragment flux of the laser on spectrum. Here
we have explicitly assumed that excitation of the 3s state
produces no fragments within the 0.5 eV W27 eV inter-
val. Direct predissociation of the 3s state meets this criterion,
since conservauion of energy restricts B°»3.155 eV. Radia-
tive transitions from the 3s state into the ground state could
produce fragments tn this energy interval. However the ra-
diative decay rate’® of the 3s state (I, ~2.10"s '} is
small compared o the predissociation rate™ (§<10%s™!
>T .. >10"s™ "), allowing a maximum of 20 of the frag-
ments below 2.7 eV 1o anise from the 3s state.

A second assumption 1in Eq. (2} is that photodissocia-
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tion and spontaneous dissociation onginate 1n the same mni-
ual state 2p 4 7. Photodissocrition necessarily probes only
one vibrational mode of the 2p state, in the case considered
here the (0,0) level, whereas anyv long-lived vibrational
mode populated in the H; beam can contnbute to the spon-
taneous dissociation spectrum. From the peak heights in the
previously reported wavelength dependence of the H, pho-
todissociation (see Fig. 1 of Ref §). we know that (0,0)
consututes only 88 of the H, beam populanon at the point’
of laser irradiation, w:th 9¢¢ 1n (1,0) and 3% in (0.1) levels
that lie higher in energy than (0.0) by 0.417 and 0.317 eV,
respectively.® Since only the sportaneous dissociation from
the (0.0 level1s depleted by photodissociation in the select-
ed transition. the contributions to spontaneous dissociation
from the vibrationally excited levels are proportionally en-
riched in the laser on spectrum. Our neglect of this ennch-
ment likely also contributes to the small, nonzero fragment
flux within the 0.5 B'<2.7 eV region of the bottom, sub-
tracted spectrum (which constitutes less than 5% of the ob-
served fragments).

Within the approximations noted above, the flux of neu-
tral H, at thz point of laser intersection can be represented
by

I'=SI,(W)/0.88), 3)

where the summation is over all energy releases W for
I,(W) given by Eq. (2) and where 0.88 represents the frac-
tional contribution of the (0.0) level to the total beam flux
and /represents the fractional depletion of (0,0) by photo-
dissociation. Using / from Eq. (3) as an approximation to
1, the flux of H; at theslit, Eq. (1) can be iteratively solved
for 7. By applying this procedure to a variety of fragment
spectra measured at H, beam energies of 3000 and 5000 eV,
we obtain a value == 318 2230 ns, where the error limits
reflect only the range of determined values, Considering the
possible errors associated with undercounting the photo-
fragments and with determining the collection efficiency of
the spontaneous dissociation fragments as a function of dis-
tance from the slit, we consider the accuracy of 7 to be within
a factor of 2 of the “true” lifetime of the 20°4 7 (N =0)
level. This resultis clearly incompatible with a slow radiative
decay into the 2s state being the dominant decay path of the
2p°4 7 (N =K =0) levels, but it is compatible with the re-
sults of the direct measurement described in the previous
section.

DISCUSSION

The metastable level in H, has overall symmetry®*'
(W xW,, xW¥,, xW¥, ) of.47 Thisstate has a svmmet-
ric nuclear spin wave function {ortho-H, ) and is character-
1zed by the quantum numbers .V = 0, K = 0. This metastable
state1s almost purely described by a configuration built from
a 2p(a?) electronic orbital on the lowest ortho level of the
H core: N =1, K~ = 0. This species has been ob-
served to be long fived in the ground vibrationa! state, as well
as in symmetric stretch-excited forms." A long-lived para-
H. species also exists when the 1onic core is degenerate-
mode excited

The “metastabiliny’

.

of the V=0 lavels 1s due to the
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requirement that the total wave funcuon for H, be anusym-
metnc with respect to exchange of any of two identical fer-
mions of the system. Such a wave function cannot be con-
structed from three hvdrogen atoms in the ground state,
H{(1s), when we require that the total angular momentum
(excluding spin) be zero. Consequently, the bound metasta-
ble species, while embedded 1n the continuum of the repul-
sive ground state of H;, finds no vibrauonal or rotational
psedissociation path that would Limit its lifetime.

The current lifetime estimate” of 88 us 1s based on the
allowed transition from the 2p°4 7 20 the 25°4 7 level. This
estimute involves the theoretical transition moment and the
expenmental energy separadon. It appears inconceivable
that the calculated'®'” transition moment for the 2p-2s
transition in H; 1s wrong bv 2 orders of magnitude, and it 1s
also impossible to see how Herzberg's assignment on the
energy separation from 2p-2s is off by a factor of 5.° We
therefore must search for other decay paths of the metastable
species of H, to explain the rather short lifetime observed
here.

There appear to be at least two possibilities: (1) a weak
predissociation path, and (2) a weak radiation path, neither
of which has been considered so far. To create the predisso-
ciation path, we could invoke spin—orbit coupling. Including
the electron spin gives the low-lying electronic states of H, a
doublet character. Thus, the metastable N = 0 state appears
as asingleJ = 1/2 level. If we consider the Jowest vibration-
al level of the metastable state we require for spin—orbit cou-
pling that the predissociating state have J = 1/2 with ortho
core. Such a state indeed exists in the form of the N =1,
G = 0 ortho level of the 2p°£ * state, which also has overall
4 7 symmetry, as does the metastable level. Including the
electron spin will yield aJ = 3/2and aJ = 1/2 level, so that
coupling the J = 1/2 components may give predissociation.

Approximating the rate by the Fermi golden rule, we
write

T =27{(2p°E"|H,,120°4 7)1, (4)
where H_, is the spin—orbit operator

H,=ALS=A[L.S. +1/2L.S_+L_S.)] (5
and where the operators L, and S, define the orbital and
spin-angular momentum quantum numbers A and =. The
J = llevels of the 2p°4 7 state with A =0and £ = + } and
of the 2p°E "statewith A = = 1and S = T lare coupled
by the off-diagonal spin—orbit matrix element in (5):

A= +132= FTIHAL, S_+L_S)A=0,

I=4+1. (6)
Under the assumption that the molecular orbitals for the two
states have the same well defined value of the electronic an-

gular momentum we can evaluate™ this coupling and factor
the rate (4) into an electronic and vibrational par:

T, =272""4 (yx )", (7
where (y,|y,) is the bound-free overlap function that de-
scribes the matching of the bound state wave function in
2pA T with the continuum wave function in the 2pE " state

appropnately normalized at the required continuum energy.
As we will show momentarily, the latter quantity can be

3 * No.empe- ‘990
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TABLE [. Lifetimes of H,. ( Number in parenthesis represents powers of ten).

Electronuc Rotauonal T Dominant
label label (s) Reference decay channel
PN . 170( — 15) 12 Vibrational
predissociation
20047 N=0K=0 640( - 9) This work Radiation and
predissociation
by s-o0 coupling
2004} N=1K=1 60( — 12) 12 Rotauonal
predissociation
54 ¥=1,K=0 2{ =9 <cr<clO( —=9) 20 Vibrauonal
predissociation
454 ; N=1k=0 H=12) [ Vibrational

predissociation

* All rotational levels appear equally afected (Ref. 12).

derived rather precisely from previous experimental infor-
mation. This result allows us to estimate the spin-orbit ele-
ment required to produce the observed lifetime.

Herzberg er al.'*'* observed the rotational predissocia-
tior: of the 2p°4 § state for .V > O as a function of a rotational
quantum number. The predissociation rates follow the ex-
pected variation of the rotational coupling

H,: 2p’E’. The purely electronic transition moment for an
electric dipole transition is zero between the two states.
However, transitions between states with electronic symme-
try A 7 and E’ become possible when a degenerate vibration
is excited concurrent with the electronic transition. In a re-
cent study we found quite strong absorption transitions from
the metastable state to various 3p°E ' degenerate mode excit-
ed states.™® We see no reason for this transition not to hap-

Lo = 2mQ2p°E | H o |27°4 )| (8) . -
) ) 1 pen in a bound-free emission process.
where H,, is the l-uncoupling operator® We therefore postulate that both predissociation and
H,=—-BWN_L_+N_L,). (9) photoemission to the ground state can be active in raising the

Evaluation of (9) for the two states and factorization of the
rate (8) leads to the expression

decay rate of long-lived H, . Additional support for this con-
clusion comes from the observed fragment energies. Both

T, =27V, 2 10) met?hanisms will give rise to different kinetic energy distri-
with Voo Gt )| ¢ butions for the fragments H, + H formed in the spontane-
ous dissociation of long-lived H, (Fig. 7). In the case of

Ve (NK) = 2B [N(V + 1) = K?]'2 (11)  predissociation we expect a maximum translational energy”

Here B is the rotational constant'? describing the tum-
bling motion of H;, B~45 cm ~'. For example, the lifetime
forthe N=1, K= 1levelis ~6x 10~ "' s when corrected
for the residual Doppler width in the emission data.** Using
these parameters, we can estimate the vibrational part in Eq.
(10) that is required to produce a lifetime of 60 ps. Rota-
tional coupling will involve nuclear wave functions rather
similar to those of the spin-orbit case in Eq. (7), and we can
insert the vibrational factor to estimate 4. To reproduce the
observed lifetime of the V= O level, 640 ns, we would re-
quire that the spin-orbit element have a value of about 0.86
cm ~'. If asingle atom (in our case H 2p°P°) is responsible
for the molecular spin~orbit effects then the molecular spin—
orbit factorin Eq. (5), 4, can be approximately related to the
fine-structure splitting of the isolated atom. For a *P° atom™
the splitting is equal to 3/2 A. The fine-structure splitting of
the free hydrogen atom,*® 0.36 cm ™', predicts a value of
A =024 cm™". Thus this one-center picture suggests that
spin—orbit coupling may account for only about 109 of the
observed decay rate. We conclude that spin-orbit-coupling
induced predissociation may indeed be one decay path that
could shorten the lifetime of metastable H,.

As 2 second decay path we invoke a direct radiative
transition from the 2p°A ¥ to the repulsive ground state of
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in the H, + H fragments of 5.56 eV, corresponding to for-
mation of H, in v =0, N=0. By contrast, photoemis-
sion'®!” into the ground state in the vicinity of the equilibri-
um D,, geometry should produce H, + H fragments with a
maximum energy release of about 3.2 eV, again correspond-
ing to formation of H, (v =0, N =0). The actual transia-
tional energy distributions will extend from the limits quoted
here to values up to 4.48 eV lower in energy, corresponding
to formation of H, at the highest bound-vibrational levels.
The observed spontaneous dissociation spectrum of
metastable H, (see top spectrum of Fig. 7) indeed has a
cutoff around 5.5 eV, close to the highest energy component
expected from the predissociation path.}” A second onset
may lie around 5.9 eV indicative for the decay of the sym-
metric stretch excited state. Finally, the dominant contribu-
tion to the spontaneous fragmentation spectrum peaks be-
low 3 eV, a value consistent with the radiative process. Thus
the observed fragment energy distribution from unimolecu-
lar decay of 2p°4 § (N = 0, K = 0) provides direct evidence
for decay channels other than radiation into the 25?4 | state.
The finding of this rather short lifetime of the (N =0,
K =0) level of the H; 2p°A4 7 state suggests that naming the
level metastable may not really be justified. Nevertheless, its
extended lifetime still clearly distinguishes this level from

3.No 9.1 November 1980
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the levels in the other n =2 and n = 3 states of H,. The
collection of currently known lifetimes of vanous low-lying
states 1n Table I illustrates this fact.
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The lowest np Rvdberg senes of tnatomic hydrogen has been studied using optical-optical double-
resonance excitation from the metastable 2p° A5 level. Bound states, detected by field ionization as well
as autoionizing states of the p senes are charactenzed using rotational multichannel quantum-defect
theory. Deviations from the calculations appear when vibrational interactions give nse to predissocia-
tion below threshold or autoionizing interlopers above threshold. The np Rvdberg manifold of H, pro-
vides an almost complete panorama of channe! interactions in a polyatomic molecule: rotational and vi-
brauonal interacuions and autciomzation with nch Fano profile structure as well as predissociation.

I. INTRODUCTION

The Rydberg states of triatomic hydrogen resemble in
many respects quasihydrogenic atomic Rydberg states.
The small size of the core molecular ion H;™ and its asso-
ciated small multipole moments allow for only weak rota-
tional interactions in the nonpenetrating Rydberg series
with angular momentum / 2 2. The energy levels of the
nd and nf Rydberg series appear [1-3] in excitation as
very regular quasihydrogenic channels, converging to a
single state of the core ion. We show here that the p-
electron Rydberg series are quite different, in that the
electron approaches the core close enough that short-
range electron-core interactions play an important role
{4]. The richness of the observed features in the bound
spectrum as well as in the continuum makes the H; np
series a very general example of channel interactions in a
polvatomic molecule.

Photoionization {1-3,5,6] and photodissociation
(7-10] studies of the fundamentally unstable H, molecule
have been an active field of research since the first
analysis of the emission bands of H; by Herzberg and co-
workers [11-15] in the eaily 1980s. Photoexcitation
studies of H, conducted thus far have relied largely upon
the metastability [16] of the lowest rotational level of the
B 2p* A7 state. This level has a lifetime of 640 ns [17).
The dominant 2p character of the outer electron in the
metastable state gives rise to R-branch type transitions
into s-type and d-type Rydberg states, which have been
detected by means of electric-field ionization [1.2], photo-
ionization (5,6], and predissociation [8,9]). Using double-
resonance techniques and a low-lying s or d state as inter-
mediate, one can also study odd-/ states, as for example
the nf series {3] or the np series presented in this paper.
Here, in a two-color stepwise excitation scheme, we first
access the nonvibrating 3s° 4| state and then probe with
a second tunable laser, the p-electron series in the bound-
state region, and in the region above the lowest ionization
threshold.

Rotational interacticns among the p-electron Rydberg
states have been already discussed from 2 theoretical
pomt of view [18] and we will show in the following the
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relevance of the frame transformation theory of the I-
uncoupling effect in H;. What renders the study of the
np Rydberg states of H, particular'y enlightening is that
their spectrum displays examples of noninteracting Ryd-
berg series (N=0 or 1), and of two series interacting in
the discrete region and in the Beutler-Fano continuum
(N=2). In addition, vibrational interactions appear in
the discrete spectrum, where they cause predissociation,
as well as in the continuum, where the presence of vibra-
tional interlopers is evidenced by strong resonances and
windows in the excitation spectrum.

The np Rydberg series contain states that match the
symmetry of the electronic ground state of H;, the sole
dissociative continuum below the ionization threshold.
An understanding of the np Rydberg states therefore ap-
pears as key towards an explanation of the occurrence of
the very localized predissociations that have been ob-
served in the H; molecule [19) and that are attributed to
accidental vibrational perturbations that establish cou-
pling paths [20] from high-n Rydberg states into the
repulsive ground state of H,.

We begin with a short description of the energy levels
and symmetries of H; relevant to the present experiment,
followed by the presentation of the experimental tech-
nique used. Before discussing the experimental results,
we give a brief review of the equations of the multichan-
nel quantum-defect theory (MQDT) that we use in our
analysis of line positions and excitation intensities. Fol-
lowing this we present the experimental spectra of the np
series in three fundamentally disting regions: (1) the
discrete spectrum below the first ortho level of the
ground state of the H,™ ion (N"=1, K~ =0); (2) the
Beutler-Fano region between the two lowest ortho levels
of H;™ (N " =1and 3. K~ =0), where we see a classic ex-
ample of rotational autoionization; and (3) the continuum
region above the N7 =3 level of the ion. The experimen-
tal results are then analyzed in the framework of MQDT
and we finally discuss the possibility of including vibra-
tional interactions to account for the presence of intense
interloper lines and competition between dissociation and
autoionization.
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II. EXPERIMENT

A. Experimental principle

An energy-level diagram of tnatomic hydrogen in D,,
geometry is shown in Fig. | together with the excitation
scheme used in the present experiments. The figure gives
the location of the lowest states involved in our optical
scheme and the unstable ground state of Hj in relation to
the two- and three-body neutral and lonic dissociation
limits.

The lowest long-lived H; state is the lowest rotational
level of the 2p° A4 state. This level has a symmetric nu-
clear spin wave function (ortho-H;), and it is character-
ized by the quantum numbers V=0, K=0. Here and in
the following, ¥V and K (respectively N~ and K7)
represent the total angular momentum, excluding spin,
and its projection onto the top axis for the neutral mole-
cule (respectively the ion). This metastable state is nearly
purely described by a configuration built from a 2p(ay)
electronic orbital on the lowest ortholevel of the Hy ion:
NT=],K"=0

The excitation of the np Rydberg series is achieved in a
two-step process (see Fig. 1). A first photon hAv,
(16 694.97 cm ™) [12] induces transition from the vibra-
tionless metastable level of the B state (¥=0) to the
354 (N=1, v,=v,=0) intermediate state (v, and v,
denote, respectively, the symmetric stretch and the de-
generate mode vibrational quantum numbers of the mole-
cule):

207 AV INT=0)+hv—3s AN =) . (1
|5ooooL H*
HE31)
+
H + H
H(21) 2
H' + H,
~ 100000} H(3k) + H2
' H(28) + H,
>
>
2 35%A;
w
50600 - »
H+H+H © 2p%;
N . H + H2

FIG. 1. Energy diagram for H, states relevant for the excita-
tion scheme to high-lying p Rydberg states. The first laser (hv))
is fixed to the 2p*A4Y —3s* 4} transition. The second laser
(hv,) is scanned in the vicimty of the two lowest ionization lim-
its of ortho-H,.
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Foilowing the selective excitation of the vibrationless 3s
state, a second laser 1s tuned through the ionization
threshoid rezions to excite the p-electron Rydberg senes:

35740 N =1 +hv,—npN=0, lor 2 i2)
For the second excitauon step, transitions to levels with
N=0, |, and 2 are allowed by electric dipole selection
rules. We show in Fig. 2 how states with these V values
can be generated by combining a p-type electron with the
core ion ¥~ =3, giving a series with V=2, and with the
core ion ¥~ =1, giving sertes with ¥=0, 1, and 2. De-
pending on the relative crientation of the polanzation
axes of the two photons #+v. and Av,, one can excite onlv
the M, =0 parallel polanzations) or only the VM =1 lev-
els perpendicular polanizations.. In the first case, only
V=0 or I states can be excited, while in the latter case,
transitions to .V =0 states are forbidden and oniv V=1 or
2 states are excited. This second excitation step is detect-
ed by 1onization of the Rydberg states. Levels below the
threshold appear due to field ionization; levels above
threshold generally autoionize or they are induced to ion-
ize by an external electric field. The first laser, which ex-
cited the 3s state, 1s kept at an intensity low enough to
avoid a background photoionization signal from 1-+1
photon iomzation. The second laser operates at
moderate intensity to avoid saturation broadening in the
np series members.

During the second excitation step, diagonal transitions
(i.e., without change in the vibrational excitation of the
core) are expected to dominate over nondiagonal transi-
tions (Av, or Av,¥0). The potential-energy surface of
the 3s° 4 state is very similar to the surface of the ion,
and therefore to those of the p Rydberg states with high
values of n. Hence, upward transitions from the 3s state,
accompanied by a change of vibrational excitation, are
not expected, with the exception of transitions to vibra-
tional interlopers with low principal quantum number for
which the poor Franck-Condon factor is offset by the
greater electronic transition mement.
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FIG. 2. Schematic representation of the core states of the
lowest p Rydberg senes.
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In the framework of Hund's case (bl, the np Rydberg
series involved in our experiments are ether np~ A% or
np°E’, which are analogous to npo and np= states of a
diatomic molecule. The N=0 and | series are pure
np A% and np'E’, respectively, while members of the
N=2 series are a mixture of the two symmetries. Selec-
ton rules and line intensities as well as symmetry
classification and the related passage from Hund's case
(b) to Hund's case (d) will be discussed in the theoretical
section of this paper.

B. Experimental setup

The experimental setup has been described previously
{1,3]. H; ions are extracted from a hollow-cathode hy-
drogen discharge at an energy of 1.5 keV. The H; mole-
cules are produced by charge exchange of H;™ in a cesi-
um vapor cell. The resulting neutral beam, purged of re-
sidual ions by a small electric deflection field, contains
only molecules in the rotationaless level of the long-lived
B 2p2 4% state [17]. In an ultrahigh-vacuum chamber,
the neutral beam interacts with two superimposed coaxial
dye laser beams along a 120-cm-long interaction region.
Care is taken to avoid residual electric fields in the excita-
tion region [19]. Both lasers have a pulse duration of
about 15 ns, a bandwidth of 0.15 cm ™!, and a spot size of
about S mm®. The first laser Av, is tuned to the 3s+2p
transition (16 694.97 cm™!) which is easily saturated with
pulse energies as low as 50 uJ. The second laser (1
mJ/pulse) excites the molecules from the 3s state to the
np series. Due to the shoft lifetime [17,21] of the 3s inter-
mediate state (10 ns> 72 0.8 ns), the second laser is not
delayed with respect to the first. It is scanned from
~ 100 cm ™! below the first orthoionization limit (N*=1)
to ~1300 cm™' above the limit, corresponding to a
wavelength scan from 700 and 790 nm. A fixed ionizing
field of about 1.7 kV/cm at the entrance of an energy and
mass analyzer is used for field ionization of the bound
states lying below the threshold or for deflection of the
ions created in the autoionization processes. The result-
ing ions of mass 3 are detected on a microchannel plate
and counted. The mass selection ensures that we do not
detect H™ or H,™ 1ons produced in dissociative process-
es.

III. THEORY

The appearance of the excitation spectra of the np
Rydberg states is strongly influenced by rotational chan-
nel interactions. The theory suitable for the description
of these interactions, MQDT, is well developed [21-25]
and we outline below how it is applied in the case of H;.
This framework will be used in the following section to
identifv position. intensity, and line shape of the transi-
tions to the np states. Numerous instances of vibrational
channel interactions also appear in our spectra. While
these could formally be incorporated in the theory, the
current information on the participating core states and
their vibrational interaction via the Rydberg electron is
too limited for the theory to be predictive.

The basis of the theory is that a Rvdberg electron
moves essentially outside the core, in a region where it
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expeniences a pure Coulombic potenual. The effects of
short-range interactions are described by a limited num-
ber of parameters that are basically independent of the
energy: the quantum defects, which are empincally
determined from the experimental spectra. and a molecu-
lar frame transformation matnx that we can calculate ex-
actly.

A. MQDT wave function

A key point 1s to introduce two different basis sets
describing the electron-core interaction at wnfinity (col-
lision channels) or near the origin (closecoupling chan-
nels) and to match the expansion of the molecular wave
function in these two bases in the intermediate space.
These sets must satisfy boundary conditions respectively
at infinity and near the core.

The collision-channel wave functions ¥, are defined by

¥, =x;(f cosmv, +g,sinmv, ), (3)

where Y, contains the core wave function and the angular
and/or spin part of the electronic wave function. The ra-
dial wave function is expressed as a linear combination of
regular {f;(v,,I,r)] and irregular {g.(v,,I.r)] Coulomb
wave functions (defined to be energy normalized for posi-
tive energies) and matches the boundary conditions as the
electron coordinate r tends to infinity. The coefficients
cos(mv;) and sin{mv,) ensure that the wave function ¥,
behaves correctly at large separation of the electron from
the core.

The close-coupling channel wave functions ¥, take
into account the non-Coulombic short-range interactions
via the introduction of the quantum defects u, (mu,
represents the phase shift due to the short-range interac-
tions) and the unitary transformation matrix U which re-
lates collision channels i to close-coupling channels a:

V. =3 x,U,lficosmu,—g sinmp,) . (4)
l

The total wave function W of the system is written as a

linear combination of the ¥, or of the ¥, functions, re-
spectively:

Y=3BY¥ =3 4. ¥, . (5)
1 a
The total energy of the syvstem is defined by
E=¢ +1 , (6)

where e,, the electron energy is connected to the quantum
number n, via

g, =—R/V. (N

B. The U matrix

The transformation matrix U is the unitary matrix con-
necting close-coupling and ionization ior collision) chan-
nels. The ionization channels are described by the quan-
tum numbers of the ionic core ¥, K™, and '~ (elec-
tronic species). the angular momentum of the Rydberg
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electron |, the total angular momentum of the molecule
(neglecting spin) .V and 1ts projection onto the symmeitry
axis My. In the close-couplied channels, '™, K7, [, N,
and My are still good quantum numbers, with the addi-
tion of the electronic species of the neutral molecule, T.
Therefore the U matrix reduces to a transformation from
the basis where V7 is defined [Hund’s case (d) basis] to
the basis where I" is well defined {Hund’s case (a) or (b)
basis]. In contrast to atomic physics, where the LS —
coupling transformation only gives an approximation for
the U matnix, the molecular U matrix is strictly the trans-
formation from Hund's case (d! to Hund’s case (b) be-
cause at short distance [ is an exact quantum number
and at large distance .V~ 15 an exact quantum number.
As noted before, only the odd-V 7~ levels of H,™ are
present in the ionization channel basis because we start
from a K™ =0, ortho level of H;™. The general expres-
sion for the U matrix in the case of a polyatomic mole-
cule in Dy, geometry may be derived from the general ex-
pression for a diatomic molecule given by Chang and
Fano.?> Exchanging their electronic lable A for our
quantum number K ~ adapts their formula (Eq. (A9) of
Ref. [23]) to triatomic hyvdrogen. For the different N
values that we can access, we have the following U ma-
trices {see Fig. 2)

(i} For N=0, only one channel exists (U=1). This
channel is termed np~ A% in the close-coupled basis and
ap (N ™ =1)in the collision basis.

(i) For N=1, also onlv one channel exists (U=1).
This channel is termed np-E’ in the close-coupling basis
and np (N ™ =1)1n the collision basis.

(it} For N=2, two channels appear. They are np?4;
and np2E’ in the close-coupling basis and np(N ™ =1) or
np(N™=3) in the collision basis. The transformation
matrix in this case is

ZZA':') ET)

(y==11 | V275 V35
U= . (8)

(N==3 | =Vv3/5 v3I/5

C. Boundary conditions

Boundary conditions and compatibility of Egs. (3), (6),
and (7) impose, for each ionization channel i,

S Usin{miv, +u,)]4,=0, (9a)
a
S U cos{miv, ~u)]d, =8, . {9b)
a

or the equivalen: formulation for each close-coupling
channel a:

]

N1 N
0 0 0

Th=U,..
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S Usin{wiv, +u,)]B =0, {102
SUgcosimv, +u,))B =4, . {10b;

A nontnvial solution of (9a; or {10a) requires that
det{ U sin[=tv, +u )1 =0, (1h

while Eqgs. 19b) and (10b) allow us to change the represen-
taton from Hund's case b to Hund’s case (d) and re-
ciprocally. These equations hold regardless of whether or
not some channels are open to 1onization, with the condi-
tion that when a channel 1 1s open ¢, >0}, the effecuve
qQuantum number v, must be replaced by a <cattering
phase shift -

1. Discrete spectrum

In the discrete spectium the effective quantum number
v, is real and the elecrron  znergies are negative. Equa-
tion (11), together with rc.utions (6) and (7), give the level
energies, determining the entire discrete spectrum. For
bound states, the normalization factor .V for the wave
function W 1s such that [22]

Ni= T VT A cos[miv, + )]V (12
1 a

To calculate the intensity of the transition between the
initial state and the Rydberg state ¥ we need the transi-
tion matnx elements in the close-coupling basis, T, or in
the ionization basis, T,, connected by

1
T,=3 ——U,T, . (13)
< coslmua) @ °

The intensity of the transition is simply

(3T,4,% (STB)?

I= e = ys, . (14)

The transition matrix elements are functions of the to-
tai angular momentum ¥ and of the relative polarization
of the two lasers which determines My. We now calcu-
late the elements T, where we chose the polarizatior axis
of hv, as the quantization axis. The general form of the
transition matrix elements between an initial state well
described in the Hund’s case (d) {p;,N ",N,,/;,M,| and a
final state described in the Hund’s case (b) basis by
{pf,Nf,Fflf,M/i can be calculated using standard an-
gular momentum algebra®® (p represents the other quan-
tum number: n, spin, etc.). In the case where both lasers
are polarized along the same axis (M, =0) we have

15a)

1,» { <pf[f“Q¢l“p1[: ) .

If the two lasers are polarized along two perpendicular axes (M, =1)

34
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N, 1 N,
1 -1 0

where UN’r is the transformation matrix between

Hund’s case (d) (i =N ™) and Hund’s case (b) (a=T").

In the particular case of a transition between the 3524}
state (/[,=0, N"=1, N=1) and an np Rydberg state we
have for parallel linear polarizations, the following. For
P,

For Q(1),
T'. =0, Tp=0.

For R(1),
TA;. =vV'4/45T,, T} =V2/15T, .

And for perpendicular polarizations, for P(1),
1 = _
TA;. =0, T;=0.

For Q(1),

1 = L =1
TA;' 0, TE- siel ¢

For R(1),
T;£,=\/1/15Te,, T;=Vv1/10T, , (16)

where T, is the electronic part of the transition moment:

T,={(np||Qull3s?4}) . (1n

2. Beutler-Fano region

Above the first ionization Jimit, the N=0 and 1 series
are in the ionization continuum while the N=2 series be-
tween the N7 =1 and 3 levels of the ion is subject to ro-
tational autoionization. In this case, the effective quan-
tum number v, . _, is real while v, . _ is purely imagi-
nary. Then v, ._, must be replaced by a phase shift —r
related to v, ._, by Eq. (11), while Eq. (4) has no mean-
ing for v, in this region. With a single channel open, as is
the case here, the problem is trivial and Eq. (11) has only
one solution for a given energy:

2 Bi lyn
q'==‘-—137-‘ . (18)
The summation over i extends over the channels
i=(N7=1)and i =(N* =3), with ¥, defined by Eq. (3)
and the normalization factor /V given by the very simple
expression
J’\/*=Z.B,'=B“N.=“ , (19

where i * means that channel i is open.
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I, N, N

| J?<p,f1/qunp‘l.\ . (15b)

!

—

The photoionization intensity in the Beutler-Fano re-
gion is then calculated using Egs. (14), (16}, and (17).

3. Continuum

The density of oscillator strength evolves smoothly
from the bound-state region to the Beutler-Fano region
and to the true continuum. For the N=0 and 1 series the
continuum is located above the N7 =1 level of the ion
while, for the N=2 senes, 1t 15 located above the N7 =3
level of the ion. In the continuum, there exist as many
independent solutions as there are open channels. These
solutions may be arbitrarily chosen to be the close-
coupled wave functions ¥, defined by Eq. (4} No struc-
ture appears in the continuum unless vibrational or elec-
tronic interactions with excited core states occur.

IV. EXPERIMENTAL RESULTS

Figure 3 shows a spectrum for a photon energy hv,
scanned between about 12770 and 14200 cm™'. This
spectrum is recorded with parallel laser polanzation (i.e.,
My =0) and is normalized to the laser intensity. We note
here that the lower energy limit of detecting the excita-
tion spectrum is imposed by the field-ionization
efficiency. For the experimental setup used here, the
efficiency decreases rapidly when the principal quantum
number 7 is lower than 30. Here and in the following,
the photon energy is relative to the 3s° A4 state. The
“absolute” energy relative to the lowest metastable state
of H; may be obtained by adding [12] 16694.97 cm ™' 10
this value.

Excitation of the Rydberg states occurs from a single
level of the 3s state, with N=1 (K=0) and no vibration.

tatensity farb. units)

13603 13800

"' azove 3sTAliN='

FIG. 3. Excitation spectrum of H, 35?4 from 12700 to
14200 cn ™' (M, =0) showing the three distincts regions: the
discrete spectrum below N~ =1, the Beutler-Fano region be-
tween the limits N"=1 and 3, and the continuum beyond
N*=13
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Since  vibrationally diagonal  transitions  (i.e.,
Av, =Ap,=0 are by far stronger than nondiagonal, the
dominant observed series are the vibrationless ¥=0 1,
and 2 np series converging to the N" =1 or 3 (K™ =0)
levels of the ion. These two 1onization limits separate the
spectrum into three different regions. These regions are
indicated schematically in Fig. 2 and 3 and they corre-
spond to the three cases descnbed in the preceding sec-
tion. Below the lowest ortho level of H,” N7 =1,
K * =0 (photon energy lower than 12867.6 cm™'), the
Rydberg states are strictly stable relative to autoioniza-
tion because no accessible ionization continuum exists.
An ensemble uf discrete narrow peaks is observed in this
region. This portion of the spectrum is shown on an ex-
panded scale in Fig. 3 Between the V™ =1and N* =3
levels of the ion (12867.6 <hv.<13297.5 cm™'), the
N7 =1 continuum is open and the np Rydberg states can
autoionize. This region, referred to as the Beutler-Fano
region, exhibits a structured continuum where the
N ™ =3 series members appear as dips in the ion signal
The reason for the window formation is that we start
from a 3s state that has a pure ¥~ =1 core. Note that
the window formation only applies to the V=2 np Ryd-
berg series. The N=0 and 1 Rydberg states are built
from an np electron surrounding an ¥ " =1 core. Their
excitation spectrum in the region above threshold is a
pure continuum. These continua underiy the N=2
features and they are the reason why the intensity mini-
ma do not reach zero value. An expanded view of the
Beutler-Fano region is given in Fig. 5. Finally, above
theN * =3 level (hv,>13297.5 cm™') we are in the true
continuum of all vibrationless series with N=0, 1, and 2.

M 15 16
3 T A
v l 1 40 S0 60 70 80 @
| Ty 1T IR rru TxlfﬁTﬁﬂﬂﬂﬂﬂﬂl’l""""j
i ml I
3 km,/—
R ~ it
3
&
z
| i i
_J._LL.LLL Akv:“.“:“:fn'i“' ________
|
12800 12828 IZBSC
Energy {ea”!) above SsZA;(N-Il
FIG. 4. Experimental spectrum (My=0, bottom) and

MQDT simulation (top! below the first ionization limit
(discrete-state region). The numbers at the top are the effective
quantum numbers v, relanve to the first ionization limit N* =1
and the integer gquantum numbers v,;, relative to the limit
N*=3. The calculated line positions are in good agreement
with the experiment while the line intensities are obviously per-
turbed.
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FI1G. 5. Beutler-Fano spectrum with M, =0 bottom, and
MQDT simulation (top). General agreement between theory
and experiment is observed except for the presence of locahized
perturbations such as the extra window resonance near v, =20
and a strong nterloper near v; =27,

This region should in principle be a flat continuum with
the exception of strong autoionizing lines pertaining to
vibrationally excited series. We now discuss in more de-
tail each of these three regions.

A. The discrete spectrum: hv, < 12867.6 cm ™'

A close-up of the bound-state region is displayed in
Fig. 4 together with a two-channel quantum-defect calcu-
lation. As mentioned previously, with our excitation
scheme, one can selectively excite the N=0 and 2
(M, =0) series if the two lasers are linearly polanized
along the same axis or the N=1 and 2 (M, ==1) series if
they are polarized along the perpendicular axis. An im-
mediate advantage of this characteristic is the possibility
of studying directly the unperturbed npA”(N=0) and
npE'(N=1) series. We can derive their quantum defects
using a simple Rvdberg formula:

Ea=E(H,‘N*=1,K*=O)——~ﬁ——l. (20)
(n—pu,)

where a designates the symmetry of the series (p 4" or
PE’) and u, its quantum defect. The Rydberg constant
R is 109717.40 cm ™! for H;. The knowledge of these
two quantum defects is then sufficient to analyze the
N=2 series where A’' and E' symmetry are mixed by ro-
tational interaction ({ uncoupling). The spectrum of Fig.
4 has been recorded with My =0 and hence only ¥=0
and 2 lines are visible. The energy position of each line is
very precisely calculated with a two-channel MQDT
treatment as shown by the good agreement between ex-
periment and calculated line position in Fig. 4. The
values of the quantum defect fitted to the experimental




44 SPECTROSCOPY AND MULTICHANNEL QUANTUM-DEFECT . .. 1823

line positions are

By =0.05=0.01 , 21ai

Hpp-=0.39=0.01 . {21b)

The agreement between expenmental and calculated
values is generally better than our experimental resoiu-
tion {0.15 cm™!) with a standard error of about 0.03
cm ™' for the unperturbed V=0 lines and 0.10 cm ™' for
the N=2 lines. Note that the calculated spectrum has
been broadened to a width of 0.15 cm™! comparable tc
our experimental resolunion. However, noticeable
disagreements are observed as far as the line intensities
are concerned. Three points are worthy of mention here.

(1) The calculation predicts that the intensity of the
N=2 series converging to the N7 =1 Iimit shouid vanish
near n=40. This is due to the presence of the n=15 in-
terioper state of the N7 =3 series near this energy. The
theory also predicts that lines corresponding to N=2
states with n <38 should be more intense than the com-
panion N=0 lines. In fact, no N=2 states are observed
below n =41 while the N=0 lines are present in the ex-
perimental spectrum.

(2) Additional intensity windows appear in the experni-
mental spectrum around n=43 and 61. Near n=61 only
the N=2 series is diminished in intensity but for n=43
both series are affected.

(3) Finally, the experimental intensities of the low-n
lines are weaker than expected in comparison to the in-
tensity of the high-n lines. The overall scaling rule of
1/n? is not observed in the experimental spectrum. A
hydrogenic simulation shows that with the ionizing-field
value and with the gecmetry (time of flight of the neutrals
in the detection field) we use, field ionization must be
100% efficient above n=35; therefore the field-ionization
efficiency should not be responsible for this deviation.

In the present experiment, the H, molecules excited to
a discrete state below the ionization limit have a time of
flight between 1 and 4 us in a field-free space before
reaching the field-ionization detector. Thus, if any decay
process is fast enough to occur during that time frame,
no ions will be detected and the observed line intensity
may be low even for strong transitions. Low-lying states
of H, are known to be rapidly predissociated {17,21] on
picosecond to nanosecond time scales due to interactions
with the vibrational continuum of the dissociative ground
state, It is therefore not really surprising to observe such
decay processes, occurring on a longer time scale, for the
higher Rydberg states. However, the localization of this
process to very confined regions and at even very high n
values (the n? scaling factor holds also for predissociative
lifetimes in Rvdberg states) remains to be clarified.

The regton around n=61 is of particular interest and
we have already discussed this region in a previous paper
{19]) where we show that predissociation of the nd states
near n =61 is induced by extremely weak fields by cou-
pling of nd states with the np series. Figure 6 is an en-
largement of the p-series spectrum in this region. This
portion of the spectrum shows that the intensity of the
N=2, np Rydberg series displays a broad window extend-
ing from about n=60 to 64, centered at n=61 where the
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FIG. 6. Close-up of the discrete spectrum in the vicinty of
n=61 (bottom} and MQDT simulation (top). In the calculated
spectrum the N=0 lines are filied in black. The numbers 60 10
64 indicate the np(N=0) Rydberg states. The n=61 and 64
(N=2) lines are clearly missing. Below v, =60, calculated and
experimental intensity match, while at higher energy the expen-
mental intensity of the .N'=2 lines 1s smaller than predicted.

intensity of the N =2 transition is zero. By contrast, the
N=0, np senies is not visibly affected. In the calculated
spectrum of Fig. 6, the N=0 lines are marked in black
for clanty. The calculated intensity ratio between N=0
and 2 lines is in agreement with our observatiors for lev-
els lying below the window resonance but 1t appears in-
verted for the higher Rvdberg members. The wide ener-
gy range over which the intensity perturbation occurs
points to the existence of a giant resonance, the ongin of
which is considered to be a homogeneous (electrostatic)
interaction (27] of the Rydberg states with an interloper
state {4 ).

6lp(N =2)mi 4 NN =2) (22a)

The interloper state in turn is predissociated to the
ground state of Hy:

AN =2)—2p°E(N=2). {22b)

From the clectric-field-induced predissociation of the
nd Rydberg states near n=61, we have deduced [19] that
the state A4) is a low-n pE’ state (n=2 or 3) with
sufficient vibrational excitation to be quasidegenerate
with the 61p vibrationless state. The predissociation rate
of the interloper 4 is found [19] to fall into the range
4X10%<T, <4Xx10's~' A more precise characteriza-
tion of the core state responsible for the n=61 window is
not posstble at this po:nt. A similar coupling mechanism
to a predissociated state with lower principal quantum
number and excited core vibration is likely responsible
for the window formation near n=43 (see Fig. 4). But
also its assignment and the origin for the absence of N=2
states below n =38 remain open at this point.

The knowledge of the two quantum defects u, ,- and
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Mg obtained by fitting the discrete spectrum is sufficient,
together with the knowledge of the energy levels of the
ion, to analyze precisely the Beutler-Fano region, which
we dIscuss next.

B. The Beutler-Fano region: 128676 <hv,;<13297.5cm™!

This region, located between the V7 =1 and 3 ortho
levels of H;", is displayed in Fig. 5. [t 1s the region
where rotational autoionization occurs. According to the
excitation scheme ysed. this spectrum is a superposition
of the N=2 series, the structured continuum, where
N =3 members appear as dips tn the .V~ =1 continuum
with the flat continuum of the V=0 or | senies. The
theory predicts that the appearance of the My =0 or |
Beutler-Fano region is qualitauvely similar except for the
larger relative intensity of the flat continuum of ¥=1
when perpendicular polanzations are chosen. The upper
spectrum in Fig. 5 gives the prediction of the two-channel
MQDT calculation for My =0. The quantum defects de-
nved from the analysis of the discrete spectrum are used
in this simulation without adjustment. The agreement
between experiment and theory is satisfactory, especiaily
for the energy dependence of the photoionization intensi-
ty. This is opposite to the situation for discrete spectrum
(see Fig. 4). The very regular series of typically asym-
metric Fano profiles in the calculated spectrum matches
almost perfectly the experimental spectrum. However,
localized shifts of the position of the dips appear as well
as several interloper resonances and windows.

The better agreement between calculated and expeni-
mental intensities in the Beutler-Fano region in compar-
ison with the discrete spectrum is easy to understand.
Most of the disagreement in the discrete spectrum comes
from the fact that, during the few microseconds the Ryd-
berg molecules exist before being field ionized, relatively
slow decay processes (of the order of | us) such as radia-
tive decay or predissociation have time to occur. On the
contrary, in the Beutler-Fano region, rotational autoioni-
zation is very fast, as seen from the broad width of the
dips, and radiative processes are not able to compete with
autoionization. Thus, unless rapid predissociation is in-
duced by an interloper state, all the excited molecules
may be detected. More gquantitatively, we can estimate
the lifetime of the Beutler-Fano resonances using the
classic formula (28]

vyT=3

s . (23)

TR -=1.33X107'%) L
2R (o =~y 4 ‘
According to this expression, the lifetime of the first reso-

rance (v._ =17) above the .V~ =1 threshold is as

short as 0.7 ps. while for v, - _ =50 the lifetime is still
less than 20 ps. It is clear that rotational autoionization
is the largely dominant process.

We now address the discrepancies that appear between
calculation and experiment in the Beutler-Fano region.
The spectrum in Fig. 7 exhibits several additional dips in
the autoionization signal that are not expected from the
MQDT treatment. A substantial shift in the position of
the N~ =3 series members occurs near v, . _,=20, and
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FIG. 7. Close-up of some vibrational interlopers appearing in
the conunuum of the vibrationless series: My =0 (top) and
M, =1 (bottom). These spectra demonstrate the 2ssignment of
the angular momentum quantum number N.

at least one very strong line appears near v, ._,=27.

The only possible origin of these lines and dips, rather
narrow as compared to the rotationally autoionizing
lines, is that they correspond to Rydberg states built on a
vibrationally excited core. Electronically excited core
states [29] of H;™ lie too high in energy to be involved in
the perturbations otserved here. The large number of
such features above the second ionization limit may even-
tually help us to specify the nature of these interlopers.
In the case of the dip near v~¢_,3=20, the interaction be-
tween the vibrationless np series and the interloper must
be very strong because the n =20 member of the N* =3
series is shifted *, about 10 cm ™' to the red while the
levels below are shifted to a smaller degree. The interiop-
er itself appears as a dip in the N=2 continuum. We
therefore require that the interloper itself is characterized
by the quantum number N==2. The dip occurs either due
to a destructive interference that lowers the excitation
probability, or else because this interloper has a predisso-
ciation lifetime shofter than its rovibrational autoioniza-
tion lifetime. On the other hand, the extremely strong
transition at 13143 cm™' (v, . _,=27) does not seem to

induce any noticeable shift in the vibrationless lines in its
vicinity. This is an indication that the coupling between
this interloper and the N7~ =3(0,0) series is relatively
small and its angular momentum could be either N=0 or
2.
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C. The true continuum: hAv,> 132975 cm™'

If vibrational interactions and off-diagonal transitions
were negligible, the continuum above N ™ =3 should ap-
pear with a constant photoionization intensity propor-
tional to T3. In fact, ths examination of the broad
M, =0 spectrum (Fig. 3) shows that even this region
displays significant structure. The dozen intense lines ob-
served in this spectrum, together with the line lying in
the Beutler-Fano region and a few measured for My =1
are reported in Table I together with a tentative assign-
ment for some of these transitions. The assignment of the
angular momentum quantum number N is possible when
spectra were recorded with perpendicular and parallel
orientation of the laser polarization. If a line appears ip
both spectra i is likely to be an N=2 line and if a line ap-
pears only when parallel (perpendicular) polarizations are
used it is a transition to ¥=0 (N=1). An example is
given in Fig. 7. The assignment of a principal quantum
number or of vibrational quantum numbers is more
difficult and, so far, all assignments must be taken as ten-
tative.

The difficulty in assigning the interloper states is relat-
ed to the large number of core states that may participate
in resonance formation. We show in Fig. 8 the lowest vi-
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VIBRATIONAL LEVELS OF H3+

FIG. 8. Low-lying vibrational core states of Hi of 4, and E
symmetry as calculated by Tennyson and Henderson {30]. The
single level with 4. symmetry 1n this energy range
{(v,=0,v.=3./=3 at 7493 cm™', is omitted. The rotational
spacing of the lowest ortholevels of H with quantum number
K~ =0 1is shown for companson with the vibrational gaps.
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brational ievels "30] of the ion core. The vibrational lev-
els are separated into states with electronic symmetry A
and £. The most intense transitions o interlopers with
core states of 4, symmetry will be 10 npE’" and np 47
states as 15 the case for excitation to Rvdberg states with
the vibrationless core. On the other hand, ccre states
with E symme!ry require degenerate mode excilation in
the electronic transition and therefore the Rvdberg elec-
tron must either remain /=0 or possibly change into
{=2. The assignments suggested n Table I use the core
energies calculated by Tennyson and Henderson {30] and
they are chosen on the basis of consistency of the effective
quantum defects with those known from the vibrationless
states at low pnncipal quantum number. Significant vi-
brational excitauion 1s observed for several intense reso-
nances. In view of our recent observations of vibrational
excitation in transitions from the vibrationless 2p°A4 Y
level to 3s, 3p, and 3d states [5,9] this 1s not surprising if
we keep in mind that the electronic transition moment ‘o
the interloper states is weighted relative to the high-n
Rydberg states by the cubed ratio of pniwcipal quantum
numbers involved. We note (footnote a in Table 1) that
many resonances remain unassigned. We suspect that
some of these will involve electronic states with principal
quantum numbers 7= 3 and 2 with very high core excita-
tion.

A surprising feature in the excitation spectrum are four
fairly strong members of the nf3 Rydberg series (seec
Table I). The assignment of these transitions,

35PAUN' =1+ hv—nf3, 24)

1s based on the observation of an effective quantum defect
of zero (8<0.01) for the final states involved. The
members observed belong to the nf series that converges
to the core level N7 =3, K7 =0 of the vibrationless
ground state. We may think of two ways how intensity
can be generated for the transitions (24). These transi-
tions require an effective change in core rotation from
N~ =110 3. For one the 3s°4;(N"=1) lower state lies
1036 cm ™' below the 3d°A4;(N'=1) level which has a
core wave function that is greater than 996 of N~ =3
character [3]. Hence, through s-d mixing the 3s state
may pick up a minute attribute of the V7 =3 core that is
required to drive a transition to the n/3 series. Alterna-
tively, the transition strength derives from p-/ mixing in
the final states berween the (N =2nf3 members and the
(N =2inp3 series which 1s accessed in the “allowed”
transition i2).

V. CONCLUSION

Given the well-established success of MQDT in analyz-
ing molecular spectra. it is hardly surprising that the very
simple rotational theory used in the present work repro-
duces fairly well many of the observed features. Excep-
tions occur due to vibrational interactions, which are not
included in the th=oretical model. It is in principle possi-
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(®

TABLE 1. Vibrational and rotational interlopers® appearing in the photoexcitation spectrum of the
vibrationless 3s° 4| (N=1) state. Excitation linewidths § are given where measured. Tentative assign-
ments for the Rydberg states and the core states of Hy are also given. The effective quantum numbers
of the Rydberg states arc calculated using the core energies of Tennyson and Henderson [30].

hV‘ )
Labei tcm™") fem™") N all (N".G vivyh) Ver
12809.6 \SfE’ {3,0,0.0% 15.00
12868.8 16fE" {3,0,0,0°; 16.00
12875.9 w* SpE* (3,0,0.2%9 4.59
12918.0 \7fE’ (3,0,0.0%) 17.00
12958.9 18fE" (3,0,0,09 18.00
131255 1.0 1 apAdY (1,0,0,3H 3.92
(a 13143.0 08 2 SpAY (1,0,0,2%) 4.94
ibj 13328.7 1.0 2 4pE’ {1,0,0,4% 3.59
133389 0.4 1 SsA; (1,0,02% 4.92
(c) 133443 0.2 0 1dA} {2,0,0,1") 6.98
(d) 133455 0.2 2 1dA) (2,0,0.14 6.99
(e) 13510.1 0.4 TpE’ (1,0.1.0% 6.58
f 13545.8 0.3 4pE’ {1,0.0,4%) 3.63
(g 13641.7 1.8 dpAy (1,0,0,2% 3.96
{h) 13674.7 0.6 4pE’ {1,0,3,09 3.61
) 13764.1 0.3 TpAs (1.0,1,09 6.94
G 13864.8 0.8 ApE’ (3,0,0,4% 3.61
(k) 13873.7 0.3 4pE’ {1,0,3,0% 3.65
0] 14037.0 0.4 7d A} {1,0,0,1" 8.98

*Additional, weaker resonances appear at the following photon energies: 12905.0, 12930.9, 12949.2,
12966.4, 13 107.0, 13162.6, 13 380.5, 13 506.6, 13 547.0, 14029.7 cm™"'. Additional window resonances
appear at 13019.5, 13057.8, 13099.4, 13312.5, and at 13418.0cm™".

*Window in excitation intensity.

ble to extent the MQDT to include the vibrational chan-
nels [28,31] and to treat the competition between predis-
sociation and autoionization [32]. On the basis of the
very precise calculations of the H;” levels by Tennyson
and co-workers (30,33] and the predictions on the varia-
tion of the quantum defect with nuclear geometry by
Nader and Jungen {20] such an analysis may soon be
tractable.
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Metastability and Rydberg states of triatomic hydrogen.

Chrisdan Bordas* and Hanspeter Helm.
Molecular Physics Laboratory, SRI Intemational
333 Ravenswood Avenue, Menlo Park Ca 94025 USA
and * LASIM, Université Lyon1, 43 Bd du 11 Novembre
69622 Villeurbanne Cedex, France

Abstract : The np,nd and nf Rydberg series of Hy have been studied by one- or two-
photon excitadon from the lowest metastable state of H3 : B 2p 2A;. The lifedme of the
metastable state has been measured and the influence of an external electric field on the
Rydberg states has been studied under both aspects of dynamics (field-ionization and field-
induced predissociation) and structure (Stark effect).

1 - Introduction.

Although the H;' ion, one of the most compact and stable molecular ion, has been among the first
species known to mass spectroscopists, it was not until 1968 that the first observation of the neutral
triatomic hydrogen species was reported 1. The repulsive character of the ground state of Hz was the major
impediment to the observation of this unstable molecule. Since then, long-lived H3 molecules have been
observed in a variety of experiments but the metastability of the B 2p ZA; state 2 in its rotationless level has
been understood only during the past decade 3 . Taking advantage of the metastability of this state in a
single rotatonnal level (N=0) while all other low-lying states are strongly predissociate, very simple
excitation spectra of H3 Rydberg series may be obtained. Owing to the very high stability of the H; ion,
Rydberg states of Hj are tightly bound while embedded in the continuum of the repulsive ground state X
(1sa;)? 2p 2E' of H3. No repulsive state cross the Rydberg states and thus they do not suffer direct
predissociation. On the other hand, penetration effects are weak and electron-core couplings are limited due
to the small size of the HJ core.

In our experiments, a 1.5 keV beam of H; ions is mass selected and neutralized in a Cs charge
exchange cell to produce a neutral H3 beam consisting almost completely of molecules in the B state (more
than 80 % in the vibrationless level). The molecular beam interacts with a counterpropagating pulsed laser
beam over a region about 120 cm long. In the central pordon of this interacdon region, a well defined
electic field is applied and the production of excited states is monitored by electric field ionizatdon of the
resulting H3 ions. An appropriate gatng allows us to record only the ions corresponding to neumal
molecules excited in the region where the electric field is well defined. This experimental set-up enables us
to characterize the B s:ate which is Jargely dominant in the beam, and to study Rydberg series by one- or

1wo-phoicn resonance exairagern.
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- Metastability of the B 2p ZA; state.

Using direct photoionizaton 4 of the neurral molecules (with a UV photon, A <338 nm) in the absence
of any external field and recording the ion signal as a function of the time of flight of the H3 molecules, we
can deduce the amount of neuwal molecules in the beam as a functon of the tme elapsed sincc t.hcir
formaton and then determine directly the liferime of the metastable state. We find the value of 640 *> 00 ns,
in complete disagreement with the expected value of 88 us calculated 5 on the assumptdon of a purely
radiagve decay towards the dissociadve 2s 2A,'2 state. We armibute the faster decay channel to weakly
allowed radiative ransidons berween the metwstable state and the degenerate mode excited repulsive ground
state Hj, as well as to predissociadon induced by spin-orbit coupling. Numerical estimations are not
available for the radiadve process while one can estimate that the spin-orbit coupling may account only for
10% of the fast observed decay rate.

3 - Field free Rydberg states spectroscopy.

Using the B state which has a strong 2p character as inidal state, ns and nd Rydberg series may be
excited by one photon transidons while the excitaton of np or nf series requires a two photon excitadon via
a ns or nd state respecdvely. Figure 1 shows the np, nd and nf series converging to the first ortho-level of
the H; ion (N*=1). The ns series has not been observed for high n values because it is about 40 times less
intense than the nd series and it is probably predisscciate.

30 40 - 50 80 n

| [ N | |
np series
nd series

i l lU “LL..LH

i s U_U.Uu ULLUMW._.? .
l | 1

l
294E0 <°480 29500 28520 28540 2
-1
)

€0
Energy (cm

Figure 1. from top to bottom, np, nd, and nf Rydberg series of H3 converging toward
the lowest ortho-level (N+=1) of the ion.

46




np series : these series have besn excited 6 using optical-opgcal double resonance via the 3s ZA',‘
(N=1, v}=0, v,=0) intermediate level. Bound states below the N7=1 leve!l of the ion detected by field-
ionizatdon as well as autoionizing states between the N*=1 and N*=3 levels of the ion have been
characterized using a two-channel rotatonnal quantum defect theory. MQDT allows us to analyse simply
the mixing of the np ZA;_ and np 2E' series in Hund's case (b) that correspond to npN+=1 and npN+=3
series in Hund's case (d). Deviations from the calculaton appear when vibradonal interactons give rise to
accidental predissociation below threshold or autoionizing interlopers above threshold. As opposed to the
other Rydberg series of H3 which show almost now electron-core intcractidns, the np series of Hj provide
a complete panorama of channel interactions in a simple polyatomic molecule: rotationnal and vibratonnal
interactions and autoionizatnons with rich Fano-profiles sgucture above threshold as wel! as inairect
predissociadon induced by high v - low n interlopers.

nd series : very simple nd series converging toward the N*=1 level of the H; ion has been observed
7 for n values ranging from n=25 to n=125. A precise value of the ionization potential of H3 has been

exmrapolated from this series: 29562.58 cm-! above the metastable level. The nd series is almost free of core

" interactions (vcry small quantum defect of 0.02) and it has a quasi atomic aspect except the very soong
intensity window observed in the region n=40 to 48 (Fig. 1) and related to predissociadon induced by a
highly vibradonnaly excited interloper.

nf series : from the initial B state, two 3d levels are accessible by one photon . adon. The 3d 2E"
and the 3d ?A| states (N=1) which are used as inidal levels to excite the nf series. The observed spectra 8
show that: (i) the nf series is even less perturbed than the nd series by elecoon-core interactons (quantum
defect = 0.01 and almost no observed predissociadon) (ii) the 3d 2E” and the 3d 2A; states are in fact
almost pure case (d) states and the notation 3dN+=1 and 3dN*=3 respectvely should be preferred instead.
This is emphasized by the nf spectrum of figure 1 recorded with the intermediate state " 3d 2E" " where
only N*=1 states are seen -

4 - Electric field effects :

At moderate field sength, pri:dissociation affects selected p and d Rydberg states of high n values.
Predissociadon causes a decrease in the observed intensides (no H; ions are produced), this is clearly
visible for instance in the region around n=44 of the nd specoum (Fig. 1). The field-induced
predissociadon is strikingly demonstrated in the nd series at n=61 (see Fig. 2): an electic field as low as
0.4 V/cm is responsible for the complete disappearance of the n=61 line, which, according to our
experimental condidons, corresponds to a lifedime relative to predissociadon of about 300 ns. We have
shown 9 that a relatively weak coupling with a vibratonnaly excited state of low principal quantumn number
that exhibits significant coupling to the repulsive ground state may be responsible for this effect.
Quandtative interpretation of the field-induced predissociadon processes that are crucial for dissociative
recombinaton of H; 1s presently under way. At higher field szength, pardy resolved Stark spectra have
been obtained in the intermediate and strong (n-mixing) field regime 10. We have developed a perturbative
model of the Stark effect of H; which takes into account the n-mixing and the coupling of the diferen:

cngular momenia. Txis geatment mesresents the first compiete calcuizton of the Stark eff2ct in molecuior
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Fig 2 : nd Rydberg series in the vicinity of Fig. 3 : experimental and calculated Stark manifold
n =61 for low field values. for n=34, My=0 and F=30 Vicm.

Rydberg states. The good knowledge of all the quantum defects combined with the single N*=1 level of
the ionic core involved in the problem has allowed this very succesful treatment. Fig. 3 shows the excellent
agreement between experiment and calculation for the n=34, My=0 manifold in a field F=30 V/cm. This

perturbative model accounts very well for the observed spectra except for the intensity windows attributed
to accidental predissociadon.

Conclusion :

Though relatively recent, the study of the Rydberg series of Hj is nowadays one of the most complete
in the area of molecular Rydberg states. The very good agreement between ab-initio calculations and
experimental results usually observed will probably allow in the future the complete understanding of the
complex interactions leading to the numerous predissociations observed below the ionization threshold.
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Stark effect in triatomic hydrogen Rydberg states
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The influence of an external electric field on the Rydberg states of tnatomic hydrogen has been stud-
ied from the viewpoint of the structure of the spectra and the dynamics of the excited states. Rydberg
states with principal quantum numbers ranging from 30 to 125 were observed, and low-field as well as
very-strong-field regimes investigated. A perturbative treatment taking into account the coupling be-
tween the core rotation and the Rydberg-electron motion was developed. The good knowledge of the
low-/ Rydberg series in H; (ns, np, nd, and nf) allowed us to achieve this treatment without adjustable
parameters. The agreement between calculation and experimental results is excellent and reveals
features resulting from predissociaticn of selected members of the Srark manifeld. Accidental predisso-
ciations due to vibrationally excited interlopers are clearly distinguished from the systematic predissoci-
ation induced by the mixing with the ns Rydberg senes. This is 2 complete perturbative treatment of the
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Stark effect in molecular Rydberg states.

PACS number(s): 33.80.Rv, 33.55.Be

I. INTRODUCTION

The influence of an external electric field on atomic
and molecular spectra is one of the oldest problems of
spectroscopy. The Stark effect was discovered in 1913,
and the theory of its effect in atomic hydrogen was the
first application of perturbation theory in quantum
mechauics [1]. Nowadays, the hydrogenic Stark effect is
a textbook application of quantum mechanics [2,3).

Despite this early interest in the Stark effect and its
historical importance, the Stark effect in excited states of
nonhydrogenic systems has long been rather poorly
known owing to several experimental and theoretical
difficulties. With the advent of tunable dye lasers in the
1970’s, most of the experimental problems have been
overcome and interest in this phenomenon has been
renewed: Recent investigations of the Stark effect of
Rydberg states in alkali metal [4-9] and, more recently,
in alkaline-earth atoms ([10,11] and rare-gas atoms
[12-16] show that it is still a dynamic field of investiga-
tion.

The theoretical difficulties are more serious and are
still a subject of development. The large number of
theoretical papers concerned with the Stark effect during
the past 15 years is a good indication of these difficulties.
Most of the theoretical works are concerned with the
purely hydrogenic Stark effect. For example, Silverstone
has derived perturbative calculations to an arbitrarily
high order {17], and Luc-Koenig and Bachelier (18] and
Damburg and Kolosov [19] have developed exact quan-
tum calculations, including ionization effects. Nonhydro-
genic systems have been studied by perturbative methods
[4,14] and, more recently, by a multichannel quantum-
defect theory (MQDT) [20-25] that takes advantage of
the hydrogenic properties of the Stark Hamiltonian.

The Schrodinger equation of a hydrogen atom in an
electric field is separable in parabolic coordinates (2,3].
Although the equation is not analytically solvable, this
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particular symmetry is fundamental and leads to the ex-
istence of exact quantum numbers. However, exact quan-
tum numbers cannot be defined in any nonhydrogenic
system where the parabolic symmetry is broken.

An essential problem related to the treatment of the
Stark effect is the following: As soon as an external elec-
tric field is present, the potential experienced by the outer
electron decreases monotonically in the direction oppo-
site to the field, with the consequence that the electronic
motion is (strictly speaking) unbounded and leads to reso-
nances of finite width. This causes divergence of the per-
turbation series. At sufficiently high fields, quasidiscrete
structures disappear. Another problem, although less
fundamental, is also very serious in the practical analysis
of the Stark effect in nonhydrogenic systems: Calculation
of the Stark spectra of any species requires, in principle,
knowing all of the zero-field states {(that is, all the quan-
tum defects), and in 2 multielectron system, the electric
field induces additional couplings between the Rydberg
electron and ionic core that must be taken into account.
This last factor is generally dramatic in a molecule where
the electric field couples all the ! and J values, and the
perturbation basis becomes prohibitively large. Com-
bined with the usually fragmented information about the
various [ series, this aspect often precludes a standard
perturbative treatment of the molecular Stark effect. Ex-
tension of the MQDT [20-25] to include an electric field
could, in pninciple, avoid or at least reduce these obsta-
cles. However, the MQDT treatment of the Stark effect
in simple molecules such as diatomic hydrogen [23] or
sodium dimer [25] is presently not complete.

These difficulties together with the relative lack of in-
formation about molecular Rydberg series as compared
with atoms explain why, almost 80 years after the
discovery of the Stark effect, the molecular Stark effect is
still an open field of investigation. The effects of an exter-
nal electric field on highly excited molecules have mainly
been studied from the point of view of the dynamics in-

387 ©1992 The American Physical Society
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volved. Glab and Hessler, for example, have studied
field-induced predissoct iion {26] in H,, and electric-field
ionization has been analyzed in various molecules such as
H, (26], Na, [27], and Li, {28). Electric-field ionization
of H; is planned to be discussed in a forthcoming paper
{29] on the basis of the model described here. However,
these studies did not include analysis of the Stark effect.
With the exception of the fragmentary results of Seaver
et al. [30] on NO and Cooper er al. [31] on H,, the only
comparable study performed so far on a molecular sys-
tem was done on Na,. Partly resolved Stark spectra of
the Rydberg series of the sodium dimer have been record-
ed [32], and these spectra in the weak-field regime have
been analyzed in the framework of MQDT [25]. Howev-
er, the limited knowledge of the quantum defects in Na,
allowed only a qualitative approach. In contrast, the lim-
ited character of electron-core interactions and detailed
knowledge of the various quantum defects in triatomic
hydrogen make a complete analysis of that molecule
more easily feasible.

The Stark effect in the molecular Rydberg series is of
general interest, but three specific aspects of its relation-
ship to the Rydberg states of H, motivated this study.

First of all, if one wishes to investigate in detail the
influence of an electric field on molecular Rydberg states,
H, is one of the best choices because it provides a unique
opportunity for studying a complex molecular system
having many quasihydrogenic properties. An extensive
description of the general aspects of the Rydberg states of
H, (symmetries, class‘fication, calculated energies, and
oscillator strengths) 15 given by King and Morokuma
[33]. Because of the small size of the ionic core (the equi-
libriumn internuclear distance in the ground state of Hy*
is 0.86 A; in comparison, that of H,™ is 1.06 A), penetra-
tion effects are weak and most of the quantum defects are
small. For the same reasons, the core energies are ex-
tremely high even in the lowest rotational level and rarely
is more than one core level involved in our spectra
(N =1). The gap [34] between the first two ortho levels
of H;" (N*=1a2and 3, K~ =0) is 429.9 cm™', far larger
than the separation between the Rydberg states con-
sidered here (less than 8 cm™' for n=30). Thus
electron-core interactions and couplings are weak com-
pared to those of any other molecule. From this point of
view, a comparison of the Rvdberg spectra of diatomic
{35) and triatomic hydrogen reveals stronger rovibration-
al interactions in H,.

A second interesting aspect of the Stark effect in a mol-
ecule ts the possible onset of chaos. A fairly large
amount of work is now being performed with Rydberg
atoms in clectric or magnetic fields, or both, to under-
stand the correspondence between the quantum mechan-
ics of the atom (and a hypothetical quantum chaos) and
classical chaotic motion. In molecular Rydberg states,
classical chaos may occur even without an external field,
as described by Lombardi er al. [36]. However, the pres-
ence of an external perturbation which introduces a cou-
pling of adjustable strength may considerably enrich this
possibility. Before studying *“quantum chaos™ in a
molecule-plus-field system, it is crucial to understand
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qualitauvely the Stark effect in a relatively simple svstem
such as H;.

Finally, this work 1s the logical continuation of the
general study of the Rydberg senies of H, started a few
years ago by Helm and co-workers. The np [37], nd
(38,39], and nf [40] series of H, as well as other aspects
(41} of the dynamics of this fundamental molecule have
been investigated recently in our group or elsewhere
[42,43). The nd series, the most extensively studied, has
been investigated by one-photon excitauon from the
metastable B(2p)* A4 state in a fast neutral beam. While
the energy levels of this senes are well described by the
simple Rydberg formula, the line intensities are strongly
perturbed. Very intriguing window features appear in
the photolonization spectrum. In a previous paper '44),
the presence of interlopers belonging to vibrationally ex-
cited senies that are coupled to the dissociative ground
state has been invoked to explain this phenomenon. To
understand the extreme sensitivity of some of these win-
dows to the external field and the appearance of similar
features in the np Rydberg series, we have systematically
studied the evolution of the Rydberg spectrum as a func-
tion of the field strength. We can observe not only the
Stark effect itself, but also the evolution of the interac-
tions between the Rydberg states and dissociative inter-
loper states.

In the next section, we present a short overview of the
Stark effect in atomic hydrogen. From this simple model,
we discuss the order of magnitude of the field effects and
the difference between hydrogenic and nonhydrogenic
Stark effects.

After a short description of our experimental tech-
niques, we present low-resolution Stark spectra for prin-
cipal quantum numbers ranging from 30 to about 125
and higher-resolution spectra for n =34. In both cases,
there are strong differences according to whether the ex-
periments were performed with the laser polarization
parallel or perpendicular to the Stark field. Thes» results
are first analyzed with the help of the simple hyai.genic
model. We then introduce a perturbative theory that
takes into account all the interactions, but has the restric-
tion that the H,™ core itself is not affected by the field.
The agreement between experimental and theoretical
spectra is satisfactory in view of the complexity of the
molecular system and the fact that the model includes no
adjustable parameters. Differences between predicted
and observed spectra appear when the electric field in-
duces decay channels that remove Rydberg population
prior to their detection.

We finally compare the respective abilities of the per-
turbative model used in the present case and a more so-
phisticated multichannel quantum-defect theory present-
ed elsewhere [20-25].

, II. SUMMARY
OF THE HYDROGENIC STARK EFFECT

The hydrogenic Stark effect and separation of the
Schrodinger equation in parabolic coordinates is present-
ed in quantum-mechanics textbooks [2,3] and described
in detail in many papers [17-21]. This summary merely
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reviews the basic results of the theory to indicate the or-
der of magnttude of the field effects and to outline quali-
tatively the Stark effect in a nonhydrogenic system.

The nonrelativistic Coulomb-plus-Stark Hamiltonian
of a hydrogen atom in an electric field F directed along
the z axis is

Sy A (1)
2m r

The total wave function ¥, the solution of the

Schrodinger equation for a particular energy E,

HY=EV (2)
is exactly separable in parabolic coordinates,

§=r—-z, n=r—z, é=1arctaaly/x), (3
and may be written as

“V(g.ﬂv¢)=2(n1,§)Y(’lz.71)eim‘ y (4)

where the parabolic quantum numbers {n,,n,,m}, which
are related to the principal quantum number n via the re-
lation

n,+n,+iml+1=n, (5

replace the spherical quantum numbers {n,/,m}.

Note that in a nonhydrogenic atom, m is still a good
quantum number, while n, and n, are not defined be-
cause the separability in parabolic coordinates does not
hoid. The principal quantum number » is strictly con-
served in the nonrelativistic approximation in hydrogen,
but it is a good quantum number in the other systems at
only low-field strength.

At the first order of the perturbation theory, the energy
ofa(n,,n,,m)levelis [2,3]

Ein. n. m)=-—-—l—+-'1nF(n —n;)
[ AR 2’12 2 H 2

{in atomic units [45]), (6a)

E(n,,nz.m)=—£2-+an1-'(nl—n2)
n

(in customary units) , (6b)

where R is the Rydberg constant for hydrogen, F is the
electric field, and the constant a is 0.640X10™¢ V™1

At large values of 7, the effective potential along the 7
axis is proportional to —F7 and no real bound states ex-
ist. However, below the classical saddle-point energy
(—2V'F), the states are quasidiscrete, while above this
energy the states are field ionized and broaden rapidly as
the field increases. In fact, in atomic hydrogen, the ion-
ization threshold corresponds to the classical saddle-
point energy only for n, =0 and m =1. The actual ion-
ization threshold is strongly dependent on the value of
the parabolic quantum number via the separation con-
stant B [21] [B={(2n,+m +1)/2n at low field] and is ap-
proximately equal to [(1—B)F]'/? (see Ref. {29])). There
are two direct consequences of Eq. (6) taken together
with relation (5). 53

(1) For a given m vajue, a given n state 1s split 1nto
{n—1{m'—1) sublevels ‘the sublevels being separated by
3nP, which consutute a manmifold having a width
=~3n-F.

(1) As the electnic field increases, the successive mani-
folds overlap. This happens when the widtn of the n
manifold (3n°F equals the energy separation between
two Rydberg states n ~°) The field strength F. corre-
sponding to this effect 1s called the Inghs-Teller himit. In
atomic units [45],

1 -
F=— {7
3in-

For a given value of the principal quantum number,
the Inglis-Teller limit defined by £q. (7! determines the
relative strength of the applied electric field.

In a nonhydrogenic system, a Rydberg electron with
low angular momentum penetrates the core and the
departure of the short-range interaction from a pure
Coulomb potential is the source of the major part of the
quantum defects and the reason that the symmetry of the
effective potential is broken. The consequence is a cou-
pling between the different » manifolds. As long as the n
and n*! manifolds do not overlap, the intramanifold
coupling (n mixing) is negligibie and n is almost a good
quantum number. However, as soon as the electnc field
is larger than F_, the n mixing begins and the quantum
number n loses its significance; this is called the strong-
field regime, as opposed to the low-field regime where
F <<F,. It is important to keep in mind the n ~* scaling
law of Eq. (7) because F. varies extremely strongly with
n. The Inglis-Teller limit is on the order of 70 V/cm for
n =30, but only 0.17 V/em for n =100. Another conse-
quence of the presence of the quantum defects (in other
words, of the nondegeneracy of the various [ states) is the
quadratic Stark effect. If Fis low enough, the Stark shift
of the nondegenerate states (low-/ values) is quadratic.
States that have a nonzero quantum defect u keep their
zero-field / character as long as they are outside the hy-
drogenic manifold, which holds true approximately as
long as F is smaller than uF.. In this regime, nondegen-
erate states exhibit a quadratic Stark effect. Such behav-
ior occurs for the ns and np series of Hy (see Sec. VB,
below). Then, as F increases, the Stark interaction be-
comes comparable to the core interaction responsible for
the quantum defects and the Stark effect becomes linear.
At this point begins the intermediate-field regime, where
the behavior of most of the atoms is guasihydrogenic,
while typically nophydrogenic behavior is pronounced at
low field.

The position of the classical saddle-point energy deter-
mines another important scaling factor. The significance
of this point in atomic hydrogen is rather limited because
the field-ionization rate [19] and the above-mentioned
ionization threshold depend very strongly on {n,n.].
However, the classical saddle-point energy determines a
sharp limit between stable and field-ionized states in
nonhydrogenic systems such as H, because n, and n, are
no longer exact quantum numbers. This consequence of
the breaking of parabolic symmetry is discussed in detail
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in a related paper [29] we are prepanng that describes the
electric-field ionization of H,. In atomic units, the value
of the electric field F, which corresponds to an effective
quantum number n at the saddle point E, = —2V'F is

F,=—or. (8)

Note that for any n value larger than §, F, is always
larger than F_, and that the ratio F| /F, is proportional to
n. This means that the relative importance of the
strong-field regime increases linearly with n.

We can summarize the four regimes of the Stark effect
in a nonhydrogenic system as follows.

i) Low-fielo regime: F<pu,, F, (where p_,. is the
largest quantum defect). Quadratic effect for the nonde-
generate states; [ is still a good quantum number if u, is
large enough (note that in a molecule / is only an approxi-
mate quantum nurmber).

(ii) Intermediate-field regime: p,, F. <F <F,. Linear
effect; n is conserved but not ! (/-mixing region).

(iii) Strong-field regime: F, <F <F,. Neither n nor lis
conserved (n-mixing region), and only m;, is a good quan-
tum number (in a molecule, m; has no meaning; only My,
the projection of the total angular momentum N onto the
field axis, is conserved).

{iv) Field ionization: F > F,. No stable states.

The influence of the ionic core is not limited to
penetration effects. If the Stark interaction is comparable
to the energy gap between different core levels, then the
structure of the core may influence the Stark spectrum.
The coupling scheme between the various angular mo-
menta of the system also plays an important role. In H,
the energy gap between the ionic levels is large compared
to the magmtude of the Stark interaction in the present
experiments, but the total angular momentum N of H; is
not conserved and the coupling between the electronic
angular momentum and core rotation is crucial.

Finally, the relative intensities of the transitions to the
individual Stark components may also be estimated using
the hydrogenic model. For a transition originating from
the ground state (ls) of hydrogen, the intensity of a
Am =0 transition is proportional to {n,—n,)* and for
Am =1 it is proportional to (n;+1)n,+1) (see the gen-
eral formula in Sec. 65 of Ref. [2]). Thus, in the hydro-
genic case, the intensity distribution is parabolic over the
Stark manifold for m =0 (peaks on the red and blue sides
of the manifold, where, respectively, n,=C and
n,=n—|m|—1), while it peaks at the center of the mani-
fold (n,~n /2) for m =1. Intensities for transitions orig-
inating from the 2p state, for which no simple analytic
formulas are available in the literature, are qualitatively
similar except a small local maximum in the middle of
the Am =0 manifold.

IIl. EXPERIMENTAL SETUP

The experimental fast-beam apparatus has been de-
scribed in detail previously [38-41] and is shown
schematically in Fig. 1. A fast neutral beam of H; mole-
cules is generated by charge transfer of a 1.5-keV H,”"
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FIG. 1. Experimental setup. The H;” ions produced in a
hollow-cathode discharge are mass selected in a Wien filter,
deflected in the electrostatic quadrupole Q,, and then neutrai-
ized in the cesium charge-transfer cell. The resulting fast H,
beam is collinearly excited by the pulsed laser beam. The neu-
tral molecules that are excited but not ionized in the Stark field
are field ionized in Q,, and the H,” ions are detected on a tan-
dem microchannel plate (MCP) and counted during an ap-
propnate time gate.

beam in cesium vapor. Residual ions are deflected by a
small field at the exit of the charge-exchange cell. The
charge-transfer process initially produces a wide spec-
trum of neutral states, but only the rotationless N =0 lev-
els (N being the total angular momentum of the molecule,
excluding spin) of the B(2p)? 47 state are long lived [46),
with a lifetime {47] on the order of 700 ns. In this paper,
we are only concerned with molecules in the lowest vibra-
tional level of this metastable state; these amount to more
than 80% of the total number of neutral in the beam.
These molecules are characterized by the quantum num-
bers N =K =0, with symmetric nuclear wave function
(ortho-H,), while the ionic core is characterized by the
quantum numbers N* =1 and K * =0.

The fast molecular beam is photoexcited coaxially by
an excimer-pumped pulsed dye laser (dye PTP, 338-340
nm) in a region where a well-defined electric field 1s ap-
plied. An electrostatic potential is applied on two paral-
lel metal plates 60 cm long, 5 cm wide, and 244 mm
apart to produce the Stark field. Along the beam axis be-
tween the two plates and over a length of about 45 cm,
the homogeneity of the electric field is better than 1%.
About 30 cm downstream from the Stark plates, a high
value of the electric field is applied in the quadrupole Q-
(detection field). It ensures that all Rydberg states pass-
ing through it with a principal quantum number larger
than 30 are field ionized. The resulting H; ™" ions are en-
ergy and mass analyzed in the electrostatic quadrupole
(H* or H," fragments are eliminated) and detected on a
microchanne] plate. The Stark and detection fields are
both perpendicular to the propagation of the molecular
beam. The neutral beam traverses the interaction region
with a velocity of about 3X 10’ cm/s, while the laser-
pulse duration is about 10 ns. This arrangement allows
us to use the time of arrival of each ion on the detector,
measured relative to the laser pulse, to record only the
ions produced from a neutral H, molecule that was pho-
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toexcited in the region where the Stark field i1s well
defined.

A typical “zero-field” excitation spectrum is shown in
Fig. 2. In the absence of an external field, owing to the
strong p character of the imitial state, the excited states
are purely nd [38]. This nd series converges toward the
first ionization limit {39], 29 562.58 cm ™' above the initial
state. The as senes is not visible in our spectra because
the hydrogenic value of the ratio between 2p — ns transi-
tions intensity and 2p — nd transition intensities 1s almost
+ (see Ref. [2]), and moreover, the ns states are suspected
to be affected by rapid predissociation over the entire
spectruin.

As described in the preceding section, the relative
strength of a given electric field increases as n°. A field
as low as 0.2 V/cm may be considered a very high field
for a Rydberg state with a principal quantum number
n =100. Moreover, as descnibed in Ref. [44], the relative
intensities of certain transitions (for example, toward 61d)
are strongly dependent on the field strength at the 0.1-
V/cm scale. The question of the definition of the *‘zero
field” is thus of particular importance. Great care was
taken to avoid parasite electric fields or external magnetic
fields, which, owing to the high velocity of the neutral
beam, can generate an appreciable motional electric field.
For example, the Earth’s magnetic field {about 0.35 G)
gives rise to a motional electric field of 0.1 V/cm in the
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FIG. 2. Zero-field nd-series spectrum. Entire spectrum at
low resolution (0.2 ecm™"', top) and detail of the high-n region
{n =84 to ~125) at high resolution (0.07 cm™~', bottom). Here
and in all our spectra, the energy is measured from the metasta-
ble B(25)2 4% (N=0) state and n is the principal quantum
number relative to the N*=1 (K*=0) ionization limit
{29562.58 cm™".
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molecular frame. The orientatvion of the field plates al-
lows us to compensate for this motional field, but other
stray fields may sull be present. The high-resolution
spectrum of Fig. 2 «recorded with a laser equipped with
an intracavity Fabry-Perot etaloni, where Rydberg states
around n =127 are resolved, allows us to assume that the
residual field 1s not larger than the Inglis-Teller imit cor-
responding to n =125, thatis, ~0.05 V/cm. The imited
resolution of our spectrum ‘about 0.07 cm ™" prevents a
more refined estimate of the residual field.

IV. EXPERIMENTAL RESULTS

A. Low-resolution spectra

Owing to the field-ionization techmique used for detect-
ing the vibrationless Rydberg states, we are not able to
monitor the excitation of states with n values lower than
30. The iomzing field is applied perpendicularly *= the
beam in an electrostatic quadrupole that ts simul.aneous-
ly used as an energy selector. Hence the exposure ume to
this field is determined by the velocity of the beam and
the geometry of the quadrupole. According to our exper-
imental design, the maximum field experienced by the
molecules is about 1.8 kV/cm during a few nanoseconds
after they enter the quadrupole through a 3-mm aperture.
Under these conditions, field ionization is energetically
possible for n > 21, but is efficient only for n > 30. On the
other hand, the molecules excited in the Stark field F be-
tween the classical saddle-point energy E, = -2V F (a.u.)
and the zero-field-ionization limit are rapidly 1onized and
hence deflected in the Stark field, and they are not detect-
ed on the microchannel plate. These two charactenstics
[29] cause the spectra to present a gradual onset on the
low-n side around n =30 and a sharp drop on the blue
side of the saddle-point energy.

Figures 3 and 4 show entire Stark spectra, from n =30
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FIG. 3. Entire Stark spectra for F=0, 2, 5, 10, 15, and 30
V/em with My =0. The arrows indicate the position of the
classical saddle-point energy E, and, at lower energy, the energy
E, (where F=F_) above which n mixing occurs. The windows
around n =40-48 and at n =61 are clearly visible. Note that
the n =40-48 window almost disappears at F =2 V/cm.
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FIG. 4. Stark spectra same as in Fig. 3 except My =1. Note
the different behavior of the windows, especially the wider win-
dow around n =44.

to the continuum, with, respectively, the laser polanza-
tion parallel and pcrpcndxcular to the Stark field. The
metastable level of the B(2p) 24 state is characterized
by M, =N=0. As usual, the field axis is chosen as the
quantization axis. If the laser polarization is directed
along the field axis, the projection of the total angular
momentum remains unchanged and My =0 in the excited
states. Similarly, if the laser polarization is perpendicular
to the Stark field, only M, = =1 states are excited. Fig-
ure 5 shows enlargements of a typical portion of both
spectra recorded with a field F =5 V/cm, revealing the
different aspects of the M, =0 and *1 spectra.

The spectra in Figs. 3~5 are recorded at a resolution of
about 0.2 cm~!. For a typical low-n value (~30) and a
field of 30 V/cm, the interval between two adjacent hy-
drogenic levels (Stark splitting=3nF) is on the order of
0.1 cm™!. The field strength at which n mixing begins for
n =30 is about 70 V/cm. With a resolution of 0.2 cm ™',
we could partly resolve the spectra only in the most
favorable case of a field F=F, and for the lowest n
values. Practically, this limited resolution allows only
observation of the envelope of the Stark manifolds. How-
ever, much information can be drawn from these un-
resolved spectra. The position of the saddle-point energy
with respect to the zero-field-ionization limit
(E,=—2VF @au) (—6.11VF in cm™!, with F in
V/cm)] as well as the position of the critical energy E_ at
which the Stark field equals the Inglis-Teller limit F,
(given by Eq. (7)] are indicated in each case. The sharp
drop in the spectra at E, clearly indicates that almost all
of the molecules excited above this energy are field ion-
ized during passage tbrough the Stark field. Regarding
the critical energy E_, it is also clear that below E, each
manifold can be distinguished from its neighbor (n is
meaningful in this region), while they are merged above
E. (n mixing). As discussed previously, this observation
is closely connected to the total width of the Stark mani-
fold, which is measured to have roughly the hydrogenic
value (3nF) at low- and intermediate-field strengths.
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FIG. 5. Expanded view of the F=5 V/cm spectra from
n =4} to 60 with My =0 (top) and M, =1 (bottom), showing
the charactenstic shape of the manifoid; the minimum is in the
center for My =0, and the maximum is in the center for M, =1.
The n =43 hydrogenic manifolds for a transition starting from
an s initial state are represented in black: top, m,; =0, bottom,
’H,=:l.

This last observation, although not surprising, is of some
interest, however: It means that no large quantum defect
exists which precludes the mixing of all / components in
the low-field regime. Even at moderate field, the Stark
effect of H, is almost hydrogenic. This characteristic is
completely different from the case of Na,, where large
quantum defects were responsible for a smaller observed
width of the Stark manifold at moderate field [25,32] and
a more pronounced nonhydrogenic behavior.

The shape of each manifold, i.e., the distribution of the
transition strength as a function of (n,n,), is of particu-
lar interest. Note that, although the quantum numbers
n, and n, are not strictly defined in H;, one can assign
such numbers to the various Stark sublevels by correla-
tion with the hydrogenic model. From this point of view,
the two spectra in Fig. 5 represent a good example of the
intensity variation among members of each n manifold.
In the case where M, =0, each manifold presents a2 max-
imum intensity on each side, the blue side (high-n,
values) being more prominent than the red side (low-7,
values), and a minimum in the middle. In the other case.
My ==1, the intensity is greatest in the center and van-
ishes at the outer wings. The expected shape of the hy-
drogenic manifold in the case of a Is—(n,,n,,m,;=0 or
1) transition is also represented in Fig. 5 at the position of
n =43. The similarity between the observed intensity
distribution and hydrogenic pattern is striking.

The most important departure from the atomic Stark
effect, and the most obviously molecular aspect of our
spectra, is observed in the region n=40-48 and near




n =61, where intensity windows (i.e., regions of the spec-
tra where the ion signal is notably lower than expected)
appear. The window formation is strongly field depen-
dent. No trivial channel interactions such as coupling
with the rotationally excited szries may be invoked to ex-
plain any of these windows. This point will be discussed
in more detail in Sec. IV C.

B. Partly resolved spectra

We now look for finer details in the H; Stark spectra in
a region where no obvious perturbations affect the ob-
served intensities. For this purpose, we chose to record
high-resolution spectra, using an intracavity Fabry-Pérot
étalon 1o reduce the laser bandwidth to about 0.07 cm ™',
in a region where this resolution is finer than the 3nF
Stark splitting. Such spectra recorded in the vicinity of
n =34 with My =0 and =1 arz presented in Figs. 6 and
7, respectively. The Stark field is scanned from 0 to 50
V/cm in increments of 10 V/cm. The Inglis-Teller limit
at n =34 is about 38 V/cm. Accordingly, the spectra at
F =40 V/cm show the onset of n mixing: The n =34 and
35 manifolds merge, while » =33 and 34 are still separat-
ed. Below this critical value, the n =34 complex is isolat-
ed, its simple structure being dominated by the 3aF split-
ting faor all field values larger than 20 V/cm, at which
value the hydrogenic splitting is resolved. Actually, we
will show in Sec. V that, because of the coupling of the
electroric angular momentum with the core rotation,
each observed line should contain three components.
This substructure is not resolved here.

My = 0
n=35
~e34
F=Q V/ca '
n=33 |
A i
F=10 V/ca /\ j/‘

F=20 V/c3

Intensity farb units

29465 -
" Energy 2@ ')

F1G. 6. Stark spectra for n =33-35, My =0, at F =0, 10, 20,
30, 40, and 50 V/cm at high resolution (about 0.07 cm ™).
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FIG. 7. Stark spectra same as in Fig. 6 except My =1.

As far as the relative intensities of each individual tran-
sition are concerned, the comments made previously ap-
ply, with some minor additions. The intensity of the
My, =0 states is still maximal at either side of the mani-
fold, although we note that the intensity does not peak at
the extreme components. A weak local maximum near
the center of the manifold (i.e., near the zero-field energy)
is clearly visible in the spectra for F=20and 30 V/cm, in
accordance with the expected 2p —high Rydberg intensi-
ties in atomic hydrogen. The transitions to the blue
states (n; >n,) are noticeably more intense than those to
the red states. This difference is particularly pronounced
for F=10 V/cm, where the red side is almost entirely
missing. When the Stark field is larger than the Inglis-
Teller limit (40- and 50-V/cm spectra), this aspect per-
sists except that adjacent inanifolds overlap. Similar
comments apply to the case where My =1, except that
here the intensity peaks near the center of each manifold.
Note that the low-field spectrum (10 V/cm) shows an
aberration on the red side of the multiplet in the form of
a small hole in the unresolved contour. This extremely
localized window has been observed for every manifold in
the case of My =*1, and it will be qualitatively explained
in the following section.

The relative simplicity and regularity of the spectra
displayed in Figs. 3-7 is reminiscent of the Stark spectra
of alkali-metal atoms rather than the Stark spectra of
alkali-metal molecules [32] such as Na, in the sense that
rotational structure is absent. The small values of the
quantum defects are also responsible for this simplicity.
A peculiarity of the H, spectra is, however, the appear-
ance of intensity windows, which we discuss below.
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C. Windows

The frequent occurrence of window resonances in the
bound-state region is probably the most unique aspect of
the Rydberg senes in tnatomic hydrogen. This
phenomenon is pronounced in the zero-field spectrum of
the nd senes, as displayed in Fig. 2. The intensities of the
transitions in the region from 40d 1o 484 is low compared
to the neighboring transitions. Transitions toward
n =42, 43, and 44 are almost absent from the spectrum.
In fact, the observed intensities of all transitions below
n =80 are lower than expected from the 1/a° law, which
1s abeyed for the high-n members (n 2 80). The window
in the region from n =40 10 48 is about 25 cm ™' wide.
At zero-ficld, this giant window is the most prominent ir-
regulanity in the nd series in our spectrum, although Ket-
terle and co-workers {42] observed another giant window
in the nd series, spanning from n =12 to 24. A smaller
window [44] is observed in the vicinity of n =61, but we
attribute its presence in the zero-field spectrum to the
stray field, which has been estimated at about 0.05 V/cm.
Other windows are also visible near n =32, 64, 86,
128,... . We have carried out double-resonance de-
pletion experiments, such as described in Ref. (44], in or-
der to measure the absolute absorption intensity of the
transitions to ns and nd states from n =9 to 80. These
experiments have shown that no local minimum exists in
the excitation probability which obeys the 1/n° law. The
lack of field-ionizable H; molecules at the window posi-
tions is therefore only attributable to a dissociative or ra-
diative loss. The time of flight of a H; molecule between
the optical excitation in the Stark-field region and the
field iomization in the detection quadrupole is about
1-2.5 ps. Therefore, if a molecule is excited in a Ryd-
berg state which does not survive this time of flight (ei-
ther because of predissociation or radiative decay), no
H, ™ signal is detected.

In a previous study [44], we have shown that the
n =61 window is due to a localized predissociation in-
duced by a vibrational interloper state, the electric field
being responsible for mediating the coupling path. Ob-
servations of a similar nature have been reported in H,
where field-induced predissociation is known as being a
dominant decay mechanism for many Rydberg states
below the ionization threshold [26]. The Rydberg spectra
in the vicinity of n =61 at low field (0-0.4 V/cm) are
displayed in Fig. 8. The intensity of the transition to-
ward n =61 1is drastically lowered by extremely low
fields. The coupling of the n =61 state with the dissocia-
tive interloper occurs via the np series (the window is ob-
served at zero field in the np spectrum [37,44]). It is in-
duced by the Stark field through the / mixing. The inter-
loper identified to induce this window is an npE’ (N =0)
state of high vibrational excitation.

The evolution of the broad window near n =44 as the
field is increased is different from the one at n =61 (see
Figs. 3 and 4). The window 1s widely open at zero field,
but progressively closes up as the Stark field grows. At
F =2 V/cm, the window has almost disappeared from
the My =0 spectrum and is limited to the vicinity of

=44 in the M, = spectrum. At higher-field strengths,
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FIG. 8. Low-field (0-0.4 V/cm) nd Rydberg spectra around
n =61, with My =0 (the appearance of the My =1 spectra is
similar). The disappearance of the n =61 line at F=~0.4 V/cm
is caused by field-induced predissociation (see Ref. [44]).

the window reappears and its shape is stable, but still de-
pends on the value of M. The high-field limit of the to-
tal width of the giant window is about S cm™! for M, =0
and 8 cm™! for M, ==1.

We propose the following qualitative explanation for
this behavior: In the region n =40-48, the nd states are
coupied to a dissociative interloper, likely a high vibra-
tional level of a low-n Rydberg state in energy near the
vibrationless n =44 states. Interaction with this interlop-
er at zero field causes accidental predissociation of the
neighboring nd series members, with a typical lifetime on
the order of 1 us. The coupling required to produce this
effect can in fact be exceedingly small. For example, if
the lifetime of the interloper state is on the order of 1 ps
(corresponding to a width of 5 cm™ '), then a contribution
by the interloper of only 10~ in the Rydberg wave func-
tion is sufficient to induce predissociation on the observed
time scale. The coupling has to be weak, because no shift
of the nd states is observable in the window region. The
coupling is almost certainly homogeneous (AN =0), and
a hkely candidate among low excited states of H; is the
25 24 state, which, for low vibration, has a width of 30
cm ™! (lifetime 7=170 fs) (48). The coupling may, even at
zero field, be due to a weak degree of 5-d mixing induced
by the quadrupole moment of the core ion.

In this picture, the coupling between the Rydberg
states and interloper state in the window region is con-
trolled by the magnitude of d character in each sublevel.
This magnitude decreases as the Stark field increases (at
least in the sublevels corresponding to the strongest tran-
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sitions}, thus reducing the coupling strength and width of
the window. We will return to this discussion later in
this paper after introducing the appropriate Stark map.

The electric field is also responsible for the appearance
of other windows around n =32,64,86,128,... . Com-
plete discussion and quantitative interpretation of the
processes leading to these windows are beyond the scope
of this paper and will require a better knowledge of the
low-n Rydberg states with high vibrational excitation. In
particular, the nature of the dissociative interlopers and
of the coupling itself have yet to be investigated.

Nevertheless, the observation of predissociation near
the ionization threshold of H; may be of great impor-
tance for dissociative recombination of H,” with low-
energy electrons [49-51] where the stability of highly ex-
cited states with respect to dissociative channels is cru-
cial.

V. PERTURBATIVE TREATMENT
OF THE MOLECULAR STARK EFFECT

A. Model

The total Hamiltonian of the triatomic hydrogen mole-
cule in a uniform electric field F directed along the z axis
is

H=H,—eFz , (9}

where H is the zero-field total Hamiltonian.

Since the total Hamiltonian of a hydrogen atom in an
electric field is separable in parabolic coordinates, the en-
ergy matrix of a system having small quantum defects
(such as H;) is almost diagonal in the parabolic basis
{n,,n,,m]. However, because of the small non-
Coulombic terms in the Hamiltonian Hj and the pres-
ence of the core angular momentum, it is not convenient
to derive the expressions for the diagonal and small off-
diagonal terms of the energy matrix in the parabolic
basis. The formal derivation of these matrix elements is
straightforward in the usual spherical basis [n,l,m],
which has been systematically used in similar calculations
in atomic physics [4,14,16]. The ease of calculating the
matrix elements compensates for the lack of the symme-
try of the hydrogenic Stark effect and the separability in
parabolic coordinates.

In the spherical basis that diagonalizes H,, the diago-
nal elements of the energy matrix are obviously the eigen-
values of the Hamiltonian H|, (zero-field energies), while
the off-diagonal terms contain only the contribution of
eFz. A simplification arises from the fact that, in H; and
zero field, all the high Rydberg states except the np series
are well described using a pure Hund’s case d basis. That
is, the rotational quantum number of the ionic core (N *)
is a good quantum number. Of course, N ¥ is not affected
by the optical (electronic) excitation and has the same
value as in the initial B(2p) 24y state: N* =1 (K *=0).
The ! uncoupling in the np [37], nd [38,39], and nf [40]
series has already been studied in detail. The mixing in
N introduced by the / uncoupling is completely negligi-
ble for / 22 where all quantum defects are smaller than
0.02, and it is not relevant to the case where /=0. In ad-
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diuon, the separation AE , betweenthe N =1 (K ™ =0)
and V7 =3 1K 7 =0 levels (because of proton-spin statis-
tics, there is no even N 7 level with K 7 =0) 1s far larger
than the highest Stark matrix element correspoading to
our experimental conditions. In atomic units, the magn-
tude of this matrix element 1s 32°F, while the maximum
field to be considered is the ionizing field F,=1/lon",
above which no stable states are observed. That is, the
maximum matrix element is 3/16n°<35 c¢cm™' for
n>30. Even in the worst case, this term is one order of
magnitude smaller than AE,; =429.9 cm ™. The effect
of the Stark field on the electronic orbitals of H,™ is
therefore negligible at the fields corsidered here. These
considerations allow us to set N"=1 (K~ =0, in our
perturbation basis.

However, the ! uncoupling in the np series 1s not negli-
gible and 1s responsible for appreciable mixing of the
np{N=2,N"=1) sertes with the core-excited
np(N=2,N"=3) Rydberg series. The rotational mixing
is particularly strong in the vicinity of the n =15 membe:
of the N™ =3 series, which quite coincidentally lies in the
region of the giant window resonance n =40-48. Since
this mixing is limited to the np(N=2) series and the
n =15(N"=3) state is almost unaffected by the fields
considered here (3n’F=1.4 cm™! at F=50 V/cm for
n =13, compared with a 1¢. {5 splitting of about 70
cm™'), we introduce N* m..ing in the energy matrix
phenomenologically and neglect the marginal contriba-
tion of the N7=3 component in the off-diagonal ele-
ments. The energy and amplitude of the N™ =1 com-
ponent of the wave function are both calculated using a
two-chann-! quantum-defect theory described in Ref.
[37). The N =0 and 1 np series are not perturbed by any
rotational interaction and are purely N7 =1.

Because the electric field breaks the spherical symme-
try, all the / values (I <n —1), and consequently all the &
values, must be included in the perturbation basis, with
the restriction

N*+I=N. (10)
Owing to the raique value of ¥* =1, the perturbation
basis is limited to the values N =! or [=| if /70 and
N=lifl=0.
The diagonal elements of the energy matrix are calcu-
lated with the Rydberg formula using the quantum de-
fects 1, (see Tables I and II). For [#1,

al — R
Hy = o (11a)
and for [ =1,
B =g, -—2  (v=0), (11b)
2
(n—ﬂpan)
HaP"=E,°n——i—, (N=1), (11¢)
(n—p,. )

and Hg"”=2’ is calculated using a two-channel
quantum-defect theory [37]. E,, is the first iomization
limit [39] of Hy (N " =1, K * =0 vibrationless level of the




#

396

CHRISTIAN BORDAS AND HANSPETER HELM

TABLE 1. Effective quantum defects of the low-ns A | states.

Effecuve quantum defect

a b ¢ d 3
25 a 0.0836 0.08 0.08
35 a; 0.0706 0.07 0.07 0.080
4s a} 0.0663 0.05 0.05
High n's 0.075

*King and Morokuma [33}.
®Jungen (52].

“Martin [53].

°Lembo, Helm, and Huestis [41].
‘Ketterle and co-workers [42].

ground state of the H;* ion) and equals 29 562.58 cm ™!
when measured from the initial metastable state. R is the
Rydberg constant for H; and equals 109717.40 cm™ .
The values of the quantum defects used in our calculation
are reported in Tables I and II. Table I lists calculated
{33,52,53] and measured [41,42] values of the ns-series
quantum defects of low Rydberg states. High Rydberg
states of the ns series (n > 30) are not known and are not
visible in our spectra, partly because of the low intensity
of the 2p — ns transition as compared to 2p —nd (hydro-
genic value of the intensity ratio = %) and partly because
of the strong predissociation that is suspected to affect
this series [42].

The np-, nd-, and nf-series quantum defects have been
J

measured [37-40] in our group for n > 30 and are re-
ported in Table II. Comparisons with low-n calculated
effective quantum defects show a remarkable agreement
between experiment and theory. Such an agreement must
be emphasized because it is not very frequent in molecu-
lar physics and it is encouraging for further use of results
of ab initio calculations. Finally, the quantum defects of
the high-/ series are assumed to be zero (u,,;=0..

By using the Wigner-Eckart theorem and the general
expression for the reduced matrix eiement of the product
of two operators [54)], the off-diagonal matrix elements of
the total Hamiltonian may be expressed in the sphencal
basis as

‘U N'M NT
e =—eF(nl,NMyN*lzin'l',N'My.N*")
- ~on| N 1 N ||l NN*
- _ N-My+I+N"+N —
eF(—1) M, 0 M, [N, ro ’f(zNﬂ)uN +1)
XV I REVSIN T N T )S(My, My 81, 121) (12)
where [_,, is the larger of /and /" TABLE 11. Calculated and measured quantum defects of the

'I'he selection rules for the matrix element (12) are
=|-1 or I+, My=My, N'=N or NzII
N*’—N*’—l and K 7'=K * =0 (the last two selection
rules are a consequence of the negligible effect of the
Stark field on the core ion).
The radial integral R} is

"’-f R, APIrR,(r)r3dr (13)

where R, (r) represents the hydrogenic radial function
and where n can take noninteger values. The generalized
Coulombic integral is calculated with the help of the nu-
merical method proposed by Edmonds et al. {55]. In this
integral, th2 principal quantum number is replaced by the
effective zc:o-field quantum number n*=n~y,. The
magnitude of the radial integral oscillates and decreases
rapidly as n*—n'* increases. No stnct selection rule or
simple approxxmatc formula for R)' exists when the
difference n* —n'"* is not an integer and numerical evalu-
ation of Eq. (12} is required. This term is directly respon-
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np, nd, and nf Rydberg series of H;. The quantum defect of the
nd series quoted in column d is the effective quantum defect of
the nd N™ =1 series (same comment applies to the nf series,
which is an admixture of a} and e’ symmetries. Considering the
uncertainties in the experimental values of the quantum defects
(=0.02), the agreement between calculated and expenmental
values is excellent.

Quantum defects

Orbital symmetry a b c d
np e 0.3380 0.35 03¢ 039
np ay 0.0244 0.02 000 005
nd e’ 0.0236 0.02 0.02

nd e” —0.0047 —0.04 —0.01 0.019
nd a} ~0.0134 —-0.02 —-0.02

nf 0.012

*King and Morokuma [33].

®Jungen [52).

“Martin [53).

¢Qur results: np series [37], nd series [38,39], and nf series [40}.




sible for the coupling between the different n manifoids.
This fundamental difference from atomic hydrogen is
especially sensible when the energy gap between levels
arising from different n manifolds is small. as, for exam-
ple, in the n-mixing region, where one has to include
several n values in the perturbation basis. Comparing
Egs. (12) and (13) with similar formulas for the case of
atomic helium [14] shows the striking similarity between
the molecular and atomic coupling schemes. The expres-
sion of the off-diagonal Stark matnx element in atomic
helium is similar to the one given by Eq. (12) if one re-
places the core-electron, Rydberg-electron, and total elec-
tronic angular momenta in helium (/,,/,, and L) with the
core angular momentum .V 7, the Rydberg-electron angu-
lar momentum [, and the total angular momentum (ex-
cluding spin) ¥V of H;, respectively.

To compare our calculation with our experimental re-
sults, it is necessary to calculate the intensity of
excitation—or absorption intensity —of the Stark state
from the initial low-lying metastable state. The oscillator
strength for a transition from the initial state
{B(2p),N=0) to a Stark state |E, My ) is

foe=| 3 Chrwu F)
TN :

X{B2p,N=0ler|E'I'N'My) | , (14)

where the term C xgzw'uv(F ) represents the components

of the |{E,M,, ) state in the perturbation basis. The ma-
trix element involved in Eq. (14) is easily separated into
an angular and a radial part. Obviously, the sum over [’
is limited to I’=0 or 2, the former being almost negligible
compared to the latter. The angular part is trivial. Start-
ing from an initial state with N =0, only N =1 terms
have 2 nonzero contribution. The radial part is more del-
icate to estimate. The Coulombic approximation, even
generalized to noninteger values, is not well suited for ac-
curate calculation of matrix elements involving a low-
lying state, especially in the case of a molecular core, be-
cause the integral is sensitive to the small-r part of the
wave function. However, it can give accurate relative
values for the various Rydberg states [4].

The number of terms in a given n manifold of our per-
turbation basis is 3n —2 when My =0 or 3n —3 when
M, =1 (there is no N =0 state in that case). Combining
these terms with the large-n values of the observed Ryd-
berg states leads rapidly to a large size for the matrix that
has to be diagonalized. To avoid excessive size, we must
truncate our perturbation basis to a limited range of n
values. We chose to limit ourselves to field values not too
much larger than the Inglis-Teller limit where n mixing
begins. Without making a large error in calculating the n
manifold (probably less than 0.1 cm ™), we can rely on a
calculation that includes the n — 1, n, and n +1 terms to
calculate the n manifold. The n —1 and n +1 levels are
not necessarily correctly computed, and only the central
manifold is correct. This is valid as long as the n —2 and
n +2 manifolds are not too close to the n manifold, i.e.,
for field values not larger than about 1.5F,. With this re-
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striction, the size of the Hamiltonian matnx is 9n, — 6 for
M, =0and 9n2,-9 for M, =1. A typical matnx dimen-
sion is about 350 for n ~40. Of course, there is no funda-
mental obstacle tother than the computer capabulities) to
including more n components in the basis if a higher ac-
curacy is needed or if the field strength greatly exceeds
the Inghs-Teller imit.

Figure 9 shows an example of such a model calculation
using the quantum defects listed in Tables ! and 1 for the
n =10 manifold and an electnc field F =8 kV/cm (about
one-half of F.1. We chose this low-n value for clanty, be-
cause then the number of Stark states is small. We recog-
nize the spliting of the n =10 manifold into groups of
lines. The hyvdrogenic levels which are separated by 3nF
are indicated at the top of each model spectrum, and it s
possible to establish a correlation between these hydro-
genic levels and each group of lines of the H; calculated
Stark manifold. Each group corresponds to a particular
value of the parabolic quantum numbers (n,,n.) in the
hydrogenic limit and is composed of three transitions
corresponding to three different dominant values of the
total angular momentum N. Only the N =1 amphtude
contributes to the intensity of the transition, and general-
ly only one of these three sublevels bears the dominant
oscillator strength.

Several differences between the M, =0 and 1 spectra
are visible in this model calculation. First, as stated be-
fore, the line intensity is maximal for n, =0 or n when
My =0, while the n, =n /2 lines are the most intense
when M, =1. Second, the shift with respect to the hy-
drogenic position is important, especially at tne field
strength used in Fig. 9, where one sublevel (np, N =1) 1s
still outside the hydrogenic multiplet. Finally, the split-
ting between individual lines within each group of lines
labeled as having the same value of n, is strongly depen-
dent on n; and My, and it evolves irregularly with the
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FIG. 9. Model calculation for n =10, F=8000 V/cm, and
My=0 (topp and 1 (bottom). The markers labeled
n,=0,1,2, - - - represent the hydrogenic Stark states. Note the
splitting of each n, line into three lines (only one may be visible
in some cases).
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field strength (see also the Stark maps in Sec. IVB). Un-
fortunately, this typical molecular *‘fine structure” due to
the I-N ™ coupling is too narrow in the case of Rydberg
states n > 30 1o be resolved in our spectra, and we will
not investigate this aspect further.

B. Comparison with experiment

In comparing the theoretical predictions with the ex-
perimental spectra, one must keep in mind that the model
we use does not account for any decay process of the
Rydberg states following their excitation. As we shall
see, the predissociative decay of selected window regions
of the spectrum discussed above also inflicts a selective
loss of those Stark states that contain a substantial ampli-
tude of low-/ character.

Calculated spectra convoluted with an experimental
width of 0.07 ecm™! are displayed in Figs. 10 and 11.
These calculations correspond to the experimental condi-
tions of Figs. 6 and 7, i.e.,, n =34, F=0-50 V/cm, and
My =0 and 1, respectively. Comparison of Figs. 6 and 10
and Figs. 7 and 11 shows a satisfactory agreement be-
tween calculation and experiment, especially in the case
of high-field values where the n mixing is well accounted
for by our model. A more direct comparison of experi-
mental and theoretical spectra for the n =34, My =0
manifold is presented in Fig. 12 for F=10, 20, 30, and 40
V/cm. The quantum defects used in these calculations
were chosen according to the zero-field experimental re-

My = O
ne33 n=34 ne3s
F=0 V/em h
Fe10 V/em
YRR YN
_ F=20 v/cm
Z It
2 AN A A
g r-3o
: "M*'JW"*\_ Uh} u”*u**"' L

NM“WMMMWW.&M

FeS0 V/cm

35455 i
Energy (cm 7}
FIG. 10. Calculated Stark spectra for n =33-35, My =0, at
F=0, 10, 20, 30, 40, and 50 V/cm. Compare with experimental
data in Fig. 6. Calculated lines are broadened to an experimen-
tal width of 0.07 cm™".
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FIG. 11. Calculated Stark spectra in the vicinity of n =34,
My=1, at F=0, 10, 20, 30, 40, and 50 V/cm. Compare with
experimental data in Fig. 7.
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FIG. 12. Direct comparison of experimental and calculated
spectra for n =34, M, =0, and F=10, 20, 30, and 40 V/cm. In
each case, the calculated spectrum (bottom trace) i1s superim-
posed on the experimental one (top trace; all intensities are in
arbitrary units). Low-n, lines (red “wings” of the manifolds
are clearly missing from the experimental spectra, especially at
moderate fields.
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sults (Tabies I and II). The following parameters were
used:

u=0.07, . =005,

By =0.39, p,=0.02,
p,=0.01, u;,,=0.00.

Let us first discuss the M, =0 spectra (Figs. 6, 10, and
12). The agreement between calculated and experimental
line positions is excellent and is generally better than the
experimental precision. This agreement is particularly
evident in Fig. 12. Note, however, that since only the
n =33, 34, and 35 terms are included in the calculation,
only the n =34 manifold i1s predicted correctly. Small
discrepancies in the n =33 and 35 manifolds occur owing
1o the absence of the n =32 and 36 manifolds in the per-
turbation basis.

Nevertheless, especially at low fields (10 and 20 V/cm),
the intensities of the low-n, components (red side of the
manifoid)—or the low-/ components since the ns and np
states are located on the red side of the multiplet—are
predicted to be much stronger than those observed in our
spectra. This discrepancy diminishes as the field in-
creases and as the particular [ character of these low-n,
components is diluted throughout the manifold. It is im-
portant to note that, at low and moderate fields, states on
the red side of the manifold have still one (or two) rela-
tively dominant / components. Indeed, of all the ! states,
only the s and p states have quantum defects larger than
0.05. Hence, as long as the field is not too strong, the
low-n, states possess strong s and p components and thus
acquire to an appreciable degree the character of
these low-! states. This is manifest on the My =0 Stark
map displayed in Fig. 13. The nondegenerate states
are, starting from the lowest-term value, 34p(N =1),

29468 ~
»°0 —
341 77
0 | sep ine0)

i 345 (Ney)

inergy (cm Y

29466 = 30 2!

|
I 340 vy

29464 — '
0

F o {v/eml

FIG. 13. Calculated Stark map for n =34, My =0, and field
values (F) ranging from 0 to 40 V/cm. The 34p(N=0),
345(N=1), 34p(N=2), and 34p(.N=1) states are merged with
the rest of the manifold at field strengths of about 5, 10, and 40
V/em, respectively. Below these values, they exhibit the
characteristic quadratic Stark effect. Note the avoided cross-
ings between the ¥ =1 and 2 34p levels and between the n =34
and 35 manifolds.
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34piN=21345(N=1),34p(N=0),. . . . These states are
initially isolated from the hydrogenic multiplet and thus
retain approximately their / character until field values of
about 40 V/cm are reached for the 34p, N =1 and 2
states, and about 10 and 5 V/cm for the 34s(¥ =1} and
34p(N=0) states, respectively. Note that 34piN=1})
and 34pt.¥ =2) states show an avoided crossing near
F =32 V/cm, indicaung the stronger coupling of the
p{N =2} states to the other / states.

Assuming the unstable character of the low-! states
(and especially the s states) with respect to predissocia-
tion, this picture explains qualitativelv the lack of field-
ionization signal, which appears on the red side of the
manifold in terms of a loss of population via predissocia-
tion and possibly radiation. We expect that if the Stark
spectra were recorded in absorption, no such loss would
occur. The selective loss of states with appreciable s or p
character is attributed to the fact that s and p states are
the more penetrating (origin of their fairly large quantum
defects); thus they are the most sensitive to interaction
with the core and particularly to predissociation. On the
other hand, if the electric field is strong enough (on the
order of F,), no particular / component dominates in any
level and the coupling to the decay channels is diluted,
afflicting equally all Stark levels.

If we now compare the M, =1 spectra (Figs. 7 and 11),
we find that similar conclusions can be drawn: The line
positions are well reproduced, but the calculated intensi-
ties of the low-n, components are too strong. Although
the experimental manifolds are less regular than the cal-
culated ones with respect to the distribution of the ob-
served intensity, the agreement is better than in the
My =0 case. This is obviously a consequence of the low-
n, components, which are the most affected by predisso-
ciation, corresponding to the weakest transitions when
My=1.

However, a particular departure of the experimental
spectrum from the theoretical predictions is seen in the
My=1, F=10 V/cm spectra (see Fig. 7). At an energy
of 29467.30 cm ™!, the intensity of the n =34 manifold
shows a significant drop in the unresolved experimental
contour. Such extremely localized windows may be seen
for many n values at comparable relative positions and
field strengths. Examination of the detail of the M, =1,
n =34 Stark map in Fig. 14 suggests the following ex-
planation. Starting from the lowest-term value, the
My =1 states are 34p(N=1), 34p(N=2), 34s(N=1),
and 34d(N =1, 2, and 3). The np(N =0) state is absent
from the My =1 Stark map. A consequence of its ab-
sence is that the ns(V=1) state couples in first order
only to states that are located lower in energy. Thus the
ns state is repelled toward higher energy by the np states
and it crosses a large part of the n =34 manifold [indicat-
ed by a dashed line in Fig. 14(b)]. Indirect couplings via
the p states result in the crossings being avoided, but the
computed wave function shows that the s component
largely dominates near the crossing, revealing that the s
state preserves its character while embedded in the high-/
states as long as the np states are isolated from the rest of
the manifold. This holds true until a field vaiue of about
30 V/em for n=34. Note that 34p(N=1) and
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14~ N =2 donotcross when M, =1 At F=10 V.cm,
the predicted posinon of the quasi-s-state that crosses
halt of the mamifold 1s 2936734 cm ™ * uts s component is
C.75 e, this state has more than S0% s symmetry),
which corresponds with good accuracy 10 the energy
where we observe the small hole in the 1omzation signal.
Trus example suggests that the embedded s state inflicts
seiective predissociation to the neighbonng Stark states
i accordance with the arguments invoked previously. It
may also explain the different width of the window
around n =44 depending on M,, at least at
intermediate-field strengths, because the quasi-s-state ts
closer from the state having the largest excitanon ampli-
tude when ¥, = 1.

Taking inte account the calculated amplitude of the s
component and estimatng empincally the lifetime of the
zero-tield ns state. we could. 1n pninciple, reproduce this
effect phenomenologically. However, most of the states
that have a sirong s component also have a small nd com-
ponent and thus should not dominate the observed inten-
sity. For this reason. simulation of the s-coupling-

FIG. 14. (a) Calculated Stark map for n =34, M, =1, and
field values (F) ranging from O to 40 V/cm. (b) Detail showing
the evoluuon of the s state as it is repelled through the manifold
(dashed line) by the lower-lying np states. Note that only one
“fine-structure”™ component of each n, Stark state follows and
avoided crossing with the 34s(A =) state.

_

[

induced predissociation based on this sumple modei 1,
precluded. Previous results for the np senes 377 coupled
in first order to the ng series that bears all the osaillator
strength, have shown that predissociation of np states 1y
locahized and 1s not the general case, as opposed to what
we believe about the ns senes. Thus. 1n addition to the
mechanism caused by the field-induced mixing with the 5
states, one has to assume that the d states possess a small
amount of s character even in zero field. Therefore, 1t ap-
pears that s-d mixing would also have to be accounted for
if one wishes to understand the dynamics of these Rvg-
berg states. A non-neghgible s-d mixing rate supports the
observation of the g:ant window caused by a low-ns inter-
loper around n =40-48 and the relativelv low intensity
of nd states below n =40. Indeed, even if the s-d nuxing
1s constant over the entire Rydberg region, we expect the
lifetime 10 evolve as 1/a°, which could explain why the
evolution of the observed line intensities in the nd senwes
is not in agreement with the 1/a° law, the high-n lines
being relatively stronger than the low-» lines.

Perturbation theory has proved here to be a ven
powerful tool for predicting the energy levels and red:s-
tribution of oscillator strength amang the Stark siates
Comparing the observed field-ionization intensity and
calculated absorption intensity gives a qualitative idea of
the magnitude of the coupling of the Rydberg states 10
the dissociative states. Moreover, this comparison has al-
lowed wvs to distinguish between two fundamentally
different decay processes: (1) rovibrational interactions
with low-n interlopers with several quanta of vibration,
leading to accidental predissociation and apparently ran-
domly distnibuted window resonances, and (2) preferen-
tial decay of states that acquire s character.

A further step in reconciling theory and experiment
could be to resolve the internal structure of each n; com-
ponent. More precise information about electron-core
couplings could be extracted from such spectra, and there
1s no doubt that direct observation of this yet unobserved
molecular Stark structure would reveal interesting
features about the dynamics of molecular Rydberg states
in an electric field.

C. Perturbative treatment versus MQDT

The above results demonstrate that the classical per-
turbative treatment gives correct results for calculating
the energy positions and intensities of Stark spectra of H-
Rydberg states. Deviations appear when /-selective decay
channels remove the population in specific Stark states
before they are detected. The single important approx:-
mation, that the core remains in its (N~ =1, K~ =0) vi-
brationless level and is not affected by the external field.
1s easy to accept in H; and does not falsify the calculated
energy levels. Owing to its simple formalism, perturba-
tion theory is clearly well suited for this purpose in cases
where the perturbation basis does not become immo-
derately large.

We could have used a multichannel quantum-defect
theory such as those described by Sakimoto {23] for H. or
by Brevet er al. [25] for Na,. The MQDT formalism has
the advantages that it benefits from the separability of the
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hydrogenic problem in parabolic coordinates and reduces
the sizz of the calculation basis, which renders MQDT
extremely powerful in situations where angular couplings
are complex and where a prohibitive number of channels
{or basis vectors) would have to be included in a pertur-
bative method. The MQDT formalism allows also in
principle the calculation of the spectra above the ioniza-
tion threshold in the region where no discrete states exist.
However. in the high-field regime, application of MQDT
requires calculation of several elliptic integrals at each
step of energy; the sumple and elegant analytic hydrogen-
ic formulas can only be used in the low-field regime.

In the particular case of H;, where the limited number
of core states tonly ¥~ =1, K™ =0) leads to a relatively
modest perturbation basis, the perturbative method
presented here is clearly a good choice and the results ob-
tained here substantiate our claim. Nevertheless, for a
heavier molecule, where many rotational channels parti-
cipate, the size of the perturbation problem may become
problematic. Thus far, however, MQDT treatment of the
molecular Stark effect in H, or Na, is only fragmentary,
while the present perturbative treatment is carried
through completely and requires no adjustable parame-
ters.

Considering these arguments, the perturbative treat-
ment is clearly useful in understanding the coupling
schemes and relative orders of magnitude of the interac-
tions involved in the molecular Stark effect. It has also
proved to be very powerful in substantiating the very
selective predissociations that affect the s and p states at
such high electronic energies.

VI. CONCLUSION

Stark spectra of high Rydberg states (n =30-125) of
triatomic hydrogen have been obtained at low- and high-
field strengths, and the observed Stark structures have
been analyzed using perturbation theory where only
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minor approximations have to be made. Experimental
zero-field data (quantum defects; have been used, and
despite the absence of fitting parameters, the agreement
between theory and expenment is highly satisfactory.
This result is remarkable in the sense that it is the first
complete quantitative perturbative treatment of molecu-
lar Rydberg states in an external field.

Comparison of the experimental spectra with the pre-
dictions of the perturbative treatment also revealed field-
induced predissociation. A more complete analysis of
this effect will require a more thorough understanding of
the highly excited vibrational states of H,, their coupling
to the vibrationless states presented in this paper and
their coupling to the repulsive ground state of H;. From
this point of view, recent findings about the vibrationally
excited levels of the ground state of the H,™ ion {56} and
detailed calculation of the potential surfaces of some
Rydberg states {57] are encouraging. The process leading
to the apparent systematic predissociation of the ns states
as well as the magnitude of the s-d mixing will also have
to be examined in more detail.

We expect that a quantitative understanding of the
Stark effect in highly excited molecules can teach us
about the influence of the electric field on the molecular
dynamics and about the hypothetical guantum chaos, for
which a molecule in a field is a privileged system.
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The stability of Rydberg states of triatomic hydrogen in an external electric field 1s investigated for
principal quantum aumbers ranging from n =50 to 110. When excited in the presence of an electne
field, the states with an electric-field projection of the total angular momentum M, =0 are found to be
rapidly field ionized above the classical saddle-point energy. However, a sigmficant proporuon of the
states for My = | is observed to be stable above this threshold, with hfetimes exceeding 10™%s. A pertur-
bative treatment of the molecular Stark effect indicates that differcnt behavior of M, =0 and 1 Stark
states 1s a consequence of the stronger coupiing among the states of the M, =0 manmifold. Following ex-
citation under near-zero field conditions, a predominantly diabatic evolution of the Stark manifold of H.
15 observed. for slew rates of a few times 10" (V/cmi/s. This .ehavior results from the nondefinition of
the projection of the total angular momentum of the molecule excited at near-zero field, where a broad
manifold of ! states is prepared within the bandwidth of the laser. For a companson, similar exper-
ments are carried out in atomic hydrogen and helium.

FEBRUARY 1993

PACS numberis): 33.90.+h, 32.60. +1

I. INTRODUCTION

Electric-field ionization (EFi; of Rydberg states has
been widely investigated in atoms as well as in molecules.
Experiments with atomic hydrogen [1,2], the prototype
for all processes involving Rydberg states, confirm pre-
cisely the theoretical predictions [3~11]. Alkali-metal
atoms, which in many aspects resemble atomic hydrogen,
have been more widely studied [12-26], and the nonhy-
drogenic effects of alkali-metal atoms in EFI have been
analyzed in detail. Investigations of the rare gases helium
[27) and xenon [28] have also confirmed that many-
electron systems behave similarly to alkali-m-tal atoms.
Electric-field ionization of molecules has been mainly
confined to the molecules H, {29-32], Li, {55-35], and
Na, [36-38]. Some work on the polyatomic molecules
naphthalene and benzene has also been reported [39].

Beyond its intrinsic interest, a motivation for studying
field ionization is that it is a most sensitive and frequently
used method for detection of Rydberg states of atoms and
molecules. The method can also be sclective, because the
field-ionization threshold as well as the field-ionization
dynamics depend on the binding energy of the electron
{17] and vary with the m; quantum number for a given
state [16,18,23].

On the basis of the many theoretical treatments of the
Stark effect in atomic ..ydrogen, field ionization in atoms
is well understond. However, many aspects of field ion-
1zation of molecular states are still incompletely resolved.
Obviously core structure adds to the complexity of the
phenomenon, giving rise to processes such as forced ion-
ization [26] or field-induced rotational autoionization
[32-37].

In the present study on H,, complications related to
autoionization are avoided because we concern ourselves
with the Rydberg series that converge to the lowest rovi-
brational level of the electronic ground state of ortho-
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H, 7. In addition, owing to the very large energy separa-
tions between the rotational and vibrational levels of
H; *, the mixing with core excited series is generally
negligible except for specific interlopers [40].

Field ionization of Rydberg states of H, has been a pri-
mary tool to investigate photoabsorption to excited states
of H;. In these studies, many unexpected intensity win-
dows in the ionization efficiency have appeared and
anomalous electric-field-dependent varnations in the in-
tensity of low- and high-Rydberg states have been noted
([40-45]. The goal of the present study was to investigate
in more detail the EFI properties of H, and their possible
‘nfluence on the appearance of the absorption spectra of
H,. This anticle discusses two observations that we con-
sider of general interest (1) the dependence of the field-
ionization process on the projection of the total angular
momentum (M, =0 or 1) onto the field axis, and (2) the
apparent differcnce between the behavior of states pro-
duced in a near-zero field and subsequently exposed to an
electric field and that of Stark states excited in a field of
the same magnitude. The latter phenomenon, which has
previously been described for atomic hydrogen [1,2,27], is
related to the loss of the quantization axis in the absence
of a well-defined external field and is largely independent
of the properties of the H; molecuie.

II. DESCRIPTION OF THE EXPERIMENT

A schematic diagram of the experimental setup [45] is
given in Fig. 1. The H; molecules are produced as a fast
neutral beam by charge exchange of mass-selected H,™
molecules of 1.5-keV energy in a cesium vapor. The re-
sulting neutral beam is purged of residual ions by a smalil
electric deflection field and contains only molecules in the
long-lived rotationless level of the B2p ° A5 state [41,46).
Nearly all of these molecules are also in the lowest vibra-
tional level, and all spectra discussed here involve excita-
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tion from the N =0, K =0, v, =v,=0 level. This state
results from the addition of a 2p electron to the lowest ro-
wational level of ortho-H; ™ (NV" =1, K" =0). The neu-
tral beam molecules are photoexcited in an ultrahigh vac-
uum chamber by a counterpropagating, pulsed dye laser
beam [excimer pumped, unfocused 0.05-1 mJ/pulse, 0.15
cm ! (FWHM), P-terphenyl dye] along a 120-cm-long in-
teraction region. A fixed ionizating field at the entrance
of the energy analyzer, Q,, is used for detecting those ex-
cited molecules that survive passage through the interac-
tion region as neutral species. The magnitude of this
detection field (2.3 kV/cm) is the same in ali the experi-
ments described here. Ions resulting from EFI in the
detection field are separated by mass in the electrostatic
quadrupole Q, and monitored by a microchannel plate
detector.

During their path along the interaction region, the H,
molecules successively traverse four regions of different
electric fields. These regions are separated by transition
zones where the field is not precisely defined but varies
over a few centimeters, corresponding to transit times of
about 100 ns. These four different regions (labeled 1
through 4 at the bottom of Fig. 1) can be described as fol-
lows.

Region | is a near-zero field region between aperture A
and the Stark plates. Here the electric fieid is small
(about 0.1 V/cm) and is mainly due to the motion of the
neutral molecules in residual magnetic fields. At a beam
energy of 1.5 keV, the motional electric field induced by
the uncompensated magnetic field of the earth has a mag-
nitude of 0.09 V/cm and is directed nearly parallel to the
Stark field applied in region 2. Other small residual fields
that are not precisely characterized exist in this region.

Region 2 has a well-defined transverse electric fieid
{hereafter called the Stark field) that is defined by two
parallel plates 45 cm long, 10 cm wide, and 2.44 cm
apart. At a beam energy of 1.5 keV, H; molecules spend
about 1.5 us in this region. In region 2, one component
of the motional electric field due to the earth’s magnetic
field can be compensated by the applied field. In a previ-
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ous publication [45], we estimated that the lowest achiey-
able value of the residual field in our experiment is on the
order of 0.05 V/cm in region 2 and ~0.1 V/cm in region
1.

Region 3 is another field-free (near-zero field) region
with the same properties as region 1.

Region 4 is a region of strong electric field at the en-
trance of Q. (the detection field) where the Rydberg mol-
ecules are ionized before being mass selected.

Since a pulsed laser is used to prepare the Rydberg
states and since the molecuiss propagate through i.e in-
teraction region with a velocity of 3X 10° cm/s, we use
the time of arrival of each ion to determine where along
the interaction region the neutral precursor to the icn
was photoexcited. Thus, with proper electronic gating
(see time scale in Fig. 1), we can simultaneously record
two distinct processes: (a) photoexcitation of states under
near-zero-field conditions in region | followed by passage
of the molecules through the Stark-field region, and ‘b)
excitation of states in the Stark field.

In both cases, the Rydberg states that survive passage
through the Stark field without being ionized reach the
detection field (region 4), where they are field ionized for
principal quantum numbers larger than n 2 30. Ions fal-
ling into the arrival time “windows” set by gates 1 and 2
are recorded to give a near-zero-field spectrum and a
Stark spectrum, respectively. lons formed in the Stark-
field region are bent away from the neutral beam direc-
tion by the perpendicular field and thus are lost for the
detection process. Consequently, EFI in the Stark-field
region appears as a decrease in the detected ion signal.

We perform the identical experiment with atomic hy-
drogen or helium by simply changing the mass selection
of the ion beam in the Wien filter from H,” to H™ or
He’ and adjusting the electronic gating times for the
detection. Charge exchange in cesium vapor produces
neutral atoms in the H(2s) and the He(2s 'S) states. and
we use one-photon photoexcitation to produce either the
Balmer series or the np 'P° series members from these
states.
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I11. SUMNARY OF THE THEORY OF
ELECTRIC-FIELD IONIZATION

A. Classical thresholds

In discussing our experimental spectra, it is useful to
refer to three model thresholds that are often defined 1n
EFI work: the saddle-point energy, the “‘red-state” dia-
batic threshold, and the “blue-state” diabatic threshold
{see Fig. 2).

The saddle-point energy Egp corresponds to the local
maximum of the sum of the Coulomb and Stark poten-
tials along the field axis. Frcm a classical point of view,
the states above this energy are in the continuum and
therefore ionize. This classical threshold has a hydrogen-
ic value of [12,47]

Ep==2VF +miF*+im*F=—2vF . (1)

where m is the projection of the electronic angular
momentum along the field axis, F is the Stark field, and
all quantities are given in atomic units {1 a.u. of electric-
field strength is $.1422082X10° V/cm). A zero-field
state with effective principal quantum number n * reaches
the saddle-point energy at the threshold field:

1

=— 2)
o ten*?

The separation of the Schrodinger equation for atomic

hydrogen in parabolic coordinates [3] leads to the intro-

duction of the parabolic quantum numbers n, and n,,

]
] .
L-2FT saddle point energy) P e ’=n~l i

2300 - : - "Blue” stater!

f

toergy tan )

-600 ~ I N

“met Red states
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Electne Field «Viem)
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FIG. 2. Hydrogenic Stark map in the vicinity of n=15
tm =01 For each parabolic state {n,n,,m,=0), the curve
representing the energy as a furction of the electric field ends
when the 1onization rate becomes larger than 10° s™'. The
dashed hne labeled —2F''® represents the position of the
saddle-point ene -y, Bold solid lines show examples of adiabat-
Ic passage to ionization, while bold dashed lines give the limits
of the diabatic passage from zero field to high field for the
1S n =0 and (n =15, n, = 14) states.
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wuere ny~n.-~ m —1=n In ths framework 1t s pos-
sible to calculate the hifeume of each Stark sublevel
{ny,n.) aganst ficld 1omzanon. This hfetime decreases
when i1 or F increases, whereas, for a given n manifold
and a given field, hfetime and energy increase with n,.

In parabohic coordinates (§=r +z, n=r —z, r being the
distance from the 10on core to the electron position and 2
being the coordinate along the external electric-field axis)
the effective potential along the £ coordinate 1s always at-
tractive while 1t passes over a local maximum before de-
creasing toward — x along the 5 coordinate. The mag-
nitude of this local maximum depends on the parabolic
quantum numbers n, and n. and has been termed “criti-
cal energy™ by Herrick [6]. It varies between the two
limits defined below.

In first-order, the energy of the reddest member of the
n manifold (n, =0, m =0) in a field Fis {3]

1 )
Etn =() m=0':__—:—%n-F' (3)
o 2n-
The wave function of the red Stark state is mainly local-
ized on the side of the saddle point, and therefore the red
state should ionize when E"’f"o': —2V F and the ap-

proximate ic.ization field for the n, =0 state is given by
1
Fo=—p. (4)
Sn
This gives, for the zero-field energy of a state whose
reddest Stark component ionizes at a given field value F,

E,~-iVF . (5)

This value 1s referred to as the ‘“red-state” diabatic
threshold.

At very large principal quantum numbers, a variational
calculation developed by Herrick [6] gives the field value

for ionization of the bluest Stark component
(n,=n—|m/—1)as
32
= X 6)
*7 8in®

Equation (6) predicts the zero-field energy of a state
whose biuest Stark component ionizes at a specific
electric-field value F as

E,~—VF/2 . M

This value is referred to as the ‘‘blue-state” diabatic
threshold.

These various thresholds do not correspond to specific
ionization rates. Rather, the onset of EFI near threshold
is so rapid that the system can be considered stable below
and unstable above these thresholds.

B. Results of quantum calculations

The quantum calculations do not predict an EFI
threshold but instead a field-ionization rate. An effective
threshold field can be defined once the observation time
scale for the field-1onization process is specified. Dam-
burg and Kolosov [7] developed a semiempirical formula
for the tomization rates. Their treatment 1s based on the
energy expression at the fourth order of the perturbation
theory.
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1

4
E(n,n,,nz,m,F)=——2——,—+%n(nl—nz)1"—%[l7n3—3(n|—n2)2—9m2+l9]F:
2

+4n(ny—ny)[23n2=(n,—ny P+ 11m*+39)F}

nlO

1024

[5487n°+35182n2—1134m3*n, —n,)?

+1806n%(n, —n,)* —3402n°m*+147(n, ~n,)* —549m*

+5754(n; —n, > —8622m*+ 16 211)F* . (8)

In an experiment, the effective “threshold” field is
defined by the average time a molecule spends in the
Stark-field region (in our case ~107%s). In the vicinity
of the critical field values [for the extreme Stark com-
ponents these are defined by Eqgs. (4) and (6))], the ioniza-
tion rate varies by several orders of magnitude when the
field is varied by only a few crcent. As a consequence,
near the cntical field, eff<ctive thresholds and critical en-
ergies are similar within a few percent.

For hydrogenic ionization rates Damburg and Kosolov
[7] have given the semiempirical formula given by

ytm+l _R/3
= (4R) e

n’nyny+m

Xexp ~n3§(34n§ +34n,m +46n,+7Tm?

+23m+2) |, ©)

where R =(—2E)*’2/F and E is the energy calculated
from Eq. (8).

The relation between the energy and the field strength
at the ionization threshold for a given n manifold de-
pends primarily on the value of n, and to a lesser extent
on m,. The red state (n, =0) has the lowest energy and
the highest ionization rate, because its wave function has
a high probability density near the saddle point. For an
ionization rate of 10° s™!, the approximate values of the
critical field [Eq. (4)] and the critical energy [Eq. (5)] of
the reddest state differ by only a few percent from the
threshold values calculated using Egs. (8) and (9). On the
other hand, the bluest state (n,=n—|m|—1) has the
highest energy, but its wave function shows only a very
small electron density near the saddle point and conse-
quently its ionization rate is small. Numerical calcula-
tions show that, in the region of interest here
(50 <n <100), Fy,,. is two or three times larger than F, 4
for a given n manifold, consistent with the variational re-
sults [6] (4) and (6).

The hydrogenic Stark manifolds displayed in Fig. 2
have been computed from Eqgs. (8) and (9). For each n
and n,, the energy of the m =0 Stark level is plotted as a
function of the electric field. Curves end at a field value
where the ionization rate reaches 10°s™ . 72

l
IV. EXPERIMENTAL RESULTS

Two types of spectra were examined using the ap-
paratus shown in Fig. 1. One type is obtained by scan-
ning the wavelength of the exciting laser; this spectrum is
recorded for a fixed setting of the Stark field, the detec-
tion field, and the laser polarization. A second kind of
spectrum is obtained by scanning the magnitude of the
Stark field; it is recorded for a fixed setting of the excita-
tion wavelength, the detection field, and the laser polar-
ization. EFI thresholds appear in both spectra. An im-
portant point concerning the observed EFI thresholds is
that, if a molecule is ionized in the Stark field, the ion is
also deflected by the Stark field and thus never reaches
our detector. Thus, in our spectra, contrary to the usual
experiments, the ionization thresholds correspond to a
decrease in the ion signal.

A. Threshold spectra of H,

A typical set of wavelength-dependent spectra for H; is
given in Fig. 3. These spectra are recorded with a field of
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FIG. 3. Excitation spectra of H, with a Stark field of 5 V/cm
for states excited in zero field (a), in the Stark field with My =0
(b), and in the field with My =1 (c). Esp, E,, and E, indicate
the positions of the saddle-point energy, the red-state (n, =0)
threshold. and the blue-state (7, =n — 1) threshold, respectively.
Here and in the following figures, the energy scale origin is the
lowest ionization limit of H;: 29 562.58 cm ™' above the meta-
stable state.
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5 V/cm applied in the Stark region. In the top spectrum
{a), the molecules are excited in region | (near-zero field)
and then enter the Stark-field region. This spectrum
shows the excitation of the nd (N =1) Rydberg series that
converges to the iowest ortho level of H;” (N7 =1,
K ~=0). This limit lies 29 562.58 cm ™' above the initial
metastable state and is used as the origin of the energy
scale given. A significant decrease in the ion signal is ob-
served for n values greater than 106, and no Rydberg
molecules with quanturm numbers exceeding 140 are
found to reach the detector. The conclusion is that the
higher n members are field ionized in the Stark field and
hence prevented from reaching the detection field. No
sharply defined ionization threshold exists in this case
where the states are excited prior to the ionizing field.
The model thresholds calculated for 5 V/cm are indicat-
ed in the figure. We see that the states lying between E,
and E,, well above the saddle-point energy Egp, are
stable on the time scale required to traverse the Stark
field (~1 us).

A generally different picture emerges when excitation
occurs in the Stark-field region (region 2), as is evident in
traces (b) and {c) in Fig. 3. Rather well-defined thresh-
olds appear in these two spectra near n =90, the predict-
ed saddle-point energy for a field of 5 V/cm. The projec-
tion of the total angular momentum of the molecule
(neglecting spins) onto the field axis, My, is the only
quantum number conserved in the field. In the metasta-
ble state, My =N =0. Thus, depending on the orienta-
tion of the laser polarization with respect to the Stark
field, we can excite states with My =0 (E, o || Egq,n
center spectrum in Fig. 3) or My =11 (E LEg,., bot-
tom spectrum in Fig. 3). In the following, we use the no-
tation My =1 instead of My ==*1.

We see that the My =0 spectrum exhibits a distinct
threshold at the zero-field energy of the 90d state, with
practically all M, =0 states being ionized above the clas-
sical threshold Egp. In the My =1 spectrum, we again
observe a sharp decrease in the ion signal at the saddle-
point energy; however, a significant proportion of the
states are observed to be stable above this threshold.

These differences are also apparent from Figs. 4 and 5,
which show the results for Stark-field values ranging
from C to 10 V/cm. Figure 4 gives spectra obtained by
exciting in the near-zero field and then subjecting the
Rydberg states to the Stark field indicated. The model
thresholds are shown by arrows, and we see that EFI be-
comes gradually complete between £, and E, when the
states are prepared at near-zero-field conditions. Spectra
recorded with atomic helium under identical conditions
give results basically identical to those in Fig. 4. Figures
Sta} and 5(b) correspond to excitation in the Stark field
for My, =0 and 1, respectively. The arrows represent the
position of the saddle-point energy. For each field value,
it is clear that ionization is nearly 100% efficient above
the saddle-point energy when M, =0 but less complete
(varying from 60% for F=2 V/cm to 80% for F=10
V/cm when My =1.

We can look at EFI in finer detai; by using the second
technique described above, namely, exciting a Rydberg
stale at a given photon energy and then measuring (he
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FIG. 4. H; Rydberg spectra when the molecules are excited
in a near-zero field and then exposed to a Stark field. Arrows
indicate the saddle-point energy and the red-state and blue-state
diabatic thresholds. Field ionization occurs between E, and E,,
well above Ep.

remaining ion signal as a function of the magnitude of the
Stark field. Figure 6 shows such spectra at a wavelength
corresponding to excitation of the field-free 70d (N =1)
state. The upper spectrum refers to excitation at zero
field, prior to the interaction with the Stark field. The
bold dashed line is a hydrogenic simulation based on Eqgs.
(8} and (9). A small portion (about a quarter) of the mole-
cules are found to be field ionized just above Fgp, but ion-
i1zation only gradually reaches completion above the red-
state threshold. The blue-state threshold field for n =70
lies at ~85 V/cm, outside the field scale shown in Fig. 6.
The lower spectrum in Fig. 6 corresponds to states excit-
ed in the field for My =0. Obviously i0onization is com-
plete above Fp for M, =0 states excited in the field.

B. Threshold spectra of atomic hydrogen

Several aspects of the ionization pheno aena described
so far become clearer in the context of atomic hydrogen,
for which exact calculations are available. We show in
Figs. 7 and 8 spectra for atomic hydrogen recorded under
conditions identical to those used for H, in Figs. 3 and 6,
respectively. In the top spectrum in Fig. 7, the Balmer
series np«—2s is excited in the near-zero field and subse-
quently the atoms traverse the Stark-field region, where a
field of 5 V/cm is applied. We see that the ion signal de-
creases only gradually between the thresholds E, and E,,
quite analogous to the results for H, in the uppermost
spectrum of Fig. 3. The lower spectrum in Fig. 7 corre-
sponds to atomic hydrogen being excited in a field of §
V/cm with the laser polarization perpendicular to the
Stark field (m; =1). This spectrum is quite different from
the analagous spectrum for triatomic hydrogen in Fig. 3.
In atomic hydrogen, the threshold region spreads from
the saddle-point energy Egp (where n; =0 states are ion-
ized) all the way to the ionization limit (where states with
n,=n are ionized). In Fig. 7 (bottom), the thin trace
gives the experimental spectrum and the bold trace the
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result of a hydrogenic calculation which shows the high
degree of reliability of the hydrogenic theory [Egs. (8)
and (9)}.

A similar difference is apparent in Fig. 8, which gives
fixed-wavelength spectra for excitation of H (n =70) that
can be compared with those shown in Fig. 6 for H;. The
dashed line in Fig. 8 (top) gives the result of a hydrogenic
simulation which fits almost perfectly the experimental
spectrum.

V. DISCUSSION

The field-ionization properties of the Stark siates of
nonhydrogenic systems depend on the strength of the
mixing between pure parabolic states of different n value
and the dynamics at the avoided crossings between these
states. However, this mixing alone is not sufficient to ex-
plain the hydrogenic behavior of H; states excited in the
region of near-zero field, as will be detailed in Sec. V B.
Section VC gives a qualitative explanation of the
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FIG. 5. Stark spectra of H; for different field values (0-10
V/cm) and My =0 (a) or My =1 (b). The arrows indicate the
saddle-point energy. The spectra clearly show a sharp decrease
in the signal at Eg; as well as the stability of part of the M, =1
states above this threshold. 74
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FIG. 6. H;" signal as a function of field strength after excita-

tion of H, molecules at the energy of the 70d (N = 1) state with
excitation in the near-zero field (top) or in the Stark field (bot-
tom). The bold dashed line (top spectrum) is a hydrogenic simu-
lation (see tex1). The top spectrum shows that about 25% of the
molecules are ionized just above the saddle-point energy, i.e., at
the field strength Fsp, where the energy of the 70d state equals
the saddle-point energy.
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FIG. 7. Excitation spectra of atomic hydrogen with a Stark
field of 5 V/cm for states excited in near-zero field (a) and in the
Stark field with m; =1 (b) (thin line: experiment, bold line: cal-
culation). Compare with the spectra of Fig. 3 to see the nonhy-
drogenic behavior of H; when excited in the Stark field and i*s
hydrogenic behavior when excited in the zero field.
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F1G. 8. Same as Fig. 6 but for atomic hydrogen. The excita-
tion takes place at the energy of the 70p state in the zero field
(top) and in the Stark fieid ‘bottom), with m;=1. The bold
dashed line (top spectrum) is a hydrogenic simulation assuming
m, =1 and an ionization rate of 10°s™".

differcnt EFI processes observed for My =0 and My =1
series. Unlike the previous point, this one i1s a conse-
quence of particular characteristics of H;. Finally, we
analyze the dynamic evolution of states that are excited
in the near-zero field and then subjected to the Stark field.

A. Adiabaticity and diabaticity

In the nonrelativistic approximation, the Stark levels
from different n manifolds of atomic hydrogen are strictly
uncoupled. In the nonhydrogenic case, however, the
Stark states cannot be described by purely parabolic
fn,,n,,m) wave functions and the crossings between the
Stark states are avoided. The coupling among different
iny,n,,m) states of different n value determines the dy-
namic path along which the Stark states evolve in a
time-varying electric field, and two extreme cases can be
distinguished.

If the electric field is increased gradually, such that the
mixing between the various n,,n, components has time
to be established, then a specific state will evolve along
the adiabatic path. For example, if the zero-field excited
state was an n/m state, then the path followed toward
ionization is such that the energy of the system is forced
to stay between the zero-field energy of the n —1 and
n +1 states because all crossings are avoided. In this
case, the experimental ionization threshold follows rather
closely the classical formula 1/16n**, where n*, the
effective principal quantum number at ionization, differs
at most by about 0.5 from the original n value [32]. This
1s why the saddle-point threshold is sometimes referred to
as the adiabatic threshold. Ionization can occur in the vi-
cinity of the saddle-point energy because there is always
mixing with a rapidly ionized “red” component from a
higher n manifold.

On the other hand, if the field is increased very rapidly,
the avoided crossings may be traversed diabatically and a
zero-field state could follow along any of the paths be-
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tween the “red” n.=0l state and the ‘blue”
nt, =n— m —|.state trom zero field to 1onization. As a
consequence, we would expect to observe a gradual ion-
1zation of the different Stark sublevels at field values be-
tween F .. and F, .. This difference 1s ind cated in Fig.
2. where the boid tracks give examples of adiabatic pas-
sage to 1onization whereas the thin lines are examples of
diabatic passage.

Direct evidence for both adiabatic and diabatic behav-
1or 1s apparent in the upper trace in Fig. 6. Some H, mol-
ceules abuul I3, are obsarved 10 1omize near the
saddle-point energy, while the remainder show a field
dependence simiiar to that seen for atomic hydrogen
fcompare with top curve :n Fig. 8). To explain this obser-
vation we first have to characterize the nature of states
excited in region |.

B. Properties of the “zero-field” states

States that are photoexcited in region | are not
prepared under truly zero-field conditions, but they are
formed in a region of ill-determined residual fields whose
direction and magnitude is not constant along the beam
path. A main component of this field comes from the
mouonal electric field that results from the earth’s mag-
netic field (<100 mV/cm). When optical excitation
occurs under such conditions, then at ume =0 an
My =0 or | state will be excited because the initial state
has N =M, =0. At the ume of excitation, the quantiza-
tion axis is defined by the local field. However, this
quantization axis will be lost during the passage from the
point of excitation to the region of the Stark field, and the
total angular momentum N of the molecule will precess
around the random directions of the residual field. This
would be true even if the field was as close as possible to
zero {1,2,27]. However, if the electric field was really
negligible, the accessible values of My would fall into the
range from O to =3, owing to the low values of the core
kinetic momentum (N7 =1) and the electronic angular
momentum (/ =0 or 2) that can be prepared from our ini-
tial state of H;.

To explain the EFI behavior in the upper curve in Fig.
6, we first consider the result of a perturbative calculation
[45] for the oscillator strength of the Stark states belong-
ing to the n =70 manifold. The calculation used the
quantum defects listed in Table [. Figure 9 gives these re-
sults for M, =0 and 1 at F=0.1 V/cm. Calculated in-
tensities have been normalized so that the sum of the line
intensities for a given n manifold 1s 1. Two results from

TABLE 1. Quantum defects used 1n our calculations.

Orbrtal Quantum

symmetry defects Reference
5 0.07 [asi
pa” 0.05 143
pe’ 0.39 [43)

d 0.02 (40

/ 0.01 4l
>3 0.00
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FIG. 9. Perturbative calculation of the oscillator strength for
the n =70 manifold of H; 1n a field £F=0.! V/cm. The top
spectrum shows results for M, =0 and the bottom spectrum for
Aw.v =1.

Fig. 9 are important for the discussion of the ionization
behavior seen in Fig. 6.

(1) The energy spread of the n=70 Stark manifold at
an electric-field strength of 0.1 V/cm is <0.08 cm ™.
Our experimental resolution is given by the laser band-
width (£0.15 cm™"). Thus the laser will excite all the
components of the manifold under the conditions that ap-
ply to the top spectrum of Fig. 6.

(2) The intensity of each unresolved Stark component
is approximately proportional to the square of its d { =2)
character. The oscillator strengths show that the intensi-
ty is distributed over the entire manifold. The strongest
line bears 27% of the total oscillator strength for My =0
and 5% for My=1. The intense transitions on the red
side of the manifolds correspond to the states that corre-
late to the nd states at the zero-field limit. More general-
ly, all the lines on the red side of n =70 correlate to states
with a positive quantum defect in zero field, that is, with
low-/ states {/ <3), while the lines between —22.42 and
—22.36 cm™' correspond to the hydrogenic complex
(1 ~0) of high-/ states.

In our calculation, the quantum defects are nonzero for
[ =3, which corresponds to the ten lowest states of the
manifold for M =0 (the nine lowest for My =1). The
sum of the line intensities of these Stark states is 0.341 for
My =0 and 0.078 for M, =1. When these data are com-
bined with a 1:2 statistical branching ratio for My =0
and My=1, this leads to a total of
(0.341X $+0.078 X 3)~17% of the intensity going into
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low-/ components when broadband excitation occurs at
0.1 V/em. This information can now be used to estimate
the composition of states that enter the Stark-field region
under the conditions of Fig. 6: For a given ! ~alue, the
total angular momentum N with ¥~ =1 may take any
value from 0 10 /, and so does M, . If we assume an
equal partinoning of all the My values for each N subset
fthis is strictly true only if no quanuzation axis exists;,
the probability that an excited molecule is in 3 low-M,
state (say, M. <3)1s 0.17 «the 7% corresponding 10
the low-/ components; plus ~0.05 (the proportion of low
M, for high-{: high-V states ~3:70). In other words,
only about 22% of the molecules excited in rezion | enter
the Stark region with M, <3.

The experimental results in Figs. Sta' and $'br suggest
that, for n =70, about 100% of the M, =0 states and
about 809 of the M, =1 states will be field ionized above
Esp when a field of ~ 13 V,cm ivalue of Fgp from n =70
is applied. Similariv, we can assume that a sigmficant
proportion of M. =2 states are also ionized, but states
with high M, should behave purely hvdrogenically, since
no states with significant quantum defects participate in
the My > 2 manifolds.

The above considerations suggest that about 22% of
the excited molecules should ionize at the saddle-point
energy or in its vicinity (depending on which adiabatic
path they follow, Egp may correspond to an effective
n*=n=1), while the remaining 78% of the molecules
should ionize hydrogenically. This result fits almost per-
fectly the top spectrum in Fig. 6, where we see that about
25% of the molecules excited in the n =70 manifold in
region ! are field ionized just above Fgp while the remain-
ing signal follows rather precisely the hydrogenic simula-
tion shown by the dashed line (see also the experimental
results for atomic hydrogen in Fig. 8). We observed rath-
er similar behavior in experiments in atomic helium, and
1t is obvious from the above discussion that such behavior
should be observed whenever the laser bandwidth encom-
passes the entire Stark manifold.

C. Influence of My on the electric-field
ionization process

In Figs. 3 and 3. we note a difference in the behavior of
the My =0 and My =1 Stark states. A significant pro-
portion of M, =1 states are stable, on the time scale of
about | us. above the saddle-point energy while nearly all
M. =0 states ionize within this time frame. The fraction
of My states that are *“stable” decreases as the field
strength increases. For M =1, almost 40% of the mole-
cules are stable above Egp. when F=2 V/cm. This frac-
tion decreases (o 30 at £ =35 V/cm, and to 20 at F=10
V/cm. For M =0. the fraction is 15% at F=2 V/cm,
less than 59 at F=35 V/cm, and not measurable at
F=10 V/cm. According to Eq. (2), these field values for
Egp correspond n$p (values of the effective gquantum
number at the saddle poinu of 113, 90, and 75, respective-
ly. Below, we attempt to explamn the difference n the
My =0 and | spectra by using the results from a pertur-
bative description of the Stark manifold of H;.




While a calculation for such large values of n is quite
straightforward. we considered such an exercise out of
proportion to our purpose and unnecessanly comphlicat-
ing owing to the very larze number of Stark states in-
volved at high n values. For reasons of clanty, we chose
to examine the Stark manifolds for n =19 and 20. The
results for these states should contain the essence of what
is important for the higher n values, and they can be
scaled to the case for the higher values. Figures 10 and
11 exhibit the Stark states predicted by the perturbauve
theory in the region of the crossing between the n =19
and 20 mamfolds for M, =0 'Fig. 10} and M =1 (Fig.
11'. The Stark maps appear to be similar, but they reveal
significant differences between the two cases.

For M, =0, some avoicded crossings are large (>0.1
cm™!) and some nearly negligible (<0.01 cm ™). Exam-
ination of a particular state from low field strength into
the crossing region shows that it is always part of an en-
semble of three states which never get closer than ~0.1
¢m ™! to any another triplet. This feature is particularly
apparent in the close-up view shown in the lower part of
Fig. 10. Sets of three sublevels exist because the N™ =1
value of the core kinetic momentum gives rise to three
components for each (n,,n.; state that correspond [45] to
the three orientations of V™ in the relation N=]+NT,
despite the fact that ¥V and / are not well-defined quantum
numbers in the presence of the field. We note from the
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FIG. 10. Stark map of H,, M, =0, showing the region of the
crossing between the n =19 and n =20 manifolds (top) and de-
tails of the area within the dashed rectangle (bottom). Arrows
in the bottom figure indicate the largest avoided crossings (see
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manifold shown in the top part cf Fig. 10 that this tniplet
character persists up into the high-field region

For M, =1 (Fig 11" parucular levels cannot be
uniquely grouped into triplets once they reach the region
of n mixing. One member of each triplet develops aiong
a diabatic path as F increases. Such paths are indicated
by a dashed arrow in the detail of Fig. 11. The calcula-
tion shows that these diabauc states have negligible 5 and
p character 1~ 107" for n=20) while they possess a
significant d component (0.1-0.2 for n =20i. We also
conclude from the examinauon of the results of the per-
turbative calculation that these diabatic states bear about
one-third of the total vscillator strength. We attribute
the appearance of stable states above the saddle poimnt 1n
Fig. 5(bi 10 the existence of these diabatic components of
the Stark manifoid.

As a further difference to the M, =0 case 1n Fig. 10,
the adiabatic components of the My =1 manifold show
generally smaller avoided crossings than those for M, =0
(by about one order of magnmitude). For atomic species, it
i1s well known that the hydrogenic character becomes
more pronounced as m, increases, because of the diminu-
tion of the quantum defect with /. In the atomc case, a
given m; manifold includes only those states that have
!> m,. It is not clear a priori that the same situation ex-
ists in a molecular system, where the good quantum num-
ber My (m, is not defined) does not formally impose a re-
striction on the value of /. Hence, the ongin of the weak-
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er couplings occurring among the My =1 states 1s not ob-
vious @ priori. [nspection of the perturbation basis for
M, =0 and | shows that their only difference is the ab-
sence of the {np,V=0) clement in the | M, =1]| basis.
Experniments described in Ref. [40] show that the
tnp..N =0) state is a strong mediator between the s and d
states.

The lack of the (np, ¥ =0/ element in the My =1 case
therefore appears to lead to a diminution of the coupling,
and we consider this lack to be the ongin of the different
behavior of states above the saddle-point energy. The
width of the avoided crossings is a measure of the
strength of the couplings between states from neighbor-
ing n manmifolds and hence also of the importance of the
mixing between these states. A comparison of Figs. 10
and 11 therefore suggests that the My =0 manifolds are
more strongly coupled and mixed than the My =1 states.
The magnitude of the avoided crossings suggests that this
difference 1s about one order of magnitude. This
difference is a particular characteristic of Hs.

D. Dynamic evolution of Stark states

The results of the perturbative calculation presented in
Figs. 10 and 11 can be used to analyze the dynamic evo-
lution of states that are excited in a near-zero field and
then subjected to a Stark field. We choose the example of
Fig. 6 (1op spectrum), where molecules are first excited to
n =70 1n a near-zero field and then enter (in about 100 ns)
the Stark-field region. We examine the dynamic path fol-
lowed by the My =0 and M\ =1 components. To apply
the resuits in Figs. 10 and 11, we extrapolate these calcu-
lations to n ~70. The matrix elements of the Stark Ham-
iltonian between two neighboring states are proportional
(45] to n°F. The field strength corresponding to the onset
of n mixing is F,=(3n>)™"' (in a.u.). Hence, in the region
of the avoided crossings, Stark Hamiltonian matrix ele-
ments between adjacent states are proportional to n 2.
The width of the avoided crossings is directly proportion-
al to these matrix elements. Therefore the width of the
avoided crossings for n =70 should be about (2)* times
smaller than that for n =20. In the n =70 manifoid, the
width of the large avoided crossings between each triplet
will be of the order of 2X107% cm™' for My =0 and
2X107* ecm ™! for My =1. Using the Landau-Zener for-
mula [48], we next calculate the probability for the sys-
tem to jump from a diabatic state O to a diabatic state 1
at the crossing

Py =exp— 1 — |, (10)
v
where
27:_ v
7'/61
77 =
° 3E, QE,
. dF oF .
and
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_ 9F

V= —

or

E, and E, are the Stark energies of states 0 and 1, and
Vo1 1s the matrix element between the two states one-half
of the width of the avoided crossing). For the extreme
members of two neighbonng manifolds {in,n, ~n' and
(n+1,n,~0i] and for the values n=70, F=10 V,/cm,
Ar=100 ns, Eq. (10) leads to

[2X 107" ifor M, =0)

=P = 12X107% for My=1) .

The number of large avoided crossings thar a given
state encounters is on the order of (nFgp /F. 1, which is
about (3n°/16). Under the (very crude) assumption that
Py, 1s of similar magnitude at each crossing, the total
probability that the system remains in the same diabatic
state when Fis increased from 0 to Fp is about

De=ipy e (1

In the present case this gives

[0 (for My=0)
ot __ -
007 10.83 (for My=1).

We conclude that under our experimental conditions
the evolution of the My =0 components is globally adia-
batic while the evolution of the M, =1 components 1s
mainly diabatic. This discussion also shows that diabati-
city and hydrogenic behavior are far from synonymous.

V1. CONCLUSIONS

Ionization of high-Rydberg states of triatomic hydro-
gen in an external electric field has been investigated.
The experimental results have demonstrated 2 fundamen-
tally different behavior between states prepared in the
electric field and those prepared pnor to application of
the electric field. A significant difference in character be-
tween the My =1 states and the .M, =0 states has been
found. Both results have been discussed in the frame-
work of a perturbative treatment of the Stark effect. The
first aspect has been shown to be a rather general conse-
quence of the lack of a durable quantization axis in a
near-zero-field region. The second point is related to the
weaker couplings that exist between the M, =1 senes
members and it results mainly from the absence of the np
(N =0) component in the My =1 manifold.
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PREDISSOCIATION OF EXCITED STATES OF Hj

Hanspeter Helm
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SRI Intemational
Menlo Park, Ca 94025.

A review of experimental observations on predissociation of excited states of the
triatomic hydrogen molecule is presented. The possible significance of the various
predissociation channels observed for bound states of H3 as decay paths in dissociative
recombination of H3 with low energy electrons is discussed.

INTRODUCTION

Evidence for predissociation of triatomic hydrogen comes from line broadening
observed in emission!-2 and in absorption,3 from observation of the neutral fragments that
are formed in photodissociation* and dissociative electron capture3 and from observations
of rapid loss of excited state density in specific rovibrational levels in high Rydberg
states.6-8

The coupling of excited states of H3 to the continuum has also been of theoretical
interest,9-1! specifically in view of the importance of dissociative states of H3 for the
dissociative recombination reaction of H3 The magnitude of the recombination rate has a
rich history of controversy12-13 with several recent experiments pointing to the existence of
a fast recombination channel for 'cold' Hi with low energy electrons,15-17 confirming the

~ earliest report on this reaction.!2 Theory has found it impossible to explain a high rate for

dissociative recombination by low energy electrons,9-10 and one set of experiments!3 has
reported consistenty small recombination rates for ‘cold’ H3. The reason that theory finds
no significant reactions for the lowest vibrational level of H3 and thermal electrons is the
apparent absence of suitable dissociative continua through which the reaction

H} +e > H3** > Hy+H e))

could proceed. In the D3y geometry of ground state Hj the repulsive ground state of H3 is
the sole continuum state below the ionization threshold. This surface lies 7 eV below H3 at
the equilibrium geometry of the ion.

Here we discuss the various experimental observations of predissociation of excited
states of H3 and the roles that bound excited states of H3 could play in the dissociative
recombination process.
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POTENTIAL ENERGY CURVES

In Figure 1 we show the results of molecular soucture calculations of Petsalakis et
al.!! for three special geometries of neurral triatomic hydrogen. The curves in the center of
the figure correspond to the equilibrium geomerwry of the ionic ground state, D3, All
spectroscopic observations of Rydberg states of Hj refer to excited states with geometries
close to this one. In D3 representation the lowest energy potential curve, 1°E’, depicts the
Jahn-Teller seam of the degenerate ground state surface along the diagonal coordinate of the
lower surface shown in Figure 2. That is, the minimum along the curve, 12E’, in Figure 1
represents the saddle point energy in the continuum of the ground state. The upper sheet of
the Jahn-Teller surface (not shown in Figure 2) grows trom this seam.!® A similar
description applies to all other potential energy curves with E symmetry. However for the
higher-lving degenerate states the lower and uppers sheets remain bound up 10 energies
above the ionizanon threshold. Energy surfaces of these states have been calculated by
Nader and Jungen!® for n=2,3,4 and 5.

The nondegenerate states of A and A> symmetry can be described (in D3p) by
surfaces that lie nearly parallel to the ionic ground state surface, as long as the energy lies
below the ionization threshold. A representation of the ionic ground state surface is given
in the upper part of Figure 2.

As a consequence of the strong binding energy?0 of Hj (4.373 eV) and the low
ionization potennal of H(n=2), 3.402 eV, the sole dissociatton limits that fall below the
iomzation threshold are the limits formed from ground state atomic hydrogen, H(ls) +
H(ls) + H(1ls) and Hz(XIZE) + H(ls). Any dissociation process of Hj3 states with
energies in the vicinity of, or below the ionization threshold must connect to the ground
state surface of H3. As long as neutral Hj is restricted to D3 geometry (or one such as
chosen in Figure 2) the excited state surfaces are embedded in the ground state surface, but
they do not intersect at energies below the ionization threshold.

Oan
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Figure 1. Potential energy curves of Hj for the linear symmetric, D3y, and 90° insertion configurations.
etsalakis et al., Ref 11).
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Figure 2. Potental energy surfaces for ground state H3 and ground state H; (Murrell et al., Ref. 18).

By contrast, when the triangular configuration is opened to a linear one, the resultant
Z; states follow a sequence of avoided crossings (Figure 1, left diagram) indicating that
gerade states are subject to rapid dissociation to ground state atomic hydrogen. In an
adiabatic path the A] and E’ states connect to 2‘; states.2l The energy difference between
the lowest vibrational level of H} (D3 geometry) and the lowest linear symmetric
configuration is ~ 2.5 eV. Therefore an electronic state of H3 in low vibrational excitaton
needs to tunnel through a significant barrier in order to find the efficient dissociation paths
that exist near the linear geometry. For the 12A] state (2s) an energy of 1.5 eV is required
to reach the barrier in the 122'.; curve (see Figure 1 center and left).

Additonal dissociaton limits are open only above the ionization threshold. The first
of these, Hz()(zzg) + H(n=2) lies 973 meV above the lowest level of H_;,' . In Figure 3 we
show the energy of this limit together with the lowest vibrational levels of H3.

In the framework of the theoretical potential energy surfaces known to date,
predissociation of triatomic hydrogen in low vibrational levels can be efficient only for
states that exhibit good Frank-Condon factors with the electronic ground state of H3. This
is certainly the case for states belonging to the n=2 manifold, the states labeled 12A] and
12A3 in Figure 1. Experimental observations confirm this case as will be discussed in the
next section. We then review observations that indicate significant predissociation in
Rydberg states of higher principal quantum numbers. In order to explain the existence of
these predissociation channels we need to invoke a fairly efficient mechanism for coupling
among the Rydberg states. This coupling refers to the transfer between electronic and
vibrational energy in the high Rydberg states. The origin for an efficient transfer is not
obvious when considering the potential energy curves in D3y geometry. This coupling is
likely to play a role in dissociative channels for recombination, a topic we discuss in the
final secton. g5
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PREDISSOCIATION CHANNELS IN D3y GEOMETRY

Table 1 gives a list of states for which explicit predissociation lifetimes have been
determined.

Table 1. Predissociation rates of neutral states of triatomic hydrogen, H3. Energies
(cm!) are given relative to the lowest ionization threshold of H3.

State vi.v2. N K Energy Rate Coupling Ref.
252A1 0,0.1,0 30460 62 (12) vibrational )
3s2A| 0.0.1,0 12868 <10 (9 vibrational (22)
452A1 0.0.1,0 7140 14 (11 vibrational ?)
4s2A] 1,0,1,0 3931 4.1 (10) vibrational )]
5s2A1 0,0.1,0 4530 2.5 (11) vibrational 3)
2p2A; 0.0.1,1 29480 14 (10) rotational Q)
3d2E" 0.0.1,0 12265 <1.0 (9) rotational )
1(61p) 2220 29 2.5 (9) vibrational ©)
2p2A; 0.0.0,0 29562 1.5 (5 spin-orbit (24)
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Eleconic states of A symmetry are coupled to the dissociative ground state. 1-E', by
the “ending vibration (which is of ;ymmetry E). The lowest A} state. 2s°A . (labeled
1°A] in Figure 1) 1s observed! 1o be rapidly predissociated in its ground vipratonal level.
The lifedme 1s 160 fs for H3 and about 800 ts for D3. The strength of this dissociaton
channel 1s due to the good Franck-Condon factor. Thais can be envisioned from the
proximity of the respective potential energy curves it Figure 1 tcenter). However, the
lawer give the energies along the symmetnic stretch coordinate, which is not what couples
the two states. The apparent mass effect is atmbuted o changes in the Franck-Condon
factor.! the vibrational coupling element itself being mass independent.

Similar considerations should apply to the higher lving excited states of A] symmemy,
however the increasing separation from the ground state surface leads us to expect that the
wavefuncuon overlap diminishes, thereby decreasing the probability of predissociation.
Indeed a verv low rate of predissociation=0.22 1s observed for the lowest vibrational level of
the 3s2A | state (labeled 27A| in Figure 1). The predissociaton rate for this state is at least
3 orders of magnitude smaller than that of the 2s-A7 state. and radiation is a dominant
decay channel for 3s°A|. Unexpectedly, the predissociation rates for the 4s and 5s states
are observed to be large again,3 a feature that does not square with the picture of an
Interactic1 be:ween an isolated Rydberg state and the ground state surface. Before
addressing tnis anomaly further we discuss other experimental observations of
predissociation.

Electronic states of Az symmetry are coupled to the ground state surface primarily by
rotational coupling. The most direct evidence for this mechanism comes from the
observanons by Herzberg, Hougen, and WatsonZ who show that the widths of the
rotadonal levels in the 2p2A'f3 state increase proportional to the quantity B{N-(N+1)-K?].
Here B is the rotational constant, N the total angular momentum and K the projection of N
along the figure axis. This quantity represents the energy of tumbling motion around an
axis in the plane containing the three hydrogen atoms. This mouon turns the configuraton
of ZpAE (p orbital perpendicular to the plane of HY) into the ground state contiguration,
12E' (p-type orbital in the plane of the nuclei). This predissociation channel i quite strong
for the ZpA'}_ state but it is significantly slower for the corresponding 3p state (labeled 22A5
in Figure 1) for which radiation is the dominant decay path.!>3 For the deuterated species,
D3, the rowtional coupling effect is expected to be smaller by about factor of two.
However the experimental linewidths! observed for the 2pA> state of D3 suggest a
reduction in linewidth larger than this.

No experimental information is available for predissociation of the higher lving p-
states except for 43p and 61p.7 We will discuss these states later.

Predissociction has also been observed for d-tvpe Rvdberg states.># The dominant
coupling path for the d°E" states is rotational coupling. The predissociation is observed to
be slow for the n=3 d-states.

In additon o vibradonal and rotational coupling, other weaker terms will contribute to
predissaciation for all states. The likely ctrongest among these is spin-orbit coupling. Its
contmbuton to the decay rate of the N=0,K=0 leve! of 2p~A> has been esumated=* at
1.5-105 s-1,

PREDISSOCIATION OF HIC™ LYING RYDBERG STATES

Predissociation of selectea high-lying Rvdberg states of Hz is suggested by the
observations o1 windows in the excitation spectra of the Rvdbery senes. In these
experiments6-8.23.26 Rydberg states are photoexcited f.om the long-hved N=0.K=0 level of
the szAE state and the resultant excited s"1te population is interrogated a few 10 ns to
several 100 ns later by electnc field ionization. Dodby ¢t 2l.® atmbuted the absence of tugh

lying s-states in their experimental spoctrum to predissoctation. Inzensity windows in the
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d-Rydberg series between n=17 and n=25 and around n=43 were also observed®.7.25 and
atmibuted to selective predissociation of these states.

In order to proof that the absence of exited state population in these experiments is
indeed a result of rapid loss of the Rydberg levels, rather than a result of diminuation of
excitation probability (due to channel interactions), various depletion experiments were
carried out. The depletion experiments probe the loss of lower state population, rather than
the existence of long lived Rydberg states.”-27 These experiments showed that :hose s- and
d-type Rydberg levels that are missing in the specta detected by field-ionization are
photoexcited as efficiently as those Rydberg states that do appear in the field-ionization
spectra.

In the field ionization experiments. the time between detection of the Rydbergs and
their creation is fairly long (10 to several 100 ns). The loss of Rydberg population may
therefore in principle either be due to enhanced radiative loss or due to predissociaton.
Considering typical radiative lifedmes?8 of H3 (they fall into the 10 ns range) we conclude
that extremely strong mixing with radiative states would have to occur to achieve the
removal of these selected Rydberg states on the ume scale of observaton. This suggests
that moderate to weak mixing with rapidly predissociated states is more likely responsible
for the absence of selected high lying Rydberg states. Only this latter mechanism is
consistent with the appearance of windows that cover many neighboring Rydberg levels
(for example 18s to 24s).

The lifedme of one of the high lying states has been measured explicitly.? This state
lies close in energy to the 61 p state. In Table 1 this state is identified as I(61p), where |
should indicate an interloper state (dark state).
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Figure 4. Low fie!d Rydberg spectra in excitation from N=0, K=0 of the ?_pzAismtc. The window
at the position of the 61 d state level is due to field induced predissociation (Bordas and Helm, Ref. 7).
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The experimental observation is that this interloper state is responsible for the
accidental predissociation of the (N=2) 61p Rvdberg. This particular interloper 1s fairly
narrow and lies within 0.2 cm-! of the 61p state. In this way it can selecuvely influence the
61p state, but its effect is much weaker on the n=60 and n=62 Ryvdbergs. Further evidence
for its presence is the observaton that when only very weak electric fields are applied, the
ensuing Stark mixing gradually affects also the lifetime of the 61d Rydberg state which also
lies close in energy. An example is shown in Figure 4. The gradual loss of 61d state
population due to electric-field-induced coupling to an interloper state 1s clearly apparent
from these results.

Several isolated window resonances such as shown in Figure 4 have been observed
(43p, 61p, 64d, 86d, 129d), in addition to the wider windows that affect broad ranges of
n-values in the s and d-tvpe series. The windows are dismbuted in a seemingly irregular
way across the entire energy spectrum, and they appear predominantly for low values of £.

In the framework of the potential energy curves of Figure | (center) the quesnon arises
as to the mechanism that can induce predissocianon at such energies, where the bound state
wavefuncaon of the Rvdberg states is spaually well removed from the dissociation
conuinuum.

In the following we discuss possible mechanisms for these effects and their
implications for dissociative recombination of H3.

RYDBERG-RYDBERG COUPLING

The proximity of the energy surfaces of the n=2 Rydberg states (252A2 and 2p~A?)
with the ground state continuum is the origin for the high predissociation rates observed for
the 2s and 2p levels. We should expect similarly high predissociation rates for the
vibrationally exited levels in the n=2 states. Even higher rates appear possible at vibrational
energies where Lhe bound state wavefunction can explore the surface in the vicinity of the
barrier in the -Zg states that exist near the linear geometry (Figure 1 left). We can estimate
the number of such rapidly predlssocxatcd levels per energy interval by considering the
density of states of the 1omc core, H}. For a single rotational value, the density of
vibrational levels2930 in H3 is of the order of 50 per eV at 2 eV of vibrational excitation,
increasing to > 300 per eV at 3 eV of vibrational excitation. Comparable densiues of levels
will exist in the 2s2A3 and p~A2 states. The width of the individual vibragonal levels in
these states will be of the order of 1 - 10 cm-1, and likely higher for levels with vibratonal
energies that exceed the barrier between the D3y, and linear configuraton.

This leads us to a situation where excited bound states of the higher Rydberg
manifolds find themselves -mbedded in a dense manifold of highly vibrationally excited
levels of the n=2 manifold. The high vibratonal states are rapidly predissociated and
therefore Rydberg states of higher principal quantum number will in many occasions lie
degenerate with highly vibratonally excited Rydberg levels of the n=2 manifold, leading to
accidental predissociation.

The predissociation properties of the n=2 states can be transmitted to the high Rydberg
provided a good coupling mechanism exists between the two. In the absence of actual
crossings of potential energy curves and in the absence of mediating electronic states (such
as the repulsive doubly excited states of Hz) an efficient coupling between a low-n
interloper and a high-n Rydberg state is however difficult to reconcile to be strong. The
magnitude of the coupling depends on the variadon of the quantum defects of the two states
with internuclear distance. In a first approximation we might analyze the coupling strength
analogous o that for vibrational autoionization.3! Introducing a generalized distance
coordinate, R, the coupling matrix element between an interloper characterized by quantum
number np and a Rydberg state with quantum number ng can be wrnitten as

&9




W = (2Ryd/nng) 321528 <IRixp> )

Here Ryd is the Rydberg constant, x1 and ¢Rr are the vibrational wavefunctions of the
ion cores of the interloper and the Rydberg, respecuvely, and A is the difference of R-
dependent quantum defects between the two electronic states. According to the calculations
of Nader and Jungen!? the largest variation of the quanum defect with R occurs for the E'
states. Nevertheless the coupling will be small if greatly disparate vibrational levels are
involved because of the importance of the vibrational overlap integral in (2).

This picture has not yet been tested in a quantitative calculaton but it provides for an
irregular distibution of interloper levels through which accidental predissociations can
occur. The interlopers spread over the entire region where the n=2 Rydberg states are
bound.

DISSOCIATIVE RECOMBINATION

Dissociative recombinadon of diatomic molecules such as H3 + e has been analyzed in
terms of two mechanisms, the so-called direct and indirect processes.3? The direct process
refers to a transition from the incoming continuum electron scattering state to a dissocianve
neutral state. The indirect process is one where the incoming electron vibranonally excites
the core and is captured into a bound Rydberg orbital. The Rydberg state subsequently
predissociates.

In the case of H3 both processes will play an important role for vibrationally excited
ions. However, for ground state HY the absence of a continuum state at the appropriate
nuclear geometry suggests that the direct mechanism can only weakly contribute to
recombination. The indirect process on the other hand, merely relies on the existence of
Rydberg states that undergo predissociation. Experiments reviewed in this paper have
shown the existence of many such states below the ionization threshold. The nature of
these states suggest that similar states will exist above threshold as well, in the form of
Rydberg states that converge to excited core states of the ion.

The mechanism that leads to predissociation of the Rydberg states is direct coupling
and accidental coupling to the repulsive ground state of H3. The direct coupling is be most
important for the levels belonging to the n=2 Rydberg states. The accidental mechanism is
appropriate for the high Rydberg states. It relies on degeneracies between high Rydberg
states in low vibrational excitation and low Rydberg states (presumably n=2) in high
vibrational states. The predissociation properties of the latter being shared with the former.
The key event for this mechanism to be efficient is significant vibratonal excitation in the
electron capture process. For highly vibrationally excited states the wavefunction can
extend into the dissociative region that characterizes the linear geometry, and in this way
even a system such as cold H3 could find dissociative recombination paths.

The author is unable to estimate even the magnitude of the indirect process but hopes
that the observations of predissociation of states of H3 near the ionization threshold and of
high rates for dissociative recombination will trigger a thorough theoretical analysis of this
subject.
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Observation of electronically excited states of tetraoxygen

H. Helm and C. W. Walter

Molecular Physics Laboratory. SRI Internanonal, Menlo Park. California 94025
(Received 25 August 1992; accepted 21 December 1992)

We have investigated electron transfer to O in reactions with O,, NO, and Cs. We observe
formation of Q, molecules that decay by predissociation and by direct dissociation. The ki-
netic energy release in dissociation as well as the nature of the dissociation products are de-
termined. Evidence for three short-lived electronic states of tetraoxygen at energies near 2 eV
above O,~+ 0, 1s obtained in eiectron transfer from O, and NO. In the experiment with ce-
sium we find evidence for longer-lived electronic states (107" <7< 107" s) at 9.4 and 10.5
eV. The energy release and symmetry of the dissociation pattern suggests that t!ze high lying
states are symmetrnic molecular configurations at extended bond lengths (~2.4 A).

BACKGROUND

Ab initio theoretical studies of the O, molecule point to
the existence of a metastable, covalent O, molecule that
has a geometry quite different from the van der Waals
structure, (O,),, detected experimentally.! The weakly
bound van der Waals molecule is characterized by a large
0,-0, equilibrium distance, ~3.3 A.? On the other hand,
the metastable molecule is predicted3" to be quasisquare
(side length of 1.433 A), and slightly twisted out of plane,
belonging to the symmetry group D,, [see Fig. 1(e)}. The
initial investigation of this structure by Adamantides et al’®
has recently been confirmed at a higher level of theory in
the work of Seidl and Schaefer* and by Dunn er al.® This
metastable O, state represents a true minimum of the
ground state surface of O,+ O, and it is calculated to lie
~3.60 =V above the iimit for two separated ground state
O, molecules. Theory* further predicts the existence of
larger ring forms of oxygen, analogous to those well known
for sulfur.

Reeggen and Wisleff-Nilssen® explored the stability of
a D,, structure of Oy, characterized by a central oxygen
atom and three equivalent ligand atoms [see Fig. 1(f)].
This form is analogous to the stable, 1soelectronic molecule
NOj . At an equilibrium bond length of 1.330 A this state
1s predicted to lie 100 meV above the energy of ground
state ozone and oxygen in the ' D state, and 1t 1s stable with
respect to dissociation into O.~O{('D) It hes 6.8 eV
above two separated O. molecules in their gic .nd state.
The equtlibrium bond lengths in both predicted O, states
are longer than in the diatomic species [see Figs 11a) and
1(b)].

Experimental work on the structure of O, has been
restricted to studies of the van der Waais moiccuie and to
the molecular 1on. The ground state molecule. {O:( “2; s
and the excited dimer state {O,('3,)]. are weakly bound
(87 and S0 cm ™. respectivelv) ' By contrast the molecular
ion shows substantial konding 400 meV} " The very de-
tailed spectroscopic study of O 1solated in a neon matnx
by Thompson and Jacox” identifies the geometry of the ion
as the trans-planar configuration 1 C,,) [see Fig. 1(g)]. Re-
cent theoretical work'” suggests a rectangular form ( D,,)
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at slightly lower energy [Fig. 1(h)] but this structure is
inconsistent with the species isolated in the matrix. The
ESR matrix study of O; by Knight er al.'' shows that the
ground state of Og is nonlinear with quartet symmetry
($=3/2), a finding consistent with either form of O, .
To our knowledge the only experimental work on
electronically excited states of O, is on cooperative fluo-
rescence and absorption of [O,]; in the liquid phase."'*!?
The work described here was undertaken with the goal of
locating excited states of the O, molecule under conditions
where geometnes other than the van der Waals geometry
are accessible. The interest in searching for the predicted
metastable species is that it represents a high energy den-
sity material'® potentially present in energized forms of
liquid oxygen and ozone. While we cannot confirm the
predicted structures®™® we have found first evidence for
dissociative and predissociated bound excited states of O,.

EXPERIMENTAL APPROACH

To explore excited electronic states of O, at geometries
other than the van der Waals structure we have chosen
charge transfer neutralization of fast (3-5 keV) O/ ions.
This technique has been applied successfully to study elec-
tronically excited states in a variety of molecules'*"%° (O,,
O,, H,, H;, Ny, N7, He,, and HeH) and has also been used
to prepare long-lived neutral excited states for photoion-
ization"! and photodissociation** experiments. The crux of
this approach is that electron transfer from a neutral donor
molecule to a molecular ion occurs with sizable cross sec-
tion at elevated collision energies. The charge transfer is
most efficient if the energy defect in the reaction is low, if
the gecmetry of the parent ion and the newly formed neu-
tral overlap, and if merely one electron has to be moved.
However, these rules represent general trends and they are
by no means strict.*?

The power of the charge transfer technique in fast
beams 1s that excited molecular states prepared in this way
can be monitored with high sensitivity. For the present
experiments we use a time and position sensitive detector’*
to monitor neutral fragments that are formed when these

¢ 1993 Amencan institute of Physics
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FIG. 1. Geometries of O,, OF, O7, O, and O from various experimen-
tal and theoretical sources [(a) Ref. 7, (b) Ref. 7, (¢) Ref. 2, (d) Ref. 7,
(e) Ref. 4, () Ref. 6, (g) Refs. 9, 10,(h) Ref. 10].

excited states decay by unimolecular dissociation and we
determine the kinetic energy release to these fragments.

Our experiment is carried out using a beam of mass
selected O; ions at a typical current of 10! A. Oxygen
ions are first produced by electron impact ionization of a
low pressure oxygen gas target and subsequent ion—
molecule reactions lead to the formation of O . The ions
are extracted from the source, accelerated to typically 4
keV energy and mass selected. The O; beam then passes
through a short gas cell (5 mm length, 2000 mm from the
ion source) containing the electron-donor molecules at a
gas pressure of ~10~* Torr. O,, NO, and Cs were used as
electron donors in the present studies. Neutral molecules
and atoms emerging from the gas cell are monitored after
defloction of residual ions, using two methods.

One is the measurement of the total neutral beam that
emerges from the cell in the original ion beam direction,
using a picoammeter and relying on the electron emission
induced by impact of fast neutrals on a stainless steel tar-
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tral beam in the forward direction is observed oniy with Cs
as electron donor. It amounts to <0.5% of the parent ion
beam.” The absence of a neutral beam with 0O, or NO as
electron donor implies that no long-lived O, molecules are
formed in these cases.

The second measurement is the coincident detection
and measurement of the kinetic energy of neutral frag-
ments formed when O, dissociates following neutralization
of Of ir the electron transfer process. This measurement is
carried out, one molecule at a time, using a position and
time sensitive detector located ~ 1640 mm from the exit of
the charge transfer cell.?* O, molecules that dissociate
within a short time after their formation ( < 10~" s) are
observed with all three electron donors, Cs, NO, and O,.
The characterization of these O, molecules forms the topic
of this paper.

RESULTS AND DISTUSSION

A substantial signal 1;om O, molecules that dissociate
subsequent to formation by electron transfer is obtained
with all three donors (Cs, O,, and NO). At similar values
of the pressure of the donor gas the fragment count rate
with cesium exceeded that observed with O, and NO by
about an order of magnitude. The fragment energy distri-
butions are different in each case. The results are summa-
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The tength of the arrows indicates the cases of electron transfer with zero
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energetic location of excited O, states formed in charge transfer. The
dotted lines refer to the states predicted by Seid! and Schaefer (Ref. 4)
(3.6 eV) a~d by Reggen and Wisloff (Ref. 6) (6.18 eV). The branching
among the dissociation limits observed for the electromc states A, B, C,
and D 1s shown by lines. Thick lines indicate the dominant dissociation
path (see Table I).

rized in Fig. 2 which gives the coincident counts of O, + O,
pairs as a function of the kinetic energy release in the
center of mass system of O,. In all cases the fragments
observed were O, +0,. No contribution from monoatomic
oxygen fragments was detected. We conclude that dissoci-
ation channels leading to atomic oxygen must be less than
~ 5% of the total fragment signal.

Electron transter from NO and O,

Figure 2 shows that transfer with NO and O, leads to
qualitatively similar fragment energy spectra with charac-
teristic minima and maxima. The energetics of the transfer
process with NO and O, are indicated in Fig. 3. The length
of the arrows from Q7 gives the final state energy position
for a reaction with zero energy defect. For example, the
reaction

H. Heim and C. W. Walter. Excited states of tetraoxygen

0; +NO—~O*~NO~ ~ (AE~0). (1

should land at an energy 1P{O,}[11.65 eV]—IP(NO)[9.2
eV]=2.5 eV above the energy limit of separated ground
state oxygen molecules in the case of zero energy defect.

The similar fragment energy spectrza from NO and O,
suggest that similar lower states of O, are accessed in the
two cases. No theoretical guidance to the possible nature of
excited electronic states of O, exists other than the predic-
tion by Dunn er al. of the ning structure at approximately
3.6 eV above the lowest dissociation limit. The states in-
volved in our charge transfer experiment must rapidly pre-
dissociate as demonstrated by the lack of a measurable O,
neutral beam emerging from the cell, and by the absence of
vibrational structure in the distributions obtained with NO
and O,.

The structured fragment energy spectra obtained
with NO and O, cannot be assigned to dissociation of a
single excited electronic state to different dissociation hm-
its. In addition to the ground state limit, the low-lying
limits O,(X’Z;)+0,(a'4,) at 098 eV, O,(X’Z;)
+0,(b'2; ) at 1.64 eV and O:(a '4,) +0,(a 'a,) at 1.96
eV are energeticaily possible dissociation products. We as-
sign the broad peaks of the fragment energy distributions
near 0.5 eV, near 0.8 eV, and near 1.3 eV to population of
different excited electronic states of O, in the transfer pro-
cess.

The energy release spectra can be modeled by assum-
ing that four dissociative electronic states are imually pop-
ulated and that they branch among different dissociation
limits. The populations and their branching as denved
from fitting the experimental fragment energy spectrum
with Gaussian functions are given in Table I. For example,
a state labeled A that lies 2.4 eV above the lowest dissoci-
ation limit is populated initially in charge transfer. Ap-
proximately 20% of this state dissociates to O,(X)
+0,(a) giving nse to fragments at an energy of (2.40
—0.98)=1.42 eV. Approximately 42% of this state
dissociates to O-(X) + O,(b) giving rise to fragments at an
energy of (2.40—1.64)=0.76 eV, and the remainder dis-
sociates to O.(a) +0,(a) giving rise to fragments with an
energy of (2.40—1.96)=0.44 eV. The peaks in Fig. 4(b)
represent the location, the width and the fractional popu-
lation of the excited O, states formed initially. Figure 4(a)
shows a fit using these parameters and the branching val-
ues given in Table I. The energetic position of these OF

TABLE 1. Fitting parameters used in the simulation of the energy release spectra observed for O; ~ O, and for O] -~ NO

Energy* Width Relative X+ X X+a X+b a+a
Label (eV) (meV) population % %e e %o
A 2.40 160 1.0 20 42 18
B 2.24 190 1.1 63 37 B
C 1.94 290 1.7 s 16 64
D 015" 1o° 0.5 100 e

*Refative to O,(X 'Z,v=0) +O0;(X T, v=0).
"Unrehable due to cutoff of detector efficiency.
“Value for OF + O, only 97
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Unresolved remains the vibrational degree of excitation in the moliecular
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states is shown in the center column of Fig. 3 by the full
lines.

The branching and population of these states for the
case of O + NO is quite similar to that given in Table I for
O +0,, with the exception of a marked reduction of the
lowest energy peak. This likely reflects the energetically
much more favorable situation for transfer to the repulsive
ground state surface O,(X 32;)+02(X 3)22;) when mo-
lecular oxygen is the electron donor.

The low energy cutoff in the spectra at 100 meV kinetic
energy is due to the apparatus function which limits frag-
ment detection to the range from ~100 meV to ~8eV. As
a consequence the low energy side of the fitting function D
(Table I) is certainly not realistic. The energy width of O,
states shown in Fig. 4(b) inherently contains any vibra-
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uonal distribution 1n the O, product molecules. As seen in
the top spectrum in Fig. 2 for transfer with cesium the
apparatus resolution 1s easily sufficient 1o resolve vibra-
tional distnbutions if they are disunct. Due to the absence
of vibrauonal information in the spectra with O- and NO.
the fitung funcuons given in Table I cannot be claimed to
be unique. Nevertheless the appearance of several excited
Oy states 1n this energy range 1s not surpnising beciuse a
multitude of poiential energy surfaces anse from the lowest
dissociation limits and because the dominant molecular or-
bital configuration™ of the neutral ground state. X 55;.
and the neutral excited states a ’Ag and b ].‘.A{ 18 given b)
adding a single (17,) electron to the dominant molecuiar
orbital configuration of O (X ~Il,).

Electron transfer from cesium

The kinetic energy distribution 1n transfer from cestum
1s dramatcally different. In this case, precisely repreduc-
ible vibrational structure appears in the fragment energy
distnbution. The energetics for this process are again given
in Fig. 3. For zero energy defect we expect that transfer in
cesium populates a high-lying Rydberg state of O, at ap-
proximately the ionization potential of Cs (3.9 eV) below
the molecular ion energy. Similar behavior has been seen 1n
charge transfer from Cs to a variety of molecular ions.'*'®
This would place the O, state at 7.6 eV above the lowest
dissociation limit O,(X °Z; ) +0,(X *Z; ). While energy
resonance is not explicitly required in a charge transfer
process at keV energies (as evidenced by the similar states
populated with NO and O, as electron donors ), we never-
theless conclude from the maximum fragment energy ob-
served of only 2.5 eV (see Fig. 2) that the significant excess
energy goes pnmarily into excitation of the neutral O,
products.

The internal excitation energy can in principle be
stored in electronic, vibrational and rotational degrees of
freedom. However, we can exclude the possibility of elec-
tronic excitation in the fragments, other than the a 'Ag or
b'Z; state. This is because the binding energy of the
higher excited electronic states of O, is small and their
vibrational spacings are smaller than those observed here.

A consistent interpretation of the fragment kinetic en-
ergy release spectrum in cesium is the assignment of the
molecular fragment products to molecules in high vibra-
tional states of ground state O,(X 32;). This is demon-
strated by the rather good agreement of a senes of vibra-
tional peaks in the expenmental energy distribution with
the energies”’ of the vibrational levels v=24 10 v=232 of
ground <*ate O, (see Fig. 5). We note that assignment of
the individual peaks in Fig. 5 to the vibrational energies
indicated by the tickmarks gives for the sum of the trans-
lational energy in both O, molecules and vibrational en-
ergy in one of them, E,,(v)+E,. a value of 5.05 eV. At
this point the energy content in the second O; molecule is
not yet known. Initial population of a Rydberg state of O,
at 7.6 eV (corresponding to n=2 with near zero energy
defect) would require that the second O, molecule carries
away ~ 2.6 eV in internal excitation. No obvious candidate
state exists for such a choice but if the second O. molecule
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produced by the OY state at 10.5 eV (at a translational energy of 1.80eV).

were formed in v= 16 of the ground state the total energy
would add up to 7.6 eV. Such an assignment would require
that the second molecule is always in v=16 of O,(X 32; )
but never in v=15 or v=17 or other vibrational states.
This is because the vibrational spacing v=15, 16, 17 (150
meV) 1s inconsistent with the observed spacings here
(100-120 meV). We consider such an outcome of dissoci-
ation of OF as highly improbable.

A more plausible assignment is obtained with the as-
sumption that both molecules are formed in similarly high
vibrational levels of O,(X 32;), with a peak in the popu-
lation around v=29. For example, a simple population dis-
tribution given by

P(vp')=exp[ — (E,— Ex)**2/T}

Xexp{—(E, —Eyq)**2/T} (2)

produces the simulation shown by the thin line given in
Fig. S for T=0.1 eV In Eq. (2) E, E, represents the
vibrational energy of the two O, molecules with respect to
the lowest vibrational level of ground state O,. Obviously
improved fits to the spectrum could be obtained with less
restricted population distnibutions in the two neutral oxy-
gen products. The main point to make here is that the
energy distnibutions appear consistent with high vibra-
tional excitation in both products. Such an assignment
places the predissociated OF state that is populated initially
at an energy of ~9.40 eV, rather than the value of 7.6 eV
expected in the case of zero energy defect. Considering the
ionization limit of O, (11.66 eV), the effective quantum
number for this state turns out to be n=2.45.

We may then investigate where the next higher Ryd-
berg state would be expected. For a state with n=3.45, the
OFf energy should be 10.52 eV. If the latter state is also
populated in charge transfer with cesium and if it decays in
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a similar fashion to the state located 4t 9.3 eV we anticipate
fragment energies with a simular pattern but shifted to
higher energies by 112 ¢V. Evidence for this to happen can
indeed be found in the observed energy spectrum by com-
panng the similanty of features near the peak of the dis-
tributton at 0.67 and 1.8 eV {see location of arrow in Fig
5). We consider this as further support for the present
assignment. The energy location of both states accessed in
charge transfer with cesium 1s also shown in the center
column of Fig. 3.

Probably the most surpnsing feature of the cesium
spectrum 1s the relauvely narrow pesk structure of the
fragment energy distnbutions. It permuts us to make the
following conclusions on the excited state of O, that 1s
formed in electron transfer from Cs to O .

The lifetime of the neutral O state formed in electron
transfer with Cs must be long enough to develop the nar-
row peak widths (typically 40 meV). Since the instrumen-
tal peak width of the apparatus for dissociative charge
transfer®® is of the order of 20 meV (at 1 eV energy re-
lease) and since the rotational energy width at room tem-
perature is of the order of 30 meV we estimate the natural
width of the predissociating O staie to be less than 5 meV.
This corresponds to lifeimes exceeding 1x 107" s The
peakwidth allows us to also place an upper limit to the
lifeime of the Of state. If this lifeime were larger than a
few hundred nanoseconds then dissociation of OF mole-
cules formed in the charge transfer cell would occur along
an extended section of beam path between the charge
transfer cell and the detector. This would smear out the
kinetic energy spectrum, which is not observed expenimen-
tally.

A second conclusion refers to the energy partitioning
between the dissociation fragments. Assurmung that the
O} state has a nuclear geometry similar to that of the
molecular ion, Of, we expect that vibrational excitation of
the neutral O, product follows Franck-Condon overlaps
determined by the restnicted geometry of O-O bonds in the
ion and neutral states of O,. The overlap can be examined
qualitatively by comparing the geometry of O; and that of
ground state O,. The differences between the short bond
lengths in OF and O, are in fact smail (see Fig. 1), sug-
gesting that excitation of only a few quanta of vibration is
possible in a vertical electron capture process. We note that
the initial degree of vibrational excitation of Q; is limited
to less than 0.4 eV, owing to the low binding energy® of
0,+05, and due to the requirement that the parent ion
must be stable on the time scale of tens of microseconds to
permit passage from the 1on source to the charge transfer
region.

In the light of the above arguments based on Franck-
Condon overlaps, the high degree of vibrational excitation
in the final products 1s indeed puzzling. To expiain the
vibrational excitation we postulate that the predissociation
process of the Rydberg state is mediated by a state of OF of
geometry greatly different from that of ground state Oy .
Such states can be expected to arise, for example. from the
ion pair dissoctation limit O (X lﬂg) -0 (X :[lg) which
lies energetically 0.44 eV below the molecular ion dissoci-




H Heim and C. W. Waiter: Excited states of telraoxygen

ation limit’ (see Fig. 3). Mixing of ion pair and Rydberg
character is a well documented phenomenon in many mo-
lecular systems.?’ In the dissociation process here the re-
quirement is that the O, Rydberg state is mixed with the
ion pair state, enabling the molecule to expenence vibra-
tional turning points at large internuclear separation, ac-
cording to the long range ion-pair interaction. Projection of
turning points at large internuclear distance (much larger
than possible in stable Q4 or in a Rydberg state of O, with
ground state O as ion core) would permit population of
O, products in high vibrational states of excitation. That
large internuclear separations are required is illustrated by
the position of the nght hand turmning points in
0,(X *3; ). For v=29, the peak ia the experimental vi-
brational distribution, the turning point lies at 2.4 A.

A third observation in Cs is that the observed fragment
distribution is inconsistent with greatly disparate vibra-
tional excitation of the two O, products. Since the energy
appears to be partitioned in approximately equal and high
vibrational levels in both fragments we require that the
long lived OF state is of a symmetric geometry with ex-
tended bond lengths. A possible candidate is the hypothet-
ical ion-pair structure

OoT—0~

| | . (3)

oO—O"

In order to explain the vibrational excitation of the
fragments the bond lengths of this structure should fall
into the range of 2-3 A. This state is not the tightly bonded
ring configuration of Dunn e al.® for which approximately
equal bond lengths of about 1.44 A are reported.

As an alternative to the above explanation, consider
the possibility that the initial gas phase O; species is not of
the geometry detected in the matrix’ but rather is closer to
the rectangular structure proposed by Peel'® as shown in
Fig. 1(h). The counterintuitive process that capture of an
electron leads eventually to fission of Of along the short
bond lengths (1.160 A) would produce two O, molecules
at internuclear separations of 2.4 A, just as required to
form O, in the high vibrational states detected here.

CONCLUSION

We have obtained the first experimental information
for neutral states of the tetraoxygen molecule at geometries
other than the van der Waals complex. The neutral states
of O, that are formed in electron transfer are unstable,
decaying by dissociation and/or predissociation. Our ini-
tial motivation for carrying out this study was the hope to
find a signature of the low-lying and presumably long-lived
state predicted by Schaefer’s group.** In the light of the
recent finding by Jacox’ that the Zeometry of ground state
Q, is represented by C,, symmetry with bond lengths far
removed from Schaefer’s predicted D,; geometry it is
highly unlikely that such states could be formed by charge
transfer in our experiments.

Nevertheless, our observation of several low-lying
states of O, and of Rydberg states of O, is interesting by
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nself, and we present a tentative assignment of the elec-
tronic energies of the dissociative OF states. While this
assignment cannot be considered unique, odr expenmental
information can be compared with theoretical predictions
of electronically excited states of O,, once such work 1s
undertaken. We hope that our study will provide an 1mpe-
tus for such a study.
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SPONTANEOUS DISSOCIATION OF EXCITED OXYGEN MOLECULES
IN THE VICINITY OF A METAL SURFACE

P. C. Cosby, 1. Hazell,* C. W. Walter,# and H. Helm
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Menlo Park, CA 94025

ABSTRACT

Dissociation of long-lived, electronically excited O molecules is observed to occur as the
molecules pass through a 300 um wide metal slit. Spatial and temporal analysis of the correlated
dissociation fragments is used to identify the dissociating O3 states and to determine the
branching in dissociation to the O(1S) + O(ID), O(!D) + O(ID), O(!D) + O(3P), and O3P) +
O(3P) dissociation limits. Studies of this phenomenon as a function of electric field applied
across the slit suggests that the dissociation is induced by Stark mixing of long-lived O;
molecules that leads to predissociation by the valence continuum states. In the absence of an
external electric field the mixing is induced by forces exerted on the molecule as a consequence
of the image charges that the Rydberg molecule induces in the metal surtace, when the molecule

travels close to, but does not physically touch, the metal surface.
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INTRODUCTION

Several recent papers have explored the influence of an external electric field on dynamic
properties of molecular Rydberg states. These studies were concerned with two effects induced
by the electric field: For one, the lowering of the ionization threshold leads to electric-field
induced ionization. This effect has been studied for the molecules Hp, Lip, Naj, and H3.1-3 A
second influence of the electric field derives from its effect of ¢-mixing which can lead to
selective predissociation of the molecular Rydberg. Such observations have been reported for
the molecules Hp 6-8 and H3 9. The effect of £-mixing may be interpreted in general terms by
considering three electronic states: Ry, Rp, and C. Here R, is a Rydberg state that is stable
against dissociation at zero field and cin couple to a Rydberg state of different parity, Rp,
through the Stark effect. Predissociation of R, can be “turned on” by an external electric field,
provided a dissociative continuum state, C, is available which has a favorable coupling to Ry,
While the intrinsic Stark matrix element merely couples ¢ with ¢x1, ail ¢ values will tend to get

mixed by the time that the electric field exceeds the critical value for mixing n-states!0,

In the present paper, we report observations of externally induced predissociation of O
Rydberg states when these molecules come close to, but do not touch, a metal surface. We
attribute this process to forces exerted on the molecular Rydberg state by the image dipole, that is
induced in the metal surface by the Rydberg dipole (core plus electron). We speculate that these
forces induce #-changes of an initially stable (long-lived) molecule, thereby opening a channel
with good overlap to a dissociative continuum. This behavior is observed for excited states of
the oxygen molecule that lie below the lowest ionization threshold, v* = 0 of o*z‘(x2r1g), as well
as for Rydberg states belonging to vibrationally excited levels that lie energetically in the
autoionization continuum (but are stable on the time scale of microseconds before they approach

the metal surface).
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We investigate the vibrational dependence of the predissociation branching among the
available dissociation limits of O3, and we study the influence of an external electric field on this

predissociation phenomenon.

EXPERIMENT

The apparatus used in the present investigation is essentially identicai to that used in
previous work11-17 with one minor exception that will be detailed below. In brief, O3 ions are
produced by electron impact on O3 gas and are extracted by a weak repeller field, accelerated,
mass selected, and collimated into a beam with a specific kinetic energy Eg. Following a total
flight distance of 250 cm from the ion source, the collimated O3 beam passes through a cell
containing Cs vapor (see Fig. 1). A small fraction (<<1%) of the OF beam is neutralized in the
Cs vapor to produce O molecules. Charged particles leaving the cell are swept out of the beam
by an electric field applied 26 cm downstream from the cell. Neutral particles travel unimpeded
from the cell to a slit assembly (50 cm). The slit, fabricated from razor blades with a nominal
radius of curvature of order 1 um, provides an opening of dimension 300 pm x 10 mm. All
particles passing through the open area of the slit are collected by a 1.27 mm x 50 mm beam flag
positioned 10 cm downstream from the slit. With the exception of the immediate vicinity of the
Cs cell, all regions of the apparatus are maintained at a vacuum of 5 *. 10-8 Torr or less. No

contribution from coilisional dissociation due to background gas is detected.

If a molecule dissociates in the region between the slit and the beam flag and its
fragments escape collection by the beam flag, these fragments travel to a position-sensitive
detector for correlated fragments. The detector explicitly measures the spatial (R=R+R>) and
temporal (At) separations of the two correlated fragments produced by the dissociation of a single
molecule of mass M, energy Eg, and velocity v (Eg = MV(2)/2) 1o define the center of mass

translational energy (W) released in the dissociation:11.18
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W = %(R2+V(2)At2). (1)

The combination of the narrow slit and the beam flag geometrically defines a range of
distances from the detector, L, for which the two correlated fragments can be both produced and
detected. The narrow slit (110.8 cm from the detector ) defines the maximum value for L;!? the
beam flag (100.8 cm from the detector) defines the minimum value for L. The effect of an
indeterminacy in L, AL £ 10 cm, is to produce a broadening in the correlation of the fragment
temporal and spatial separations with W, in case dissociation occurs over this broad range of L

values. Differentiating Eqn. (1), this broadening is
AW/W = 2AL/L. (2)

Thus AW is a constant proportional to the translational energy release. For unimolecular
dissociation that occurs with equal probability over the full range of the interaction region
(AL~10 cm), the resolution is quite poor with AW/W =0.18. On the other hand, prompt
dissociation of a single molecular energy level prepared by photoexcitation within a ~2 mm laser

beam diameter is found to yield AW =0.025eV atW =17 eV.

The state distribution in the precursor O3 beam was selected by adjusting the ion source
pressure and residence time in the source. The actual electronic, vibrational, and rotational
populations of the OF ions at the time of charge-transfer neutralization was explicitly determined
by Walter et al.16 and by van der Zande et al.20 Their results were confirmed in the present work
for the specific experimental conditions employed here. Briefly, production of the O% beam at
high O3 source pressure and long source residence times produced an ion beam with >95%
population in the first several vibrational levels of the X2Hg state. Production of the beam at low
source pressures and short residence times produced comparable populations in the Xzﬂg state

and the a%Tl, states, with the population of the latter extending to v>14. The a%I], state is the
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only electronic state of O3 that is sufficiently long-lived to survive the >14 ps flight time

between the ion source and the Cs charge transfer cell.

OBSERVATIONS

A weak dissociation signal of O, molecules produced by the reaction
0% +Cs - 03 (3a)
is observed following passage of the molecules through the slit assembly:

Oi'—)Slit——)O+O+W, (3b)

where W is the released translational energy. The distribution of energy releases observed in this
dissociation for a 5 keV beam of O3 is shown in Figure 2. The spectrum in Fig. 2 is a histogram
of the number of detected pairs of correlated fragments (fragment intensity) yielding [Eqn. (1)] a
given value of energy release W in the range 0.5 eV < W < 8.5 eV. The spectrum has been

corrected for the variation of the collection efficiency with energy release.

The ratio of the fragment positions for each correlated dissociation pair relative to the
center of the detector is found to be peaked at unity. This is consistent with the dissociation
products being of equal mass, as expected for fragmentation from Oy molecules. In addition, the
degree of correlation in the spatial and temporal separations of the dissociation fragments proves

that the signal does not arise from grazing collisions of the molecules with the surface of the slit.

It can be seen in Fig. 2 that the energy release peaks fall into four groups, each containing
6 or 7 peaks of significant intensity. The energy release values corresponding to the midpoint of
each peak are given in Table I. Within the experimental uncertainty (+10 meV), the spacings of
the peaks within each group are identical and these spacings correspond to those21:22 of the

vibrational levels v=0-6 of the O% X2Hg state. As discussed in the next ssction, the observed
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fragmentation arises from dissociation of near-degenerate (very high n) Rydberg states of C on
this core to produce four sets of O + O fragments with differing degrees of electronic excitation.
For the purpose of referring to specific features in the spectra, we label each of the peaks within
each group by consecutive vibrational numbers with v=0 being assigned to the peak at lowest W
within each group. The four groups are labeled from low to high W as O(1S) + O(!D), O(!D) +
O(1D), O('D) + O(P), and O(3P) + OCP).

The spectrum in Figure 2 was recorded with the same potential (ground) applied to the
two razor blades that form the slit assembly. However, dissociation is also observed with an
electrostatic potential difference applied between the two razor blades. The effect of the
potential difference on the fragment energy release spectrum is shown in Fig. 3 for the 3 keV
beam. Each of the spectra in this figure is approximately normalized to the same beam flux and
accumulation time to allow comparison. It can be seen in this figure that increasing the applied
field affects the widths, relative intensities, and nominal values of the energy releases of the

spectrum. In particular:

1.  With the exception of the lowest group [O(!S) + O(ID)], the intensity of the
v=0 peak increases with applied voltage whereas the intensities in v >0
decrease rapidly. In the O(1S) + O(I1D) group, all peaks decrease in

intensity with applied field with v=0 and v=2 exhibiting the smallest effect.

2.  The positions of the peaks within each group, as defined by the apparent W
value at their Gaussian centroids, shift slightly to lower values of W with

applied field.

3. With the exception of the lowest W group [O(1S) + O(ID)], the peaks
corresponding to v = 0 appreciably broaden to lower W with applied field.

This broadening will also influence the apparent midpoint of the v=0 peaks.

-
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Peaks v > 0 and all peaks in the O(1S) + O(ID) group show no observable

dependence of peak width on applied field.

4. The flux of detected dissociation fragments is found to scale directly with

the concentration of O3 a#I1,, in the precursor ion beam. The relative

intensities of the vibrational peaks within each group are unaffected by the

a4T1, concentration.23

DISCUSSION

NATURE OF THE DISSOCIATING STATES

In molecular dissociation, the potential energy of the dissociating state (Eyq) is released
as kinetic (translational, W) and potential (internal, Ejn;) energy of its dissociation products at

infinite separation
Eiot =Eim + W. 4)

In the present experiment, the translational energy spectrum of the fragments specifically
measures only the kinetic energy component, W. However, the possible internal energy states in
the product atoms are relatively few and are widely separated in energy. The lowest dissociation

limit of the Oz molecule is to form ground state atoms:

07 - OCP) + OBP)Eju=0eV. (5a)

If we choose this as the reference of total energy (Eiot), the next higher limits lie at:

03 — O(ID) + OCBP)Ejnt = 1.967 eV (5b)
03 = O(ID) + O(ID)Ejnt =3.935 eV (5¢)
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03 - 0O(1S) + OBP)E;; = 4.190 eV (5d)
03 = O(18) + O(ID)Ejp = 6.157 eV (Se)
03 - O(1S) + O(1S)Ejn; = 8.380 eV, (50

where the atomic excitation energies are taken from Moore.24 With this energy reference, the
lowest energy levels of Oy (X3§, v=0,N=1,J=0) and O% (X211, 12, v=0) lie at -5.1167 eV and
6.954 eV, respectively, where the dissociation energy (138 = 5.1167 €V)25 and the ionization

potential (IP = 12.071 €V)26 of O provide the necessary connections between the neutral and

ionic molecular levels and the atomic energy levels.

The separations among the four groups of peaks observed in the translational energy
release spectrum of the O2 molecule (see Fig. 2 and Table I) match the energy separations of the
various O3 dissociation limits, hence a unique assignment of the dissociation products can be
made. Each of the groups contains at 6 or 7 discrete peaks spaced by roughly 0.23 eV. This
corresponds to the vibrational spacing of the 0} X2Ilg state, AGyy2 = W - 20exe = 0.2322 €V.
If we consider each of the peaks within a group to have a relative vibrational energy (Gy) equal

to that of the Xzﬂg state, then all of the observed peaks should be described by

Elevel = W - Gy + Eipy, (6)

where Ejp, is given by Eqn. (5). Assigning the vibrational numbering of the peaks as given in
Table I, i.e. with the lowest member of each group assigned as v=0, and taking Wops = W, the
values of Ejevel for the four groups of peaks are found to be: 6.95110.017 eV for O(1S) + O(1D),
6.97310.008 eV for O(ID) + O(!D), 6.970+0.012 eV for O(!D) + O(3P), and 6.95310.008 eV for
O(3P) + O(3P). The four values are reasonably consistent and yield an energy for v=0 of the
dissociating state of 6.963 £ 0.004 eV above ground state atoms. For comparison, the lowest

level of the O3 X2[y(v=0) lies at 6.954 + 0.001 eV.

Two features of the spectrum argue that the dominant contribution to the observed width

of the translational energy peaks is due to the internal energy levels of the dissociating Rydberg
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molecules (rotational and fine-structure states) and to the presence of molecules in a range
values of the principal quantum number n. One feature, obvious in the Gaussian fits, is that the
peak envelopes tail toward higher energy release, such as would be expected for an ensemble of
unresolved rotational levels. Secondly, the width of the peaks in the energy release spectrum are
relatively broad (AW ~ 0.1 eV in the narrowest spectra) in comparison with the intrinsic
resolution of the apparatus (AW ~ 0.025 ¢''), and are very nearly constant as a function of
increasing energy release. In contrast, if fragments are produced over a range of distances
spanning from the slit to the flag, as would occur for a unimolecular dissociation with
microsecond lifetime, a broadening that is linearly dependent on energy release would result [as
predicted in Eqn. (2)]. Since such a dependence is not observed here, the primary contribution to
the observed peak widths must arise from the molecular energies of the dissociating O3 levels or

atomic fine structure levels in the dissociation products.

Since the dissociating levels appear to describe a very high Rydberg state of Oy, an
internal structure very nearly that of the O3 Xzﬂg state could be expected, i.e. a spin-orbit
splitting of order 0.025 eV and a rotational manifold described by the rotational constants of the
ion. Using an apparatus function characteristic of the present experimental arrangement, the
experimental spectra were fit presuming the dissociation of 7 vibrational levels in a single
Rydberg state of O, with internal energy levels exactly described by the 03 XZI'lg molecular
constants. We further presumed that both spin-orbit components have equal populations and
dissociation rates, that the rotational population distribution in all vibrational levels can be
characterized by a single Boltzmann temperature (Tyo), that 3Py dissociation products are
produced in a statistical distribution, and that the dissociations occur within a region of length AL

centered at the slit.

The resulting vibrational intensities from the fits are given in Table II. As described for
the Gaussian fits, no evidence was found for the production of products in Reaction (5d). Both

the 3 keV and 5 keV spectra were found to be well described by a single rotational temperature
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Tror = 630£50K. This is comparable to the rotational temperature of 675+200K observed by
Walter et al.16 for the C3[1, state of O produced by charge transfer of 03(X2I1,) in Cs. Also,
both spectra yielded the same value for the energy of the dissociating state, Eqn. (6), Ejevel =
6.931 £ 0.004 eV, where the error refers only to the standard deviation in the fits. This value lies
31 meV below that estimated from the Gaussian fits. This was to be expected because now the
energy refers to the lowest energy level rather than to the peak of a rotational and spin-orbit
population distribution. In comparison to the energy of O§(X2Hg) at 6.954 eV, Ejey,) lies 23
meV lower. This too is expected for a Rydberg state converging to this ion core. Of particular
significance is that the 3 keV and 5 keV spectra could not be fit using a single value for AL,
considering the participation of only a single Rydberg state in each case. Rather, values for AL
of 4.2+ 0.2 mm and 6.4 + 0.2 mm had to be assumed for the 3 keV and 5 keV spectra,
respectively. These would correspond to effective dissociation lifetimes of 31 ns and 37 ns,

respectively.

Thus a single dissociating Rydberg state of O; cannot provide the proper description of
the observed spectrum. However a consistent representation of the experimental spectrum is
obtained if a series of Rydberg states is assumed to be present, that lie within a specific energy
range and dissociate. This range is essentially equal to the difference in energy between Ejeyel
and the ionization energy of O, 0.023 eV, corresponding to a series of Oz Rydberg states with
effective quantum numbers in the range 24 < n < eo. This reasoning also implies that the
dissociation lifetime is much smaller than 30 ns, that is the dissociation is confined into a narrow
range of distances, L, in the vicinity of the slit. In Figure 4 we give an energy diagram that
shows the location of the dissociating states relative to the lowest vibrational levels of the
molecular ground state ion. The range of energies over which excited states participate in the
dissociation process for zero field and for a potential difference of 200 V applied to the slit is

indicated as well.
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FORMATION OF THE DISSOCIATING STATES

The direct variation of dissociation fragment flux with the concentration of O% a4T1,, in
the ion beam suggests that this state is the precursor of the dissociating O3 state that is formed
by charge transfer in Cs vapor. The a*Il, state lies 4.03 eV above the O3 Xzﬂg state or 4.05 eV
above the range of Rydberg states that are observed here to dissociate. Given the 3.8939 eV

ionization potential of Cs, the charge transfer reaction

O}'(a“l’lu,v) +Cs —> 0§(v+Av) + Cs* + AE )]

is near resonant (AE ~ 0) for Av ~ 1 if it is assumed that the O3 states are high Rydberg states of

the ground state ion core. Thus, the energetics of the reaction strongly favor it.

Given the electron configurations2! of the 03 (a%Tly), a* = ...(36)2(1my)3(1n )2, and O3
X2y, X+ = .(30g)2(1my)*(1g)}, electron capture in Reaction (7) to form a (n#)X* Rydberg
state must also involve the excitation of a core electron. Such a process is thought to be highly
improbable. However, if we compare the observed flux of dissociation fragments in the present
experiment with that produced by prompt dissociation at the Cs cell, the relative concentration of
the 03‘ observed here to that of the (3sog)X+ states formed in Reaction (7) is only ~106! Thus
the reduced probability for a two electron process necessary to form (nf)X* states in Reaction (7)

is consistent with the observed fragment flux.

DISSOCIATION PRODUCT BRANCHING

Figure 5 gives the relative flux of fragments at each of the four dissociation limits as a
function of the vibrational quantum number of the dissociating state. The data shown represent
the average between the results obtained at 3 keV and at 5 keV beam energies. It can be seen
that the greatest flux of fragments is produced at the O(1D) + O(3P) limit. The next higher
product channel is the production of two ground state atoms, accounting for roughly 20% of the

fragments. Production of O(ID) + O(ID) is also found to be highly probable. The highest
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energy dissociation channel O(1S) + O(ID) is a relatively minor channei. No evidence is found
ir: the experimental spectra for production of O(!S) + O(3P) fragments. Such contributions

would have to be less than 1% in the total product yield to escape detection.

DISSOCIATION MECHANISM

Itis clear from our results that the process leading to dissociation of O3 must be confined
to a narrow region in the vicinity of the slit assembly. We propose that the following

mechanisms are primarily responsible for the observed effects:

Let us assume that the charge transfer process leaus to production of (nf)X*+ Rydberg
states with a wide range of values of n and ¢ . Rydberg states with low values of  generally
have more efficient coupling to the valence continuum states. Hence, these lower ¢ members
of the O3 ensembile of states will be removed from t «¢ beam during the transit period to the s'it
assembly by predissociation. Rydberg states with low values of n and ¢ can also be removed

from the O3 ensemble by radiative decay to lower O3 states.

Thus at the slit, only a small concentration of O3 will remain undissociated, and these
will consist of high ¢ and high n Rydberg states that are relatively immune to predissociation
and to radiative decay. At the slit. the O} beam is subjected to one of several effects that can
give rise to a Stark mixing of the n/ states, thereby admixing to all or some of the high ¢

quantum levels, components of lower /¢ states that are predissociated.

The high n Rydberg states are also subject to field-induced ionization. Here, the field
can either lead to direct field ionization of Rydbergs with n greater than a critical value. This
process will affect all vibrational levels of the O3. In addition, the Stark mixing from the field
can increase the rate of autoionization of Rydberg states with v > 0 (for n > 7 these levels lie in
the ionization continuum). Since only neutral fragments are detected in the present experiments,
the effect of O3 ionization is to remove it from contributing to the dissociation flux. This is

evident for the dependence of the flux of dissociating molecules on the magnitude of the electric
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field applied across the slit as shown in Figure 3. The depletion of the dissociativ: signal due to
field induced ionization and the origin of the dissociation signal due to an electric field related
effect is further supported by the observations that the v = O peaks broaden to lower energy
release with app.ied field, whereas v > O peaks do not perceptibly broaden, but only shift to

lower values of energy release.

RELATIONSHIP TO DISSOCIATIVE RECOMBINATION

The varniation of the predissociation branching with vibrational level reflects the
availability of the different continuum states of O, to which the O3 core can couple, as well as
the dynamics of the dissociating system as it experiences the molecular continuum. In this sense,
the dissociative process investigated here is related to the m~lecular dynamics involved in disso-
ciative recombination (DR) of O3 with electrons, both in the direct as weli as in the indircct
DR channel.27 Therefore, as a corollary to our results, we can answer the important questin of
which fina] atomic states are produced when a specific vibrational level of superexcited oxyygen
molecule predissociates. This process is related to the dynamics of O3 that undergoes

dissociative recombination.

Previous investigations of dissociative recombination of O3 were primarily concerned
with the rate of formation of O(IS), the origin for the green atomic oxygen emission in the night
sky.28 Theory?9 predicts a yield of O(1S) (relative to a yield of 2 for all atoms) of 0.0024 for
v=0, 0.051 for v=1, and 0.15 for v=2. This vibrational sensitivity is primarily a consequence
of the location of the continuum state that is expected to contribute most strongly to the
dissociative recombination reaction. Generally higher yields are deduced from satellite based
observations,30 which also predict an increase in the yield with vibrational quantum number. By
comparison our experimental yields for O(1S) are 0.033, 0.041, 0.045, 0.018, 0.010, 0.015, and
0.007 for v increasing from v=0 to v=6, in marked disagreement with the strong vibrational
dependence currently accepted from theoretical and experimental results. On the other hand our

experimental yields for O(I1D) are 0.73, 0.79, 0.83, 0.81, 0.78, 0.82, (.78, for the vibrational
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levels v=0 to 6. Previous laboratory and satellite-based observations place this yield near

unity.30
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Figure 1.

Figure 2.

Figure 3.

Figure 4.

Figure 5.

FIGURE CAPTIONS

Schematic of fast beam apparatus to study dissociation of neutral molecules. Excited
O3 molecules, produced by neutralization of Of (a%I1y) in cesium vapor, are observed
to dissociate at the slit assembly, both in the presence and absence of an applied
electric field. The correlated neutral dissociation products are monitored on the

position and time-sensitive detector.

Measured energy release distribution for O + O atoms formed by dissociation of

5 keV O3 at the slit in the absence of an applied electric field.

Dependence of the energy release distribution on the magnitude of the potential

difference applied across the slit observed for a 3 keV O3 beam.

Location of the excited states of O that participate in the observed dissociation

process, relative to the lowest vibrational levels of the molecular ion.

Measured branching of dissociation products that originate from Rydberg states
belonging to the vibrational core states, v+ = 0 to 6, among the available dissociation

limits of O».
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