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VLSI DESIGN FOR RELIABILITY-CURRENT DENSITY

Final Report

Contract F30602-91-C-005,,

Abstract

This work summarizes the work accomplished during the period May 17, 1991, through

September 19, 1992, on the reliability analysis of VLSI CMOS circuits. The work is a con-

tinuation of research on the same subject supported during the previous year by Rome Labora-

tory. The main emphasis of the work has been the computation of the average and variance

current density waveforms in the bus for estimating mean-time-to-failure (MTF) due to elec-

tromigration effects. The work involves two subtasks. One is the development of probabilistic

simulation methodologies and software for computing the statistics of the current waveforms at

contacts to the bus under all possible inputs. The current waveforms at the contact points are

then used to compute the statistics of the current density in various sections of the bus. In this

regard, we have developed a hierarchical probabilistic simulator that is more accurate and faster

than our previous probabilistic simulator. The second subtask is the development of an accurate

bus extractor to obtain the RC model of the bus for analyzing the bus currents. In this regard, we

have modified our previous bus extractor to make it more robust and eliminate many geometrical

restrictions that were previously placed on the layout.

As an evolution of this work, we have also explored the application of the probabilistic

simulation approach to hot-carrier effect estimation in the devices within a VLSI design, and the

problem of estimation of maximum (worst-case) current waveforms drawn by the circuit at bus

contact point for voltage drop estimation in the bus. Our aim is to include devices, lines, and

interconnects in' assessing physical reliability which would lead to overall improvements in

design for reliability.
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VLSI DESIGN FOR RELIABILITY-CURRENT DENSITY

Final Report

Contract F30602-9 1 -C-0054

1. Introduction

This research is concerned with the development of computer-aided methodologies and

tools for assessing and improving the reliability of chip-level VLSI circuit designs. Many exist-

ing computer-aided design systems tend to ignore physical reliability constraints during the

design phase, and rely on assessing circuit reliability by accelerated burn-in tests after manufac-

ture. However, with the increase in chip complexity and the decrease in feature size, reliability

issues can no longer be ignored during the design process and need to be addressed rigorously

throughout the design cycle.

Reliability considerations include both long-term and short-term effects. Long-term effects

are related to the physical aging of integrated circuit elements and lines. They include elec-

tromigration effects in the lines, and hot-carrier degradation and oxide breakdown in the devices.

Short-term effects include voltage-drop and noise in the lines, electrostatic discharge through

input protection circuits, system-noise induced latchup, and charge-particle induced soft errors.

In this task, we have concentrated our efforts on two reliability issues; namely, electromi-

gration detection and prevention and voltage-drip reduction in the power and ground busses.

Electromigration is a major reliability problem that is caused by the transport of atoms in metal

due to electron flow. This problem is becoming increasingly critical, especially with the reduc-

tion in feature size and the increase in the number of transistors on a chip. Almost all existing

work on electromigration has dealt with characterizing the phenomenon using experiments on

test structures. There are no CAD tools available today that deal with the electromigration prob-

lem at the chip level. With the number of transistors on a chip now exceeding one million, such
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a need is becoming urgent. The traditional worst-case approach to electromigration estimation

may fail to give reliable and area efficient designs at reasonable cost. Our approach, which uses

statistical techniques allows design for reliability at a more reasonable cost, without sacrificing

performance or adding unnecessary metal area.

The second reliability problem we have considered in this task is voltage-drop in power and

ground busses which has also been ignored by existing CAD systems. In contrast to the elec-

tromigration problem, voltage-drop is a worst-case phenomenon that is caused by current spikes

flowing through the power bus due to RC or RLC effects during switching. A drop in the vol-

tage difference across gates to below some threshold could cause the design to malfunction. Tlus

problem becomes even more acute if power supply voltage is reduced or when BiCMOS designs

are used.

In addition to the above two -eliability problems, we have initiated an investigation into the

application of the probabilistic simulation approach to the estimation of hot-carrier effects.

Hot-carrier effects are long-term cumulative effects, and the probabilistic approach would pro-

vide a cost-effective method to predict the expected value of these effects within reasonable time

compared to exhaustive or Monte Carlo simulation.

The above reliability issues can be shown to be related to the current flow in the circuit dur-

ing switching activities. Electromigration is related to the average (as well as the variance) of

the current density waveform in a metal line (averaged over all possible inputs). Hot-electron

effects are related to the average current flowing through a device, while maximum voltage-drop

is related to the maximum current waveform flowing in the bus.

Before presenting our accomplishment during the past year, we give a brief overview of the

CAD system that we are developing to implement and test our methodologies and algorithms.

Figure I shows a block diagram of the CAD system. Given a design layout specified in CIF

(Caltech Intermediate Format), which could be specified hierarchically, program iCHARM

extracts SPICE-file from it, including interconnect parasitics, and sorts out the CIF subfiles of
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the power and ground busses, with bus contacts labeled to match the corresponding node con-

nections in the extracted SPICE file. The extracted SPICE-file has the same hierarchical struc-

ture as the original CIF file.

The SPICE file forms the input to the simulators, iPROBE, iPROBE-d, and iMAX (The

SPICE file can also be used as the input file to our other simulators to perform timing and fault

simulation using input test vector sets; these other simulators are not indicated in the Figure).

iPROBE is a probabilistic simulator which computes the average and variance current

waveforms at declared contact points. iPROBE-d estimates the average relative damage due to

hot-carrier effects within the circuit devices. iMAX computes an upper bound current waveform

envelope at contact points. JET is a bus extractor dedicated to extracting the RC models of the

bus. The outputs of JET, iMAX and iPROBE form the inputs to a bus analyzer and optimizer

that recommends changes to the bus line widths, if necessary, in order to meet both electromi-

gration and voltage-drop constraints.

In the next section, we describe the new probabilistic simulation techniques used in

iPROBE; we will also briefly explain the approach used in iPROBE-d. In Section 3 we report on

related work on bus model extraction and on the estimation of maximum current waveform

drawn by the gates at bus contact points that can be used for maximum voltage drop estimation.

The last section contains summary and discussions, and plans for future work.
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2. New Probabilisdc Simulation Techniques

Probabilistic simulation has been shown to be a very cost-effective approach to the compu-

tation of voltage and current waveform statistics in CMOS digital circuits compared to exhaus-

tive simulation. This approach is particularly attractive when long-term reliability issues, such

as electromigration, hot-carrier effects, and average power, are to be estimated over all possible

inputs. CREST (1] was the first program to implement this approach. During the past two years

we have been working on improving probabilistic simulation techniques, both in accuracy and in

speed. Improvements have been made mainly at the subcircuit level, where the statistics of the

current and voltage waveforms and the delays are computed more accurately, as well as at the

global level, where signal correlations need to be considered efficiently and accurately. The new

algorithms have been implemented in a hierarchical probabilistic simulator, iPROBE, and tested

on a number of large benchmark circuits, with the largest one consisting of about 100,000

transistors.

In our annual report last year, we described some aspects of the new algorithms we

developed for analyzing individual subcircuits. In this report, we will describe further improve-

ments on subcircuit analysis that we have accomplished since then. We will also describe the

accomplishments we made in the simulation of VLSI circuits at the global circuit level and the

development of the hierarchical probabilistic simulator.

The improvements that we have done to the original CREST algorithms can be summarized

as follows:

(1) At the subcircuit level, the calculation of the equivalent (random variable) conductance of

two transistors in series is obtained more accurately, both in terms of the average of the

equivalent conductance and its variance. As a result, the graph reduction procedure, which

is a basic step in probabilistic simulation, generates a more accurate statistical macromodel,

which in turn produces more accurate current waveform statistics and delay information.
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(2) The graph elimination at subcircuit switching time during a clock cycle is performed in a

different way than in the original algorithm used in CREST. In the original CREST algo-

rithm, all transistors in a subvircuit are assumed to switch at the same time, at the beginning

of a clock cycle. As a result, some inaccuracies in the simulation were observed. In our

new algorithm, we make the following observations, which produce more accurate results.

Observation 1: The signals arrive at different (n and p) transistor pairs in a subcircuit at

different time instances within a clock cycle (this difference could be very small). Even if

the signal originates from the same point in the circuit, such as in reconvergent fanout, the

differences in the delay along different paths cause the signals to arrive at different times at

the reconvergent point.

Observation 2: If the edge (representing a transistor) that switches is in parallel with an

edge that is conducting, then the output will not switch and no current will flow through the

subcircuit.

Observation 3: It follows from observations 1 and 2 that for the output to switch, one

edge must switch, and all the conducting paths between the output node and the power

node must pass through the edge that has switched, and any path from the output node to

the power node that does not pass through the switching transistor is not conducting.

Based on the above observations, the calculation of the total equivalent conductance

between the output node and the power node at switching time is simplified. The details of cal-

culating the statistics of the equivalent conductance as well as the peak current and the time span

of the current waveform are given in Reference (7]. The computation of the equivalent conduc-

tance is done for each transistor in a subcircuit during a clock cycle; the total current waveform

is then found using superposition. Even when two transistors are specified to be switching at the

same time, we assume that there is an arbitrarily small time difference between their switching

instances. Transistors in a subcircuit usually switch at close, but different time instances; but in
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some cases they switch at widely separate times causing more than one current spike to flow

through the subcircuit dji.mg a clock cycle.

(3) The above observations also provide a simpler and more accurate approach to the subcircuit

delay calculation compared to the original CREST approach. Here we briefly describe the

new approach. The deterministic delay model, which applies to both switching from low to

high and high to low is given by

td- =1n 2

where CL is the total load capacitance and G the equivalent conductance from the output

node to the power (or ground) node. Applying probability theory to the above equation, we

get:

E[tdp] = In 2 x CLX E ) + V(G])

for transition from low to high, and

E[t]=In2xCL+( 1 +V(Gn)=) + (E_[G~n])

for transition from high to low. Where E[td] is the expected value of the delay;

E(Gp),V(Gp) the expected value and variance of the equivalent conductance of the p-part of

the CMOS gate; and E(Gn),V(Gn) the expected value and variance of the equivalent con-

ductance of the n-part of the gate. The expected value of the total gate delay is found from

the weighted average of the delays from low to high and from high to low:

E(td] E[tdn] x Pout.h + E[tdp] x Pout.h

Pout,hi + PoutJh

where Pout.hj and Pout.n1 are the probabilities of the output switching from high to low and

from low to high, respectively.
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Example 1: This example illustrates the accuracy of calculating the expected value of a gate

delay compared to CREST and to exhaustive SPICE simulation. Figure 2(b) shows the graph

representation of the n-part of the CMOS gate shown in Fig. 2(a). All inputs are in steady state,

except input A to which the probabilistic waveform shown in Fig. 2(c) is applied. There are two

numbers associated with each edge of the graph. The top one is the probability that the gate

node of the corresponding transistor is high and the bottom one represents its on conductance in

m.f. The load capacitance used is 10pF.

The average delay, calculated by the new method, is found to be 3.64ns compared to 3.60ns

by exhaustive SPICE simulation, while the method used in CREST yields 0.66ns, which shows

that our result is much closer to SPICE.

OUT
OUT C OT D VA

0.7 0.30.C D 40 100 0.6

A 0.9 0.2
100 30 t, t

B A

GND GND
a b c

Figure 2. (a) A CMOS gate; (b) Graph of the n-part; (c) Input waveform.

Example 2: This example illustrates the accuracy of calculating the expected value and vari-

ance current waveforms using the new method. Figure 3(a) is a two-input NAND gate, with two

inputs A and B. Figures 3(b-d) show the expected value of the current waveforms using the new

approach for ta - tb (Fig. 3(b)), tb - ta = 0.4ns (Fig. 3(c)) and tb - ta = 4ns (Fig. 3(d)), compared

each time with CREST and exhaustive SPICE runs. Note that our results are very close to

exhaustive SPICE, while CREST gives the same waveform in all three cases since all transistors
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are assumed to switch at the same time. The variance waveforms are of comparable accuracy.

A X la.3

A: 106

24.00 - - .

VDD 22.00

16.00-A ,B 14.00-

a Mo-
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I zcz IM
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4.00- 4 4Z0 .00- 1exO

. sac I I0"9 0-07 s1 SM 109

0.00 2100 4.00 6.00 0.00 2.00 4.00 6.00

Figure 3. Simulation of transitions within a single interval.

The assumption that each (n and p) transistor pair in a gate switches at its own transition

time tend to generate a number of events at the gate output equal to the number of transistor

pairs in the gate. In practice, however, the number of gate output events is less, depending on

the expected arrival times of the signals to a gate. For example, in Fig. 3(b) and (c), the two

input events generated one merged event at the gate output, while in Fig. 3(c), two distinct
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events are generated. These additional events are glitches which are known to add to power con-

sumption and current flow in the bus and in the devices that steady-state analysis does not cap-

ture. We have devised a merging algorithm based on the arrival time of signals at gate inputs

and its delay in order to generate the true output events and at the same time capture any giitches

that might occur.

The new algorithms have been implemented in a general purpose hierarchical computer

program, iPROBE, and tested on a number of benchmark circuits. It has been observed that

simulation times without merging of output events tend to be high for some of the ISCAS85

benchmark circuits. The merging algorithm reduces computation time significantly as shown in

Table I.

Table I. Simulation Results.

- Primary ~ Calls to Time with no Time withjMemory usage
inputs simulation routine mergingt mergingt (Kbvtes)

c432 37 1543630 388.1 1.5 456
c880 61 183530 31.2 2.1 680

c1355 42 43363760 7856.2 4.1 804

c1908 34 5398370 983.4 7.2 1128

c2670 234 6358748 978.0 T.6 1512

c3540 51 371013994 59201.9 20.9 2316
c5315 179 24300542 4126.5 19.4 2676
c6288 33 -_>24h 95.6 3796
c7552 208 1087T190 1809.9 32.2 3620

s38584 12 -t 428.81 454.1 12352

t In CPU seconds on an HP 9000/730
$preprocessing only, s38584 contains about 100,000 transistors



12

Application of the Probabilistic Approach to Hot-Carrier Effect Estimation

In addition to the computation of contact current statistics for electromigration estimation,

as described above, we have applied the probabilistic approach to the problem of hot-carrier

effect estimation in devices within large circuit designs. Hot-carrier effects (HCE) in MOS

transistors are also long-term reliability issues that occur within devices in the circuit over time

and are cumulative in nature. Existing techniques use circuit or timing simulation to estimate

HCE and try to predict the age of the design by incorporating device degradation over time As

a result, all existing HCE simulators (especially those linked to SPICE-type circuit simulators)

are too slow for large circuits. Even if very fast simulation techniques were to be used, user-

specified deterministic input waveforms are needed, and hence the results can only represent a

small sample of operating conditions. Our approach differs from existing methods. We use pro-

babilistic simulation techniques to estimate the expected damage in each device under all possi-

ble operating conditions. We then find those transistors that are most susceptible to HCE degra-

dation. The aim is to modify the design to reduce such degradation, rather than predict the age

of the design. The probabilistic simulation approach provides a fast and cost-effective method to

estimate HCE without resorting to exhaustive or to Monte Carlo techniques.

In the course of this study, we have found a number of circuit characteristics that contribute

to HCE. We summarize these characteristics in the following:

(1) HCE occur mostly when a transistor is in saturation. The duration of a transistor in the

saturation region depends on its input slew rate and the loading capacitance. HCE is

related to the substrate current, Isub; slower slew rate causes wider Isub time span and hence

more degradation; higher loading capacitance results in longer time spent in saturation dur-

ing switching.

(2) HCE is related to the frequency of transistor switching only when it causes the output to

switch. It occurs when current flows through the transistor during transition, which in turn

occurs when a transistor's switching from OFF to ON causes the output to switch. Based
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on the observations mentioned in the previous section, a transistor draws current during

switching when all paths from the output node to the power node that do not include the

switching transistor are OFF. In our probabilistic approach, the probability that a

transistor's switching causes the output to switch is calculated. The expected value of HCE

then depends on this probability, as well as on the time span the transistor stays in satura-

tion.

(3) Transistors connected directly to the output node stay much longer in saturation during

switching than other transistors, and thus suffer most from HCE degradation. To save on

computation, we therefore concentrate on estimating HCE in the transistors that are con-

nected to the gate output nodes, even though the simulation approach can be used to esti-

mate HCE in any transistor within a subcircuit.

Since the time a transistor stays in saturation is directly related to HCE, and since this time

duration is determined by the input slew rate as well as the gate output loading, we have

extended our probabilistic simulation technique to include gate input voltage waveform slew rate

to compute the average time a transistor stays in saturation, as well as the expected output slew

rate, in addition to the expected delay value. The gate output signal merging algorithm, with

slew rates taken into account, has also been modified. More detailed description of the algo-

rithm can be found in Reference [6].

The HCE estimation algorithms have been implemented in another version ot iPROBE that

is dedicated to HCE. The program is called iPROBE-d (d for device). iPROBE-d has been used

to simulate several benchmark circuits. Although the program currently can only simulate

series/parallel CMOS circuits, it is being extended to handle general nMOS and CMOS circuits.

Example 3: This example illustrates why simulating a given design using one or a few "typi-

cal" input signals could give misleading results in estimating HCE.

Figure 4 shows a CMOS circuit with two NAND and one NOR gates. The statistical

descriptions of the four input nodes are also shown in the Figure. Table II illustrates the
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degradation of the six aMOS transistors using iPROBE-d, SPICE exhaustive simulation, and

SPICE one run, respectively. The circuit is simulated for a time period T = 20ns, then we

assume the input events repeat periodically and extrapolate the damage to three months. Since

for each input node, there are four possible waveforms (staying high, staying low, switching

from low to high, from high to low), there are 44= 256 possible input combinations. Therefore,

for the SPICE exhaustive simulation, 256 runs are needed. On the other hand, only one run is

necessary when iPROBE-d is employed. The input voltage waveforms of the third row in the

Table HI, SPICE one run, are A = B = D = VDD and C = a periodical square wave. From the

result, iPROBE-d and SPICE exhaustive simulation show the same tendency, while running

SPICE with one particular input waveform points to the wrong critical transistor. We have also

compared the waveform obtained from iPROBE-d and SPICE exhaustive simulation. The slew

rate and propagation delay from iPROBE-d are within 5 percent error compared to the average

value from SPICE exhaustive simulation on all the output nodes.

0XL
A 0.5 0.5A

c 2% .25 C NANDI

C 05 #0.5 C .

D 0 #

Figure 4. A test CMOS combinational circuit and the input statistical descriptions.
tHL and tLH are both 0.2ns for each input event. Simulation period T = 20ns.
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NAND1 NAND1 I NAN2 NAND2 NOR NOR
tom botto I too bottm left richt

SPICE ex•hawnve
t U JnS 1.178 0.012 1.177 0.02 1.963 1.898
% =Us 1.178 0.012 1.177 0.399 1.741 1.197
-t= Ins 1.178 0.011 1.177 0.752 1.740 0.876
,c = 03.J 1 1.178 0.012 1.178 0.015 1.740 0.868
iProbe-d
v = Snx 1.094 0 1.094 0 2.186 2.173
% = 2ns 1.087 0 1.094 0 1.873 1.554

I= 1.094 0 1.094 0 1.795 1.544
_ =_0 _ns 1.094 0 1.094 0 1.795 1.544

SPICE one rnm 0 0 2.442 0 0 5.654

Table IL. The damage Nit(x 10"1 C/cm2) of all nMOS
transistors in the circuit shown in Fig. 9.

*A = B = D = high (VDD); C = a periodical square wave.

Some ISCAS85 benchmark circuits have also been analyzed. These benchmark circuitq

have been converted to SPICE input file with complementary CMOS transistor circuit imple-

mentation of each gate. Table III shows a computation time on a SPARC station2, as well the

damage situation after a simulated 3 months continuous operation. Here we assign one event to

each primary input node, with 20ns as the simulation period. The results show that iPROBE-d

can handle large circuits with reasonable computation time.

ISCAS85 nm-ber of nMOS Ut-owi in each damage level (Normalized Nit) Computation
b e n c h m a r k t i m e ( s e c )

A tc I <0.11 0.1-1.0 1.0-2.0 1 -.0-3.0 3.0-4.0 4.0-5.0 >5.0 _ime (see
C432 196 16 52 58 42 16 32 23.87
C499 336 40 48 80 16 56 306 20.75
C380 256 112 103 57 117 115 141 25.14

C1355 512 72 208 16 ,76 64 106 46.03
C2670 743 95 106 190 440 1 40 1 707 77.43

Table III. The computs,".n time of iPROBE-d on several benchmark circuits,
and predicted average aamnage after 3 months continuous operation.

The simulation is done on a SUN4 SPARC station2.
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3. Related Work

3.1 Introduction

In Section 2, we presented our improved probabilistic simulation approach to the estimation

of average, as well as variance, current waveforms drawn by CMOS gates at contact points to

the power and ground busses. The purpose of computing these current waveforms is to use them

to calculate the average current density in the busses for electromigration estimation. It is

interesting to note that the average current waveforms drawn by the gates can also be used to

estimate the average power consumed by each gate as well as the total average power.

In order to analyze the bus for electromigration estimation, a reasonably accurate RC model

of the bus is needed. For this purpose, a project on RC bus model extraction has been carried out

in parallel with the project on current density estimation. The accomplishments of this extrac-

tion project are described below. This section also includes a summary of the work we did on

another reliability issue related to the bus design; namely, estimation of maximum current

waveform drawn by the gates at the contact points for estimating maximum voltage drop in the

bus. Since one of our goals in this research is to generate reliable bus design, we feel that

voltage-drop should also be included, in addition to electromigration measures, in optimizing the

bus layout. The work on maximum current estimation and voltage drop has been supported by

Texas Instruments, Inc., and the Semiconductor Research Corporation.

3.2 Extraction of the Metal Bus Model

Originally we developed program JET to extract the RC model of power and ground

busses. However, JET assumed that the bus layout can be decomposed into an interconnection

of primitive shapes, such as straight lines, L, T, and four way junctions, with certain restrictions

on aspect ratios. When this decomposition was not feasible, the program stopped, unless the

user modified the original layout to make the decomposition possible, thus changing the original
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problem. In this work we originally planned to modify JET to extract the models of any possible

shape obtained from layout decomposition without any modification. That is, we still follow the

approach of decomposing the layout into primitive shapes and use precomputed library of RC

models of most commonly encountered shapes. However, whenever a shape is encountered that

does not fit the primitives in the precomputed library, its RC model will be computed on the fly,

rather than modify the geometry to force the partition to match one of the stored primitives. We

use the boundary element method (BEM), which has been found to be fast and reliable, in com-

puting the resistance parameters of bus regions and shapes. The advantages of the BEM

approach is that only the boundary is subdivided, not the interior, and the generation of the grid

points on the boundary is much simpler that the generation of triangular meshes in the interior,

as is done in the finite element method (FEM). In all the examples we tried, we found that the

BEM is three to seven times faster than the FEM.

During the course of this work we decided that it was not easy to modify JET. Hence, a

new program was developed using some of the routines found in JET. Currently the program is

able to extract the RC model of the layout test circuit sent to us by designers at Rome Labora-

tory, without having to modify the layout to fit the set of precomputed primitives, as the original

JET required. We are also testing the new program on designs generated by students in a VLSI

design course at the University of Illinois. The details of the approach with examples will be

published in an M.S. thesis report and made available to Rome Laboratory.

3.3 Maximum Current Estimation

Excessive power supply and ground instantaneous currents in integrated circuits can

severely affect circuit reliability and performance. Some of the problems arising from excessive

current flow are excessive voltage drop on power/ground lines which can lead to soft errors. and

large instantaneous power dissipation which causes overheating and ultimately leads to perfor-

mance degradation. Maximum current estimates are, therefore, needed in the supply lines in
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order to determine the severity of these problems, and to modify the design to reduce their

effects, if possible. Maximum currents, however, depend on specific input patterns that are

applied to the circuit. Previous work in this area estimated maximum current as the maximum

dc current drawn by each gate under worst-case conditions. Such an approach is easy to apply,

but unfortunately is overly pessimistic. The actual current drawn by a gate is not dc but rather a

waveform, and the maximum current points drawn by different gates do not occur at the same

tinie instances. More recent work focuses on using search techniques to attempt to locate the

worst-case current by searching the input space to locate the input patterns that produce worst-

case current waveforms. Unfortunately, the input space is in most cases very huge, and purely

search-based algorithms can take aa exponential amount of time.

In our work we have developed a pattern-independent, linear-time algorithm that estimates

',i Upper bound for the Maximum Envelope Current waveform. The maximum envelope current

waveform is a point-wise maximum on all possible current waveforms that a circuit is expected

to draw. The delays in the circuit are taken into consideration in computing these upper bound

waveforms.

The algorithm currently operates at the gate-level description of the circuit. It starts by

assuming that nothing is known about the specific excitations at the primary inputs, except that

they may transition at time zero. We call this an uncertainty about these input signals. The

basic idea of the algorithm is to propagate the "uncertainty" present at the inputs inside the cir-

cuit so as to determine the set of all possible excitations and their associated timing at the output

of every logic gate. From this information, the worst-case current waveforms are computed. In

general, however, signals at internal nodes of a circuit are correlated, which limits the number of

possible transitions occurring at the output of the gates. Two types of correlations, namely spa-

tial (among various gates) and temporal (in time domain) are identified. We have developed

novel partial input enumeration techniques to resolve signal correlations and significantly

improve the upper current waveform bounds. The partial input enumeration algorithm starts by
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"intelligently" selecting a enumerating a few primary inputs. The set of inputs selected for

enumeration has a direct influence on the quality as well as the cost of the solution obtained. We

have developed a best first search (BFS) that is found to be very effective in selecting and

enumerating the inputs. Because of the best first strategy, there is a gradual reduction in the

upper bound waveform, and the search need not be carried out too deep into the search space to

obtain good results.

The technique has been implemented in program iMAX and tested on a large number

benchmark circuits. A typical combinational circuit containing more than 3500 gates takes

about 46 seconds to simulate. In order to check the accuracy of the results, we compared our

results with exhaustive simulation on circuits with a small number of inputs. In all cases our

upper bound was higher, but close, to the actual envelope waveform. For circuits with moderate

to large number of inputs, exhaustive simulation is prohibitively expensive. In this case we use a

simulated annealing algorithm to generate a lower bound current envelope. In all cases our

upper bound was larger than the lower bound obtained from the simulated annealing algorithm.

The true bound should be somewhere between the two bounding waveforms. The details of the

algorithms with examples are reported in Reference [4].
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4. Summary

In this research we have been working on a number of projects related to the physical relia-

bility assessment of VLSI circuits. These include the development of methodologies and

software for estimating the statistics of current waveforms drawn by the circuit at contact points

in the bus for electromigration estimation within the bus. The method followed is the probabilis-

tic simulation approach. In this respect, we have developed new algorithms that improve on the

accuracy of the original ones. We have also implemented the new algorithms in a hierarchical

probabilistic simulator. We have also applied the probabilistic simulation approach to the esti-

mation of hot-carrier effects within devices to pinpoint which devices, on the average, would

experience most degradation in a given design over time under all possible operating conditions.

So far the new probabilistic simulator handles series parallel CMOS structures. We are currently

extending the method to include circuits with pass transistors. We are also in the process of

developing new algorithms to handle signal correlations due to reconvergence fanout in a more

accurate way.

We have also developed a iew bus extractor that is more robust than our original bus

extractor JET, in the sense that it is not restricted by the requirement that the bus layout be

decomposable into precomputed primitive structures. The new approach decomposed the layout

into primitives and uses precomputed models on those shapes that fit the ones in the precom-

puted library, and computes the models of the ones that do not fit on the fly.

In related work we have also developed a new linear-time approach for estimating upper

bound current waveforms drawn by gates in CMOS designs for estimating worst-case voltage

drop in the bus. We are currently applying partial enumeration techniques to improve the accu-

racy of the upper bound waveforms without drastically increasing the computational speed.

Our plans for the coming year calls for continued improvements and extensions on our

simulation algorithms. In particular, the probabilistic analysis of circuits with pass transistors

need to be done. In addition, the method of handling signal correlations due to reconvergent
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fanout and feedback need to be studied further and tested for accuracy. At the same time, we

plan to do work on design concepts and techniques for reliability, both at the bus level and at the

transistor circuit level. Finally, it is interesting to note that the current waveforms computed at

the contact points can also be used to estimate the power consumption of each gate as well as the

total power. Thus, we can include the estimation of average and maximum power as part of the

objectives of this work.
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ROME LABORATORY

Rome Laboratory plans and executes an interdisciplinary program in re-

search, development, test, and technology transition in support of Air

Force Command, Control, Communications and Intelligence (C3 1) activities

for all Air Force platforms. It also executes selected acquisition programs

in several areas of expertise. Technical and engineering support within

areas of competence is provided to ESD Program Offices (POs) and other

ESD elements to perform effective acquisition of C3 1 systems. In addition,

Rome Laboratory's technology supports other AFSC Product Divisions, the

Air Force user community, and other DOD and non-DOD agencies. Rome

Laboratory maintains technical competence and research programs in areas

including, but not limited to, communications, command and control, battle

management, intelligence information processing, computational sciences

and software producibility, wide area surveillance/sensors, signal proces-

sing, solid state sciences, photonics, electromagnetic technology, super-

conductivity, and electronic reliability/maintainability and testability.


