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SUMMARY

The Horizon Scanning Imager is an automated imaging system for determina-
tion of visibility during the daytime. This is accomplished through evaluation
of contrast transmission of the atmosphere, which is determined from the
measured radiance of dark targets near the horizon. The determination of
visibility during the daytime by the Horizon Scanning Imager is influenced by
anumberof parameters, some measured and others input by the operator. These
include the measured target radiance, measured horizon radiance. and inherent
contrast of the target with respect to the horizon. This report contains a
sensitivity study, in which the impact of uncertainty in these parameters is
determined. On the basis of this study, specific recommendations are made to
improve the visibility determinations. The first set of recommendations relates
to the sensor accuracy and includes ways to improve the measurements and also
ways to mitigate the impact of the residual errors. The second set of recommen-
dations details strategies to minimize the impact of non-ideal measurement
conditions.
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1.0 INTRODUCTION

The determination of visibility during the daytime by the Horizon Scanning Imuger
(HSD (Johnson et al, 1990) is influenced by a number of parameters, both measured and
input. The system works essentially through measurement of the relative radiance of dark
targets and the horizon sky, as explained in Johnson ¢t al, 1989, These measurements are
made for several targets in cach of several azimuthal directions around the horizon. An
apparent contrast of the target with respect to the sky can be computed directly from the
measured radiances. Then the visthility can be determined from the apparent contrast, if the
inherent contrast of the target with respect to the sky, and the range to the target, are
known.

An carly study ot the impact of various theoretical uncentainties is included in Johnson
ctal, 1989, In this early study, the impact of uncertain inherent contrast, and overcast or
partly cloudy horizon sky conditions were considered. This current note extends the study
of the impact of inherent contrast uncertainties, and also evaluates the impact of
measurement uncertainties. In particular, it 1s important to note which of the problem areac<
can be readily controtled. and which represent basic limitations to the sccuracy of the
device.

This note will discuss specifically the sensitivity of visibilitv determinations to errors
in input C,, measured target relative radiance, measured horizon relative radiance. camera
lincarity, and input target range. Each section first discusses how the sensitivity plots for
the given parameter were derived. (Numeric examples are given in some cases.) This is
followed by a discussion of the results implied by the plots. Fach section then includes a
discussion of the potential sources of these uncertainties, and potential means of
minimizing the uncertainties.

2.0 SENSITIVITY TO INHERENT CONTRAST VALUES

The inherent contrast is defined by

»L, 2.1

where (Lg is the inherent target radiance, and pL, is the inherent background radiance.
Note that the word "inherent” signifies that the radiance is measured from a distance of ().
Also note that if the target is black, (L is equal to 0, and the inherent contrast stays fixed at
-1, even if the background radiance changes.

The HSI system does not measure Co: this value is an input set by the user. The
visthility is then computed from the equation

(e [

\ C

o

29

where ris range to the target. and € is the human contrast threshold associated with the
definition of visibility. Cp is the measured contrast, or the contrast at range 1, defined by




ol 2.3

where (L; and pLr are the target and background radiances, respectively, at range r. For a
full discussion of these terms, see Duntley, 1957.

Equation 2.2 is the primary expression utilized by the HST to derive visibility from the
measured contrast.  This equation is derived in Johnson et al, 1989. The derivation
assumes that the contrast with respect to the honzon sky is used, and the horizon sky
radiance approximates the cquilibrium radiance (Lg), defined in Johnson et al 1989, and

earlier references. A threshold € of .05 is normally used in the HSI: this is the value of
human contrast threshold associated with the definition of visibility (ref. Douglas &
Booker, 1977).

There are a variety of philosophical approaches to determining visibility with a system
such as the HSI. The human observer using non-ideal visual targets will make visibility
assessments which are not strictly n duordanu with the LId\SlLd“) defined visibility. The
HSI can simulate this human bias or not, according to the needs of the application, through
appropriate changes to Eq. 2.2, Whereas these changes would atfect the magnitude of the
determined visibility to a limited degree, they have little impact on the results of the
sensitivity study contained herein.

It should also be noted that although C, values are negative for dark targets, the human
visual response depends on the absowite magnitude of Co; therefore positive Co values have
been used in most of our reports, for ease of presentation. In this note, the negative sign
must be kept in some of the internal computations used to generate the plots, however the
positive sign has been used in presenting the results, for consistency with earlier work.

2.1  Computation and Interpretation of the C,, Sensitivity Plots

The sensitivity of the derived visibility to uncertainties in the inherent contrast is
tlustrated by a series of four plots, labeled "Test 1a” through "Test 1d". The first plot,
labeled Test 1a. shows the sensitivity of derived visibility to changes in input C, when the
actual €, value is 0.8 That is,if we are measuring a target which has an inherent contrast
of -(L8& with respect to the sky. but we input some other value, what is the error in derived
visibility due to this input crror. The visibility we would derive is given by Eq. 2.2 using
the input Cyy: the visibility we should have derived. given the correct Cg, value, 1s given by
Eq. 2.2 with a C, of 0.8 input.

Thus to determine the crror in the derived visibility, one first computes visibility using
the input Cg value and Eq. 2.2. then divides this by the visibility computed using a C,
value of 0.8, Forexample, if a target at range 10 miles has an apparent contrast Cy value of
0.2, and the correer Cy, is 0.8, the derived visibility found using Eq. 2.2 should be 20
mules. Aninput G, value of 0.6 would yield a derived visibility of 22.6 miles, for an error
of 1307

The error 1~ computed for a range of input Cy and C, values. Note that the error does
not depend on the input range (n) value, and the input € value is not normally varied: thus
these variables do not tmpact the assessment of the error due to G, uncertainty.

In the Test La plot. the uncertainty s plotted as a function of measured apparent
contrast Cp. Note that when Cpis close to .08, the error approaches (0. Physically, this
occurs when the target is at a range about equal to the vistbility; that is, the apparent
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contrast approaches the visual threshold of 05 when the target range v close o the
visibility. Thus the plot may be interpreted as showing that the error due to uncertamn
Co is quite small if the target range is similar to the visibilityand becomes farger as the
target range becomes signmiticaaily iess than the visibihiy,

The HST algorithm has two automatic cutott values. When V/ras less than 1S or
greater than 4.0, the visibility value is giver a “greater than” or “less thuan™ value. In Tewt
Ia, the curves are plotted in black (sohid lines) where the V/r values hie within this range
and the derived vistbility values are used; the portions ot the curve which are grev v
where V/r values are outside the bounds. For example. it a G value of (6 1< input, the Vir
cutoff occurs at a measured Cp value of 32, and the maximum error is about 307 The
grev curves show what the error would be, if the posable Cp range were changed duc 1o
change in the V/r cutofts,

Test 1b shows the sensitivity of visibility 1o Cy input errors, if the actual Cy v 50 The
values of .8 and .5 for actual C, were chosen for tests Ta and Th, because they are close 1o
the normal bounds we might expect to use. A Cg of K15 perhaps tvpical of the blackest
targets we can expect to find among targets of opportunity: a Cy value of .5 was chosen to
represent a significantly non-ideal (non-black) target.

Test Tb shows similar characteristics to Test Ta, in the sense that the error in
determined visibility due to the uncertainty in the Cy, value 1s vanishingly small for targets
range equal to visibility. The error increases as the target range becomes smaller, and
measured apparent contrasts become larger. The errors become quite farge at the maximum
Cr vilues, indicating a certain risk assoctated with using non ideal targets.

The third and fourth plots, Tests e and 1d. show the timpact of C,, uncertainties in g
slightly different way. These plots show the resulting error it a fixed input value s used.
but the actual inherent contrast of the target with respect to the horizon sky changes. (C,
can change because of the impact of changing highting conditions on the target radiance: 1t s
also impacted by changes in the horizon radiance. The equilibrium radiance, and therefore
horizon radiance, is highly dependent on the path-of-sight's scattering angle with respect to
the sun.) For an example of the impact of changes in Cg,. consider the case above where
the visibility is 20 miles, and the range 10 miles. If Gy as really 6,1t can be dernived trom
Ig. 2.2 that Cy must have been (17320 Then if we measure Cp = 17320 and iput a Cg,
value of .8, we will derive a visibility value of 18,1 nules, for a -9.3% error,

It should be noted that in Test ¢, the V/r cutoffs all occur at the same value of C;.
Looking at Eq. 2.2, one can sece that if C, and € are fixed. V/r will be directly related 1o €y
The HST algorithm must compute V/r using its input value of Cy,. In Tests ¢ and 1d. that
input C, value is not changing, so the values of Cp associated with the V/r cutoffs do not
change. In Tests 1a and Th, the input vadue of Gy is changing, and therefore the Cp value ar
which a given V/r threshold occurs changes too.

2.2  Results of the €, Sensitivity Computations

As noted in the previous section, the ¢rrors in derived visihility (due to Gy, uncertainty)
¢o to () when the target range equals visibility. At shorter ranges, the error can become
quite large. Thus, all four of the plots show quite clearly that it is imponant to know the €
vatue reasonably welll For example, from Test 1aoit the actual inherent contrastis K, and
it one wishes to have an ercor less than 2070 the error i Comust be about (1 or Jess
fwhen O 1s X)),



It is also quite obvious that the uncertainty is much less for ideal black targets than for
non-ideal targets. In Test 1b, with actual inherent contrast of .S. the error can exceed 20%
even if the contrast is known to within an uncertainty of .1 or less. This implies that if a
non-ideal target is used. there will be loss of accuracy unless the C, is very tightly
specified. or the range of acceptable Cp values is more tightly limited.

Even it we accurately specify the G value at some point in time, the svstem 1y
somewhat vulnerable to natural changes in C. As shown in Test 1, the resulting visibility
errors are probably reasonable when o target near Cy=.8is used. The error resulting from
a change in Gy for targets near Cy=.5. shown in Test 1d, are quite large, implving that we
probably should not use targets with Cg, values as low as 5.

Even though these C,, sensitivity plots demonstrate a basic limit of system accuracy,
there are some available trade-offs. We can help optimize system accuracy by utilizing a
combination of several options such as:

O Limiting our targets to G, values closer to 15 1.e. we should probably exclude any
targets with C,, « .5,

bi Using V/r thresholds which depend on C,. That is, we could allow V/r values as
high as 4 when C) is close 10 .8, but use a V/r imit which is smaller when Cg, 18
less.

¢ Determine more accurate Cg, values, and better characterize variations in G, due to
changes in horizon brightness, thus minimizing errors in input Cy as discussed
below.

Stwdy of the nomuily occurring Cg, variations in the available targets of opportunity. in
conpunction with the use of the plots (Ta-1d) which show the impact of these variations.
should allow us to optimize these tradeotts.

Regarding option "¢ ahove, there has been considerable interest in extracting the C,
values. as discussed in Section 5 of Johnson, et al, 1990, If the visibility for a given scene
can be determined. cither based on a median value for the targets, or based on an
independent source. one should be able to back out the value of C,, required for a given
target o vield that visibility value.

‘The first goal of a Cy, study would be determination of the differing C,, values for a
variety of targets. A second goal would be characterizing the variation in Cg, over time for
cach target. This vanation of C, over time, for a given target, 1s caused by changes in (1.,
as well as changes in pl,. The changes in pL are most strongly driven by changes in
scattering angle with respect to the sun: this should be well behaved. Changes in L, due
0 aerosol load should be more ditficult 10 handle. Likewise. changes in (L., due to the
changing lighting distribution on the target. as weighted by the directional reflectance of the
target, are complex. Whereas it should be possible to improve our current handling of
input Cp, values. we do not expect to tully predict the Cq, behavior,

In order to enable 4 € studyvo it s first important 1o understand other sources of error
on visthility: this was part of the reason for making this current study. It may also be
important to derive carves, suntiar to those shown in the tollowing section. which show
the sensitivity of the extracted Cg) vatue to vanous types of error. In this way, the study
can be designed o maximize the Cp iformation returned. and minimize the impacts of
measurement error on the C, determination,




3.0  SENSITIVITY TO MEASURED TARGET UNCERTAINTIES

fn any measurement system, there are hmits o measurement accuracy. In the HST
these can be caused by a number of factors such as measurement notse or non-uniformity
in the basic chip sensitivity, This section discusses the impact of uncertainties in the
measured target relative radiance,

3.1 Computation of Sensitivity to Mcasured Target Uncertainties

The signal from the target is actually a relative radiance. in the sense that relative. but
not absolute, radiances are determined over the scene. This is a result of the use of the
auto-iris, The auto-iris causes a fixed percentage change over the whole scene. From the
definition of apparent contrast, Eq. 2.3, itmay be shown that these relative radiances vield
an absolute measurement of apparent contrast.

The radiances are digitized on the image board by an A/D converter, to vield signals
between 0 and 255, In this section we determine the error in computed visibility if there are
known errors in this digitized signal. Signal noise is normally about 2-3 counts, whether
the signal is near 0 or near 255, Many other types of signal errors we observe appear to be
primarily additive, i.e. of a fixed value rather than a fixed percentage of the <ignal.
Theretore, 1t was decided to determine the visibility error for signal errors of a given
magnitude rather than a given percent. Errors of £ 2 and £ 3 counts, on the 0-255 scale.
were selected.

An error in the measured target relative radiance will cause an error in the apparent
contrast of the target with respect to the horizon sky. The resulting error in derived
visibility is itself a tunction of the apparent contrast. In order to present the data in a
manner which would be useful for further engineering stndies, it was decided to plot the
resulting error as a function of the measured apparent contrast, rather than the actual
apparent contrast (because the HST can only retumn the measured apparent contrast).

It there is an error given by the variable Err, the measured apparent contrast becomes

C o= (L, +Err~ L)}
L 3

b r

(where the minus sign converts to the positive Cp values used in the plots). Suppaose one
obtains a measured contrast of Cy . which includes an error as given in Eq. 3.1. One can
show that the actual apparent contrast Cis related to this measured apparent contrast by

(b Coxtr
,,[/, 32

Then we can compute the visibility the HST would retarn from using Eq. 2.2 with an input
value of Cr. and we can compute the correct visibility (associated with 0 error) by using
Fq. 2.2 with an input value of CLas given by Eq. 3.2

Note that by using this approach, in conjunction with Eq. 3.2, one derives the
visibility error as a tunction of the measured (erroncous) Cyr value. This is somewhat more
complex than computing the visibility error as a function of actual apparent contrast (i.e. the




value that would have been measured in the absence of error). It was decided to use the
measured apparent contrast in the plot, since this is the parameter which is available on the
HSIT.

As an example, if Cg is .8, and the measured horizon brightness is 1O, as i Test 2a
and a measured C; value ot -.2 is obtained for a target at range 10 miles, this means that the
measured target radiance was 80, 1f this target radiance measurement included an error of
+4, then the actual target radiance should have been 76, That is, the measurement was +4
too high. Then the actual Cr value should have been -.24. The actual visibility, obtained
from using .24 in Eq 2.2, is 23.0 miles, whereas the vistbility returned by the HST would
be 20 miles, which is 13% low.

Tests 2a through 2d are plotted as & function of the measured Cr. Since Eq. 3.2
depends on horizon brightness, plots have been created for horizon brightnesses of 200.
which are the normal setting. and 10O, which is nomually the lower liomit. The results are
also dependent on Cy. and have been computed with Cy, values of 8 and 5.

3.2 Evaluation of Sensitivity to Measured Target Uncertainties

The deviations in the Test 2 series are somewhat fess. in general, than those shown in
the Test 1 series. That is, the sensitivity to measured target uncertainty is in general less
than the sensitivity to C,, uncertainty. The error in visibility is most sensitive 10 measured
target uncertainties at low Cp values, i.e. when the target range 1s close to the visibility.
That is. whereas the 4.0 V/r cutoff is critical in mimimizing errors due to C,, uncertainties, it
is the other end, the 1.15 V/r cutoff, which is critical in minimizing errors due to (L,
uncertainties.

A comparison of Tests 2a and 2b shows immediately that there is considerable
advantage, in terms of this tvpe of error, in keeping the horizon radiance high. 1f the auto-
iris 15 set so that the horizon radiance stays near 2(X), and targets with Cg, near .% are chosen
(Test 2by, the error resulting from a measurement error of + 2 is less than 5% over most of
the span.

The situation is not quite so good when targets with C,, values near .S are chosen. as
shown in Tests 2¢ and 2d. Test 2¢ illustrates that the combination of low Gy, and low
horizon radiance are the worst case. In this plot, the error resulting from a measurement
error of £ 21 between 10 and 20,

An obvious first step i utilizing these results is to ensure that the auto-iris 1s set so that
the measured horizon radiances are reasonably high e, near 200

It would be usetul to determine the source and magnitude of typical measurement
errors. Whereas the electronic noise can create an error of 2-3 counts in a specific pixel.
the measured target radiances are normally the average of several pixels, and should not be
subjest o large random errors. We need to determine the typical error due to notse in the
spatially averaged signall 1f it is too Turge. addinonal temporal averaging could be used o
minimize it.

A stow rise in the dark current signal could also contribute to a measurement error.
This may be more important than the noise. since spatial averaging does not decrease the
error. Again, the data necds 10 be evaluated to determine typical error magnitudes. If
necessary, a light trap could be installed at one azimuthal look angle, 1o enable
measurement and correction of the dark signal.

10 -
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Another source of measurement error is the spatial non umifornmity in the sensor chip
This can be evaluated by extracting the signal for the various target positions, from a
calibraton measurement tiaken with uniform lighting on the ¢hip. (This calibriation
measurement has already been acquired ata variety of light levels, as pant of the hineariy
calibration.) It this non-uniformity is found to be large enough to cause a significant ¢rror
(as indicated by Tests 2a-2d). the non-unitormity could casily be compensated for in the
visibility algorithm.

As with the Cg sensttivity stedy, the plots which have been generated show the
sensitivity of visibihity to a given crror; i this cise @ measurement error. [t remains to
determine the magnitude of the measurement errors which exist, and then decide which it
any of the above correction procedures seem winranted.

4.0 SENSITIVITY TO MEASURED HORIZON BRIGHTNESS
UNCERTAINTIES

Just as there may be errors in the determination of the target relative radiance. there
may be errors in the determination of the horizon relative radiance. These errors fall into
two quite distinet categories. There may be measurement errors, in which the returned
signal (s incorrect due to noise, dark current, or chip non-untformity. And there muayv be
errors in the visthitity determination because the measured background sky is notin fact the
saine as the equilibrium radiince, due to etther misplacement of the horizon region o
interest, or contumination of the regiton of interest by clowds, or other obstructions to
visibility.

In either case. there is an error in the determination of what is assumed to be
equilibrium radiance. If this error has a given magnitude. in terms of signal change. the net
eftect on the derived visibility will be the same. Thus. although these plots are primanly
intended to show the effect of measurement error, they can also be used to evaluate the
impact of deviations from the ideal clear horizon. Test set 3a-3d evaluates the sensitivits of
derived vistbility to the measurement uncertainties.

4.1 Computation of Sensitivity to Measured Horizon Uncertainties

As with the carlier plots, we wish to plot the errors as a function of the measured
(rather than actual) apparent contrast. If there is a measurement error in the horizon
radiance, then the measured apparent contrast (allowing for the change in sign) becomes

L, = (oL, +Err))

C = -
(1, +Err) 1

r

(similar to Eq. 3.1). Then it can also be shown that for a measured Cp value. as given
above, the correct value of apparent contrast, ¢y, is given by

v 4.2

Since this is similar in concept o the derivation of the error resulting from target
measurement uncertainty, T will not show a numeric example. As with the previous test
set, sample computations have been made tor horizon radiances of 100 and 200, and €,
vilues of .8 and .5.
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4.2  Evaluation of Sensitivity to Measured Horizon Uncertainties

Plots 3a-3d are quite simlar to plois 2a-2d. On cach of the tour plots, the largest error
ocaurs when Cp values are near 050 That is, as with Plots 22 2d. the worst eftect of the
measurement error occurs when the target range 1s close to the visibihin The V/r cutott
115 protects the system trom the fargest errors tin the grey region of cach line).

A compartson of plots Saand 3b tas well as 3¢ vs Adi shows the signaficant advantige
in Keeping the horizon radiance values near 200 tthrough proper setiing of the auto-irisy,
Similarly, a comparison of plots 3a vs 3c, and 3b ve XL shows the advantage of usng
dark turgenso with inherent radunces close to X or close to Thadeallvy,

As with the previous wests, tollow-up action should include evaluation of the
magnitude of typical errors. The horizon radiance can be ampacted by the same
measurement errors menttoned in Sectton 3 20 namnely noise, dark oftset. and chip non
artormity. In addion, we need o evaluate the magnitude of the signal error due to
misplacement of the horizon recion of interest (ROD) or corruption of the scene by clouds.,
[t nwm be reasonable o dequire two horizan ROES and evaluate the standard deviation in
cach RO as well as the comparative brightness. Inthis way the HST conld qutomancalhy
duu.l cases in which the horizon s impacted by clouds. Evaluation of the data o
determine the merit o these various schemes for improving equilibrium radiance
determination seems appropriate

S.0 0 SENSITIVITY TO NON-LINEARITY OF CAMERA RESPONSE

Fhe CID sensor chipsan the cameradin conjunction with the camera electronies, yvield o
redsonably linear camera resporse. That s, the output signal is in general proportional 1o
the inpat brightness for relative radiance in object space). However. the relation 18 not
pertect. parucubarly near the high end of the camera sensitivity range. Therefore an
evaluaton of sensttivity 1o this Ivpe of error seems appropruite.

5.1 Computation of Sensitivity (o Measured Non-linearity

Computations of the crror vesulting from camiera non-linearity are relatively strarght
torward. Linearity calibrations have been acquired for all cameras: they are reduced as
discussed in Memo AVRY-056t. The output of a lincarity calculation is a look-up table.
For cach measured signal value, this table fists a corrected signal which is lincarly related to
the original radiance generating the meisured signal.

fthe horizon has o measured brightness given by j1,oand the measured contrast s
o can be shown that the measured target radiance is given by

s pl -G S
fedlowinyg tor the change w sign i Oy
Fora giver Cpvalue, the sisthihiy returned by the HSDas given by g 2220 The
visthidity which has been corrected tor the non-hinearity may be obtiained by running llw
nmmm radiance through the Tincarity Took up table, running the target radiance in Eq. 8
ibrough the look-up ible. and re computing visihihity,
As an example. let G equal X and the horizon radiance equal 100, as in Test da.

When Cp = 20 the (L value computed trom Feg, S0 s 8O. Apphcation of the linearity table

- 20




for the first systein chnearity test LINO20) correets the vidue of 8010 82.2, and the value o
100 to 100,77, The corrected contast, derved from Fg. 2030 becomes (XY The corrected
vintbility, from Fg 22008 then TN when the target range s 100 The visibility returned b
the HST can be direailhy computed from Bg. 220 avme G 20 this value s 200 which o

thus about 67 high.

As in the previous sections, these computations have been run tor Cy = .5 and X, and
horizon radiance = HOO and 200, In addition, computations have been made for horizop
radiance = 220, for the following reasons, The camera sensitvaty tends for most systeme
to be reasonably Hinear over most of the span, but tends to become increasingly non-linca
as the upper imit of 255 18 approached. Sinee the error can become semewhat eritically
dependent ondhie horizon radiance above 200,10 was decided to run additional caleulations
for a hertzon signal of 2200 The resulting set of 6 plots are labeled Fest da through Test 31

In cach plot. four curves are given. The tirst curve, from hincarity LINO20), is for the
cameri which is currently at Otis. The third, LINO2X, 15 for the camera currently at MPL
The other two are randomly chosen linearities (the ones that happened to be on my
computer), and were acquired for cameras used in WSLHunits, They are included 1o give
the reader a beter feel for the range of values that might oconr,

2.2 Evaluation of Sensitivity to Measured Non-lincarity

The sensitivity curves tor the linearity are not so well behaved as the earhier plots,
Consider first Tests da through dc, e, those with Co=.%. In Test 4b, one can see that for
Iy vadues of 200, all four cameras yield pretty sinular results: the error is about -53% to
- l})‘?i .and exsentially independent of the Gy value. When the horizon radiance 1s higher. at
dalevel of 220 ¢Test o). one of the cameras, represented by LINO23 has a quite large error
of about 239 This occurs because this one camera 15 sull reasonably linear at a signat of
200, but is xomewhat non-hinear at the signal of 220, At the Lg value of 100, shown in
Test da. three of the svstems are quite accurate, but one is about 1?)’7«' high.

The plots tor C,y = .5, Tests 4d through . are similar i character, although the
magnitudes of the errors become somewhat farger.

As noted above, several of the plots, such as Test 4b, show little vanance in the
pereent error as Cp is varied. This implies that in a given scene. both near and far targets
would have roughly the same percent error, Thus the non-lincanty of the camera causes, in
this example, an overall bias in the visibility determination, rather than a lack of conxistency
hetween the individual target returns.,

It is helptul to understand why the etfect of the non-fincarity can be so large. Consider
the case of the horizon radiance sct at 200, and an inherent contrast of 8. The V/r limits
serve 1o limit the Cyp range to .07 to 4. In terms of target radiance, this means that the
signal can be used only if it is between 120 and 186, This means that only a somewhat
narrow range of signals are being used in the visibility determmination. The determination i<
essentially based on diftference measurements: precision becomes quite critical. The
numeric example i Scetion 5.1 is a good example of this. The lincarity correciion was
only about 2.2 at a signal of 80 (a 3% correction), yet the impact was a 6% change in
determined visibtlity.

The non linearity is an instrumentation characteristic which can be compensated for in
the software. o the extent that we are able 10 characterize the system response accurately,
and to the extent that that response does not change. we should be able to make reasonahble
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corrections. The next section discusses further the extent to which this system response
cun be characterized.

5.3 Characterization and Stability of System Response; Implications

As noted above, the lineanty correction can be quite cntical. Applying a linearity
correction 18 easy and quick, in terms of software development and processing time.
However it is important that the application of the linearity actually represent an
improvern it [n order for this to be true, we must be able to measure the system response
accurately, and the response must be reasonably stable.

In order to evaluate the extent to which these two conditions of accuracy and stability
are true, three more plots labels Test Sa through Test Sc¢ were generated. It turns out that
one of the systems characterized in the Test 4 series was fielded for over a year, und then
returned for post calibration. This system, characterized by lineanty LLINO24. was chosen
for study.

First, in order to characterize the measurement accuracy, a closer look at LINO24 was
taken. During the linearity calibration, a duplicate set of measurements is acquired. First,
the lamp 18 moved through a set of positions to characterize the change from the bright end
to the dark end. Then a repeat set of data is acquired, moving this time from the dark end
1o the bright end. Suppose that at some point in time the repeat set of data on the lineanty
accurately characterize the system response. but we use the inttial linearity data set to muke
our correction. The resulting error gives a measure of our measurement uncertainty caused
by signal to noise ratio. in terms of its impact on the visibility determination. This is what
is shown in Curve 1 of Plots 5a through Sc. The errors are quite small: nearly always less
than 1%. Thus measurement error in the linearity determination is probably not enough to
cause a problem. (Another test was run in which a camera was calibrated using two
different calibration setup configurations, to characterize our measurement error caused by
stray light or other setup errors. The impact of this difference on the visibility
determination is less than 37%.)

It is also important to test the impact of stability of system response. The camera
calibrated in LINO24 was taken into the field (in a WSI unit; and run 24 hours a day for
ovzi g vear. On return, it was recalibrated (LIN(42), and found to be somewhat truncated.
The full dark value had come up from a signal of 1 to a signal of 15, and the full bright
value had decreased from 226 to 210. Thus both ends had contracted by counts of about
15. This is not unexpected after a year in the field.

Two curves have been computed from this lincarity data. Curve 2 in Plots Sa through
5¢. labeled 42 vs 24, shows the impact on the visibility if the camera actually has the
response indicated by [LINOJI2, but the user applies the linearity correction based on
L.INO24. Thus, if one had measured the camera response as shown in LIN0O24, and
applied this consistently, but the camera drifted over time to the response indicated by
LINO42, the resulting error in the computed visibility would be as shown in Curve 2.
Curve 3 shows the error if the response s as indicated by LING42, and no linearity
correction 1s made. Thus these two curves show the impact of drift in system response.
with and without the use of the pre-deployment calibration.

The error shown in curves 2 and 3 of Plots Sa through 5S¢ is disconcertingly large. It
is probably not atypical. Most of the cameras experience an increase in the dark level of 15
o 30 counts in the perniod of a year or more, and many experience high end truncation. The
HSI unit may or may not have had a similar change. 1t has not been calibrated in 2 years,
but it may not change as much per year due to its much shorter duty cycle of only a few
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hours « day. The fact remains that this 18 a very sigatficant source of error that deserves
some dltention.

Over the short run, un immiediate answer to the problem of dnft in the system response
Is to recalibrate the sensors more frequently. In particular, we need to check the response
of the two units currently in use in HSEunits. Over the long run, the use of some sort of
in-field calibration device may be warranted. Placing a light trap 1n the field of view at the
home position should alfow us to monitor the increase in the full dark Ievel. The occastonal
use of an aruficial source which would saturate the image (radiometrically) would alow
monitoring of the high end truncation.

It feasible, the use of a field calibration device which could provide well defined
relative flux levels within an image mught allow in-site determination of the effective
response curve, for in-field updating of the lineanity curve,  In short. the tyvpe of error
indicated by Test 5 s one that should be reasonably avoidable. through proper calibration
of the camera. but 1t is an error that is apparently important to avoid.

6.0 SENSITIVITY TO TARGET RANGE AND CONTRAST
THRESHOLD

In the previous sections. plots have been shown which illustrate the system sensitivity
1o errors in the input Cy value. errors in the measured target and horizon radiances. and
errors due to svstem response non-linearity. There are two remaining input values: the
turget range. and the € threshokt

6.1 Sensitivity to Target Range

In considering errars in target range. it is probably reasonable 1o consider the fracuonal
error. For a target which is near. it is reasonably easy to pinpoint its location within a small
radius. For a farther target, it is increasingly difficult to pinpoint its location: the expected
ancertainty might be a given fraction of the target distance.

The sensitivity of visibility to errors in target ringe of 4 given pereent is quite cisy to
compute. From Fqgo 2.2, 10 may be shown that an crror of x% in range vickds an error ol
the same pereent in vistbility, That isoif one inputs a range value which is 5% high, the
resulting visibility will be 347 high, This is a simple enough relationship that no plots were
made. Tt is safe to conclude that if the HSTis to be accurate within a given percent. the
target ranges must be accurate to that percent.

6.2 Sensitivity to Contrast Threshold

The situation with visual threshold € 1s somewhat different. It is my opinion that this
number should not normally be varied. Visibility is defined in terms of a threshold contrast
of .05, The human has a threshold contrast of approximately .05, 1f the target size and
Lioht wdaptation level are maintned, along with other parameters such as ghimpse time.

I'he human threshold contrast is significantly changed if these conditions are changed.
For example. 1t the human looks at a very small tareet (or very large). the threshold
~ontrast will change. and the human will make an erroneous determination of visibility. If
we choose to change the input € value in the HSI we can simulate the human error, and
o~timate the expected error that the human might make.  In general however, the HSI
should trv to return the correct vistbility, not what the human might call with an inadequate
tarcet. We do this by mamtaining the input € value associated with the definition of




visibility, Therefore for this sensitivity study, it was not deemed appropriate to determing
sensitivity to changes in g,

7.0 SUMMARY

Two summary plots, containing curves extracted from the earlier sections, have been
created: one for Cy = .8, Ly = 200, and one for C; = .5, 1. = 20, In these plots. the four
curves show: the impact of a Cy change of .1; the impact of a measured target radiance
change of 4 (on the 0 to 255 scale); the impact of a measured horizon radiance change of 4.
and the impact of system non-linearity tor the system at Ous,

All of these uncertainties can cause a certain amount of error. The sensitivity to Cq,
uncertainty is very small when the target raave is close to the visihility (near Gy = .05, and
fairly large when the target is closcr.  Unfortunately however, the measureraent
uncertainties cause the most error when the target range is close to the visibility, That is.
when the Cp, impacts are least, the measurement error impacts are largest.

There are some techniques for improving our Co estimates, but in the final analysis the
Cp changes may be most difficult to handle. The measurement uncertainties may in many
cases be mitigated by a combination of improved measurements techniques and impreved
data reduction techniques. As the magnitede and/or impact of measurement uncertainties
are improved, it should be possible to chose targets closer to the visual threshold, which
should help mitigate the impact of the C,, uncertainties.

Another way to look at the system is to consider that the ability to determine visibility
from targets ranging near the visibility depends on the ability to accurately determine the
difference between signals which are quite close. This requires precision, stability. and
accuracy in the measurements acquired by the system. At the other extreme, the ability to
determine visibility from targets which are at close range (and which therefore have
apparent contrast somewhat close t«+ the inherent contrast) depends on our ability to
accurately characterize the C,, values and their fluctuations,

In the short run, there are obvious ways in which improvements can be made in terms
of measurements. These include keeping the horizon radiance near 200, and measuring
and applying the non-linearity correction. Other potential improvements such as correctinz
tor chip non-uniformity, to improve measurement accuracy, may or may not be warrante..
There are a variciy of tests to help us determine questions such as this one.

A significant improvement in the current accuracy should be readily realized as these
changes are enacted. In the long run, as solid state sensors improve in stability and noise
handling, we should expect significant improvements in the menasurement capabilities.
These in turn should allow us to make better use of the measurement regimes in which the
sens ity to G changes becomes small.

8.0 RECOMMENDATIONS

As an outcome of this study, there are a number of changes and/or tests which should
be considered. These fall roughly into two categories. The first category 1s changes
having to do with measurement accuracy, including both improvements to the measurement
accuracy, and changes to mitigate the impact of measurement inaccuracy. The second
category is changes having to do with the handling of non-ideal measurement conditions,
such as non-ideal targets or non-ideal horizon skies. These two types of improvement
categories will be discussed below.
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8.1 Improvements Relating to Measurement Accuracy

The first and most obvious change I would recommend is 1o ensure that the horizon
radiance is near 200 counts. Whereas this does not in itself increase the measurement
accuracy, it significantly mitigates the effects of measurement inaccuracy. With the MPL
unit, the horizon signal is currently near 100; we need to verify that the camera response
has not become truncated due to internal problems, and then adjust the auto-ins to yield a
horizon brightness near 200. With the Otis unit, we similarly need to determine the current
signals which occur for the horizon, and optimize them as necessary.

We need to acquire a new linearity calibration for the MPL unit, to determine how
much change, if any, has occurred since the original calibration. It will be somewhat more
difficult t acquire a linearity calibration for the Otis unit, but this is certainly something o
do when possible. 1 would propose that we incorporate application of the linearity
correction into a test version of the software. We should devise a technigue for testing the
sensor response in the field. Installation of a light trap, to enable testing of the dark end of
the responsivity curve, could help us begin testing the efficacy of this sort of in-situ
procedure.

Next, there are several tests that involve investigation of the magnitude of existing
measurement errors.  As discussed earlier, both the horizon and target radiances are
impucted by noise, changes in full dark, and chip non-uniformity. Any change in full dark
may be treated as part of the sensor responsivity change documented by the linearity
calibration, and need not be treated separately for now.

The magnitude of system noise averaged over the horizon and target ROI's may bhe
evaluated by grabbing several images of the same scene in close temporal succession, and
comparing the resulting signals averaged over the ROI's. The errors due to chip non-
uniformity may be evaluated using the linearity calibration data. If one wants to know the
magnitude of non-uniformity for a given target location, one extracts the signal for that
target ROI and for the horizon ROI, but using a calibration image of a uniform source. We
can then decide if either system noise or chip non-uniformity cause errors large enough to
require compensation.

Since the impact of measurement error is worst as V/r approaches the lower Himit of
[.15, and the impact of non-ideal G, is worst as V/r approaches 4.0, there is benefir in
avoiding these limits, Since the optimum range is a function of the visibility, it is important
to have enough targets so that there are always several within the optimum range, for all
pussible visibility values.

Within the limits imposed by the availability of real world targets, an effort should be
imade to select many targets over a range of target distances. (For those familiar with
transmissometers, it may be helpful to note that whereas a transmissometer is reasonably
accurate over a range of visibility values determined by its base length, the HSI s
reasonably accurate over a range of visibility values determined by the target ranges. By
using very near targets under low visibility conditions, and far targets under high visibility
conditions, we are creating an impact similar to adjusting the transmissometer base length.)

Note also that it is very important that the range to these targets be determined
acourately, since the error in visibility due to an errorin range is directly proportional 1o the
range error. This may involve driving out to the sites, and visually identifying the targets
heing used.
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8.2 Improvements Relating to Non-ideal Conditions

There are several things winch can be done 1o improve the system with regard to non-
ideal conditions. First, consider the impact of horizon sky problems, If the measured
horizon radance s not equal to the equilibrium radiance. there is a corresponding error o
the visibility. Under clear sky conditions, the near-horizon radiance is expected o decrease
away from the equilibrium radiance value as the elevation angle is increased. Thix occurs
due 10 the decreasing turbidity of the path oi sight.

It would be instructive to extract the change in horizon radiance over the riange of
clevation angle in the HSI field-of-view. This can be done with existing HST imagen
This would allow us to determine the range of elevation angles which provide asatficientdy
accurate determination of the equitibrium radiance Gn the absence of clouds).

Similarly, we should investigate the incidence of clouds on the horizon which are
bright enough to cause error. We can probably improve our handling of this possihility by
using two horizon ROTI's, and checking the signal standard deviation in each, as well as the
difference in the average signals. 1f one ROI has a high STD and/or elevated signal. use of
the other ROT might avoid the cloud. [If both ROI's have high STD’s, there is probabhy
little that can be done currently other than alert the user, or potentially not use the visibility
for that scene. A test program to investigate these possibilitics should be implemented.

Over the fonger run, the case of cloud clutter at the horizon might be addressed by the
next generation larger ficld-of-view WSE 1 we make determinations using the WS ot
where the clouds are, it should be feasible to utilize horizon ROIU's which are in the clear
arcas indicated by the WS Similarly, introduction of a red/blue filter changer to the HSI
could allow determination of the clear horizon regions for use in visibility determination.

Finally comes the really ditficalt problem, changes is €. Once we have improved the
accuracy of the svstem in the ways discussed above, we will probably want to tackle
determination of C,. This is done by using the median visibility determined from the
available targets, or an independently determined visibility, then determining whut €,
values for each target will yield that visibility.

It would be very helpful to run curves similar to the ones in this technical note which
determine the sensitivity of the Cg, determination to known errors, so that we can adjust our
technique appropriately. (For example, we know intuitively that the targets must be at
close range, relative to the visibility, in order for visibility to be scnsitive to Cq. which
meins targets must be close 1o back out the Cg value. But does measurement error then
cause undue problems?)

If we are successful with G, extraction, a study of the time variation in C,, would be
helpful. The cquilibrium radiance is expected to change as a function of the scattering angle
with respect 1o the sun. This gives us a theoretical change in G, due to the change in the
horizon brightness. If this is dominant over changes due to target brightness, the diurnal
changes in C, might be reasonably predictable.

9.0 CONCLUSION

This note has presented plots illustrating the sensitivity of the visibility derived from
the HST measurements to a variety of sources of uncertainty. In general, the errors depend
on the magnitude of the apparent contrast, which in turn depends on the relative values of
visthility and target range. The sensitivity to measurement error is maximized when the
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target range is close to the visibility; the sensitivity 1o inherent contrast, on the other hand,
is greatest when the target range is much less than the visibility.

This study has defined some obvious ways to improve the svstem, as well as some
areas requiring investigation of the data. Over the long term, retrofitting the HST with the
new generation of cooled solid state sensors provides potential for further improvement.
With less noise, higher radiance resolution, and better stability, these cameras should allow
more precise measurements and a corresponding improvement in the visibility
determinations from the HSI.
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