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Theme

Inertial navigation. biended with other navigation aids, has grown in application over the past [0 years. Blending with the Global
Positioning System (GPS). in particular, has been an important development because of enhanced navigation and inertial
reference performance and dissimilarity for fauit tolerance and anti-jammng. Other advances include blending with radio
navigation aids such as Omega and Loran-C. New concepts based upon using differential GPS and blended wath inertial and
visual sensors, offer the possibility of low cost, autonomous aireratt fanding. Navigation using scene correlation with on-board
Jigital maps and tracking sensors is feasible.

Multi-functional uses of inertial strapdown sensors can be achieved by addressing issues of fault tolerance (both hardware and
software) and lifetime. accuracy. bandwidth, and sensor placement.

These new requirements on sensor technology have led to @ number of new inertial sensor concepts emphasizing lower size,
weight, power. fault tolerance. long life. and increased accuracy and bandwidth.

Theme

La navigation par inertie, intégrée avee d'autres aides a la navigation, a trouve au cours des dix dernieres années de plus en plus
d'applications. L'intégration au systeme de positionnement global par satellite (GPS) represente. en particulier. un progres
important. puisquelle améliore la précision des mesures dattitude. de vitesse et de position, la tolerance aux pannes et au
brouillage. D'autres progres ont éte réalisés avec Vintégration aux aides radio¢lectrigues OMEGA ou LORAN (. De nouveaux
concepts, basés sur lutilisation du GPS differentiel et lintegration de mesures de capteurs inerticls. optiques et
¢lectromagnétiques offrent la possibilité d'obicnir des systemes datterrissage automatique de faible cout. La navigation par
corrélation d'images grace a des capteurs a imagerie et des cartes prévisionnelles stockées sur des calculateurs embarques
devient possible.

La reussite des applications multi-fonctions des capteurs inertiels lies au mobile dépend des ameliorations attendues dans les
domaines de la tolérance aux pannes (fiabilité des logiciels et matériels), durée de vie. consommation, poids. bande passante et
précision des capteurs.

Ces nouvelles exigences débouchent ainsi sur F'étude de nouvelles technologies favorisant miniaturisation. fiabilité. étendue de
mesure et bande passante.
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MISSION REQUIREMENTS AND
APPLICATIONS OF INTEGRATED
AND MULTI-FUNCTION NAVIGATION SYSTEMS

Dr. David Feseng Liang

Directorate Research and Developmeant Communications act Space

National Defence Headquarters
Ottawa, Ontario,

Canada

1. SUMMARY

Advanced guidance, control and navigation
systems are becoming more functional and
integrated. This paper describes Canadian
experience in the development and applications
of Integrated and Multi-function Navigation
Systems. The emphasis is on the development of
two distinct mission-specific inertially based
integrated navigation systems. In particular,
in a high risk development project such as the
Synthetic Aperture Radar Motion Compensation
System, the special attention given to the
detailed assessment of key error sources and a
well-planned sequence of simulation, development
and flight test evaluation are essential to the
success of the project. For Multifunctional
inertially-based systems, the hardware design
emphasis should be on IMU architectures that
minimize both the acquisition and life-cycle
cost, while the software design emphasis should
be on practical and efficient FDIR schemes.
Some comments were also offered on the ctrends of
GPS related future applications.

2. INTRODUCTION

Guidance, control, avionics and navigation
systems for advanced military platforms and
aerospace vehicles are becoming increasingly
sophisticated as the demands for better mission
performance and the scope of functional
applications continue to escalate. Current
advanced aircraft and space vehicles require
multiplicity of gyros and accelerometer for auto
matic approach and landing; terrain following;
transfer alignment; navigation; motion
compensation; antenna and optical subsystem
etabilization; weapon guidance and stability
control.

The rapid advances of modern estimation
techniques, high speed processors and the Ring
Laser Gyro (RLG) technologies as well as the
necessity to satisfy mission requirements in a
cost/weight/reliability/performance conscious
environment have led to increasing applications
of integrated multi-functional, multi-sensor
systems.

In view of the importance of navigation
systems in contributing to successful military
operations, the Department of National Defence
has extensively supported the development and
applications of multi-sensor integrated
navigation systems as shown in Table 1. This
paper will highlight Canadian experience in the
development of two airborne mission-specific
inertially based integrated navigation systems:
the Helicopter Integration Navigation System
(HINS) and the Synthet!rc Aperture Radar Motion
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Compensation System (SARMCS). The HINS 1s aimed
at Anti-Submarine Warfare (ASW), Anti-ship
Missile Defence (ASMD) and Anti-Surface
Surveillance and Targeting (ASST) missions. The
SARMCS is aimed at the motion compensation of
radar returus to achieve high resolution, high
contrast and low geometric distortion synthetic
aperture radar imagery.

Even though these two projects apply
essentially the same technology and utilize
similar sensors, the mission requirements are
drastically different. In the case of the HINS,
there were available various types of off-the-
shelf navigation subsystems that could be
configured to meet the specified mission
requirements. However, in the case of the
SARMCS, there was initially significant doubt
that the mission objectives could ever be
satisfied with the state-of-the-art technology,
given the extremely stringent accuracy
requirements specified.

This is followed by general comments on
Inertially Based Multifunctional Systems and on
the trends of GPS related future applications.

3. EARLY CANADIAN EXPERIENCE

In an early Canadian operational experience
of an integrated ailrborne navigation system
consisting of two inertial navigation systems,
one doppler navigation system and one Omega
radio receiver, the mission requirement was only
specified at:

50 CEP Radial position of 2
nautical miles with external
aids of Omega.

50% CEP Radial position error growth

of 1.5 nm/hr without
external aids.

The integrated system as a result of
extensive flight test fully satisfied all the
mission performance specifications and yet was |
found to have deficiency in coping with Omega ;
lane jumps in both its Inertial/Omega/Doppler !
(1/0/D) and Inertial/Omega (I/0) operational :
modes.

As a result, it toock considerable effort on
the part of this author and extended flight
trials to remedy the technical deficiencies in
both the 1/0/D and 1/0 operational modes.
Figures 1-4 (1]} illustrate the system
performance before and after the software
modifications, where INS 1 shows the performance
of the original integrated navigation system,
and INS 2 shows the performance of the modified
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integrated navigation solution subject to
exactly the same Omega lane jumps.

Fortunately, all our "eggs" were not in the
same basket. The integrated system design was
only applied to one of the two inertial
navigation systems. A free-inertial solution is
always available to verify the inctegrated
golution to detect the possible influences of
Omega lane jumps, and it can still be dependent
to provide uncorrupted navigation data.
Therefore, in both the subsequent HINS and
SARMCS development projects, we have taken a
more conservative approach in dedicating
considerable resources to systematically
simulate and study selected candidate system
configurations.

4. MISSION REQUIREMENTS

The mission requirements of military
aerospace vehicles vary significantly, and many
of the missions must be carried out under severe
dynamics and all weather and visibility
conditions. For the design of any advanced
integrated multi-sensor navigational system, it
i1s {mportant to define the detailed mission
operational environment, since integrated system
performance to a great extent depends on the
constraints, dynamics and on the accuracy of
navigation sensor in each stage of the mission.
The simulated and flight test performance
accuracy can only be properly measured with
prescribed mission profiles. As .211, the
adoption of NATO STANAG 4278 952 performance
accuracy measurement is essential in ensuring
system performance integrity.

4.1 Missions Profiles

For the development of the HINS, two
representative mission profiles for the maritime
helicopter were developed for use during the
simulation studies. The first profile 1is
typical of an ASW sonobuoy mission. The HINS
flight test program would seek to follow flight
profiles similar to these, so that dynamic test
results could be appropriately compared to
simulation results.

4.1.1
6).

ASW Sonobuoy Mission (see Figures 5 and

(1) Mission Alert: (1Y minutes)

- aircraft power turned on, lelicopter-
destroyer at speed of 18 knots. A contact
is detected by the ship sensors at a range
of 90 nm and a bearing at 90 degrees to the
ship'’s course.

(2) Launch and Climb (10 minutes)

- climb at a rate of 800-1000 ft/min to a
cruise altitude of 5000 ft.

- airspeed during climb 90-100 knots.

- course 235 degrees

(3) Earoute/Cruise: (45 minutes)

- course 235 degrees

- speed 140 knots, alt 5000 ft., distance
flown 100-110 nm.

(4) Sonobuoy Pattern Drop: (25 min)

- drop altitude 5000 ftr, speed 90 kts.

- rate 1/2 turns (1.5 deg/sec), 15 deg bank
angle.

- eight sonobuoys, 5 nm spacing.

(5) Orbit/Sonobuoy Monitor: (40 mia)

- orbit altitude at 5000 fr., speed 70 kts,
circular or racetrack pattern, may
alternate direction.

- 10 nm long orbits, 15 minute circuilts.

(6) Localize/Additional Somobuoy Drop: (15 win)

- contact passes between sonobuoys A and B.

- helicopter descends to 500 ft at 100
ft/min, flies 7 nm downrange and inserts
two additional sonobuoys at C and D.

- orbit at 500 ftr for 10 minutes to monitor
sonobuoys A, B, C and D.

(7) Magnetic Anomaly Detector (MAD) Run: (10
minutes)

- use MAD to obtain a precise fix on the
target by flying 1000 ft diameter ovals at
200 ft alt, always flying in the same
direction.

- speed 90 kts, rate 1 turns (3 deg/sec), 22
degrees of bank.

- straight and level re-fly over high
probability area.

(8) Attack: (5 aminutes)

- helicopter descends to 150 ft and release
torpedo.

(9) Transit Back to Ship: (50 minutes)

- climb to 5000 ft.
- transit speed 140 kts.

4.1.2 Convoy Screening Miseion (See Figure 7)

The maritime helicopter provides close-in
ASW screening support to task force operation in
open ocean. Dipping sonar is used to search a
moving sector formed by a 60 deg arc some 9-12
miles in front of the ships.

(1) Mission Alert: (10 minutes)

- aircraft power on.

(2) Launch/Climb/Enroute: (7 minutes)

- climb to 150 ft, transit 10 nm to the
search sector and begin first sonar dip at
point A.

- transit speed of 140 knots.

(3A) Sonar Dipping: (i5 minute cycle)

- this dipping sequence is repeated
continuously for the duratioun of the 4 hr
mission, with sonar dip pts. at A, B and C
within the sector.




- cruige velocity between dips is 90 kts.
- cruise altitude between dips 1s 150 ft,
(3B) Dipping Operation

- 700 to 1000 ft before dip point helicopter
turns into wind with rate 1/2 turm, 15 deg
bank, alows to 70 kts and descends to 150
ft alticude.

- transition to the hover at 50 ft altitude
(max power setting, max vibration);
lower sonar, hover at 50 ft for
approximately 6 minutes.

- retract sonar, move to next dip point at 70
kts and 150 ft altitude.

(4) Repeat Sonar Dipping Cycle 3B(b) 3B(c)
above

(5) Returm to Ship: (10 minutes)

- velocity 140 kts.
4.2 Performance Accuracy Requirements

For the ASW mission the helicopter
navigation system must maintain stabie and
accurate tactical plots over long periods of
time. In the anti-surface ship targeting role,
high orders of absoclute and relative
navigational accuracy are vital to rapid and
successful action. There are further
complicating factors as well. Operations must
often take place under radio silence and shore-
based or satellite navigation aids may be
destroyed or jammed during wartime. The small
crew of the helicopter must not be buruened with
monitoring the functioning of, or updating, the
navigation system. On the basis of full scale
simulation and covariance analysis the
operational accuracy specifications are
est "Liished as follows:

With GPS

95% Radial position error 0.0lénm (96 ft)
95% Radial velocity error 0.47 knots
RMS True heading error 0.1 degree at 60 Lat

Without GPS (In-Motion Alignmeat)

95% Radial position error Inm/hr
95% Radial velocity error 2.4 knots
RMS True heading error 0.1 degree at 60° Lat

5. HINS DEVELOPMENT EXPERIENCE

For the system design of a multi-sensor
maritime helicopter integrated navigation
system, a large number of equipment
configurations are possible. The typical
approach 1s to use previous experience in
selecting a candidate configuration in an ad hoc
manner. This has the potential danger of
eliminating good alternatives early in the
project and could result in a suboptimal
configuration. It is therefore more prudent to
dedicate some resources to simulate and study
two or three potential configurations with the

aim of identifying, developing and testing an
integrated navigation system that best satisfies

the mission requirements. The prototype of the
selected system configuration can then be
developed and tested with the aim of subsequent
engineering develupment for use on board the
chosen mission platform. The development effort
can be divided into at least the following two
phases:

5.1 Phass I - System Definition and Design.

To properly analyze the performance of
various candidate configurations, a versatile
simulation package was developed. Since the
fidelity and performance prediction of these
configurations are of prime importance, a
substantial portion of the development effort
was dedicated to generating complete and
accurate error models. These activities are
described as follows:

a. Survey existing or soon to be available
navigation sensors to determine their
suitability.

b. Identify several corz-effective candidate
system configurations that can potentially
satisfy the performance, weight, silze and
reliability requirements.

c. Generate the navigation semnsor error
models.
d. Generate a set of mission profiles to be

used for trajectory generation.

e. Develop the inregration algorithms to blent
the sensor outputs and undertaken
performance and sensitivity analysis.

f. Develop control and display software.

g. Develop diagnostic software to detect
sensor failure.

In the detalled simulation analysis both
covariance analysis and Monte Carlo simulation
software were used. Covariance analysis
software 1s effective for the design of
integration filters because it provides ensemble
statistical data. Because ensemble statistics
are the sutputs, covariance analysis can (in
many circumstances) reduce the need for
computationally inte-~sive Monte Carlo
simulations. This s.atistical information can
be used to assess candidate Kalman filter
designs and to project the performance of a
particular navigation system configuration.
Covariance analysis is very useful for assessing
the effects of mismatch between the filter
design model and the "real world" or truth
model. In addition, it can be readily used to
establish error contribution tables and error
budgets which let the filter designer focus in
on the major error contributors.

However, Monte Carlo simulation also has
its place in the design of suboptimal Kalman
filters. Simulation can be particularly
effective in assessing the effects of
nonlinearities which are difficult to address in
the covariance analysis framework. Also,




certain types nf mismatches between the Kalman
filter model and the truth medei are more
conveniently addressed with the simulation
program than with the covariance program. An
example of this i{s the sensitivity assessment of
the effect of sea current correlation time

mismatch.

Another area in which the Monte Carlo
simulation can be of more use than the
covarfance analysis program has been in vhe
investigation of the effects of unmodelled
manoceuvre-dependent sensor errors. aAs well,
covariance analysis software will never be able
to replace the function of simulation software
frr tinal checkout of Kalman filter code.

5.2 System Error Modelling

Detatled simulation and error models for
all the relevant navigation equipment and
environmental disturbances were developed for
the performance evaluation and sensitivity
analysis.

A wide vartety of types and brands of
navigation sensours can contribute to meeting a
specific set of requirements. The iollowing
list of generic navigation subsystems can be
considered having merit in HINS applications:

Global Positioning System (GPS),
Inertial Navigation System (INS),
Attitude and iieading Reference System
(AHRS),

Doppler Radar,

TACAN,

Omega,

Alr Data System,

Strapdown Magnetomet>r,

Radar Altimeter.

However, many of the generic equipment
categories can be further subdivided. For
example, in the INS category there are high and
medium accuracy {r -rtial equipments available.
The inertial sensors can be mechanized in either
a gimballed or strapdown platform. Strapdown
configurations may use conventional or ring
laser gyroscopes. Similarly, Doppler veliocity
sensors and Doppler navigation systems are
available in the Doppler category.

5.3 Phase 11 Development and Testiug

a. Acquire the sensor hardware for the
preferred configuration and complete the
development of the design produced in Phase
1.

b. Develop the data bus and interface
electronics to connect the sensors.

c. Refine and convert the preliminary forms of
the Phase ] Kalman filter and integration
software into real-time flight
implementable programs. Develop the
control and display software and transfer
these programs into the airborne processor.

d. Conduct static tests of the completed
system in an integration laboratory and in
low dynamics tests using a mobile van.

e. conduct tlight tests in a test airc.aft to
evaluate system performance Iin & realtst?
vibration envirommnent.

t. Assess the ~avigation system's performance
by conducting extensive flight tests in a
test atrcraft on an instrumented range.

The Phase il developmen: was aimed ar
realizing in hardware the Phase I system design
by constructing and developing through ground
and flight testing tue Advanced Development
Model (ADM) to produce a fully d.veloped and
flight validated integrated navigation svstem
prototype.

5.4 HINS Configuration

The sc:lecred HINS configuration is
represented in Flgure 8. The navigation bus
interfaces the primary sensors (INS, GPS, DVS)
w'th the navigation computer system (NCS), which
contalus e Integrated Nav Function, described
below. ‘e AHRS interfaces directly to NCS via
an ARINC 4?9 i{ntertace. The Contr.i Computer
System {CCS), which serves as a smart Interface
te Jeen the NCS and the Control and Display Uni:t
(Col), 1s cornected to the NCS by a second 1553B
data bus.

The main hardware {tems are:

a. Honeywell H-423 Standard Ring Laser Gyro
Navigation System.

b. Rockwell-Collins model 3A NAVSTAR Global
Positior’ng System Receiver.

c. Canadian Marconi ANP-235 Doppler Ve. . ity
Sensor (DVS).

d. HINS MIL-STD-1553B Navigation Bus.

e. HINS Motorola 6800 Microprocessor
Navigation Computer System.

f. HINS Control and Display Computer
Subsystem.

8- Data Loader System/Data Loader Module.
h. HINS Control Data Bus.
5.5 Flight Test Summary

The HINS ADM was flight tested at Holloman
Alr Force Base, New Mexico, and Vandenberg Air
Force Base, California, to take advantage of an
accurate, Completely Integrated Refereice
Instrumentation System (CIRIS). The flight
tests were conducted over land and sea with
prescribed missi -~ profiles. At Holloman AFB,
three types of ..ignments (ground, in motion,
and enhanced-interrupted) four operational modes
(Full-Up, INS/DVS, GPS/DVS, AND INS/GPS) and
three profiles (high dynamic, low dynamic and
sonobuoy; were flight tested.

At Vandenberg AFB, two different types of
alignments (in-motion and ground), ;ive
o} :rating modes (Full-up, INS/DVS, GPS/DVS, LVS
and GPS) and two profiles (sonobuoy and
racetrack) wer~ flown.




5.5.1 Over Land Flight Tests

At Holloman AFB, the ensemble results {2;
of 4 two and a halt hour full-up mode are
precsented in Table 2. The 95th and S0th
percentile radial velocity and operational
flights position error plots are presented in
Figures 9 and 10.

For the TNS'NVS mode with in-motion

alignment, “able : resents the ensemble results
of 4 flighis wit' a-~rige alignment time of 23
minutes au. "av..a.l n mode operations of 72
oinutes. 'ne composite radial velocity and

position e, o5 are p-.sented in Figures 11-12.
Zero time for :(*. plots was rhe point at which
the inertial system was switched to the
"navigate" mode.

5.5.2 Over Sea Flight Tests

Ar Vandenberg, the HINS was flown over
ware: with in-motion alignment of 40 minutes
before switching into the navigation mode for an
average of 100 minutes. The ensemble results
[2) of 4 flights are presented in Table 4. The
composite radial velocity and position error
plots are presented in Figures 13 and 14.
Sharply elevated position errors are present at
the end of three flights apparently due to sea-
to-land t-ansitions.

6. SYNTHETIC APERTURE RADAR MOTION
COMPENSATION (SARMCS) EXPERIENCE

To attain high resolution, high contrast
and low geometric distortion airborne imagery
for the AN/APS-506 radar, it is essential that
very accurate motion compensation be applied to
the radar returns to account for deviations of
the radar phase centre from a smooth reference
path, chosen a priori. The main task of the
SARMCS 1s to determine spurious high frequency
deviations from the desired motion along the
reference path; these displacements are used by
the SAR processor to adjust the relative
alignment ard phase of the radar returns, after
which it removes low frequency (quadratic)
errors by autofocusing, which amounts to fitting
a quadratic phase adjustment to the radar
returns across the synthetic aperture to
maximize a specific measure of image contrast.

6.1 Motion Compensation Requirements

There are two main modes of SAR operation.
In spotiight mode, the antenna 1is aimed at the
designated target (Flgure 15) or specified
coordinates, and wide bandwidth radar pulses are
emitted. In the strip-mapping mode, the
orientation of the radar boresight is held
constant approximately at right angles
(Figure 16) to the nominal flight path, thus
illuminating a swath to the side of the
aircraft.

For airborne SAR processing, the ideal
situation is that the radar antenna, mounted on
the aircraft, moves along a straight line in
space, transmitting and receiving pulses at
equally spaced intervals along this path, which
forms the synthetic aperture. However, in
general, the actual path of the antenna will
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deviate from the nominal path due to aircraft
turbulence, autopilor inaccuracies, etc. These
spurious motions, if uncompensated, can severely
degrade the SAR image. The function of the
motion compensation sy . m 1s to sense the
antenna motion, and compute the deviations
between the actual path and the nominal path.
This information is then used to correct the
phase of the radar returns so that, ultimately,
as far as the radar prncessor is concerned, the
pulses look like they were emitted at these
ideal pecints along the nominal track.

6.2 Performance Accuracy Requirements

Since this project is in support of the
development of a SAR radar capability, the
performance requirement for motion compensation
has been specified in terms of power spectral
density (PSD) of the tolerable error in
measurement of the displacement of the antenna
phase centre along the radar line-of-sight (LOS)
(Figure 17). The displacement error spectrum
has been divided into two components. The
portion of the PSD below A Hz lies in the
"Don*t-Care Region”. This contaius the
components of the displacement error which have
characteristics times longer than the maximum
aperture time of T seconds (4 Hz = 1/T seconds).
Displacement error components having frequencies
above A Hz must be controlled by the motrion
compensation system. An estimate of the RMS
magnitude of the allowable displacement error
measured over the scemne is:

8r = 0.33 mm (RMS).

This is the residual displacement errtor
along the .0S to the target not including
contributions from constant and linear
components of displacement error, whict have no
effect on image quality, or quadratic components
which are removed by the autofocusing.

The displacement error components above A
Hz affect the contrast of the SAR image while
those below A Hz degrade resolution and produce
geometric distortions of the image. Although
the lower frequency components within the
"Don’t-Care" region may affect the SAR image
quality, this error component is to be
controlled through the autofocusing algorithm.
Therefore the SARMC project only considers error
sources above the A Hz region. It should be
emphasized that during the early phase of the
design study, it was felt that the performance
requirement of the order of a millimetre would
not llkely be achleved in a practical situation
as there are a large anumber of practical design
variables which could easily overwhelm this
level of accuracy requirement.

6.3 Analysis of Error Sources

In view of the extremely stringent accuracy
requirement, primary design consideration was
concentrated on estimating the magnitude of the
contribution of major system error sources to
the residua’ LOS displacement error. The
following error sources are considered:

- Uncompensated phase centre motion due to
antenna pointing errors




- computational and related errors arising
from the imperfect solution of the
strepdown motion compensation equations

- gyro and accelerometer errors of the
strapdown IMU

- attitude errors of the strapdown
navigator.

The analysis indicated that the principal
sources of error in computing the LOS
displacement are the mislevels of the strapdown
navigator, the error in determining the initial
depression angle of the target LOS,
computational errors in navigation and targeting
algorithms, error in the measured relative
azimuth of the strapdown IMU and the radar
antenna boresight, and errors in the
accelerometers and gyros. From the results
obtained for the required aperture under
conditions of medium turbulence, the error
budget of Table 5 was drawn up.

6.4 SARMC System Configuration

The SARMCS instrumentation that was
designed and installed on board the National
Aeronautical Estsblishment (NAE) Convair 580
ajrcraft for Phase Il 18 shown in Figure 18.
The system configuration consists of:

a. a ring laser gyro inertial navigation
system, denoted the master INS, which is
located about three meters from the
aircraft centre of gravity.

b. a Doppler radar employing a strapdown
three-beam lambda configuration.

c. a specially designed strapdown inertial
measurement unit, denoted as MuIMS (Motion
Compensation Inertial Measurement
Subsystem), which is located about 50
centimetres from the SAR antenna phase
centre.

d. air data sensors including a static air
pressure transducer along with an atr
temperature probe to determine barometric
altitude.

The simplified block diagram of Figure 19
shows the SARMCS functionse. All of the blocks
within the dotted line are software modules
which together comprise the motion compensation
processor. The primary sensor is the MCIMS
which accurately measures rotational and
transitional motions. This unit is mounted on
the SAR antenna in the nose of the aircraft to
provide as direct a measurement as possible of
the antenna motion. The raw measurements from
the strapdown unit are processed in a strapdown
navigator algorithm to yield antenna position,
velocity and attitude. This information ts then
used in a targeting algorithm to generate motion
corrections for the radar returns. These
include, in addition to phase corrections,
adjustments to the radar , .lse repetition
frequency and range gate slewing to account for
aircraft motion. The air data is used to
compute baroaltitude which is needed to
stabilize the vertical channel in the strapdown

navigator. Outputs from a Doppler velocity
sensor and a master inertial navigation svstem
on board the alrcraft are fed into a Kalman
filter algorithm along with outputs from the
strapdown navigator. The Kalman filter
optimally integrates this information and
estimates the errors in the various sensors.
The net effect 1s a transfer of alignment from a
Doppler-damped master INS to the strapdown
navigator. The error estimates for the
strapdown navigator are fed back into the
strapdown algorithm and used there to correct
the relevant parameters. This error control
scheme utillzing the Kalman filter is designed
to prevent a build-up of long-term levelling
errors commonly referred to as tilts in the
strapdown platform which, as indicated in
Table 5, are important contributors to motion
compensation errors.

6.5 SARMCS Simulation Software

The SARMCS simulation software is divided
into 3 separate packages:

a. The Data Synthestfs Package generates
realistic synthet:.c data from the system
error models which include:

- strapdown IMU model
- Master INS model
- Doppler radar model

- Atmospheric pressure and temperature
models

?. The Data Processing Package can process
both synthetic and real sensor data. It
implements the motion compensation
processor of Figure 19, which includes:

- strapdown navigatinn and sensor
compensation algorithms

- barometric altitude algorithm
- Kalman filter
- targeting algorithms

c, The Evaluation Package evaluates the
performance of the processing package by
comparing computed master and strapdown
navigator positions, velocities and
attitudes with corresponding accurate
reference data generated by the Synthesis
Package.

6.6 Kalman Filter Design

A baseline 35 state Kalman filter was
developed to indicate the best level of
achievable performance. The filter is
mechanized using Bierman’'s U-D factorized
formulation {3]. The filter structure is
implemented in such a way that arbitrary subsets
of the full error state vector may be selected
for a particular run by specifying values for
input parameter tables. Similarly, any subset
of measurements may be selected. This results
in a very flexible design tool.




An error control routine uses position,
velocity and misalignment error state values tn
correct position, velocity and attitude
estimates of the strapdown navigator after each
filter update, unless the update occurs during a
SAR window. The corresponding error states are
zeroed after executing error control.

For practical implementation, a suboptimal
21 state Kalman filter was designed. The error
state vector is described in Table 6.

The modelling of relative strapdown (S/D)
system errors instead of absolute S/D system
errors in the state vector is a design decision
that is motivated by several considerations.
First, from a theoretical viewpoint, this 1is an
appropriate choice because measurements
constructed by comparing information from two
systems with the same error dynamics only allow
observability of the relative error between the
two systems. A practical motivation for
modelling relative S/D errors is that for this
case where S/D instrument errors are expected to
be much larger than master INS instrument
errors, it can be shown that the estimation of x,
and x,, is essentially decoupled from the
estimation of x,, X, X4 in the sense that no
significant correlation develops between these
two sets of subvectors during Kalman filter
operation. This behaviour is mathematically
equivalent to having two independent Kalman
filters, one of which accomplishes transfer-of-
alignment from the master to the S/D platform
while the other performs Doppler-damping of
master errors. This 1s a robust configuration
in that the effects of slight mismodelling of
the lower quality S/D IMU in the Kalman filter
cannot feed back through the velocity matching
measurements to corrupt the estimatiorn of master
gystem errors.

One feature of the SARMCS Kalman filter
that noticeably distinguishes it from a
navigation-cype Kalman filter is the absence of
measurements that bound the inertial position
error. This 1s a direct counsequence of
tailoring the Kalman filter for the specific
task of performing accurate S/D platform
alignment. The presence of S/D position errors
has only a relatively weak effect on the buildup
of platform misalignments and velocity errors,
8o there is no need to accurately estimate them
in the SARMCS. 1In fact, S/D position states are
dropped altogether; the use of the ¢ angle error
formulation for the Kalman filter inertial error
models conveniently allows this to be done
without impacting on the filter’s ability to
estimate S/D velocity errors and platform
misalignments from the velocity matching
measurements.

It 18 worthy to note that the choice of
augmenting states in the SARMCS Kalman filter is
based primarily on the criterion of
observability. The states in x , x; and X,
represent only those significant instrument
errors that are separately observable with the
gliven measurements.

6.7 SARMAC Simulation and Flight Test
Verification

The mission profile for the simulation is
shown in Figure 20. It is conaistent with the
flight tolerance limits of the CV 580 research
aircraft. It involves an initial climb to an
altitude of 1000 metres, followed by a racetrack
manoeuvre after 10 minutes and an s-turn 20
minutes after takeoff. This is followed by a
period of nominally straight and level flight
during which 23 SAR apertures are simulated.
About 1 hour after takeoff, a second s-turn is
carried out to control the strapdown navigator
heading error. This 1s followed by another
section of straight and level flight during
which 9 more SAR apertures are simulated. All
simulation results are obtained using the
baseline Kalman filter design unless otherwise
stated.
6.7.1 Simulation Results
Figures 21 to 23 show the north velocity,
roll and heading errors of the strapdown
navigator, together with RMS values computed
from the Kalman filter error covariance. Notice
that the o bound of the roll error conforms well
with the single run error trace. In Figure 23,
the heading error RMS is reduced to the level of
master heading error after the second s-turn.

Simulation results indicating the
performance of the suboptimai 21 state filter
are shown in Figure 24. This plot depicts the
roll errors of the strapdown navigator, as well
as the filter predicted 1 o value. From the
comparison of Figure 24 to Figure 22, the
performance of the two filters is quite similar
except for brief periods during aircrafr
manoeuvres.

6.7.2 Flight Testing Philosophy

The philosophy for flight testing the
SARMCS system involves validating the correct
operation of subsystem configurations which
increase in complexity until the complete
configuration is attained. This type of
approach provides a systematic method for
detecting and isolating unexpected error sources
in the hardware and/or software functions.
There are five sequential steps in this flight
test plan:

1) evaluate the performance of the Master/baro
subsytem,

2) evaluate the performance of the MCIMS/baro
subsystem,

3) evaluate the performance of the
Master/Doppler/baro subsystem,

4) evaluate the performance of the
Master/Doppler/baro/MCIMS subsystem,

5) evaluate the performance of the full SARMCS
with all SARMCS sensors utilized.

In the first four steps, the subsystems are
tested to verify that their velocity accuracles
are consistent with expected values predicted by




the earlier simulations. A flight reference
system (FRS) is used to provide the "truth" data
for evaluation of these subsystems. The FRS
employs an extended Kalman filter which
optimally integrates precision microwave ranges
from a Del Norte Trisponder system with
information from an LTN-91 inertial navigation
system. For the FRS, three ground transponders
are positioned at surveyed locations. They
provide a rectangular coverage area of width 45
kilometres and length 130 kilometres within
which at least two ranges with good geometry are
received by the aircraft. Under these
conditions, the FRS provides continuous alrcraft
velocity information accurate to 0.1
metres/second and position information accurate
to 10 metres. This accuracy is sufficient for
evaluating these subsystems since velocity
errors in the order of 1 metre/second are
expected.

After it has been verified that the various
subconfigurations are operating properly, the
final step involves testing the full SARMCS
configuration by applying motion corrections
computed by the SARMCS system to spotlight SAR
data. The extent to which the SAR image 1s
enhanced is the ultimate indication of the
performance of the SARMCS.

6.7.3 Flight Test Results

Currently, the motion compensation system
is already implemented in real-time. However,
the radar data are recorded on high density
digital tape, for processing in a ground-based
facility. As a first step in the processing,
motion compensation vectors are generated and
applied to the radar data, and then the actual
SAR processing 1s done.

Figures 25 to 28 indicate the performance
of the SARMCS using the suboptimal Kalman
filter. Figure 25 shows the motion compensated
SAR image of essentially a point scatterer. The
target 1s a satellite receiving station’s 10
meter reflector-type antenna, equipped with a
dual frequency S/X-band feed. The X-band feed
was short circuited in order to provide a strong
reflection from the antenna. In this type of
display, the vertical scale is signal amplitude,
one horizontal scale 1s distance along the radar
line-of -sight, and the other horizontal scale 1is
distance perpendicular to the radar line-of-
sight. Theoretically, the SAR image for a point
target should be ome sharp peak, which 1s fairly
close tn what is being achieved in this image.

Figure 26 shows the same radar data but
processed without motion compensation. Here, it
is apparent that the effect of spurious
uncompensated aircraft motion is to cause energy
from the main peak to spill into the side lobes.
The implication of this for a more typical image
containing many point targets is that weaker
targets in the vicinity of stronger ones might
be completely obscured by this sidelobe energy;
in optical terms, the resulting image would be
described as having poor contrast.

Figure 27 shows a motion-compensated SAR
strip map image taken of the Sudbury area in
northern Ontario. The strip is about 650 metres

wide and 1500 metres long. The area is near the
nickel smelter in Sudbury that refines the ore
from the surrcunding mines. The dim lines are
roads, and the brighter ones are railway tracks.
The very bright lines are pipes that lead into a
cluster of five circular storage tanks; the
radar reflection off the circular edge of one of
the tanks can be clearly seen in the image.

Again, Figure 28 shows the same piece of
radar data but processed without morion
corrections. The image is initially focused but
then starts to smear out as the aircraft
deviates from the nominal straight line track.
In this case, the deviation 1s a result of a 2
degree change in aircraft heading. The
pipelines can barely be distinguished in this
image.

7. INERTIALLY-BASED MULTIFUNCTIOMAL SYSTEMS

Historically, the body mounted flight
control gyros and accelerometers were not of
sufficient accuracy for navigation. The
navigation sensors, on the other hand, were more
accurate than necessary and yet not suitable for
flight control since they were gimballed and did
not provide the platform angular rate and
acceleration. Recent advances in Ring Laser
Gyro and high speed microprocessors have made
advanced inertially-based multifunctional
systems feasible and desirable. The RLG has
both the accuracy required for navigation and
the dynamic bandwidth required for flight
control. Microprocessors have enabled the
processing of fault detection, isolation,
dynamic reconfiguration, flight control
compensation and redundancy data management
functions to achieve fault-tolerant mulci-
functional operations.

7.1 Performance Accuracy

The navigation performance requirements for
Multifunctional Inertial Systems are in general,
similar to medium accuracy inertial seystem.
Table 7 represents typical system output
accuracies that are required. The anticipated
one sigma sensor error budgets are shown in
Table 8.

Inertial navigation gyros and
accelerometers are normally orders of magnitude
more accurate than those commonly used for
flight control. Flight control sensor accuracy
requirements (Table 9) are much less srringent.
The paramount requirements are mount
characteristics, sample rates, structural
bending, signal to noise ratio, and aliasing
effects and computational delays. Therefore, no
software compensation on the sensor errors will
be required, due to the superior quality of
inertial grade sensors.

7.2 Redundancy Requirements

Fault tolerant architectures with redundant
inertial sensors are increasingly required to
meet the operational requirements of high
reliabilicy launch vehicles, advanced aircrafrt,
maintenance free commercial aircraft and long-
life satellites, etc. Traditionally, fault
tolerance 1s provided through hardware




redundancy. Triple and penta-triad
architectures have been adopted for commercial
aircraft and space vehicles. Such architectures
lead to a large pumber of semsors and associlated
cogt, weight, size and power comsiderations.
However, high redundancy and reliability can
also be achieved through a minimum set of
redundant components in an integrated
multifunctional design with fault detection and
isolation (FD1) management functions. 1In
general, an integrated flight control system
must ensure system integrity to provide fail-
operate, fail-operate and fall-safe (FO, FO, FS)
operations. This means that the atircraft must
possess a full authority flight control system
afrer two component failures. Even after three
component failures, it still must operate safely b)
but with degraded handling qualities.

Failure Isolation:
failure, isolation is required to identify

width 80 as to be sensitive to high
frequency effects.
frequency components can cause undesirable
flight control aliaising effects such as
flutter and pilot discomfort. As well,
increasing the bandwidth of the Kalman
filter, will make the overall system more
sensitive to noise, thus degrading the
performance under no-failure conditions.

As well a false alarm can cause the removel
of a good sensor leading to erroneous
detection of follow-on sensor failures.
Therefore the FDIR must be efficient and
real time implementable, while addressing
these conflicting requirements; and

However, higher

Upon the detection of a

the fatled sensor. With a wrong isolation,

7.3 Survivability

a good sensor can be eliminated, while

leaving the failed sensor to provide the

Flight control sensors are not considered
survivable when the gyros are clustered at a
single location near the primary aircraft
bending antinode or when the accelerometers are
clustered at a node. To improve survivability

of aerospace vehicles, it is necessary to fall
decrease the vulnerability of critical flight
control sensors to penetrator or explosive i)

warheads. This requires assurances of a) no
single point vulnerability, b) the flight
control output will survive single-hit battle
damage from one 23mm High Explosive Incendiary
(HEI) .

7.4 Mission Reliability

Reliability must be considered in every
phase of the design process. Bigh mission
reliability can be achleved either by designing
components that have a very large MTBF (mean
time between failure) or by providing redundant
components and a redundancy management scheme so
that performance goals are met in spite of the
failures.

System reliability measures the degree to
which fault tolerance 1s being achieved. It can 11)
be used as a yard stick to compare different
fault tolerant architectures. Reliability
analysis of a number of fault tolerant IMU
architectures with redundant inertial sensors
was performed by Jeerage [4]. He adopted a
systematic reliability analysis procedure to
compare this state-of-the-art fault tolerant IMU
architectures. However, 1f any inertially-based
multifunctional systems were to be adopted, it
would be necessary to demonstrate on an economic
term the life cycle cost benefits of fault
tolerant architectures. The mission reliability
data alone will never be sufficient to
demonstrate its operational applicability.

7.5 PFDIR Mansgement

The design of any failure detection
isolation and reconfiguration system should
consider the following design implications:
111)
a) Failure detection: Rapid response in
detecting failed or degraded sensors. This
requires the system to have a large band-

system performance and FDI measurements.
Aside from direct built-in test and
verification of reasonableness, and
consistency, numerous papers have been
published on FDI algorithms, they generally

into the following categories:

Voting Scheme: This is relatively
easy to implement and provide fast
detection and isolationm of hard
fatlures. It is often useful in
systems of high hardware redundancy.
A majority voting technique is
generally used to detect failures and
eliminate faulty instruments.
However, it cannot take advantage of
redundant sensor information and
requires multiple hardware redundancy.
Kerr [5]) has proposed a voting scheme
based on the pair wise statistical
comparison of the solutions from a
series of sensors. Any lack of
conformity between two solutions are
sent to a voting scheme for .ossible
isolation of a sensor failure.

Generalized Likelihood Test: This
approach employs a set of equations
called the parity equations to detect
a failed sensor. A parity equation is
defined as the comparison of the
measurements between several semsors
such that the result is zero, except
for a small noise residual. A
significant increase in the residual
measurement indicates a failure due to
a shift in sensor bias. To take full
advantage of this technique, semsor
geometry must be configured to yleld
failure detectability. This 1is the
most widely used FDI techniques, since
fault detection and isolation tasks
are separately performed, and it has
been shown to be equivalent to other
methods such as the total squared
error (TSE)/maximum square residual
(MSR) approach [6].

Multiple-Decentralizeg Filters:
Recently, a number of multiple
decentralized filtering schemes have
been introduced in literature.
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Bierman {7) has developed a flexible
decentralized filter. Brumback and
Srinath (8] proposed the computation
of multiple (local) estimates
conditioned on different subsets of
the sensors. A statistical overlap
test 18 used to determine the validity
of the local estimates, and a failed
sensor is identified from analysis of
the invalid local estimates

Carlson (9] has developed a federated
filter by extending the work of
Bierman providing usable and
physically meaningful local filters
and allows master filter rate
reduction via local data compression
(prefiltering). The accuracy is
dependent on the selectable master
filrer rate, and provides a high
degree of fault tolerance. In Canada,
we have attempted to investigate three
FDIR techniques to detect soft
failures in multi-sensor integrated
navigation system. These are:

a) Residual test,

b) Chi-square state-vector test, and

c) multiple model filtering based on
a Bayesian fault isolation scheme.

The results of this study will be
presented by McMillan, Bird and Arden
in this Specialist's Meeting. The
success of any FDIR schemes must be
measured in terms of:

a) Computational complexity,

b) False alarm minimization,

c) Failure detection sensitivity, and

d) Optimal performance accuracy and
graceful degradation.

8. GPS RELATED FUTURE APPLICATIONS

The success of Desert Storm operations,
amongst other things, convincingly demonstrated
the utility of GPS and scene correlation/terrain
reference systems and smart munitions.

Recent advances in mobile communication
technology will usher in abundant opportunities
to integrate communications, navigations and
position reporting systems. Highly accurate
differential GPS will find greater applications
in constricted waterways, terminal guidance,
precision approach and stand-off weapons. The
integration of GPS with scene correlator will no
doubt enhance accuracy of terminal guidance
systems, mission planning efficlency and terrain
following/avoidance applications. This type of
integrated system should also find significant
applications in low flying aircraft and aerial
surveillance systems.

9. CONCLUSIONS

The advent of strapdown RLG, GPS, terrain
reference systems, multi-sensor integration
filter and fault tolerant FDIR techniques has
extended applications of IMU and GPS far beyond
the traditional navigation domain. The
successful development and applications of these
technologies in military operations will no

doubt usher in abundant opportunities for
civilian aerospace, marine and land applications
and for wide ranging innovative military
applications. Even for the system design of
highly accurate performance requirement, the
design risk can be adequately managed with a
well executed sequence of simulationm,
development and flight test evaluation
activicies.
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TABLE |

CANADIAN DEVELOPMENT AND APPLICATIONS OF
MULTI-SENSOR INTEGRATED NAVIGATION SYSTEMS

AIR MARINE LAND
DR_SENSORS CP140 HINS SARMCS MINS DIINS PLANS
Speed Log X X
Air Data Sensor X X
Gyro Compass X X
Magnetometer X
Odometer X
Doppler Sensor/ X X
Navigator
AHRS X X
Inertial Navigation (INS) X X
Dual INS X X
RADIO
Loran C X X
Omega X X X
Transit X X X
GPS X X X X X
TABLE 2
ENHANCED INTERRUPTED ALIGHMENT,
FULL UP MODE (95TH PERCENTILE)
TIME POSITION ERROR SPEC VELOCITY ERROR SPEC
(MIN) (NM) (M) (KNOTS) (KNOTS)
60 0.011 0.016 0.26 0.47
115 0.010 0.016 0.27 0.47
TABLE 3
IN-MOTION ALIGHMENT, INS/DVS
OVER LAND (9STH PERCENTILE)
TIME POSITION ERROR SPEC VELOCITY ERROR SPEC
MIN RATE (NM/HR) (NM/HR) (KNOTS) (KNOTS)
60 1.45 1.00 0.94 2.4
TABLE 4
IN-MOTION ALIGHMENT, INS/DVS
OVER WATER (95TH PERCENTILE)
TIME POSITION ERROR SPEC VELOCITY SPEC
(MINS) RATE (NM/HR) (NM/HR) (KNOTS) (KNOTS)
60 0.19 1.00 2.26 2.40
90 0.67 1.00 2.28 2.40




TABLE 2

ERROR BUDGET
ERROR SOURCE MAX CONTRIBUTION 2

TO RMS (MM)

1. Sensor errors
- accelerometer 0.02 0
- gyro 0.09 8
RSS TOTAL (sensors) 0.09 8
2. Computational errors 0.10 9
3. S/D heading error 0.02 0
4, S/D mislevels 0.18 30
5. S$/D azimuth alignment 0.05 2
6. Azimuth angle encoder 0.05 2
7. Interpolation errors 0.10 9
8. Initial depression angle 0.15 20
9. Contingency 0.15 20
RSS TOTAL (all) 0.33 100
TABLE 6

KALMAN FILTER ERROR STATES

X,Y MASTER POSITION ERRORS
X, Y MASTER VELOCITY ERRORS
X, Y, Z MASTER PLATFORM MISALIGNMENTS
X, Y MASTER ACCELEROMETER BIASES
X DOPPLER SCALE FACTOR ERROR
z DOPPLER BORESIGHT MISALIGNMENT
X ¥ SEA CURRENT BIASES
X, Y RELATIVE S/D VELOCITY ERRORS
X, Y, 2 RELATIVE S/D PLATFORM MISALIGNMENTS
X, Y, 2 S/D GYRO BIASES

TABLE 7

NAVIGATION PERFORMANCE REQUIREMENTS

Radical Position Error Rate Inm/hr (CEP)
Velocity Error 3 ft/sec (RMS)

Reaction Time 5 minutes




TABLE 8

NAVIGATION SENSOR REQUIREMENTS (ONE SIGMA)

1-13

Gyro:
Bias 0.008 deg/hr
Scale Factor 5 ppm
Alignment 25 p rad
Random Noise 0.002 deg/vhr
Turn-on Transient 0.007 deg/hr
Accelerometer:
Bias W ug
Scale Factor Stability 35 ppm
Alignment 40 p rad
TABLE 9
FLIGHT CONTROL SENSOR REQUIREMENTS
Gyro:
Bias 1.5 deg/hr
Scale Factor 0.12
Alignment 1 millirad
Resolution 0.02 deg/sec
Range 400 deg/sec
Accelerometer:
Bias 4 milli-g
Scale Factor 0.1 2
Alignment 7 willirad
Resolution 2 milli-g
Range 20 g
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North Velocity Error & RMS For
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Figure 25 : Motion-Compensated Two-Dimensional
Impulse Response of the Radar

Figure 26 : Uncompensated Two-Dimensional Impulse
Response of the Radar
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Figure 27 : Motion-Compensated SAR
Stripmapping Image

Figure 28 : Uncompensated SAR Stripmapping Image
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ABSTRACT

Several recent wehnological developments tincluding  the
advent of GPS and the virtual explosion of computational
capability) offer  unprecedented  opportumties for radically
different approaches to prosiding weapon system capabilities. In
the past high-rate raw sensor data would have to be sampled, or
significantly pre-processed i a separate (dedicatedi computer.,
before such data could be used within the constiaints of a real time
weapon system application. During such sampling/pre-processing
much of the information content could be fost. The current
computational capability explosion now permits highly complex
algorthmic solutions to bhe executed within real time. Such
computational  capabilities  within - an integrated  avionics
architecture offer opportunities for maximum rate fusion ot all raw
signals directly from the s*nsors, where they are generated, with
httle or no information loss. As an example, when untiltered GPS
information is directly/optimally combined at maximum rate with
inertial data, not only is the navigation accuracy meeeased, but
cffective  susceptibibity to GPS  signal  dropoutjamming 18
significantly reduced.  Adtinonally, the resultant highly precise
GPS/INS position. velocity, attitude, and time anformation can
serve as a common integrating agent for combining the information
from a variety of other mission sensors and communication
devices. A sysiem  engineering  process s required  to

systematically explore and exploeit the set untapped opportumties
presented by these technological advancements The esential
ingredients of this process are a sysiem kevel perspectinve, sound
modeling and simulation. and the application ol analy e tools

INTRODUCTION

The potential ot GPS to contribuie to the military mission s o
longer in guestion The aceeptance by the USAF Maje
Commuands was alicady well established approaching the end ot
1990, Foumer commander of the Tactical A Command iTAC
General Russ, stated during the TAC Day in July 1990 anessences
“GPS 18 here o stay o we huve tied it our prdots love i getitin our
atreratt as quickly as possible.”™  The Operation Desert Storm
stmnply validated and amphificd this acceptance Numerous artcles
i the civill techmcal. and mulitary journals have oxpounded on the
GPS contribution to that operation. One detense journal. Defense
News, quoted semor Detense officials that of the numcerous success
stories of the various space system assetcontributions to that desert
war. that of GPS was most sigmificant. Tn the Global View section
of the June 1991 edition of the GPS World. in an article enttled
“After the Storm: DoD Officials Back Selective Availability,”
USAF General Donald J. Kutyna. Commander-in-Chiet of the
U.S. Space Command, is quoted: (i) “would e difficalt o
overstate the value of the NAVSTAR GPS system during Desert
Shicld and Desert Storm operations™ and “this system has proved
to be an unqualified success.”™

In Operations Desert Shield and Desert Storm the Allied forees
also demonstrated tremendous ingenuity in the use and application
of the available GPS cquipment.  Although the GPS receiver
cquipment available w them performed very well, the system has
the potenual for providing signiticantly greater capability. Had the
full GPS system potential been more tlexibly exploited. the Desert
Storm aw campaign would have hkely produced even muore
impressive results.

The challenge for the military rescarch and development
community 1s to vigorously exploit the simultancous armival of the
GPS. the explosion in computational capabihity. and availahility ol
the integrated avionics architectures for weapon systems. These
factors  offer unprecedented  opportunitics for much greates
exploitation of avionics sensor fusion. The lesel of sensor fusion
achievable is strongly influenced by the avionies architecture The
avionics architecture can also sigmiticantly enhance or degrade the
sensor fusion resolts

FEDERATED ARCHITECTURES

Histoncally, the sirciattavionmios have evolved from dedicated.
single function, mechantcal sensor systems o, more recently.
sensor systems which have become quite sophisticated in their
functionality and accuracy. The carbier sensars were developed.
refined. and added to the wircratt as stand-alone (federated) devices
which provided crew members the increased ahility to perfornn
their mission more cffectively. The Tusion ot information from a
multitude of these avionics subsystems was a required pilot (o
crew memher) skill. For example, instrument flying reguires the
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ptlot to methodically  and  vapidly  “cross-check™  several
mstruments  that make up the “performance”™ and “control”
instrument groups.  He must absorb this multitude of information
and make continuous and real-time decisions about the type and
guantity of control inputs to apply 1n order to achieve the required
thght path precision. In this case the pilot mentally performs the
tuston of the vartous clements of information required for sate
wstrument fhght. Incidentally the auto-pilot, when engaged.
performs similar fusion and contiol decisiens for a subset of the
lying tasks.

Increuses i the carlier avionies capabilities typeally came
from evolulionary 1ncreases 1 sensor aceuraey, range, reliabihty,
atfordabihty, cte. The more recently developed sensors have
cmbedded i them guite impressive  computer  processing
capabilities W enhance  sensor performance. In more recently
developed sensors, functional outputs from other sensors are
added w0 enhance thew pertormance. However the provided
ntonmation, being the output of another sensor, s typically
processed rather than the unprocessed information available closer
to the sensor detector. Inthe past there had been valid and pracucal
redsons for this. Two of these reasons were the technology
avatdability and standardization constraints

In recent past, computabonal and data bus wechnologies cither
did pot exist. or ther performance was inadequate. or the mission
did not require the “complexaty ™ With ame. as weehnology
advanced. the sensor performuance increased. the computatonal
and Jdata bus capabiluies were deveioped and mmproved, and the
misston requirements "warranted” some commumcation of varous
cutpuls among the aviomes black boxes, However, cach sensor
evolved primanly from the necessity for stand-alone operation,
that 15 without the necessity for communication of much
information to or from other sensors. Where information was
needed to be shared with other sensors, the format of that
information was typically constrained to that available at the post
processed output serving the primary sensor purpose.
Despite seme challenges in provading for - muliple
requirements, this limited integration concept was successful in
that performance of some sensors was improved. to a fesser or
greater degree, by adding to it mformation from other sensors
Most of the information that was provided from other sensors was
at the post-processed output level or in the dumain of vutput
mtegraton,  This post-processing modifies the “raw™ signal,
available from the detector, ain bandwidth, noise statistics, and
other  clectronic compensation characteristics. Although
theoretically it possible o “undo™ the output processing, af the
orgingl processing s known. this is not practical due signal-to-
noise losses. distortions, and typically high cost. The unpact of this
post-processing is that it imits the degree to which the information
from other seasars can be utilized. where appropriate, to improve
the performance of other sensors

ADVANCED AVIONICS ARCHITECTURES

In contrast to the federated  avionics  architectures,  the
integrated avionics arclatectures offer numcerous  advantages.
These advantages can be understood from a broader perspective of
avionies system tlexibility. redundancy. fault wlerance, real-time
recontigurability, decreased life cyele cost. adaptahility, and other
attributes. These architectures consist of multi-tunction, software
programmable modules in common avionics enclosures, Many of
the mission functions can be performed by individual or groups of
maodules. This concept replaces the discrete functions of the
tfederated avionics architectures. The Integrated Communications,
Navigation, Idenufication Avionics (ICNTA) and the Integrated
Electronic Wartare System (INEWS), are examples of such
architectures, and are the basis tor the U.S. Air Force Advanced
Tactical Fighter (ATF), recently designated as the F-22, and the
.S, Army’s next generation helicopter the LHX. The U.S. Navy
15 considering this avionics architecture for its AX system

Selection of modular avionies stundard is a opic of high interest te
the North Atlantic Treaty Orgamizauon (NATOY. i particolar the
Four Power Group consisting ol United States, United Kingdom,
France, and Germany.  The essence of the question hefore this
group ts not whether integrated avionics should be considered. but
what form should the standards take for the aviones architectures
and for one ot 1ts key elements, the modules.

Many advantages result from the mtegrated  architecture
concept. The essemtially raw signals are hrought into a single
framework where real-time management of the available resources
can be excraised  This immiediately offers opportumtes for real
ume reconfiguration for a spectium of requirements, be ot te
account tor fadures, or recentigure to adaptto achanging misaen
phase, or to respond o changipg mission reguiicments, such as u
just dentificd enemy thicat dictanng a ungue and immeduate
TCSpOnsSe.

Pethaps the most sigmiticant advantage of antegraed avionios,
as the main message of this paper. 15 that most of the signals we
avalable i various ferms and stages of processing within the
physical contines of this architecture Sensor tusion ranging fiom
combining of two or three sensors o large scale fusion of o
multitude of sensars s possiple. For example. avalabihity of the
“raw” (unprocessed ) paeudo- and delta-range GPS measurements
provides unprecedented opportuintties. When the GPS s properhy
combined with INS this twossensar sabset produces a signiticantiy
more accurate, tobust, qamicresistant. less costly navigation,
atitude, and ume reference st This reference set s sers
important because not enly does it provide a superier navigation
solution, but it afso becomes an antegration reference et ol
combining (fustng) of information from other sensors

When other sensor information. which contuins either absoluwe
ur relative navigation, attitude, or Gme information, 18 processed
jeintly with that of GPS and INS. then additonal benetits are
avatlable. For example the reference biases. and other errers, ot
these sensors are often observable and estimable, thus providing o
cross-calibration function. For those sensors where this cross:
caltbration is  sigmificant, several vpportamties  immeduatels
appear. Forexample. the absolute performance tolerances on those
sensors perhaps could he relaxed. thus reducing the complewts.
cost, and reliability of those setisors. In some Cases more than one
SCNSor pertorms a similar or an oserlapping funchon, or measures
information also measuied by some other sensor. When the
mtormation from this ensemble ol sensors s properdy fused.
perhaps some of those sensors are cither redundant, or then
omission could  result an ominor and  acceptable mission
performance degradation but at a significant reduction in cost
Another possibility may he the realizanon ofa common and highly
accurate thne reference that could be derived from this jomt tusion
of signabs which have the GPS time as a common reference. Al
when information from other sensors as jointly fused with that o
GPS and INS. the reference set aceuracy and robustness is turther
mproved

These are only tew examples of what inay be achicvable with
integrated architectures, T essentaal to emphasize, thatto realize
this vision, system and cemponent Tevel modeimg, analysis, and
simulation are requited to adenuty the system level sensitivities
and perforn, varous wade-otfs. The following sections of this
paper describe a GPS/INS integrated avionics architecture case
study that was first Jocumented in Reference 1

CONCERNS WITH CURRENT MILITARY GPS/INS
INTEGRATION APPROACHES

The federated architecture, with its Hmitations, is the prevalent
environment that current mititary GPS user equipment is designed
to operate within. Neather the Standard GPS Receiver HIA nor the
new Miniawnzed GPS Airborne Recetver (MAGR) provide raw
(tonospheric delay corrected) pseudo-range and delta-range data
from the GPS satellites. Instead these receivers pre-process this




data and output poosttion and velocdy data as outputs of their vwn
mternal Kabman ilters. These tilters are based on g genernie INS
cror mode! that s not optimized W any particular INS vy pe or
technoloes - IFan ancraltrequires o nasigation solution optimized
to g particular INS ot other sensers are reguired i the optamal
navigation solution these GPS receivers constramn the aireratt
Kulman flter designer o a vascaded filter approach Use of GPS
Nitered posion and velocity outputs o dnve a separate aicraft
Kalman filter van lead w0 tdter stability problems. since the GPS
and the INS posiion and velocity data are ume conrelated
‘Reterences 2 and 3 This potennal problem s minimized by
Bpically processing GPS measarements i the aierali tltee at o
much slower rate than they are available from the GPS receiver
Fhis helps inoreducinye the conclation between GPS and INS
measurements A spacing of 1012 seconds is suttiaent when 4
satsthtes with good geometry are arailable Howeverowhen tewer
dran 3 satelhites are avatlable, the GPS receiver tilier cutpuls
Jegrade and closely track the rapadly growing INSeirors. Toavand
ther instabiity under these conditions the asreratt filter is designed
o distegard anputs from the GeS receiver when fewer than 4
acceptable satethtes are availuble. This cascaded filer approach
thevetore esults i the binary on/oft use of GPS information

The Standard GPS Recerver THA and MAGR could casily be
modified o support g omore integrated avionics archiectwe. It
pseudverange and delta-tange data were direetly ouiput fram e
Ntaidard GPS Phase THA Recenver or the MAGR. 4 nen s ascaded
wircratt Kalman tiler could casity be impleme: wd within the
computational capabidity of todas s avienios computers Such g
tdter could use 100 pereent of the - wilable raw dats e proside
stacetul posiien and velow T, parformance Jegradation when
fewer thut 4 sacthites a0 availuble Inthe tuture mere complete
e of avanlable Caa will be required. Many current and future
ardnlt will be buitlt as “low observable (RO vehicles. The
addiion of any aperture negatisely impacts LO characteristics of
suchantennae To muinmuze the LO impact GPS antenna gans wall
have 1o be sacriticed with a corresponding reduction in GPS
pertormance. Up o 10 db of reduced antenna gain at fow scan
angles is hkely. Another concern for GPS signal avalahility s
Jdurmg, or near the weapon delivesy tme when enemy ammimg 1s
hkely to be present. Even use of momentary and random ghimpses
at mdividual satelhites by 4 aon-cascaded filic, Junng a high
wmming  period  should  provide sigmaficantly  improved
pertormance over the cascaded fidwer approach (Reference 3
Following sectiens of this paper deseribe the system engineering
P oocess performed to define an integrated aviomes approach for
unplementing GPS/INS non-cascaded Kalman tilters. Potential
sets of error states required for such non-cascaded filters are
determuned. Subsequently, performance of  these  filiers s
quantificd via analysis against vanous potennal GPS coverage
conditions

PROPOSED GPS/INS INTEGRATED AVIONICS APPROACH

Modify the GPS recever HIA and the MAGR o output
pseudo-range and delta range. satellite postion, and GPS ume tag
dati on the MIL STD 1553 dat bus. Develop a ot Kalman filter
that uses these GPS paendo-range and delta-range measuren.cits
dnstead of the fitered GPS pasition and velocity outputss. fnclude
as 2 nuimum the additton of one and/or two GPS recever clock
bras and dnttsuates o ths jomt Kalman tilter. Model the effectof
dadditional GPS hine-of-aight+tLOS) megsurement errors as states in
the Kalman filter (Should result i higher estimation accuracy)
Furthermore, since raw GPS measurement errors are not tme
correlated with those of the INUL all GPS data can be used at the
maximum GPS output rate. This enables INU errors, receiver
clock bras and dnftc and other errors o be rapidly and accurately
computed in the aircraftintegrated Gointin the probahiiity density
tunction sense ) Kalman filier It ata subsequent time, fewer than
4 satelhites are avanlable the now calibrated recewver cluck and

other GPS and INS cirons will tacihitate use ot pseudo-range and
Jdeltasrange Jata from the avalabic satethites tor at feast 30 nunutes
to keep the navigation sotuton bounded (Reference

SIMULATION TOOLS
Foquantly the lesel ot pafommance improsement expected by
the above proposed GPSANS mtegrated aviones upproach. the
tellowing simulation tools are used

4) Mutuimede Sunulation tor Opumal Filter Evalusnon
CMSOFES o Forttan based program capable of multimuode
stmulations, T assasts the engineer i the desien and evaluation
ofntegrated systems that employ Kalmuan tiltenny wechngues
iReference 60 MSOBE was devigned qeintly by Tategnty
Systems, Inc.and the (tormers Aviomes Laboraicny. WRDCCY
AARND fcumrentdy WEZAAAS s o branch i the Avionies
Directorate of the Woght Laboratory) Wight Patterson AF™
Fhe greatest wdvantage inoosing MSOFE v ats ume nd cost
saving benetits. By utihizing ity 14 problem-specitic subroutines
and 115 539 general subroutines, a user may fertorm evaluation on
asvstemoan 200 of the time prevas ol required s referred o
as muttimode i that 1t Co anle of simalating a vanety of
system problems. Tts cwo most widely dsed mudes are Meonre
Carto and Covartance simulations

by Pooale generater (PROFGENY 1y g tragectony generation
neoaram deseloped by the dfoamerlyy Avienies Laboratory ot
Wright-Patreison - AFB [t computes  pesttion. velocnty,
aceeleration, attiiude, and attitude sates for o mancusenng an
veditele profife based causer provided inputs, This thght protike
s directly usable by MSORE A detaled deseription ot
PROFGEN i tound i Reteienee 7

FILTER DEVELOPMENT
A UR-error state truth model was develeped tor the tully
ntwgrated GPS/ANS navigation sy dtem It combines 68 state INU
tuth model based on the LN-940 the Liton Ine. sersien ot the Aar
Force Standard RLG INS (Reterence 85 and a 30-state GPS truth
model developed by Solomon an support of an o advanced
Compictely Integrated Reference Instrumentation System (CIRIS)
tfor the Central Inertial Guidance Test Facility (CIGTF, Holleman
AFB.NM (Reference 90 Fram this truth maodel varnous reduced
arder filics dare areated and evaluated using MSOFE against the
representative mission trajedtory. The performance of cach of
these reduced-order Nlters s diocussed in the Filier Evaluanon
Sevtion herein
The st reduced arder «Shastatey Oiler s created by
wentitying - and  deleting those error states whose errar
contributions are multiple orders of magmitude smaller than the
more dominant error states. Additionally other error states, with
simitar couphing paths, are hincarty combined  Fifteen INS states
are one or more orders of magnitude smaller in crror contribution
than vther significant error states effecting either gyro platform ult
vr velovity accuracy (e g the gyro scale factor asymmetry errors)
Also 12 other minor INS erres states are sutficiently similar
other existing error states that they can logically be combined te g .
eyro misalignment errors with gyvreo scale factor ervory - Similarly
the twelve GPS satellite position error states are not tully
ohservable, except for the position error vector projection onto the
respective hne-of-sight, and can be deleted or combined
Additionally, the aonosphene and  satellite clock errors are
vombined widl tie boposphene errons 1o reduce the GPS model by
another eight states. Except tor the receiver clock crrors, the GPS
measurement errors o cach satelhie are assumed to be statistically
mdependent.  (In fact some modest correlation does exast. For
example, the low altitude atmospherie delay has seme correlation
as a function of angular proamity of the hnes-of-sight and
clevation angles.y Using this approach the 98-state truth model s
reduced to a STostate reduced-order filter, These 51 states are listed
w the Appendix. The resulting St-state reduced-order filter is
tuncd and its performance compared 1o that of the truth model. As
expected hittle or no g nuse s added o selected states to




msure ifter stability (filter unimg).

The next 32-state reduced-order tilier combaes the eftects of
the following 19 states into the remaining error terms (see
Appendin).

a. 3 Gruvity Anomaly States
b. 3 Accelerometer Correlated Bins Sv

O3 Vooenty Scale-Factor Asymmetry States

d. 6 Accelerometer Misahgnment States

¢. 4 GPS Cude Loop Error States

These 19 ervor states are primarily the most insignificant
crror contributors of the remanung 51 states. The resulung 32-
state reduced-order Hiler s tuned and its performuance compared
to that of the wuth model The performance ot the 32-state
reduced-order bilter 1s shightly degraded trom that of the 51-state
tilter

The subsequent, 23-state reduced-order filter is generated
by combining the effects of the following 9 staes into the
remaming error terms (See Appendix.

a. 3 Accelerometer Scale Factor States

b. 3 Gyro Scale Factor States

¢. 3 Verucal Channel States

These Y error states are the most insignificant  error
contributors of the remaining 32 states. The resulting 23-state
reduced-order error filter 1s tuned and its performance compared to
that of the tuth model. A moderate amount of wning noise is
added to insure filter stability. As expected the performance of the
23-state reduced-order filier is somewhat degraded from that of the
32 and S!-state filers.

The final 13-state reduced-order tilter is generated by deleting
the tollowing S states (see Appendix).

a. 4 Code Loop States

b. User Clock Dritt

These 5 error states are the least signiticant ol the 23 primary
error contributors.  Deletion of these states should only be
constdered under severe computational limitations. A significant
amount of tuning noise must be added 1o insure filter stability.
especially for those conditions where fewer than 4 satellites are
avafable. The performance of the tuned 18-state reduced order
tilter is significanty poorer than of the 51, 32 or 23-state filters,
However, the projected performance of the jot 18-state reduced-
order filter promises to be beter than the F-16 15 state cascaded
filter performance demonstrated during recent F-16 GPS/INS
Might testing (Reference 10). With four satellites available, the
projected performance of the joint 18-state filter is 10 fect
compared to the demonstrated pertormance of 27 feet of the F-16
cascaded filter.

FILTER EVALUATION

Before the simulated tights cach filter is ahgned using the
tlight filter.  No separate alignment filter is required  In fact
aligning with the flight filter has several advantages.  During
alignment zero velocity, barometric alumeter. and the four GPS
measurements are incorporated. This provides the tilter with the
oppurtunity to immediately begin estmating those error states
which are observable. The sigmificant advantage during alignment
is that the flight filier begins building up the cross-correlation
terms i the covariance matnx between those observable states

A representative attack aireraft weapon dehivery mission s
generated using PROFGEN.  This mission tlight trajectory is
shown in Figure | The top portion of the Figure shows the entire
mission profile. The significant segments during the (0 - 2000
seeond period of the simulation are the takeof!, cruise, and descent.
The significant segments during the 2000 - 2800 second penod are
the ngress,  pop-up  maneuver.  weapon  delivery,  evasve
mancuvers, and escape. This period is shown as an enlargement in
the hottom portion of Figure 1 This 15 the segment that s

examined with vanous GPS satellite availabthues, The tinal
penod, 2800 - 7298 seconds. s the reurn of the wreraft to the same
base  Single-iun Monte Carlo simulation s pertormed for cach
case unaly zed tor relative filter performance comparisons
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Figure 1. Flight Profile

The reduced order filters described sbove wie exercised using
MSOFE simulation against this mission profile Duning the take-
off, ¢hmb out, and cruise enroute to the target area tour GPS
satellites are simulated as continueusly available until the 2000
second 13333 minute) point. A single-run Monte Carlo simulation
1y performed from take-ott uatil the 2000 second pownt for cach
reduced ovder filter und the vuth model. This occurs immediately
atter the completion of descent to g low altitude.

The positon and veloaty error pertormance plots, for this
wial 2000 second segment. are shown in Frgures 2aand 2b. The
appropriately labeled performance plots provide the Kalman tilter
confidences expressed i T-sigma values tor the ned 18, 23, 32
and Sl-state reduced order filwers (gray biney as well ay the
estimation of error {black liney These are presented as root sum
squared (RSS) three-dimensional position and velooty emors
(magnitudes of the position and velocity error vectors) versus time
No attempt is made to locally optimize the performance of any of
the tilters.
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Figure 2b. 3-D Velocity Error (fps), Take-off 1o 2000 Sec.

At the 2000 second poant into the mission, and approxamately
10 minutes pror to ime-on-target {TOTY. varying guahies of GPS




coverage are assumed. A separate Monte Carlo simulation run s
pertormed for an additionad 300 second (1333 minute) period tor
cachreduced order ilier against cach assumed GPS coverage case
Each GPS coverage vase. and s associated posittion and vefocity
estimation performunce plots for each weduced order fibwer s
itlustrated m Figures 3a and 3b through Figures Saand b below
These plots provide the Kalman tilter contidences (1-sigma values)
sk aernstacimarion srrorsas three dimensional RSS nosition and
velocity error plots
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Figure 3b. 3-D Velocity Errar (fps), Four Satellites

The tour-satetlite performance is the baseline for comparison
of the followang three. two, one. zero and occastonal satelhie
measurement avatbability cases. The GPS satellite geometry
assumed i this analysis s with o GDOP of approamately 3 wath
one satellite diectly overhead Nowe the relative performance of
the more sigmitivantly reduced-order filters against the S1-state
filter. whose performance s very close to that of the truth model
198-state filter) performance (not shown). Also note the superior
performance of the S1-state tilier. espectaily i velocity. When the
four satellite measurements are available, the position performance
differences are notsignificant, approximately 6-7 fifor the S1-state
case compared to approximately 8- 10 ft for the 18-state cuse. The
velocity perfurmance is significantly better for the 51-state versus
the IX-state case.

When the overhead satelhite as assumed not available (the
three-satellite case), the 18-state filter position estimation error
performance (black line) degrades by approximately a factor of
two, The performance of the other reduced order filters remain
essentially the same as the full satellite coverage case. Note that
the 18-state Kalman filter 1-sigma position confidence plot (gray
line) s significantly larger than that ot the other filters. This large
difference in filter contidence is driven by the moderate amount of
tuning noise incorporated in the 18-state filter o insure filter
stability under conditions of little or no satelhite availability.
Without this additional tuning noise the 18-state lilter became
unstable.
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Figure 3b. 3-D Velucity Error (fps), Three Satellites

In the next case anabvzeds moaddiion o the Joss ot the
overhead satellite, one more satwilile voremoved leaving
measurements frem only two satellites availablic W the reduced
arder filters durmg the ingress and attack portien of the mission
Note that i all of the cases analvzed, cach reduced erder il
mcludes at least one state for the barometrnic altimeter. and the
assoctated  atmosphenic prossuie vanation crors which are
modeled as Hrst-order Markoy tandom processes. The presence ot
this state appears to significantiy enhance the pertormance ol cach
filter. including the I8-state Dlters In the tweesatelhte case the
position error perfermance of the reduced order tilters varies
substantially  The 32 und Sostate fiiters pertorm sigmticant!y
better than the 23 and 18-sate filters Thisas especially true durimy
the first XY seconds tor soo of this thight segment

Figure 5a. 3-D Position Error (ft), Two Satellites
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Figure 5b. 3-D Velocity Error fps), Two Satellites

The next case analyzed is that of a single satellite and
barometric  altimeter  measurements. The position  error
performance is somewhat degraded in comparison to the earlier
cases. Noteworthy 1s the velocity performance of the 51 and 32-
state filters, where the error increases are minor,  Also note the
advantage of addinonal states in the two higher order filters.
especially during the first 400 sceonds.
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Figure 6a. 3-D Position Error (ft), One Satellite
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Figure 6b. 3-D Velocity Error (fps), One Satellite

Although a particular single satetlite 15 chosen it is believed
that very similar performance will result with any other single
satellite, except the vertical one. The barometric altimeter is
already providing substantial information in the vertical direction.
The Jone oft-vertical satellite significantly helps bound the growth
of horizontal position errors.  The majority of the error grawth
vbserved in these position error plots is due to the loss of

estimation accuracy of the vertical channel (harometric) ervors due
Lo growing uncertainty of the atmaspheric correlated Markov error
growth.

Plots 7a and 7b show the performance of each filier when only
barometric altimeter measurements are available. In this case cach
filter relies on the quality of estmates of the INS and barometnic
measurement ercors.  OF course the estimation quality of these
errors depends on the estimanion gy of the GPS measai mear
errors during the ime when GPS measurements are available. The
position error performance is surprisingly good for the 51-state
filter compared o the other filters. The velocity error performance
1s also quite good. especially when compared o the velocity
performance of cascaded filters (Reference 10).
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Figure 7b. 3-D Velocity Error (fps), Zero Satellites

This final case is the most interesting. 1t is a stmulation of a
situation where only occasional GPS measurements from varous
satellites are available. Although in reality the tme distribution of
the sporadic availability of GPS measurements s expected to be
random, here it is approximated  with a single  satellie
measurement available only once every 30 seconds on a rotating
hasis. that is cach satellite is available only once every 120
seconds. The results are interesting, especially for the 32 and 51-
state filters. The position error performance is near that of the four
satellite case, within a factor of two or so. The veloeity
performance of each of these filters is nearly unchanged from the
four satellite case.
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Figure 8a. 3-D Position Error (ft), Occasional Satellites
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Figure 8b. 3-D Velocity Error (fps), Occasional Satellites

SIMULATION RESULTS

The RSS position and velocity error results tor cach assumed
GPS coverage case are shown in the previous Figures 3a - 8b.
These simulation results predict that a non-cascaded Kalman filter
receiving pseudo-range and  dela-range measurements  and
modeling signiticant GPS and barometric altimeter measurement
errors will perform sigmiticantly better in actual thight than the
current cascaded approeach.

The resalts of the zero satellite case provide a “best case”
approxtmation tupper bound for cascaded filter performance, with
tewer than 4 satellites under these same conditions. This i
because the vascaded tilter does not use the tiltered GPS recerver
computed position and velocny data when fewer than 4 satellites
are avauble. Note that for all the reduced order filters the RSS
performance at the 10 mimute point for the 3-satellite case is
essentially the same as tor the 3 satellite case. with the exception
of the T-state filter. For the one. two, and three satelhite cases the
23-state RSS position error values at the 10 minute point are 130,
100, and 10 respectively. These values are significantly better than
the “hest case™ value that could be expected for the cascaded filer
approach using fewer than 4 sawellites  Similarly the 23-state
velocity errors at the ten-minute point for the one, two and three-
satelhte cases are 1O 0K, and 0.6 feet per second. Note the error
growth rate tor all Kalman filters s substantally Tess for the |
satellite case versus the zero satelhte case. Another interesting
vase s when only occasional single GPS measurements are
simulated by a single measurement from cach of four satethites, in
turn, at 30 second intervals. Ttis clear for all the seduced order
Kalman filters that even occasional pseudo-renge measurements
provide sufficient information to significantly improve filter
performance over that of the cascaded filter case.

CONCLUSIONS AND RECOMMENDATIONS

It is ¢lear that the choice of avionics integration architecture
can inherently enhance, eoable, or severely imit potential mission
capabilitics.  This choice of integration architecture, can also
directly and profoundly affect performance. cost of integration,
and cost of ownership. These impacts are clearly illustrated by the
GPS/ING case study

P i o e B e B vl
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The above GPS/INS case study demonstrates that a significant
level of navigational performance improvement can be realized tor
the case where fewer than four satellites are avallzble by modifying
the standard GPS HIA receiver and MAGR 1o output pseudo-range
and delta-range data on the MIL STD 1553 data bus and by
incorpurating a non-cascaded integrated aircratt Kalman filter.

The quality of error cstimates umproves significantly durning
any mancuver segments, be it horizontal or verucal. In fact the
tlight trajectory is rather sterile 1n the sense that all mancuvers are
perfect. A straaght and level thghtas precisely strarght and level.
In reality prlots, and to a lesser degree autopilots. are not physically
capable 1n flying these segments us perfectly. Thus any rolling.
P ~hing, yawing. or lincar accelerations, even relatively smatl i
magnitude should help the tfilter by making the less observable
errors become more observable.

Additional significant performance improvement can be
realized by incorporating as many significant error states into this
single integrated Kalman filter as possible based on the areralt
memory and the throughput constraints.

For the applications where the position. velocity, and atutude
accuracy are the primary system contributons 1o weapon-on-target
miss distances. this GPS/INS integration approach promises to
significantdy  reduce  those  ermor components and - provide
sigmficantly more robust mission capabihity,
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AN OVERVIEW OF OPTICAL GYROSCOPES FOR NAVIGATION

J.G. Mark and D.A. Tazartes
Litton Guidance and Control Systems Division
5500 Canoga Avenue
Woodland Hills, Califonia 91367 USA

SUMMARY

In the 1980's, Ring Laser Gyroscopes (RLG) displaced the
mechanical (spinning wheel) gyroscope as the angular sensor of
choice for navigation. While the RLG remains the standard
navigation grade instrument, several other optical gyroscopes
have recently appeared. The multioscillator (or four-mode
gyTo) represents a new generation in laser gyroscopes. Systems
based on this technology are now being delivered for use on
commercial and military aircraft. Another optical sensor, the
fiber optic gyroscope (FOG) has been incorporated in inertial
measurement units (IMU) and proved itself capable of AHRS
(attitude and heading reference system) accuracy. This gyro-
scope should find many applications in aided navigation sys-
tems. Integrated FOG/GPS systems appear attractive as low
cost navigators. This paper addresses technology involved in
these optical gyroscopes and discusses their advantages and dis-
advantages in relation to present and future applications.

LIST OF SYMBOLS
ac ~  Alternating Current
AHRS -  Auitude and Heading Reference System
ccw - Counter-Clockwise
cw - Clockwise
deg - Degrees
FOG - Fiber Optic Gyroscope
GPS - Global Positioning System
IFOG -  Interferometric Fiber Optic Gyroscope
MU —  Inertial Measurement Unit
INS ~  Inertial Navigation System
LCpP - Left Circularly Polarized
nmihr - Nautical Mile per Hour
RCP - Right Circularly Polarized
RLG - Ring Laser Gyroscope
sec - Second(s)

1. INTRODUCTION

Present~day optical gyroscopes employ the Sagnac effect! to
permit observation of rotation relative to inertial space.
Sagnac’s work dates back 1o the early 1900's in conjunction
with attempts to identify the “ether.” However, the effect that
bears his name and which deals with the behavior of counter—
propagating light waves within a rotating cavity was later found
to be rooted in general relativity. Application of this physical
phenomenon to inertial sensors was not practical until the
advent of the laser. In the early 1960's, laser gyroscopes were
demonstrated for the first time and the interest in optical rotation
sensors as replacements for the mechanical (spinning wheel)
gyroscopes was launched. While the earliest embodiments of
the laser gyro exhibited many problems, they also offered prom-
ise of improved reliability, extremely high dynamic range, and
excellent linearity at high angular rates. The Sagnac cffect also
led to the FOG which, when properly mechanized, offers many
of the same desirable properties with promise for lower cost. At
present, there are two main classes of optical gyroscopes. The
first type makes use of the Sagnac effect in resonant cavities.

It is comprised predominantly of several forms of RLGs. This
category includes the conventional two-mode gyros as well as
the multioscillator devices. The second type makes use of the
Sagnac effect in ar interferometer. The interferometric fiber
optic gyro (IFOG) falls into this category. The discussion will
focus on various forms of RLGs and the IFOG.

2. HISTORICAL AND MARKET PERSPECTIVE
Mechanical gyroscopes have long been used as rotation sensors
for platform stabilization in guidance and navigation systems.
While these devices demonstrated very good accuracy, the me-
chanical complexity associated with the spinning gyros and the
stable platform led to compromises in reliability, weight, band-
width, and dynamic range. With the advent of the laser, optical
rotation sensors became a possibility and an intensive effort to
develop the RLG was initiated in the early 1960°s. The hope
was to develop a relatively simple instrument whose accuracy
would meetor exceed that achievable with the mechanical gyro-
scopes of the time but which would also offer better reliability
and a potential for reduced cost. Another importan' consider-
ation was that the wide dynamic range achievable with an opti-
cal gyroscope would permit the development of “strapdown™
inertial navigation systems (INS) wherein the complex mechan-
ical gimbals required to form a stabilized platform were elimi-
nated. Indeed, the RLG used in a strapdown configuration has
become the backbone of most present commercial and military
navigation systems. Presently, the next generation of ring lasers
is being developed and introduced into aircraft. New instru-
ments include the multioscillator gyros which employ optical
biasing to circumvent lock-in effects. Systems based on these
gyros are being delivered for use in commercial and military air-
craft. In addition, both the two-mode and multioscillator RLG
systems have bencfitted from improvements in component
technology (particularly in the arca of mirrors). This has
resulted in smaller and lighter weight systems.

In parallel with RLG development, work was also being done
in the field of fiber optics. The FOG was made possible by
advances in the areas of light sources, low loss couplers, polari-
zers, “nd integrated optics. These components are important to
the telecommunications industry but are also essential to fiber
optic rate sensors. FOGs are attractive in that long fiber lengths
can be used to obtain very fine angular rate resolution (the opt-
cal paths in FOGs are measured in hundreds of meters versus
path lengths of tens of centimeters for RLGs). The ability to
wind long lengths of fiber permits the construction of small
gyros with acceptable performance.

The FOG was first considered to be a rate gyro but was later
shown to possess rate integrating characteristics2. In the areaof
navigation grade instruments, the RLG (both two-mode and
multioscillator) remains clearly in the Jead at the present time
although navigation grade FOGs have been demonstrated and
are included in future incrtial navigation systems. On the lower
accuracy end, the FOG promises many advantages, including a
lack of moving parts, high angular rate resolution, low noise.
low weight, cost, and power while retaining most of the
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desirable characteristics of the RLG such as dynamic range and
bandwidth. FOG-based IMUs have been delivered and demon-
strated to meet their performance goals. These IMUs are very
well suited 10 a wide variety of applications3 including smart
munitions, rate gyros, missile guidance, and AHRS, as well as
embedded GPS navigators.

3. SAGNACEFFECT

The Sagnac effect deals with the propagation of light in a rotat-
ing reference system. Due to the rotation, the frame is not iner-
tial and a general relativistic analysis applies. Interestingly
enough, a classical treatment of the problem (as performed by
Sagnac) yields the correct answer but for the wrong reason!

A simple view of the Sagnac effect consists of the following.
Consider a closed path created by a cavity or waveguide in
which counter-propagating (clockwise and counler-
clockwise) beams are propagating. When the system is rotating,
the effective optical path “seen” by the beam that is wraveling
in the same direction as the rotation becomes longer while the
path “seen” by the beam traveling in the opposite direction be-
comes shorter. The difference in path lengths is a measure of
rotation.

The Sagnac effect may be exploited for gyroscopic purposes in
one of two different manners depending on whether the sensor
is mechanized as a resonator or as an interferometer3. Inareso-
nator (such as the various forms of RLGs), the clockwise (cw)
and counter-clockwise (ccw) beams form resonant modes in a
cavity. These modes can be viewed as a fictitious standing wave
pattern which exists in the cavity. The Sagnac effect ensures
that the standing wave remains fixed in inertial space and there-
fore provides a reference for measuring rotation. A detailed ex-
planation of the RLG readout scheme appears in a later section.

In the case of an interferometer, light waves are launched in op-
posite directions into a cavity or waveguide. Rotation of this
path causes an optical length difference between the two
counter-propagating beams. This equates to an optical phase
difference which can be detected by recombining the two beams
as they exit the path. The interference phase observed is a mea-
sure of rotation.

4. RING LASER GYRO OPERATION

The RLG has undergone considerable development over the
past two decades. The two-mode RLG is the most common op-
tical inertial sensor while multioscillator gyros are showing
much promise for the next generation of navigation systems.
The following describes the principles of operation of these two
optical gyroscopes. Many of the topics discussed apply to both
forms of ring lasers.

4.1  Two-Mode Gyros

The first, and still most prevalent, ring laser gyros®7 are two—
mode resonators which support one cw and one ccw mode (the
distinction between two-mode and multioscillator RLGs will
become apparent later). A resonant cavity is formed with a
block of glass possessing three or more sides and with very
high—quality mirrors on each comer to close the cavity. Bores
in the glass permit laser beams to propagate. The bores are also
filled with a gas mixture (generally Hclium~Necon) which
serves as a gain medium. One or more cathodes and one or more
anodes are uscd to support an electric discharge in the gas. This
serves as the pump for the laser which then resides within the
resonant cavity. The RLG is, therefore, an active resonator.

Atleastone of the mirror faces is partially transmissive to permit
observation of the laser beams. Combining optics, typically in
the form of a prism, are used to coherently recombine (hetero-
dyne) the cw and cew beams in order to permit the observation
of the interference and hence the standing wave pattern (also
referred 10 as interference fringes) created by the counter-
propagating modes. Detectors are used 10 measure the intensity
of the interference fringes.

As discussed in the previous section, the Sagnac effect renders
the standing wave pattern stationary in inertial space. When the
gyro is rotated, it is the body which rotates relative to the stand-
ing wave. Measurements of angular rotation are performed by
observing the changes in the detected heterodyned outputs. The
operation of the RLG is best itlustrated in Figure 1 which depicts
a fictitious circular RLG. Inthis figure, a virtual standing wave
pattern is created by the two counter-propagating waves. When
the gyro is rotated, the detector moves with respect to the inter-
ference pattern and dark and light areas will alternate. Each
dark/light cycle represents one half wavelength of the laser
beam along the circumference of the pa. The number of dark/
light transitions can therefore be geometrically related to the
angle of rotation as indicated in Figure 1. By counting the num-
ber of fringes traversed, a measure of the total rotation angle is
obtained. The scale factor of the instrument is based on purely
geometrical relationships as given in Figure 1 for the “circular”™
RLG. A similar analysis can be made for any polygonal gyro.
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Figure 1. Circuiar Ring Lasar Gyro (RLG)




The scale factor remains geometrical, involving the ratio of
enclosed area to path length according to the following
expression:

— 4A
N<:ycles - L a8
where: A = Enclosed Area of Gyro
L = Path Length of Gyro
A = Wavelength of Laser
AB = Angle Increment

4.11 RLG Quality

The RLG makes use of the laser within the cavity to provide the
signals which create the standing wave pattern and hence the
measurement capability. Asis well known, the laser is based on
stimulated emission of photons. However, the gas medium
which supplies the gain for the laser also occasionally emits
photons which are unrelated to the laser signal. This is known
as spontaneous emission and leads to noise and random walk in
the RLG angle output. Spontaneous emission is described sta-
tistically through quantum mechanics and cannot be eliminated.
However, in order to reduce its impact en gyro performance, it
is important to maximize the active signal. This is accomplished
by designing a gyro with high gain and low loss which results
in a high “finesse” (analogous to Q in a resonator).

For the reason discussed above, it is exceedingly important 1o
incorporate extremely high—quality mirrors into the RLG. Low
loss is required to minimize the impact of spontancous emission
and hence reduce the “quantum limit™ which is a measure of the
best noise p-.. formance (and hence angle random walk) achiev-
able with the gyro. For reasons to be discussed later, it is also
essential to minimize the backscatter generated by the mirrors.

4.1.2 Technical Challenges in Two-Mode RLGs

The most severe problem encountered in the RLG is that of
lock-in. Atlow rotationrates, it was observed thatno fringe dis-
placement was obtained. That is, the RLG was apparently in-
sensitive to low rates. This is illustrated in the output versus
input curve shown in Figure 2. The cause of the lock~in phe-
nomenon is backscatter within the cavity, usually resulting from
imperfections or particulates on the mirror surfaces. At low
rates, the two counter-propagating beams in the resonator arc
very close in frequency because their optical pathlengths are
nearly equal. Coupling of one beam into the other (whichresults
from backscatter) causes the two modes to “lock™ together
thereby making the gyro insensitive to the actual rate. In the
schematic representation of the RLG given in Figure 1, back-
scatter amounts to friction between the standing wave paltern
and the cavity. When the gyro is rotated at low rates, the stand-
ing wave pattern “sticks” to the cavity instead of remaining
fixed in inertial space. The detector therefore does not observe
any shift in the interference fringes and the gyro does not regis-
ter the rotation. At high rates, the “friction” is overcome and the
gyro is capable of measuring rate.

4.13 Lock~in Circumvention

In a two~ mode RLG, the method of overcoming lock-in con-
sists of mechanically biasing the gyro to the point where lock~in
becomes negligible. The conventional means for accomplish-
ing this is the use of dither wherein a large amplitude sinusoidal
excitation is applied to the gyro body. The angular rate corre-
sponding to this motion typically is on the order of 100 deg/scc.
The output of the gyro must then be compensated for the dither

RATE OUTPUT

RATE INPUT

Figure 2. Two-Mode RLG Input/Output (No Dither)

motion so that the true rotation of the vehicle can be determined.
There are many effective techniques for accomplishing this
compensation.

One additional drawback of dither is increased random walk as
well as mechanical problems described below. As the sinusoi-
dal motion crosses through zero velocity, a small lock-in error
usually occurs. Since the gyro reverses direction twice per
dither cycle, a random accumulauon of these errors occurs
thereby leading to random walk. The random walk coefficient
improves with the square root of dither rate but is usually the
dominant source of random walk in a dithered RLG.

An alternative method (which avoids the random walk problem)
of biasing the RLG makes use of large angle rotation using a
turntable. An angular encoder provides the relative angle
between the instrument cluster and its base. This technique is
referred to as rate biasing. Rate biased systems with small path
length RLGs have been delivered for missile applications and
excellent accuracy demonstrated. Nonetheless, because of the
mechanical complexity involved in rate biased systems, these
remain much less prevalent.

4.14 Mechanical Design

As mentioned above, most RLG systems today ~mploy dither
as lock-in circumvention. Unfortunately, dither places serious
constraints on the mechanical design of the system. In order to
achieve the high dither rates required, high frequency (typically
several hundred Hz), high Q mechanical flexures are used. Loss
of dither energy to the outside world is detrimental in terms of
achieving the appropriate motion. In addition, coupling of
dither motion to mounting structures may have undesirable
effects such as acoustic noise. Thus, hard-mounted dithered
systems are generally not practical. A relatively low frequency
suspension is usually used 1o isolate the sensor assembly from
the outside world.

Another important consideration in the mechanical design is
that coupling of dither torques between the three axes of the
instrument block can lead to coning motion of the entire




assembly. This leads to apparent gyro bias errors in the naviga-
tion solution.

The mechanical design of a sensor assembly for dithered RLGs
is therefore extremely cnitical and must be approached w i con-
siderable care. While state—of-the—art dither controllers tend to
mitigate the problems due to non-ideal mechanical behavior, it
must be highlighted that the mechanical aspect of dithered sys-
tems remains a very real and relevant challenge.

4.15 Cavity Length Control

The RLG operates as a resonant cavity. However, the gas mix-
ture which supplies the pump for the laser extubits a well-
defined gain curve. Certain ranges of optical frequencies {or
equivalent wavelengths) excite the stimulated emission and
result in lasing action. In order to ensure proper operation of the
gYT0, it 15 essential that the cavity be tuned to the proper resonant
frequency. That is, the length of the cavity must be an integral
number of the propc: wavelength. For the Helium-Neon gas
mixture normally used, this wavelength is on the order of
630 nanometers. Itis obviously impossible to mechanically es-
tablish a cavity whose length is accurate to a small fraction of
this value by design! Furthermore. the thermal expansion or
contraction of the glass used for the cavity will cause the length
to vary as a function of temperature. The solution to thus prob-
lem is the use of an active scheme in which the total laser inten-
sily is monitored and the mirror positions adjusted to maximize
tus intensity. The mirror motion is crealed by pieso-electric
transducers which causes minute displacements of the mirror
faces. Nonctheless, because the excursion afforded by the mir-
ror transducers is very small (typically only a few wavelengths),
1t 1s essential that the cavity be made of a low expansion glass
so that the mirror travel is sufficient to compensate for expan-
sion over the entire temperature range. 1f this is not the case,
then “mode hops™ must be performed wherein the path length
of the gyro is quickly changed by one wavelength to estabhish
anew control point. Unfortunately, a mode hop causes aloss or
a corruption of data during the time 1t is occurnng. Frequent
mode hops or mode hops during high dynamics are therefore to
be avoided.

1.1.6 Gain Meduum

A gas mixture within the cavaty supphies gain for the laser. The
design of the RLG cavity should be such that gas flow withun the
gan bores remains balanced. A net flow around the cavity
causes gyro bias and can be a donunanter-orsourcein any RLG.
The gain medium is also a conaderation n the instrunient bife-
ume. In very small RLGs with unfavorable volume o surface
ratios, Helium permeability can compromise lifetime.

4.1.7 RLG Error Models and Scaling Laws

The performance of a RLG depends very heavily on its sire
The parameters used to describe gyro performance include the
random walk coefficient, bias stability, resclution (also known
as quantization), and scale {actor stability. Because the sensitiv-
ity of the gyro is determined by the ratio of its area to its path-
length, it follows that all else being equal, the performance
should improve at least lincarly with pathlength. However,
most of the parame‘ers are actually much higher—order func-
tions of length. The following scaling laws are provided as
guidelines. Because of the interaction between many elements
in the gyro design, these laws may not be perfectly accurate but
they do illustrate the concept “a little pathiength goes a long
way.

Quantization : %
Bias Stability : é
Scale Factor Nonlinearity : !
LS/2
Random Walk :
Spontaneous emission : l_.%
Dither induced : L
L3

Reference 6 provides a more detailed discussion of error
sources and mechanisms. It is noted that in the above expres-
sions, the quality of the components which form the RLG are as-
sumed to be independen: of the pathlength. Thus, reducing the
size of the RLG may not significantly reduce its cost since high
quality components (murrors in particular) are still required. In
effect, qual.y becomr es more critical as pathlength is reduced.

In uddition to the scaling of the gyro parameters themselves,
other performance considerations apply to the mechanical de-
sign of the gyro and its mounting structure. For example, ran-
dom walk in adithered gyro improves with the square root of the
dither amplitude. However, as discussed earlicr, mechanical
cross—coupling between gy1os can cause coning motion which
appears as a navigation gyro bias. The coning error is propor
tional to the square of the dither amplitude. Thus, while it may
be possible to improve random walk by raising dither amph-
tudces, the penalty incurred 15 a coning rate which increases rap-
idly with amplitude.

4.1.8 Vibration Sensitivity

While the RLG 1tself is insensitive w vibrauon, 1ts mechanical
configuration may lead to dynamic errors when it s used for
navigation. For example, if the RLG flexure (which permuts
dither) exhibits any cross—axis compliance, then the set ot three
gy1os 1 an inerual system ro longer forms a rigid body and
large navigation errors may resuli during vibranon. Thisis adif-
ficult rroblem because the flexure must be comphant {with a
very high Q) abont one aus while remaining extremely suff
about the other two perpendicular axes. A similar probiemisen-
countered if the pichoff employed 1o measure the relanve ro:
tonof he RLG trame with respect 7o its case exhubits any sens -
tvily o acceleration.

4.1.9 State of the Two-Mode RLG

The two-mede RLG represents ¢ mature rotation sensor, which
i reasenable sizes, offers good bras stability, scale tactor accu
racy, low random walk, and extremely h'o o dynamic range
RLGs with pathlength on the order of 32 cenumeters now form
the basis for most modern, 1~ nautical mule per hour nasigators
in the muibitary and commeraal markets The two-made RLG
sevolving with reduced size dovices now made possible by aim
proved components aiw Ne & error compensation technigues
Gyros with pathlengths of 15 to 20 centimeters now otfer per-
formance comparabic 1o that of carlier 33-cm gyros,

4.2 Multioscitlator Gyros

While the two-mode RLG was developed into an accurate e
vice for measuring rotation, ats nead for mechancal hiasing
(1.c., dither or rate bias) has been problematic from a pracucal
standpownt as well as an acstheuc one. Drther has now been per-
fected but carly on it proved to be a major problem area in terms
of gyro performance. Even at this time, dither imposes severe
construnts on the mechan..al designs of RLG systems and




causes increased noise, ranaom walk, and physival motion of
the sensor assembly. From an aesthetic standpownt, dither and
rate bias are unattractive hecause they waply instruments with
moving parts which are not truly strapped down to the vehicle.
For these reasons, means of optically biasing RLGs have been
attemnpted since the early days of RLG rescarch. This has led o
the class of RLGs known as multioscillators. These gyros are
currently being delivered for use in commerciad tansports and
military aircraft. They offer advantages which include very jow
noise, are truly “strapped down,” and may be used as very wide
bandwidth, very high resolution angle sens’ «g devices. They
have no moving parts and generate no acoustic noise. Adescnip
tion of their operation follows.

42.1 Operation of the Multwscillator RLG

As discussed carlier, the two-mode RLG is a resonant cavuly
which supports a standing wave pattern. Two-mode RLGs are
planar by design so that only linearly polarized modes may be
resonant in “he cavity. Furthermore, in order to ensure stable op-
cration, one of the two polarizations is suppressed. In a mulu

oscillator gyro, hoth polarizations are used to form a left-hand
cireularly polanzed (LCPYmode and anght-hand circulary po

larized (RCPY mode whnich coexist within the cavity. I the
muluasallater devices, these two modes are sphit apart i fre-
quency  In effect. this corresponds to having two pyros aitne
within the same resonator.  Separati~a ot the LCP and RCP
modes 1s accomplished by making their optical paths Jitterent
This can be done with an opncally acuve crystal in the be
path which rotates  polanzation states and  consequenily
introduces a differential phase between the LCP and RCP
waves®. A more attractive alternative makes use of image rota-
ton?. When a setof mirrors creates a beam path which does not
iie wn a plane, an image rotates i space ast s reflecied around
the path. A net rotation may be obtained through 4 complete cur-
cuit. The image rotation also leads o a olanzauon rotation
which splits the RCP mode from the LCP mode. The advantage
of the image rotation mechanizations that it does not require an
additional element 1o be present in the beam path thereby avoid-
ing scatter and loss.

n

Once the LCP and RCP mnles are sphic they may be treated as
two separate gyros cach possessing vlockwise and counter—
clockwise beams. As such, lock—1n may occur on cach of the
gyros thereby precluding rate measurements, In order to avesd
this, a magneto—opucal ~ffect is used to bias the cw beam away
from the ccw be n. Tiis is generally accomplished with a
doped giass element in the heam path which, when subjected 1o
amagnetc field, causes adifterential phase shift between the cw
and ccw beams. Furthermor-, the shiftis in opposiie directions
for the LCP and RCP modes. The phenomenon responsible for
the circular polanzation fependent phase shift is known as the
Faraday cffect and the g.ass element re - nsible for its occur-
rence 1s known as a Faraday rotator. The frequency splitting in
an out of plane multios illator gyro is illustrated in Figure 3.

The multioscillator gyvro measures rate in much the same way
as two independent gyros (one LCP and one RCP). However,
because of the built-in split between the ¢cw and cew modes,
each gyro appears to be biased to a large rate (the Faraday bias)
thereby avending lock—in. As illustrated in Figure 4, when true
rotation rate is applied to the multioscillator, the rate sepsed by
one of the two gyrus (LCP in Figure 4) increases while the rate
sensed by the other gyro (RCP in Figure 4) decreases. By sub-
tracting the outputs of the two gyros, it is possible to cancel the
Faraday bias while doubling the truc angular rate measurement.
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Thus, the rate sensinviy (scale factor) of the multuosaillator
is essentially double that of a conventional two-maxde gyro of
the same size but sull determined by the geometnical ratio of
projected area to pathlength.
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422 Tecknucal Challenges in Multioscillator Gyros
While the most sigmificant problem associated with two-mode
gyros (i.e., lock-in) is avoided in multioscillators, other prob-
lems arise because of the oplical configuration. The Faraday
split which is employed o separate the cw and ccw modes
requires that a glass element be present in the beam path. Inter-
action between scatter sources on the surfaces of the Faraday
rotator and the mirrors causes mode coupling which in tumn,
leads 1o gyro bias. However, by minumizing the amount of scat-
ter through the use of state—of-the-art mirrors and rotator coat-
ings and by employing designs which minimize sensitivity to
scatter, the bias stability difficulties can be mitigated.

423 Advaruages of the Multiosciilator Gyro

While the strong point of the two-mode RLG has always been
its bias stability, the multioscillator gyro presents many advan-
tages. Elimination of mechanical biasing requirements for
lock-1n circumvention make this gyro exceptionally well suited
for low noise, mulufur .tion (flight control) applications. The
elimination of dither leads to a random walk which approaches
the quantum limit. The scale factor stabihty 1s exceptionally
good due to the absence of residual scatter-induced lock-in
effects present in dithered gyros. The doubling of the scale fac-
tor ensures that smaller insruments can be used, and the lack of
dither-induced mechanical noise imiplies superior angle mea-
surement and flight control capabilities. The mechamcal de-
signs are simplified due o the absence of high frequency,
high-Q dither flexures. In addition, since the multioscillator 1s
atrue strapdown sensor, it may be used for aceurate pointing and
racking applicauons as well s for navigation purposcs.

4.2.4 Mevchamical Design

Asanthe two-mode RLG. the gyto isell does not exhibit vibra

tonor g sensitnaty. A sound mechanical design 1s sl required
w avoud rectificaton of errors in the navigation frame. How-
ever, the restnichions incurred hecause of mechanical butsing in
atwo mode RLG are ehiminated inregards to the maltioseiiia

or Whide cross—anas complianve must st be mingnized, there

is ne smaltaneous need for g buli-n compiiance dhout Onin

one axis. High frequency, dither-induced coning is also elimi-
nated and the absence of dither implies that somewhat higher
frequency isolators may be used.

4.2.5 Cavity Length Control

As in the case of the two-mode RLG, the multioscillator gyro
cavity length must be controlled to ensure resonant operation
within the gain curve provided by the gaseous medium. In addi-
tion, it is important that the LCP and RCP intensities be bal-
anced o ensure commmon mode cancellation of errors when the
output of the two gytos are subtracted. Cavity length control
may be accomplished in several different ways. One method
similar to that used in two-mode RLGs involves maximizing
total intensity while others attempt W control the difference
between the LCP and RCP intensities.

4.2.6 State of the Multioscillator RLG

While the multioscillator gyro has been under development for
the past twe decades, activity has been intensified in the past
five years. Technology has progressed rapidly to the point
where navigation grade insiruments with pathlengths on the
arder of 20 ¢m have now been produced and delivered. Devel-
apment continues on the multioscitlator to further enhance bias
stability and other hey performance parameters. As in the case
of the two-muode RLG, pathlength and component quality are
essential 1o performance. The muinosaillator's many benefits
make 1t very atractive for present and future systems.

S. FIBER OPTIC GYRO

The second category of optical gyros discussed s that of Sagnac
interterometers. The most viable torm of the Niber opue gyrol?
(FOG) falls within this category.

s.1 Principle of Operation

The mterferometne fiber optic gyro AFOGT 18 hasically com-
posed of a hght source, a coupler, a fiber conl. and 4 detedtor
Frgure 5 shows 4 genene configuration for an IFOG Lightss

Launched from a source and coupled through a fiber optic con)

mheihtie o aned cow directions. Beaaase of the Sagnae effect,

SPLITS LIGHT INTO CW AND CCW BEAMS

RECOMBINES RETURN BEAMS

-

: R !

COUPLER

SGURACE

} - 7] ‘/
"DETECTOR }
|

‘O
RESPONSE Ip = 5 (1 » CUS Og)

WHERE lo = INTERFEROMETER INTENSITY
Ip = DETECTED INTENSITY
g = SAGNAC (INTERFEROMETER) PHASE SHIFT

SAGNAC EFFECT
AS A RESULT OF ROTATION
A PHASE DIFFERENCE
BETWEEN THE CW AND CCW
BEAMS ACCUMULATES

198891

- 2?“,‘,0 1)
s T oac
WHERE - FIBERLENGTH

L

D = CO!L DIAMETER

» - WAVELENGTH OF LIGHT IN FIBER
C - SPEED OF LIGHT

(! = ANGULAR RATE

Figure 5. Interferometric Fiber Optic Gyro (IFOG)




the optical paths seen by the two beams differ in proportion to
the rate applied to the gyro. Upon recombination, the two beams
interfere and the intensity detected is a function of the phase dif-
ference and hence the rate of the gyro. It is shown, in Refer-
ence 3, that the phase difference is, in fact, proportional to the
angle traversed during one transit time of light through the fiber
coil and not the instantancous rate as is commonly believed.
Thus, the FOG 's output characteristic is that of arate integrating
gyro with a very short memory as opposed to an RLG which is
rate integrating over an indefinite period of time.

s.11 Fiber Optic Gyro Modulation
The interferometric architecture of the FOG implies that sensi-
tivity is poor at low rates. This is illustrated in Figure 6 which

DETECTED INTENSITY
4

T

i /SENSITIVITY
Ol 7 (SLOPE)

shows detected intensity as a function of rate input. In order 1o
obtain good rate sensitivity, it is necessarv to modulate the FOG
to phase shifts which are odd muluples of 1/2r. In early FOGs,
this was accomplished by winding the fiber on a piczo—electric
mandrel. An excitation was applied leading to a modulation of
the light in the fiber. The development of integrated optics per-
mits the replacement of the piezo—electric mandrel with an
electro~optic modulator within the beam path as shown in Fig-
ure 7. Light passing through the modulator is phase shifted in
proportion to the voltage applied. However, the modulator is
notselective as to direction of beam wavel. Differential phase
shufts between the ¢w and cew beams are sustained for only one
transit ume of light through the coil. Thus, modulation must be
applicd every transit time. A detasled discussion of FOG modu-
lation may be found in Reference 5.
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Modulation may take the form of a sinusoidal waveform. How-
ever, stale—of-the-art devices often employ complex digital
modulation to achieve maximum sensitivity and to avoid prob-
lems with custortion.

5.12 Closed Loop Fiber Optic Gyro Operation

Gyro modulation improves sensitivity at low raies. However,
high rate nonlinearity, intensity variation, photodetector sensi-
livity, preamp gain, and background intensity all contaminate
the open loop output of the FOG. For this reason, it is important
for higher accuracy and greater dynamic range lo operate the
FOG in a closed loop fashion}!!. This may be accomplished
through the use of the same electro—optic device which supplies
the phase modulation. Because a rate in the gyro appears as a
interferometer phase shift, it may be nulled out by applying a
phase rebalance (in addition (o the modulation) with the modu-
lator. However, the fact that the modulator can produce a differ-
entia] phase shift between the cw and ccw beams only for a
single transit ime introduces a complication, because a given
angular rate causes a persistent phase shift between the beams.
Thus, in order to null out the rate induced shift with a phase mod-
ulator, it is necessary 1o increase the phase applied at least every
transit time. Since available voltages are bounded, the phase
cannot increase indefinitely. A periodic “reset” is required 1o
maintain the voltage supplied to the phase modulator within
prescribed limits. The magnitude of this reset must be exactly
2n of phase to ensure that the gyro 1s not perturbed. Ablock dia-
gram of a typical closed loop FOG mechanization is given in
Figure 8. As in the case of modulation, adigital implementation
of the rate rebalance Joop is aitractive because it permits more
precise control, tracking, and integration of the rate rebalance
signal. A more detailed discussion of the closed loop FOG may
be found in Reference 5.

513 Phase Modulator Scale Factor Tracking

The above discussion of the FOG describes the modulation and
rebalance techniques. However, knowledge of the conversion
between voltage applied to the electro—optic device and the ac-
tual phase shift generated is assumed. Modulation amplitudes
equal to odd multiples of 1/2% and rebalance loop resets of 2n
must be established. An error in the scale factor which relates
phase to voltage may be observed by comparing the intensities
measured in the course of *1/21t modulation against the intensi-
tics obtained during *1-1/21 modulation. A loop which mea-
sures the difference in intensities may be mechanized to control
the voltage which corresponds to 21.

52 Polarization Nonreciprocity

Many phase shifts in a FOG are reciprocal. This means that the
shift experienced by the cw wave is the same as that experienced
by the ccw wave and no differential phase is observable to con-
taminate the rate information. One error source which may be
nonreciprocal is the coupling of different polarizations within
the fiber/coupler circuit. This error often leads to an unmodel-
able uncertainty in the gyro bias and limits performance. Polar-
12ation nonreciprocity may be minimized through the use of
high quality polarizers, short coherence length sources, and po-
larizaton maintaning fiber and/or depolarizers.

53 Vibration/Thermal Sensitivity

The tndex of refraction and the physical length of the FOG coil
are affected by temperature and pressure. Differing conditions
as a function of time as light propagates through the conf can lead
10 a rate error known as the Shupe effect. Typical conditions
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Figure 8. Closed-Loop IFOG Operation

which excite this phenomenon include a changing temperature-
gradient or an inhomogencous optical path subjected to varying
temperature, or lime varying stress resulting from a vibration
input. Thermal Shupe effects lead to a gyro bias which is a func-
tion of temperature and gradient changes while mechanical
Shupe converts ac translatuonal vibration into an erroneous ac
rate. Both of these effects may be reduce.: irough coil winding
methods which favor cancellation of S:i.p¢ errors. Thermal
modeling techniques which account for lemperature changes
may be uscu - .rther improve performance while mechanical
design can unpiove the mechanical Shupe effect.

54 Electronics

Short fiber length FOGs are made possible by very fast electron-
ic components which are used to generate ruodulation, data pro-
cessing, and loop closure. Itisnoted, however. that the clectron-
ics play an integral role in the performance of the FOG and that
very carcful design must be pursued. A digital approach to mod-
ulation, demodulation, and loop processing typically offers the
most flexible and effective means of controlling FOGs while
avoiding many of the instabilities associated with analog
electronics.

5.5 Advantages of Fiber Optic Gyros

While the FOG is more demanding in terms of loop electronics
as opposed 1o RLGs, it does present many advantages. The
FOG requires no mechanical biasing, and is rugged enough to
be operated in a hard mounted configuration. High-speed clec-
tronics permit very wide hand operation with relatively short
fiber lengths (on the order of 100-to-1000 meters). This leads
1o small size, weight, and cost without sacrificing performance.
The FOG also provides extremely fine guanuzation thereby per-
mitting 1ts use not anly as a rate ntegrang device but also as
a very low noise rate sensor.

5.6 State of the Fiber Optic Gyro

TFOGs have been consiructed and demonstrated for many ap-
pacations. Atthe fow porformance end of the market, open loop
gyros have been demonstrated formumuions. Inthe AHRS (AL
titwde and Hoesting Reference System) and smail IMU arena,
1 deg/hr class systems have been flight tested, dehivered, and are
now heginming production. Navigation grade FOGs have also




been proven and form the basis for FOG navigators. It is antici-
pated that FOG technology will continue to evolve rapidly
thereby leading to smaller, lighter, more cost effective inertial
systems.

6. CONCLUSION

Optical gyroscopes form the basis for the majority of future
INS’. The two—mode RLG is presently the most mature of the
optical gyroscopes. Navigation systems which perform better
than 1 nmi/hr are readily available both for military and com-
mercial applications. Improvements to the component technol-
ogy, the basic understanding of the physics, and the develop-
ment of effective control mechanizations now permit the use of
smaller RLGs.

One major drawback of the iwo—mode RLG is its need for me-
chanical biasing. The multioscillator RLG was developed to
avoid this problem. Four-mode multioscillators are now capa-
ble of navigation grade accuracies and offer a number of advan-
tages. This form of RLG has been demonstrated and deliveries
have begun both for commercial and military programs.

Finally, the FOG with its small size and low cost has been dem-
onstrated for AHRS class accuracy (1 deg/hour typical). FOG-
based IMUs are being constructed for several different applica-
tuons. Navigation grade gyros have also been successfully
demonstrated and these will be integrated into the next genera-
tion of inertial navigation systems.

Each opucal gyroscope discussed above offers unique perfor-
mance capabilities to satisfy most of the requirements for iner-
ual angle sensors. [t is expected that they will remain domnant
in the inertial navigation arena for many years to come.
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Abstract: The Hemispherical Resonator Gyro (HRG)is
anew-technology rotation-sensing instrument based on
the precession of a standing wave around a vibrating
hemispherical form. This paper presents the principle
of the HRG and describes the design and performance
of some actual instruments.

Delco Systems Operations has developed a new-technol-
ogy gyro. the Hemispherical Resonator Gyro tHRG). that s
ideally sutted to strapdown navigation systems. The HRG

The HRG is a Nearly Ideal Rotation Sensor

» “Solid-state" reliability
- No rotating parts
- Internal dissipation {ess than 10 nanowatts

+ Insensitive to magnetic fields
+ Nuclear ride-through capability

+ Negligible acceleration sensitivity
— Same performance on earth as in orbit

« High acceleration tolerance
- Operates to 500 g
- Survives 10 3,000 g

» No temperature control required

offers great reliability and long life due to its inherent
simplicity.

The Hemispherical Resonator Gyro is not a gyroscope in
the classical sense. since it does not utilize a rotating mass.
but only in the functional sense of being an inertial rotation
Sensor.

The rotation sensing property of a thin-walled resonator
having the shape of a figure of revolution was discovered in
1890 by G.H. Bryan. a British physicist. His observations
and their implications for the HRG are summuarized below.
Experimenting with wine glasses. Bryan demonstrated that
the standing wave pattern of 4 nnging wine ghiss precesses
around the bow! when the glass is rotated about its stem. He
also showed. on theoretical grounds, that the ratio of the
precession angle to the rotation angle is a constant deter-

LSA

mined by the ceometny of the resonator and the charactet-
isties of the mode exated. From this it may be concluded
that the HRG scale tactor s argels independent both ot
rotation rate and of Young's Modulus tor the resonator
matenial. This latter implies low sensitiv ity ot scale tactor to
temperature.

In applving Bryvan's discovery to the development ot g
practical gyroscope. Delcoselectedthe hemisphernical shuipe
for the resonator because 1tis inherent!y strong and readriy
manufacturable and can be supported on ashaftat its center.
where flexing 1s minimal.

[t is convenient to utilize the hemisphere™s Jowest-order
resonant flexing mode. which consists of two pairs of
antinodes. In the model discussed in this paper. the standing
wave amplitude 1s less than 4 macrometens. Since. tor
hemisphere, the higher-order resonant modes do not oceur
as integral harmonics, the lowest-order resonance can be
driven without exciting higher-frequency harmonic vibra-
tions.

Figure 1 shows how the alignment of the stunding wuve
responds torotation of the hemisphere. One antinode axisof
the vibration pattern is imitially aligned with a reference
point. When the hemisphere is rotated. the vibration pattern
precesses — it lags behind the rotation of the hemisphere by
30 percent. For instance. duning a 90-degree counterclock-

Bryan's Discovery

+ Wineglass experiment
~ Vibratory nodes precess when glass
is rotated about stem

« 1890 paper (Proceedings of the Cambridge
Philosophical Society)
— Precession of nodes arises from Coriolis
effect
- Angular gain can be computed from
geometry

» |mplications
— Wide-band, flat response
- No rate threshold
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Figure 1. Precession of Standing Wave

wise rotation of the resonator. the antinode axis precesses
clockwise relative to the resonator by 0.3 of the hemisphere’s
rotation angle. or 27 Jegrees. This scale factor of 0.3 is a
geometric property of the resonator and holds constant for
any rotation angle and any rotation rate.

The mechanical components of the HRG, shown in Figure
2. are the resonator. the forcer housing, and the pickott
housing. These three parts are all monolithic pieces made
from fused quartz (silicay with metallized surfaces. The
resonator is a hemispherical shell with a central shaft. The
shaft is attached at one end 10 a forcer housing and at the
otherto a pickoft housing. In the assembled HRG. the outer
surface of the resonator clears the electrode surtace of the
forcer housing by a few tenths of a millimeter, and the inner
surface of the resonator clears the pickoff electrode surface
by about the same amount. The resonator is driven and
controlled electrostatically by the forcer electrodes. and the
locanion and amplitude of its flexing pattern are sensed
electrostatically by the pickoft electrodes. These elements
of the HRG are enclosed in a vacuum.

Fused silica was selected as the structural material for the
HRG primarily for its high "Q™ and extremely low hyster-
esis. These material properties impart two important char-
actenistics to the gyro: low damping. which is essential for
high performance. and mechanical stability across vibra-
tion. shock, and thermal environments. Other desirable
properties of fused quartz are its low thermal expansion and
its great inherent strength when adequately surface-fin-
ished.

Three generations of developmental gyros. shown in Figure
3. have been constructed and tested. Each generation has
achieved a substantial improvement in resonator damping
time constant. The value of 1.800 seconds achieved with the
third-generation gyros corresponds to a Q of about 12
million, thus validating the selection of fused quanz as the
structural material. The tenfold reduction in damping losses
obtained trom the first to the third generation resulted from
improvements in processes for surface preparation and
metallization and in HRG geometry.

Growth in resonator time constant has played a major role
in improving drift stability and reducing drift noise. Other

Standing Wave

Precession Angle
7° -

Standing Wave Antinode Axis

/ Atter Resonator Rotation
Resonator
Rotation Angle 2A34-20484

important evolutionary improvements have been gained in
vacuum integnity. contamination control, and electronics.

To limit aerodynamic damping of the resonator. it 1s en-
closed in a vacuum. Gases enter the internal volume from
three sources: outgassing of absorbed gases from resonitor
and housing interior surtaces, leakage of atmosphenc guses
through imperfections in seals. and permeation of helium
through the quan, housing. A gas getter is incorporated 10
maintain low intemal pressure. Surface and particulate
contamination are controfled duning manutacture.

Forcer
Housing

Ring Forcer
Electrode

Hemispherical Discrete
Resonator Forcer
. Electrodes
. Pickotf
Pickott Electrodes
Housing

M74i91) 501373

Figure 2. Mechanical Components of HRG
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Figure 3. Three Generatons of HRG's {ieft 10 nghtt First Generation. HRG 11,
Second Generation, HAG 2122 Third Generation. HRG 31 36

Dunng the developnientof the HRGL pertormianive has beens
clectronies limited Convequently. much of the evelution-
ary improvemient hus resulted from expenmentally dents-
tyving a performance hmtation, analyvtically modehng the
phenomenon, anddeveloping the needed electronic improve -
ment. In this way. the electrical spring loops were devel

oped toreduce dnftby mnimizing quadrature motion at the
standing wave nodes. A major reductionin dnttuncertainty
was obtained by using the electnical springs abso to provide
open-loopcompensation fordnftsensitivity tonodat quadra-
ture mation,

Two other important electronics improvements have been:

1. Development of 4 very-high-impedance butter am-
plifier to solate the resonator readout signals inonder
to obtain the high degree of lincanity needed for
accurate readout over an extremely large dynamic
runge.

[

. Introductionof a digiml RUCroprocessor mto the gyro
control loops to provide uniform behavior at all
locations of the resonator™s standing wave pattemand
during operation at high rotation rates. -

‘The gyro electronics architecture is shown in Figure 4. The
figure depicts the three principal gyro control elements that
maintain the resonator texing action as stable, simple
harmonic imotton. These three elements and their roles in
maintiming the gyro's performance are.

1. Amplitude regutation loop, which mantuns a stable
amplitude of the resonator’s standing wive pattem

2 Frequency controd cacasts, which deselsp tinung
signabs used to
Demadulate the resonator’ s standury wave amph-
tude. spatial location, and phase
Replicate pyrotlesng tregquencys . whichisadirect
measure of gyro temperature (regqueney vares at
K0 ppm/ C).

e

Electrical spnng control loop, which is tesponsible
for maintaining the simple harmonic motion of the
standing wave (all components in phase at the sime
trequency )

The electronics hardware can be divided into tour basic
vategories: readout bufters, digital interface electronics.
digital processor, and power converters, as indicated 1o
Figure 8

The readout butfer amplitier is a key pertormance element.
Four readout buffers are needed tor each gyro. To maintain
adequate balance between channels, these four must triack
over temperature to within o few parts per nullion of tull
seale, and also provide lineanity of the samie quality.

The dygital interface electromes include the readout A/D
convertor for principal and quadratare node detection trom
which emor signals tor timing, and resonant frequency
controbas wellas Heany patterm orientation are denived: the
timing signals generator. which includes the sampling and
switching logic, and the D/A converter and driver circunts
Information from the readout siepnals is rotted to the digiral
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Figure 4. Electronics Architecture

processor through differential amplifiers that provide com-
mon mode rejection and are used to determine the ampli-
tudes of the resonator’s in-phase and quadrature tlexing
components and the flexing pattern precession angle.

An outstanding charactenstic of the HRG is its very low
Jevel of angle random walk. which is the result of reduction
in electronics-generated noise. especially that from power
supplies and phase jitter in crossover detectors. Further
reduction can be anticipated. because the theoretical limitis
an order of magnitude below the operanng performance of
the current commercial instrument.

The HRG mechanical assembly is a simple. monolithic
structure that has no wearout mechanism, operates at the
sub-milliwatt power level, and s virtually immune to
environmental stresses. Accordingly. HRG reliability is
determined almost entirely by its efectronics. The electron-
ics are composed of low-power elements. including micro-
processors and semi-custom interface circuit elements.
With a maximum required voltage of less than 300 volts,
these electronics are also expected to provide very high
reliability.

The dominant gyro life consideration is a gradual increase
in internal pressure. resulting in increased demands upon
the gyroelectronics. All electronics are designed to operate
with a gyro time constant as low as 100 seconds. The gyro
performs to specitications over this entire range of time
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constant values. The operation of the gas getter assures o
minimum 20-year life before performance degrades
beyond requirements.

The principal HRG errors arise as a result of interactions
between the gyro’s mechanical assembly and its electron-
ics. The mechanical assembly 1s characterized by anominal
axisymmetric configuration having smail phy sical devia-
tions such as ack of resonator/housing concentnaity or
circumferential vanations in resonator thickness: the elec-
tromes compensate for such physical deviations. The elec-
tronicy themselves are charactenzed by nominal behavior
withsmall slow Iy changing deviationsas well as small cepud
tluctuations. Performance errors arse prmanty from the
small electronics deviations interacting with the nominal
characteristics or deviations of the mechanicat assembly

Extensive vibration testing has contirmed that vibration-
sensitive driftoccurs only tor vibratton frequencies near the
bending and flexing resonances, viz.. the resonator flexing
frequency (approximately 2,500 Hz) and the resonator/
stem bending trequency tapproximately 4000 Hzy It alvo
showed the need for a stitfer. noncantilevered resonator
support for higher-pertormance gyros. which led to the
double-ended shaft resonator configuration.

Family characteristics for resonators S8mm in diameter.

30im in diameter. and | Smm diameter are presented in
Figure 6. With the exception of calculated acceleration
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ir VALUES (1-SIGMA) |
; | Acuat i Projected
| CHARACTERISTICS FullScale HRG | Half-Scale HRG Quarter-Scale HRG
: (HRG 158) (HRG 130) (HRG 115)
! ey _ o
| Resonator
! e Flexing frequency (Hz) 2,500 5.000 10.000
i *Bending frequency (Hz) 3.900 7.000 i 15,000
| Damping time(s) 1.800 1.000 j 110
' Gyro 5
! * Max. diameter (mm) 9N 47 25
' e Max. height (mm) 101 63 35
' e Weight (gm) (Includes gyro-
' mounted electronics) 544 82 50
' Performance (1-sigma)
© = Drift uncentainty ! ;
i - Angle-dependent (deg/h) 0.002 } 001 | 07
- Bias (deg/h) 0.0001 , 0.001 0.06
® Angle random walk (deg/vh) 0.00004 0.0001 K 0.002
* Scale factor uncertainty (ppm) 0.02 ! 002 002
« Acceleration sensitivity |
- {deg/h/g) | 2x10°7 ‘ 1x106 ; 8 x 106
- (deg/h/g?; 4x10° : 1x 108 i 8x 107
» Readout accuracy (arc-seconds) 0.4 ! 1.0 ‘ 100
M3t 802366

Figure 6. HRG "Family" Characteristics




Benefits of the HRG
*» Intrinsically simple, low parts count

- No wearout mechanism

+ No temperature control required
» No high voltage

» Potential failure mechanisms are minimized

— Contamination — Assembled in cleanroom
compensated for

electronically

» Outputs whole angle of rotation

» No “moving parts” (resonator oscillation is less than 4 micrometers)

- Metallization failure — Processes monitored. parts tested

~ Loss of vacuum - 20-year {(minimum) design goal: vacuum effects continuously monitored and

- Drift coefticient stabiiity — Gyro inherently stable: on-pad/on-aircraft calibration provided for

» Resonator continues to measure rotation during power interruptions

sensitivity. values for the S8mm diameter resonator are
from test data. Theory was used to pioject performance into
haltand quarter size instruments; gyros with 30mm resona-
tors are currently being tubncated for test.

[nsummary. the HRG represents arevolutionary advance in
inertial technology und provides the combination of charac-
teristios needed in the next generation of inertial reference
systems.

Itis astrapdown gyro that meets the multifunction needs of
advanced integrated avionies architectures, providing navi-
gation accuracy beyond that presently available and also
providing a wide-band, low-noise attitude reference for
tracking. pointing. and flight control.

It exhibits very low error sensitivity to military operating
environments. including highly dynamic environments
(acceleration. vibration. shock. and angular velocity) and
temperature extremes. It also is able to continue accurately
sensing rotation duning disruptions such as those caused by
nuclear radiation.

It can respond rapidly from a completely dormunt state.
coming to stable operation within a few seconds. [t has no
sigmticant thermai dnft transient and requires no tempera-
ture control. It operates with very low random noise. a
requirement for rapid, accurate 2yrocompassing.

Ithasinherent charactenstics making tor low cost. fong hife.
and high refiability: it is 2 solid state device having no
wearout mechanism: the parts are fully interchangeable and
suitable for automated assembly: and 1t operates at low
power and low voltage.

The basictechnology ofterssize/performance/costtradeotts
that make it adaptable to a wide range of applications,
including very eccurate navigation for aireraft and strategic
missiles. precision pointing and tracking for directed-
energy weapons. small guidance units for ballistic missile
interceptors, tactical missiles, and reentry vehicles. and
ultra-small attitude references for hypervelocity projectiles
and missiles.
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Fiber Optic Gyros and Systems
H.-J. Buschelberger, E. Handrich

LITEF GmbH
Lorracher Str.18
7800 Freiburg
Germany

Summary

Fiber Optic Gyroscopes have emerged from the engineering
laboratories and come into production. Conventional gyros will
be replaced by the fiber optical gyros in most applications in
the near future. LITEF has developed a family of gyros and
systems based on these gyros. The introduction of the new
technology brings many advantages with respect to function,
performance, size and weight.

3 o ra

The LITEF fiber optic gyro (FOG) development program which
started in 1983 has resulted tocday in a family of gyros covering
a wide range of accuracy requirements. Fiber optic gyros are the
gyro technology of the future. They have clear advantages over
conventional mechanical gyros:

- no moving parts

- no acceleration sensitivity
- robustness

- high shock immunity

- high reliability

- low power consumption

- low manufacturing cost

These advantages make it quite clear that the fiber optic gyro
will rapidly replace the mechanical gyro in most applications in
the near future. LITEF has recognized the importance of this
technology and has developed a family of gyros which meet market
requirements. This FOG family comprises three variants, namely
the K-2010, K-2020 and K-2030.

The highest performance gyro, the AHRS quality model K-2010, has
been built in a prototype series over the past few years. Gyros
of this model type were integrated in the FOG Attitude and
Heading Reference System (AHRS), which was a modified version of
LITEF’s standard LTR-81 AHRS for commercial airlines. In May 1989
this FOG-AHRS was successfully flight tested at the DLR in
Braunschweig (Germany). The results were comfortably within the
requirements of the ARINC-705 specification in all points and on




all flights. In the same year, the LITEF K-2010 FOG instrument
was tested in a comparative test-program sponsored by the German
government and performed by the independent IABG test facility
at Munich. In this test-program the LITEF fiber optic gyro
emerged as the clear winner." ®

The other end of the performance spectrum is covered by the
K-2030 which resulted from a development program whose aim was
the achievement of high component packing density. The K-2030 met
its project goals both in physical size and performance. This
instrument will find use in low accuracy space-critical applica-
tions.

The K-2020 lies in the middle of the performance range where it
meets the requirements set by an augmented AHRS system. It is
smaller than the K-2010 in order to satisfy the requirements for
low volume.

Based on its experience with the K-2030, LITEF started
development in February 1990 of a three axis fiber optic gyro
Inertial Sensor Unit for application in a flight control
system. The restriction on size of the unit required a
considerable miniaturization effort. This product is
designated LFS-90. This system is described in more detail in
the chapter "LFS-90 System Design".

All LITEF fiber optic gyro systems operate with a closed loop
signal processing technique. This offers various important
advantages over open loop operation:

- high scalefactor linearity

- high bandwidth

- unlimited input rate

The signal processing technique is covered by a number of
special LITEF patents.

The LFS-90 unit was the basis for a family of FOG systems:
- LFS-92 3 axis rate gyro and accelerometer unit
- LFS-93 single axis rate gyro

- LCR-92/uAHRS attitude and heading reference system
with level sensors

- LCR-93/uAHRS attitude and heading reference system
with micromechanic accelerometers

A description of the functions and applications of these
systems is given below. > ¢ ®




LFS-90_ System Design

The LFS-90 is equipped with three fiber optic gyroscopes
orthogonally oriented to each other on a common mechanical
structure. The optical architecture is a triad configuration with
one common lightsource for the three gyro sensor-axes, a coupler
array, three sensor modules and three photodetectors.

The LFS-90 consists of five modules: three Sensor-modules, the
Oopto-module and the Electronics-module.

The Sensor module is connected to the Opto module via a fiber
optic link. The Electronics module contains all the components
required for three gyro axes.

Sensor Modules

A Sensor module is the sensing element of the gyro. It comprises
in essence the fiber optic coil and a Multifunction Integrated
Optics Chip (MIOC). This MIOC realizes the functions of the
polarizer, the beamsplitter and the electrooptic phase shifter
and is connected at one end to the fiber coil and at the other
to the fiber link for connection to the Opto module.

Oopto-Module

The Opto-Module functions as the interface between the optical
and the electronic components of the gyro. It contains the
semiconductor 1light source and the photodetector with its
preamplifier. The current supply for the lightsource is placed
on the circuit board of the Opto-Module and the read out couplers
which are necessary to gquide the returning light to the photo-
detectors are located in the Opto-module. A preampiifier converts
the photo current to a voltage which is processed in the
Electronics Module.

Electronics Module
The following functions are implemented in the Electronic Module:

- Modulation signal generation

- Closed loop Sagnac phase compensation
- Data filtering

- Interface control

- Self-test

The Electronics module is divided into the following three main
sections:

* Sensor Control Section
* Processor Section
* Interface Section
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These sections contain the functions as described below:
* Sensor Control Section

The Gyro Loop Control is laid out to operate with three fiber
optic gyros. The incoming signals from the Opto Module are A/D
converted and processed in a digital ASIC which realizes all
control loop algorithms. The output signals of the ASIC are D/A
converted and applied to the modulator of the MIOC in the Sensor
Module. The ASIC performs the main control loop directly in
hardware to provide the fastest possible rebalance.

* Processor Section

A digital signal processor performs the data processing algo-
rithms and supports the required interface functions. The tasks
performed are in particular

- Acquisition and processing of the measured sensor data from
the ASIC. Compensation of these values with the calibration
data resident in an EEPROM, and transfer of the required
information via the dedicated interface.

- Performing power-up, background and initiated Built-In-Test
functions in order to guarantee correct operation after
power up and to detect failures during operation.

The operational program is stored in EPROM memory and the
required calibration data is held resident in EEPROM memory.

* Interface Section

The Interface Section provides the required 1ink between the
Inertial Sensor Unit and flight control computer. This is
realized by implementing two UART interface section into the
ASIC. The interface is controlied by the digital sigral pro-
cessor.

Performance Data of the LFS-90

Total Drift Error 200° /h (30)
Drift Stability 24 °/h (10)
Total Scalefactor Error 1 % (30)
Scalefactor Repeatability 500 ppm (10)
Data rate 60 +/- S5 Hz
Power Consumption 12 W
Size 160 x 100 x 35 mm
Weight < 700 gr
Output Format
electrical RS 485 serial
addressing hardware select line
sensor information 3 x rotation rates
time tag

status word
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The LFS-92 Inertial Sensor Unit is an extension and improvement
of the LFS-90 ISU. This unit contains in addition to the fiber
optic gyros, three micromechanical accelerometers. The data of
the accelerometers are also processed by the instrument digital
signal processor to provide velocity increments. The measurement
data are error corrected and processed synchronously with the
gyro data. The gyro and accelerometer data are both available at
the system interface in the same data package:

- gyro data three 16 bit words
- accel data three 16 bit words
- status word one 16 bit word

The interface is a digital RS-485 serial link with a data rate
of 50 Hz. This system has a built-~in power supply to run the unit
with 28 V DC.

Performance data of the fiber optic gyros are as follows:

Gyro Drift Error 36 “/h (30)
Gyro Drift Stability 4 “/h (1o)
Total Scalefactor Error 0,5% (30)
Input Range 2000 °/s

Included in this system are three accelerometers of Litef‘s model
B-290. This is a servo loop pendulous sensor with a differential
capacitance pickoff. The servo loop operates with electrostatic
caging of the pendulum. The whole sensor is made from silicon and
is processed with similar technologies to those used in semicon-
ductor manufacture. This makes automated batch fabrication of
miniaturized sensors possible. Approximately 200 accelerometers
are placed on a silicon wafer. The accelerometer is mounted
together with its associated electronics in hybrid housing. The
output of this hybrid is a digital signal.

The performance data of the B-290 accelerometer are as follows:

Size 25 mm x 25 mm x 6 mm
Measurement Range +/- 10 g
Scalefactor

Repeatability < 1000 ppm (10)

Stability < 200 ppm (1 o) short term
Bias

Repeatability < 2000 ug (10)

Stability < 500 pug (10) short term
Axis Misalignment

uncompensated 20 mrad

compensated 200 ug
Power Supply +/-15 V, + 5V

The physical characteristics of the LFS-92 unit are:

Size 52 x 100 x 160 mm
Weight 1,1 kg
Power Consumption 20 W
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LFS-93 stem

The LFS-93 fiber optic rate gyro unit is a single axis derivative
from the three axis LFS-90 Inertial Measurement Unit. It
comprises one fiber coil and the associated optics and opto-
electronics components. Like all other LITEF fiber optic gyros
this instrument also operates with the closed loop electronics.
The performance data of the gyro and the electrical interface are
identical to those of the LFS-90 unit. Differences in other
parameters are as follows:

- power consumption 6 W
- size 107 x 88 x 34 mm
- weight 600 g

- no enclosing housing

The sensing axis is aligned parallel to the surface normal of the
107 x 88 mm area. The unit is specially designed to be integrated
into a customer system. This is the reason why an individual
housing for the gyro unit has been omitted.

Optionally the gyro axis can be oriented parallel to the long
axis of the assembly. The dimensions and the FOG coil form are
different in this case.

The switch-on time of the LFS-93 is less than 70 msec. The
extensive self test routine of the LFS-90 unit after system start
has been deactivated here to achieve fast reaction time. The
background self test routine is continously running. It monitors
the power supply, the sensor temperature, the control loop and
the output data.

The software protocol has additionally to the LFS-90 unit a
simplified communication mode. The LFS-90 unit can decode 8
different commands and respond with the required information. The
data exchange is described in a Interface Control Document (ICD).
The LFS-93 gyro is usually operated in the data mode which sends
gyro data with a fixed datarate when it is activated. It is
LITEF's standard that the systematic error soures in the gyro
output data are error corrected by means of the internal signal
processor. Consequently temperature sensing and associated data
processing for temperature modelling in the customers computer
is not necessary.




LCR-92/ uAHRS System Design

The uAHRS measures the rotation rates of the vehicle and calcu-
lates its attitude angles relative to the horizon and heading
relative to the north direction of the navigation coordinate
system by quaternion integration. The system is equipped with
bubble level sensors as a vertical reference. An external flux
valve magnetic sensor unit is required for pre-flight alignment
and heading augmentation. The body rates and body angles are
delivered to the aircraft avionic system.

The pAHRS is designed to meet the following standards:

- TSO CAc Bank And Pitch Instruments

- TSO CS5e Direction Instrument, Non Magnetic
(Gyroscopically Stabilized)

- TSO Céd Direction Instrument, Magnetic
(Gyroscopically Stabilized)

The qualification is in accordance with RTCA DO-160 C including
HIRF and lightning.

This system is specially designed for applications where low
weight and small size are essential requirements.

size 276 mm X 105 mm x 130 mm
volume 3.2 liter

weight 2.5 kg

power 25 watt from 28 VvV DC

The performance data of the uAHRS are listed blow:

attitude angle 0.5° max static
2.0° 20 dynamic
heading
augmented 2.0° 20 dynamic
DG mode 24° /h max incl. earth rate
body rates 0.1 /s 20 max 1%

These numbers apply to the digital outputs. The system is
equipped with an ARINC 429 databus and optionally with a synchro
interface. On the ARINC 429 databus the following labeled output
data are available:

- Magnetic Heading

- Pitch and Roll Angle

- Body Pitch and Roll Rate

- Body Yaw Rate or Pseudo Turn Rate
- Platform Heading

- Discretes

As an input to the system is necessary:
- Flux Valve Input
- Discretes

5-7
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The allowed input ranges for body angles and rates are:

pitch +/- 90"

roll +/- 180°

heading 0 - 360°

body rates +/- 2000° /s
Alignment

Pre-flight alignment is performed automatically after switch on
of the system. Valid data are available 30 seconds after switch
on. The alignment can be executed during flight as well as on the
ground. During an in-flight alignment procedure the aircraft
must fly straight and level.

Magnetic Field Sensor

A standard flux valve magnetic sensor unit (MSU) is used for
augmentation of the uAHRS. The excitation of such a sensor can
be delivered from the system. The appropriate output is avail-
able. For flights in regions with strong magnetic anomalies, the
MSU input can be removed by a compass controller and the system
then operates in the DG mode. The input for the compass control-
ler is available in the system.

Calibration of the MSU is performed automatically by the uAHRS.
For this procedure the pilot has to fly a special maneuver which
takes 4 minutes maximum. The calibration data which are calculat-
ed during the maneuver are stored in a special MSU calibration
memory. This CALPROM is an external module which is plugged into
a connector on the frontpanel of the unit. The module is linked
to the tray and in case of removal of the uAHRS from the aircraft
this calibration memory can easily be transferred to another
system. A new calibration routine of the MSU is not necessary
after change of AHRS boxes.




LCR-93/uAHRS System Design

The function of this system is the provision of pitch, roll and
stabilized magnetic heading for use by aircraft displays and
other avionic systems. Additionally to the LCR-92 this system
provides linear acceleration. The system comprises three axes of
micromechanical accelerometers which replace the two axes level
sensors.

The system has inputs from the magnetic sensor unit (MSU), the
air data computer (ADC) and from two VOR/DME stations. By
processing these data, the LCR-93 delivers the aircraft ground
speed, wind speed, wind direction,flight path angle, drift angle,
track angle and NS-, EW-velocity.

The system has three modes of operation:

- alignment

- normal mode

- DG mode

- basic mode

- compensation mode

The system automatically performs the alignment routine after
switch-on in two phases. Phase one fulfills selftest functions
and coarse alignment. After 30 seconds valid body rates,
accelerations, attitude and heading data are available. Phase two
of the alignment with the specified accuracies is completed after
further 30 seconds.

The normal mode requires true airspeed data and magnetic heading
input for augmentation.

The directional gyro mode (DG mode) is activated whenever the
discrete input to the system is set to the DG position. The
magnetic heading augmentation is deactivated in this case. The
heading output of the system is subject to the gyro‘s drift
error. The switch is also activated by software to disable the
input when erroneous magnetic heading data are detected.

If true airspeed data are not available the system will automati-
cally revert to the basic mode. The basic mode affects the
accuracy of the pitch and roll angle output.

As described for the LCR-92 unit the magnetic sensor unit (MSU)
has to be calibrated in the aircraft. The calibration routine and
calculation of the compensation coefficients is performed in this
operation mode. The coefficients are stored in the MSU-CALPROM
module.
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The family of Inertial Measurement Units as described above
have applications in the following areas:

LFS5-90

The LFS-90 is a three axis rate gyro unit for flight
control or damping applications. It has been developed for
an RPV program in Germany. The performance parameters and
the small size fulfill the requirements of drones, missiles
and comparable applications. The size and the weight of the
unit make it one of the most attractive devices on the
world market.

LFS-92

This IMU is similar to the LFS-90 but has in addition three
micromechanical accelerometers. The fiber optic gyros have
a lower drift error compared to the LFS-90 gyros. The
application of this system is the high accuracy flight
control where acceleration data are required. The small
size, low power consumption and low weight are attractive
parameters which fulfill all typical requirements of RPV's
and other aircraft.

LFS=-93

This single axis fiber optic gyro unit is the ideal sensor
for most rate gyro applications. Its closed loop operation,
short switch-on time and digital interface makes it a
powerful instrument for a large variety of users. Today
this instrument is installed in a navigation system of
autonomous guided vehicles for factory transportation
equipment.

LCR-92/uAHRS and LCR-93/uAHRS

The pwAHRS is a low cost, low weight and small size Fiber
Optic Inertial Measurement System which delivers attitude
and heading information for aircraft avionic systems and
can replace conventional VG/DG installations in aircraft.
These systems are designed primarily for use in:

- trainer aircraft

- utility aircraft

- business turboprop

- commuter aircraft

- lightweight helicopters

The digital output and optional synchro output meet the
requirements of modern digital avionic systems as well as
conventional analogue installations.




1)
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ACCELEROMETRE SILICIUM POUR AH.RS. ET
SYSTEMES HYBRIDES DE NAVIGATION

J. LECLERC A. DEFOSSE O. LEFORT

SEXTANT AVIONIQUE
25, Rue Jules Védrines
26027 VALENCE Cédex

RESUME

La sociéé SEXTANT Avionique posséde une large gamme
d'accéléromdtres pour les différentes applications de
Navigation . Depuis 1980, un souci constant d'adéquation
au besoin a conduit SEXTANT Avionique A développer des
capieurs micro-usinés et en particulier des accélérometres .
Plusicurs types de matériaux ont &t utilisés et nous
exposons les raisons du choix du silicium pour les
accéléromtres destinés aux AHRS .

L'architecture de 'accélérometre, les technologies utilisées,
les modes de fonctionnement sont décrits .

Ensuite sont développées les performances actuelles des
différents types d'accélérometres silicium, ainsi que leur
domaine d'application .

En conclusion, les perspectives a plus long terme sont

évoquées.

LISTE DES SYMBOLES

g - Accélération de la pesanteur (9.8 m/s2)

E : Module d'élasticité d'un matériau ( Young )
(N/mm2)

Y x.y.z : Accélérations linéiques suivant les trois axes
de l'accélérometre( m/s2 )

Q x,yz : Vitesse angulaire suivant ces mémes axes
( radfs)

€0 : Permittivité diélectrique du vide (F/m)

do : Distance moyenne inter-électrodes (um)

INTRODUCTION

La société SEXTANT Avionique posséde une large gamme
d'accéléromeures pour les différentes applications de
Navigation et de Conduite du vol .

Elle fabrique un nouveau type de centrales de navigation et
de pilotage, les AHRS " Attitude and Heading Reference
Systems " qui utilise de mani¢re optimale les différentes
mesures de position et de mouvement d'un mobile dans
I'espace, accélerometres, gyrometres, anémometres,
magnétometres ainsi que les mesures de position optiques
ou radioélectriques ; Radar DOPPLER, Récepteur
OMEGA, GPS.

FRANCE

Ces centrales profitent du savoir faire spécifique de la
sociélé dans les domaines de l'anémobarométrie, la
magnétometrie et les techniques de centrales inertielles
liées

L'application de ce concept aux équipements de I'an 2000
se doit d'intégrer les technologies de réalisation de capteurs
les plus prometteuses .

C'est ainsi que pour le syst2me de référence de navigation
de I'hélicoptere TIGRE. dans un souci constant
d'adéquation au besoin, ont € développés le Gyrolaser
Triaxial PIXYZ et le Micro ACcélérometre Sllicium
Macsi®.

Ce dernier,qui sera l'objet de cette présentation, est
particulidrement représentatif de I'évolution des micro-
technologies appliquées 2 la réalisation de capteurs . Il a
été développé avec l'aide du C.S.E.M. (Centre Suisse
dElectronique et de Microtechnigues).

DESCRIPTION DU BESOIN

L' AHRS foumit principalement les informations de cap et
d'attitude nécessaires au pilotage et A fa navigation et les
informations de vitesse angulaires et d'accélération pour le
pilote automatique .

-Un ensemble capieurs, composé de capleurs gyrométriques
et accéléromériques permet de mesurer les vitesses

angulaires et les accélérations du porteur.

-Un ensemble algorithmique AHRS, basé sur celui d'une
Plateforme Inertielle Pure, réalise les traitements
concernant la plate-forme virtuelle (calcul des angles
d'atitude par intégration des vitesses angulaires, calcul des
vilesses et positions par intégration des accélérations ).
Cependant, les techniques dhybridation de la plaieforme
avec des informations complémentaires permettent
d'utiliser des capteurs plus simples et de limiter la
dégradation des performances dans le temps.

* Hybnidation en cap magnétique avec le magnétométre

* Hybridation en vitesse air ou sol par anémometrie ou
radar Doppler

* Hybridation en position Omega ou GPS.

Cette ouverture au niveau des caractéristiques
métrologiques a amené SEXTANT Avionique 2
reconsidérer la fonction accélérométrie . Les
accélérometres, moins performants que les accélérometres
de classe ineruelle, devaicnt toutefois étre moins
encombrants et moins coiteux .




Les caraciénstiques de ceuxci sont brig vement décrites ci-

aprds .

Etenduc de Mesure :4220g
Erveur de biais : (103 EM.
Erreur de facteur déchelle : 5. 104

Elles devront &ue garanties dans tout le domaine de
vibration, température et dans le temps .

L'optimisation des coiits a conduit SEXTANT Avionique &
considérer les micro-technologies pour développer un
nouveau type d'accéiérometre .

LES MICRO-TECHNOLOGIES

Les micro-technologies ont rendu possible la conception et
réalisation de détecteurs trés petits qui utilisent les
excellentes propriéiés mécaniques du silicium ou du quartz.
-Encombrement réduit grice aux techniques de la
microélectronique ; Les procédés de gravure anisotropique
suivant les directions cristallines bien définies associées
aux techniques de photolithographie permettent la
réalisation collective de motifs mécaniques complexes et de
faible dimension .

- Grace 2 leur constitution mono-cristalline, le quartz et le
silicium présentent une hystérésis faible et une stabilité
mécanique élévee .

- Intégration du traitement du signal sur un méme hybride
ou une méme puce car le détecteur et son électronique sont
de méme nature ou nécessitent les mémes techniques de
connexion .

- Disponibilité des matitres premidres et maturité des
procédés technologiques dérivés des technologies de la
microélecuonique .

- Et surtout , réduction drastique des codts grice aux
techniques d'usinage collectif .

CHOIX DU MATERIAU

Le quartz est un matériau traditionnellement utilisé pour
ses qualités mécaniques et de stabilité (résonateurs,
réferences de fréquence, tube de Bourdon) . Il est donc
particulitrement adapté  la réalisation de capteurs .

Le silicium a toutefois des propriétés intrins2ques; module
d'élasticité, dérive en température et stabilité équivalents A
ceux du quartz .

Leurs principales caractéristiques sont regroupées dans le
tableau ci-dessous . Les stabilités mécaniques du quartz et
du silicium y sont comparées par l'intermédiaire de la
stabilité en fréquence dans le temps de résonateurs réalisés
dans ces mémes matériaux .

E dE/ExdT Dff
(N/mm2) (KD
SILICIUM 1,66E 11 -85E-6 3E-5
QUARTZ 09E 11 47E6 ~0

Les qualités mécaniques du quartz peuvent cependant |,
suivant son utilisation, &ure affectées par les dépods
métalliques rendus nécessaires par le fait qu'il est isolant .
Ses propriéiés piézo-¢lectriques peuvent &tre un atout pour
la conception de capteurs 3 résonateur .

Le silicium permet d'utiliser des matériaux et outils de
fabrication communs A ceux de la microélectronique donc
moins chers, et des technologies de masquage plus simples
que pour le Quartz .

L'impossibilité de définir des arréts de gravure dans le
quartz rend le contrble de I'épaisscur de certains profils
(membranes, bras de suspension) imprécis car seul controlé
par le temps de gravure .

De plus, la possibilité d'intégration de I'électronique de
traitement du signal sur le détecteur silicium ne peut &re

En conclusion, le quaruz et le silicium sont deux maténaux
utilisables, par leurs caractéristiques mécaniques, par
ailleurs assez voisines, pour la réalisation de capteurs .

En fait, le choix du matériau influe beaucoup sur la
conception du détecteur . Ainsi, ce sont le domaine
d'application et les différentes contraintes techniques et
économiques qui imposent un argument plutft qu'un autre
et. finalement, le choix de la filizre technologique pour la
réalisation du capteur.

CONCEPTION DU DETECTEUR

Le silicium permet globalement , dans le cas qui nous
préoccupe, d'envisager des couts de production moins
élevés.

La structure est construite par assemblage de cinq plaques
de silicium et de verre par soudure anodique sous pression
et nature de gaz controlées. Le verre assure lisolation
électrique, le silicium, légerement dopé, les fonctions
mécaniques et électriques .

La tranche de silicium centrale est usinée par gravure
anisotropique dans une solution aqueuse de potasse pour
définir une masse sismique maintenue par des bras de
suspension .

A proximité des deux faces de la masse sismique, des
électrodes sont déposées sur le verre et définissent ainsi
deux condensateurs dont les vanations suivant la position
de la masse sismique sont opposées, permettant la
détection de la position de la masse .

La figure 1 montre un détecteur éclaté et sa masse
sismique.

La masse sismique peut &tre suspendue de deux manidres
différentes définissant deux versions de détecteurs dont la
sensibilité pourra 2tre ensuite, adaptée au besoin en
changeant la section des bras .

Les deux configurations sont illustrées en Fig. 2 et 3
L'analyse a é1¢ menée avec différentes élendues de mesures
pour les versions "Deux bras” et "Quatre bras” .




Fig. 3 Version "Quatre bras”

Le signal utile est la différence de capacités 8C=C1 - C2
entre la masse sismique et les deux électrodes (Fig. 4). 1l
s'exprime comme une fonction de 'accélération appliquée
au détecteur suivant les axes X Y, Z, et les rotations
autour de ces mémes axes, en l'absence de forces
électrostatiques .

ﬁl do+z

z Masse d'inertie ————F
I do'-z
§ c —
Fig. 4
Pour le modle "Deux bras”

C= K[y, *v +k, v, ~ k1,7 + g 1, +k, v, v, -2, O
~a, Qy Q]

Pour le moddle "Quatre bras”
6C-K[7x *70 * k‘) 717 ‘k3713 * .l‘) (Q‘ * ny)

ca (07 Q%) 4 [ (9 Q) «(Q Q7] ]

avec YX. Yy, ¥z, les accélerations suivant I' axe sensibie, et
les axes perpendiculaires
Qx, 1y, Qz, les vitesses de rotalion suivant ces axes .

Dans le tableau Tab. 1 sont comparées les valeurs de ces
différents coefTicients .

(Caractéristiques en boucle ouverte )

Etendue de mesure 01g 01g 30g 30g
Nombre de bras 2 4 2 4

K (pF/g) 26 26 0.085 0.085
ky(-) 6E4 008 6E4 0
k2 (g-1) 0,18 008 S8E4 26E4
K3(@g3) 1,55 1,15 1,6E-5 1,25E-5
kzy (g-1) 1,3E-3 0 44E6 0
ax (jgfrad/s2) 2 0,15 22 SE4
ay (ug/rad/s2) 0 0,15 0 SE-4
al (ug/(rad/s2)2) 0 225 0 TE8
ayz (ug/(rad/s)2) 21 0 21 0
a2 (ug/(rad/s)4) 0 2265 0 7E-8

Tab. 1 comportement des deux détecteurs

La version quatre bras se caractérise par un couplage d'axe
kzy inexistant et une sensibilité & la rotation moindre .
Ceci définit les caractéristiques mécaniques du détecteur
envisagé. Les performances calculées sur ces deux types de
détecieur ne permetient toutefois pas d'envisager leur
utilisation pour des applications accéléro AHRS.
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L'asservissement de la masse & déviation nulle par une
boucle de position amoindnit I' influence des défauts et
dérives mécaniques et apporte une amélioration importante
de la précision du capteur.

La polansation de ces électrodes permet, par ailleurs, la
créanion de forces électrostaniques assurant, avec F'aide d'une
électronique d'asservissement , le maintien de la masse 3
position fixe, sans dispositif supplémentaire comme un
circuit magnétique et des aimants .

FoREoVT v e (vi v 2210 ke g8
J 240

<

avec V1 et V2 les tensions entre les électrodes et la masse
sismique.

Le terme K(V12 - V22) représente la force de rappel
excrcée par l'asservissement et le terme K(V)2 - V22) x
2z/do peut éue assimilé a une raideur de telle sorte que la
raideur mécanique du systéme puisse étre réglée. En effet

la fréquence de résonnance du systéme f= 1/2 =VKoe M

peut &tre ajusiée pour modifier 1a foncuion de transfert
dynamique de 'accélérometre asservi .

DESCRIPTION DU CAPTEUR

Varsion non asservie

En fonctionnement en boucle ouverte, la sensibilté de
l'accélerometre est définie par la raideur des bras de
suspension et dépend du déplacement auendu de la masse
soit, indirectement, de la linéanté escomptée . Les
déplacements de la masse sismique sont mesurés au point
milieu du pont capacitif défini par le détecteur ;
(Vorr Fig. 5) .

Version asservie :

En foncuonnement asservi, des tensions V(+Vs et V(- Vs
sont appliquées aux deux électrodes . Ce décalage Vo
permet de linéaniser la réponse du capteur :

Vs=4KVo/M x y7

L'information de sorue du capteur est ainsi directement
accessible sous forme linéaire analogique amphfiée
facilement utilisable par le calculateur sans circust
spécifique compiexe d'analyse de signaux .

L'asservissement permet par ailleurs la réduction des
erreurs dies aux imperfections mécanigues .

Le déplacement de 1a masse sismique devient négligeable et
la non lnéanié du capreur, donc les erreurs de recuficauon,
faibles . Le couplage d'axe kzy est, par ailleurs, annulé .
La bande passante du capteur est factlement ajustée en
intégrant un filtre dans la boucle d'asservissement .

(vour Fig. 6 )

— —
—_——
Onailliarenr S— Démeduistion
L/ T —
[Smm——
T Flwuge
Dtovtonr .

O —

Sartis bousic ouverte

Fig. S Capteur non assenvi

—— e —— e
————— Amplifisatios
Owsiliasens
— S 3 Damcdustics ——
S —
. e # p——
. Détasteur
T Géntratics lntbgrateons
des Semsbome € o ccuwdle - —
4" .
aser -

Fig 6. Capieur asserv)

REALISATIONS ET RESUL TATS CBTENLUS

Une version asservie de MACSI® est en cours de
développement, pour le besoin A.H.R.S pour applicanon
hélicopiere, porteur dont I'environnement vibratoire est
paruculitrement sévere.

Cet accélérometre réalisc un compromis entre un
comportement tres amoru, permetiant a'éviter les erreurs de
rectficalion et une bande passante élevée .Ce probleme est
parucuhérement important car le niveau de vibrauon du
porteur est bien supéneur a celui de l'accélération stanque .
Par ailleurs, les problémes de packaging. report de
détecteur sur substrat céramigue, précision de
posiuonnement et stab:hité de la lasson, stabilité devant la
pression ambiante et surtoul tenue ¢t stabilué en
température ont é1¢ opumisés pour ceiic applicabon .

Les résultats obtenus sont résumés par les courbes de
précision (fig. 7) ct stabshié court terme (fig. 8) .




CONCLUSION

Une famille de micro-accéléromeres silicium MACSI®
a éé décrite . 11 apparait que les micro-technologies
permettent d'atteindre des performances compatibles des
applications "Awtude and Heading Reference Systems ”
AHRS, et des colts de ralisation trés auractifs . Le
domaine d'application de ces micro-accéléromeures devrait
s'¢largir et les conditions de succes de ces technologies
seront renforcées & chaque fois que l'environnement
d'uulisation sera sévére, les quantités nécessaires et les
contrainies £&CONOMIQUES SCTONt IMPOTtANLes .
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INTEGRATION OPTIMISEE DE L'INERTIE ET DU GPS
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RESUME

ULISS NG est une centrale de navigation Inertie. GPS.
concrét'sant fa synergie entre Inertie et GPS et
aboutissant a un bon compromis cout performances
Elle appartient a la famile ULISS qui équipe de;a
différents types d'avions. Son récepteur GPS integre.
miniaturisé douze canaux code P est composé d'un
module radio fréquence et d'un module de traitement
numérique et représente au total 0.7 1. C.7 kg et 12 W
La poursuite en paralléle des satelltes conduit a une
précision, une continuné et un hissage maximum de !a
navigation, tout en minimisant le temps de reaction et la
taille de I'horloge

Le couplage serré Inerie’GPS, cest-a-dire une aide
nertielle directe. associée a un hitre serré de navigation
(Kalman), a eté congu pour optimiser les capacités
opérationnelles, les performances, ainsi que la stabihité
de la solution de navigation

Quatre versions du récepteur GPS embarqué ont éte
développées C-'A-SPS. CA-PPS e P{YiL1 et
PYiLT L2

C'est la version code P(Y) bi-fréquence qui est
présentee dans cet article

Des essais en vol, sur chasseur Mirage Ill. vont étre
effectués au Centre d'Essais en Voi de Brétigny (CEV) a
pantir du mois de mai

ABSTRACT

ULISS NG s an Ineria-GPS unit ard an interesting
example of INS:GPS synergy and pertormanceicost
trade-off It belongs to the ULISS family of INS aiready
fitted to a number of different aircrafts. Its mimaturized
code twelve channel embedded recewer, with its RF and
digital modutes. totals 0.7 1. 0.7 kg and 12 W
lts parallel tracking maximizes navigation continuity,
smoothness, accuracy and minimizes reaction time and
oscillator size

The tght Inertia-GPS coupling. e tight inertial ailding
and tight hybrd navigation Kalman filter, has been
designed to tavour operational capabiiities,
performance and solution stabihty

Four versions of the SAGEM embedded GPS receiver
have been developped C/A-SPS. C/A-SA-PPS and
P{Y)L1and P1Y L 1°L2 The P code version 1s presented
in the paper

Fught tests are being conducted on a Mirage Il at the
French Offic:al Flight Test Center of Bréhgny starting in
May

1 - INTRODUCTION

Bien des choses ont été écrites sur 'exceptionnelle
compiémentarité du GPS et de U'lnertie. sur les multiples
nveaux possibles dintégration matériei logiciel et sur le
compromis correspondant entre l'etficacité de la
synergie et le rappornt parformances/colt Ainsi nous
n'entrerons pas dans le détail de ces sujels. par alleurs

développés dans de nombreuses publications
(ct retérences [2]. [3]. [6].{8] [12])

En resumeé, cette compiémentanté excepltionnelle vient.
d'une par. de ia tres bonne précision a iong terme du
GPS (position trdimensionnelle et vitesse) et, d'autre
part, de la grande bande passante et de la trés bonne
précision 4 court terme de !lnertie (position
tridimens:cnneile, vitesse et acceleration)

Elle provient aussi de leur égale et remarquable
couverture de toute ia planete, 24 heures sur 24, grace
a l'autosuffisance et Ii'mmunité au brouillage de I'inertie
(contrairement au GPS) et grace aux informations de
temps données par GPS et dattitude données par
I'lnertie.

Les aifférents niveaux possibles dintégration matérnelle
ou logiciels vont de 'a fourniture d'eéquipements
sépares, GPS et centrale inertielle. 3 une complete
intégration dans un ensemble unique ou un seul titre de
Kalman adaptatt peul contrdler a la fois les canaux
GPS et la nav:gation hybride

Entre ces deux extrémes, la synergie va d'un minmum &
un maximum, bien que celle derniére hmite. pour ideéale
qu'elle soit, puisse conduire a une solution
pratiquement irréabsable

Le rapport performances‘colut et le comproms sur
Yetlicacté de Ia synergie se porte généralement sur -

- les performances, c'est-a-dire la précision. la
résistance au brouillage. les capaciés d'évolutions
dynamiques (probleme de masquage d'antenne). la
dynamique maximale (tacteur de charge). les
interruptions GPS, les possibilités d'alignement
inertiel rapide en vol cu a la mer.

- les contraintes d'installation dans un aéronef - le
nombre d'équipements. ies encombrements. le poids.
la consommation. la charge bus amnsi que 1a plus ou
moins grande facilté de validation et de test.

~ le contrble dintégnité. la habité, la robustesse. la
redondance, ia stabilité de la solution de navigation
hybnde

Cet exposé a pour objet de présenter la centrale
Inerie:GPS ULISS NG, qui est un exemple intéressant
de l'efficacité de la synergie et d'un excellent rappon
performanc. s‘colt. Les sous-ensembles inertie et GPS
sont decrts en detal dans les paragraphes 2 et 3. Le
paragraphe 4 présente le couplage serré choisi pour
tirer le meilleur parti possible de la synergie INS/GPS
Le paragraphe S traite des essais en vol sur avion de
combat Mirage Il

2 - "TOUT EN UN" :
INTEGRATION PHYSIQUE INERTIE-GPS

2.1 NOUVELLE OPTION DANS LA FAMILLE
uLIssS

La centrale Inerte/GPS ULISS NG (figure 1) présente
I'option GPS au sein de la famille des centrales
irertielles ULISS La technologie ULISS a été congue
atin de repondre a ure gamme d'applications atant
d'une simpie centrale inertielle de navigation a celle




uno contrale de navigation-attaque Sa conceplion a
aboutt & d'excallentes performances inertielles, une
fabiid ol une maintenabifité remarquable. ainsi qu'une
grande facilité d'intégration fonctionnelle et une
souplesse d'adaptation et d'installation.

hgure 1 - Systome inote/GPS ULISS NG

La méme technologie de haut niveau d'intégration est
utilisée par les différentes versions de la famille ULISS,
dont 1200 exemplaires sont acluellement en service sur
quatorze types d'avions diflérents dans douze lorces
aériennes et aéronavales. Quelle que soi! la version, le
format (3/4 ATR) et le poids (16 kg) restent identiques.
Le coeur inertiel et plus de 80°% des modules
élactromques sont communs & toute la famille
La technologie ULISS s'appuie sur une conception
modulaire nettement arientée logicielle. sur I'état de [art
en matiére d'inertie, sur des options d'entrées/sorties
couvrant I'ensemble des applications et sur des
réserves pour des options futures. Le bloc diagramme
fonctionnel d'ULISS NG est donné figure 2. Dans le
méme équipement léger el le faible volume, sont
rassemblés :

- le récepteur intégré GPS (la nouvelie option ULISS),

- le coeur inertiel constitué d'une plate-forme a cardans,
miniature et performante, utilisant I'état de l'art en
maliére de gyroscopes secs accordés (S 040) et
d'accélérometres secs (A 310),

- I'dlectronique du coeur utilisant des compasants VLSI
et micro-électroniques,

- le calculateur de nawigation, d'une puissance de
1 MIPS, dont les fonctions mémoire et calcul sont
disponibles pour des lonctions autres que la
navigation inertielie,

- I'dlectronique d'entrée/sortie capable de différentes
interfaces standards telles que des bus multiplexés
4 1 Mbits, type 1553 ou Digibus, bus ARINC et des
entrées/sorties analogiques ou discrétes,

- Fatimontation des fonctions précédentes.

La fgure 2 montre aussi les diffdrentes sortian
disponiblos  nortie pure, GPS pur ot aidd, navigation
hybride.

ULISS NG ost équipé d'un cible couxial de fimison avec
Fantonne GPPS qui peut 6tre soit uno antennu fixe avec
won proamplificataur laible bruit ou une antonny
adaptative avec son madule dlactroniquo de contrdle
Nans éloctronique du syatdma, tes doux modules NI et
traitoment numdnque du récaptaur GPS sont
somblablns auy * *rgs modulns éloctroniquos de la

centrale ot ne représentent que 15% du volume
électrontque total Iis sont décrits au paragraphe 3
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tigure 2 - Bioc diagrammu i itonel simphitie di: TULISS NG

2.2 UN EQUIPEMENT "TOUT EN UN"

ULISS NG démontre, par sa taille et son faible poids,
que le concept "Tout en un" permet d'obtenir une
synergie maténelle INS/GPS remarquable, sans
comparaison avec une solution A ensembles séparés
La réduction dans un rappart 2 du nombre des
équipements apporte presque le méme taux de
réduction drastique pour les volumes. le poids, la
consommation ot la charge bus, et ceci présents un
intérét tout particulier pour los aéronels de haute
performance.

Dans le cas des modernisations d'avions, I'nstallation
de f'option GPS devient quasiment "indolore™ (exceplion
faite de I'nstallatior antenne qui est a farre dans tous
les cas) dans la mesure o0 I'encombrement,
avec ou sans GPS, est le méme.

La validation giobale du systéme avion le test et les
échanges d'informations sur le bus sont grandement
simphtiés

3 - UN RECEPTEUR EMBARQUE
"TOUT EN VUE"

3.1 CRITERES GENERAUX DE CONCEPTION

L'architecture du récepteur, ilustrée figure 3, est issue
de la prise en compte des besoins utilisateurs
(performance, ntégrité et flexibilitd dans un
environnemant de dynamique et de brouillage sévére)
ot de I'ulilisation d'une technologie moderne trés
intégrde. Los points forts sont les suivants ;

» Poursulte paralléle "Tout en vue".

L'oxprossion maintenant famiidre de "tout en vue®
désigne Ia possibiltd du récepteur GPS de poursuivre
tous los satellilos visibles Avec le ddploiement de la
constellation do vingt el un satelites el plus, jusqu'd
onze satollites pourront dtre visibles en un point donné
I'n consdquanca, o out soshaitable de disposor d'autant
do canaux physiques inddpandants que do satetiites
visiblos atin do bondhicier au maximum dus infermahions
disponiblos
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higure 3 Bioc diagramme simphfie du receptewr GPS integre Code P
(douze canaux paralléles}

Le concept "Tout en vue™ maximalise :

- la continuté et le lissage des sorties de navigation
(en effet. dans les applications aéroportées. les
satellites sont fréquemment masqués en raison de
inclinaison de l'avion dans les virages et les
mangeuvres),

- la précision des sorties de navigation qui augmente
avec le nombre de satelhites accrochés.

- la tiabilité et I'intégrité des sorties de navigation, dans
la mesure ol il réduit le temps de détection de
satellites en panne et autornise une redondance
matérielle.

La poursuite de tous les satelites visibles se fait par des
canaux physiques, indépendants et paralléles. Il n'est
plus aujourd'hui besoin de démontrer les possibilités
bien supérieures de la poursuite et du traitement
parallele synchrone un traitement séquentiel ou par
rapport @ méme un multiplexage rap'de. en termes de
réjection des interférences e dynamique et de
robustesse. La poursuite parailéle minimise auss le
temps de réaction a la mise sous-tension - sans qu'! soit
nécessaire de disposer d'informations externes
(position ou temps), - grace a la mise en ceuvre d'une
recherche initiale optimisée et I'absence de déla de
préchauffage de l'oscitateur local. Le besom de stabilité
a court terme de l'oscillateur local est moindre, grace au
traitement paralléle qui permet en outre de choisir un
oscillateur de dimension réduite.

+ Mintaturisation et traitement

entierement digital.

L'état de I'ant de ia technologie permet un traitement du
signal GPS presque entierement digital
C'est ainsi qu'aprés la conversion analogque’
numérique dans le module RF. !out se fait en
numérique. grace a lutiisation de circuts ASIC et
de "VLSYV”

Cette solution a des avantages evidents

presque

- une grande miniaturisation du récepteur GPS. ce qui
représente un plus pour lintégration INS/GPS.

- l'optimisation du rapport signal a brunt,

- un fonctionnement indépendant des conditions de
tempeérature etdu temps (contrarrement a
I'analogique).

- une grande liabiité,

- une grande souplesse de développement et
d'évolution, tout étant réglé et contrdlé par logiciel.

La poursuite paraliéle "Tout en vue™ et la trés grande

miniatunisation résultant de {utilisathon d'une
technologie numeérique tres intégrée ont permis
d'obtenir d'excellentes performances avec une
conception relativement simple dans un volume réduit.
Ceci n‘aurait sans doute pas €té réalisable autrement

3.2 DESCRIPTION MATERIELLE
Le récepteur GPS (higure 4) se compose de deux

modules différents un module radio frequence
bitréquence et un module digital.

figure 4 - Récepteur GPS "Tout en vue” intégré
(0.71-0.7kg - 12W)

Le module radio fréquence (125 x 110 x 30 mm)
contient I'étage de réception (RF) et le synthétiseur de
fréquences. L'étage de réception effectue pour chacune
des voies L1 C/A, L1 (P). L2 (P) les changements de
fréquence nécessaires. I'amplification et le hltrage
iusqu‘a la fréquence de base. Les signaux sont
convertis en numeérnque a la sortie du module RF. Le
synthétiseur délivre. a partir d'un osciilateur local. toutes
les fréquences et les signaux d'horloge nécessaires au
tratement des signaux GPS. Un module RF
bifréquence, d'une dimension s petite, n'a pu étre
réalisé qu'en utiisant les technologies RF de pointe,
telles que des ampliticateurs FET faible bruit a AsGa, les
tiltres acoustiques a ondes de surface et la technologie
ECL en "VLSI" Ces composants éiectromques ne
contrbuent pas seuiement & réduire la consommation,
mais permettent aussi d'optimiser le rapport signal
a bruit

Le module digital (118 x 156 < 10 mm) est double tace
et comporte 24 canaux paraliéles Un processeur
unique est dedié au traitement du signal, au contrdle
des boucles e! au traitement de la navigation GPS. Les
transferts de données internes entre GPS et Inertie se
font au travers d'une interface DMA directe qui minimise
les retards et autcrise une datation précise qut aurait été
dithcile & réaliser avec des équipements GPS et Inertie
seéparés. Le choix d'ASIC VLSI en technologie CMOS et
d'un processeur de signal numénque sutfisamment
pusssant ont aussi contrbué a la mimatunsation de
'ensembie et a une faibleconsommation.
Les caractérishiques physiques obtenues pour ce
récepteur GPS integré code P sont

- volume 0.71,

0.7 kg.

— consommation 12 W

- poiuds

Ces caracténistiques sont celles de la version la plus
performante P(Y) L1112 des récepteurs GPS intégrés
développés par SAGEM
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P(Y) bifréequence L1/L2 6 ou 12 canaux
avec PPS-SM et AOC (6/12).
071 0.7kg - 12W

P{Y) L1 6 0u 12 canaux

C/APPS 6ou
12 canaux

C/A SPS
6 ou 12 canaux
0.5 0.5kg - 9W

Mooue RF méma voiume

Mo g
AUMBNIQLe
$:mMpig 'ace

Option
*2 caraux
i+6 canaux}

figure 5 - Gamme des récepteurs GPS
militaires SAGEM

Le choix de la modulanté ayant été fait des la
conception du récepteur, une gamme compléte de
récepteurs intégrés est derivée de la version la plus
sophistiquée par simple dépeuplement des modules
ainsi que le montre la figure 5 -

récepteur C/A 6 ou 12 canaux SPS,
récepteur C/A 6 ou 12 canaux PPS,
recepteur P (Y) L1 6 ou 12 canaux.
recepteur P (Y) L1/L2 6 ou 12 canaux.

Une des originalités réside dans le fait que les canaux
des ASIC sont configurables entiérement par logiciel en
CALL,PL1ouPL2

3.

3 DESCRIPTION LOGICIELLE

Le logiciel est de conception modulaire. Toutes les
fonctions liées au GPS sont réalisées par un processeur
unique. Le logiciel GPS, organisé autour d'un moniteur
temps rée!, comprend les fonctions suvantes : logiciel
de contrdle canal. logiciel de gestion des canaux et des
satelites. logiciel de navigation et enfin logicret
d'interface. Toutes ces fonctions sont elles-mémes

divisées en

sous-fonctions qui peuvent étre

implémentées en différentes taches temps réel, suivant

le

1-

besoin.

Le logiciel canal est le coeur du tratement de signal
GPS. It commande les boucles de code et de
porteuse afin de les verrouilller sur les satelltes,

Moduiante

24 supercanaux conhgurabies
en C.A. PiL1), P(L2) par logiciel
Recepteur GPS "all in view”
Technologie tres integr2e
Technologie industnelie
Technologie militaire

suivant le mode choisi par le moniteur d'accrochage
. cecl termingé, il génére ou mesure la phase de
code. le Doppler et le Doppler intégré, la phase de
porteuse et les marqueurs temporels associés, les
indicateurs de boucles et. entin, il collecte les
informations de navigation satellites.

Le logiciel de gestion des canaux et des sateliites
est divisé en trois sous-fonctions : gostion satetites,
gestion canal et moniteur d’accrochage. |l procéde a
I'affectation. de la meiileure maniére possible, des
satelltes aux canaux disponibles. en fonction de la
proceédure en cours dans le récepteur (imthahsation,
navigation, réacquisition aprés masquage). |
élabore et envoie. a chague canal, les parameétres
nécessaires a V'accrochage d'un satellite donné, en
fonction de son état antérieur et des informations
disponibles pour caiculer les paramétres
d‘accrochage. Ce logiciel bénéficie pleinement du
grand nombre de canaux

Une grande souplesse dans la gestion des canaux
est apportée par le fait que les canaux sont
configurables entiérement en logiciel en C/A, P L1
ouPL2

Le logiciel de navigation posséde trois sous-
fonctions principaies : le traitement des mesures
GPS. le décodage des informations de nawvigation et
leur traitement et le caicul de la position GPS, de la
vitesse et des parameltres spécifiqgues (GDOP. EPE,
etc ).

La premiére sous-fonction élabore une “pseudo-
distance™ pour chaque satellite, a partir de la
distance mesurée en fractions de millisecondes, du
nombre entier de millisecondes et des différentes
corrections a appliquer 3 chaque mesure : erreur
ionosphénque mesurée, correction troposphérigue,




relativiste, offsets d'horloge du satelite ou du
récepteur.

La seconde sous-fonction est un décodage
classique des informations du message de
navigation, tel qu'l est décrit dans le document
ICD 200, en particulier des éphemérides, de
I'almanach, des paramétres d'horloge satelites, des
différents indicateurs de vahdité, des drapeaux et
des indicateurs de qualié qui peuvent intiuencer la
navigation ou le mode d'accrochage du récepteur.

La troisiéme sous-tonction calcule la solution
purement GPS en position, vitesse et offset
d'horloge. a partir de toutes les informations
disponibles sur lt'ensemble des canaux
L'amélioration de la précision de position. a mesure
que le nombre de satellites acquis augmente, est
trés significative. Cette sous-fonction élabore auss:
le facteur géométrique de la constellation utilisée
ansi qu'un indicateur de qualtté de la solution GPS.

4 - Le logiciel d'interface gére les échanges de
données avec le calculateur de navigation de la
centrale nertielle.

4 - COUPLAGE SERRE INERTIE-GPS

4.1 DESCRIPTION GENERALE

Le schéma fonctionnel général du logiciel de I'ULISS
NG est donné en figure 6
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figure 6 - Bloc diagramme fonctionne! simplifié du
logiciel de I'ULISS NG

Le couplage serré entre I'Inertie et le GPS comprend
deux volets :

I'aide de V'Inertie pure au récepteur GPS,

le filtre de Kalman de navigati. 1 hybride qut regort
des informations de différemes sources, dont le GPS
intégré, mais également provenant de l'algorthme de
corrélation d'altitude (TERCOR), du baro-altimétre
ains) que d'autres moyens de recalage (radar,
systémes infrarouges).

Ces informations sont d'abord sélectionnees et titrées
au moyen d'une fonction test'sélection dont le roie est
de détecter d'éventuelles degradations ou pannes,
rejeter les données non vahdes. sélectionner les

meilleurs paramétres d'entrée el

effectuer les

préfiltrages nécessarres
Le filtre de navigation hybrnide a deux modes de

tonctionnement

le mode "Navigation normal” et le

mode "Alignement” permettant un alignement rapide au
sol.en v ' ou ala mer.

Trois types de sortie sont disponibles

4.2

une sortie de navigation hybndée. comprenant les
positions vilesse et attitude issues du fitre de
Kaiman,

une sortie Inertie pure (position. vitesse. attitude).
une sortie GPS pur (position, vitesse)
Les sorties 2 et 3 son! des sorties secongaires

De plus. le systeme delivre le signal 1 PPS {1 pulse
par seconde) ainst qu'un temps GPS trés précis

AIDE INERTIELLE SERREE AU GPS

L'aide inertielle au récepteur GPS integrée comporte
deux aspects :

une aide a l'acquisition rapide a la mise en route du
recepteur et une aide a la reacquisition en cas de
masquage lors d'évolutions ou de brouiilage,

une ade en permanence aux boucles permettant
d'améliorer la résistance a la dynamique e! au
brouiliage du recepteur GPS.

L'acquisition et la réacquisition rapide sont
possibles grace a !'mitialisation des états des
boucles de poursurte de phase de code et de phase
porteuse avec des données suffisamment précises.

Ces données dinitialisation sont caicuiees a partir
des position et vitesse du véhicule mesurées par
inertie, des éphémerides satellite et du temps
courant.

Pour chaque boucle de code C:A, on calcule les
valeurs dinitialisation suivantes .

P {0} © pa {C) moduio 300 km

P (0} = pa (o)

Pour chague boucle de phase porteuse, on
calcule :

O (0) - pa (o) modulc & -0

$10) -pato)
cu, pour chaque satellite poursuvi

- pet [w représentent respectivement la pseudo
distance mesuree et sa dervée,

- ®etd représentent respectivement le Doppier
intégré ou la mesure de phase de porteuse et
sa dérivée.

- pa et ﬁa représentent la distance antenne-
satellite et sa dérivée calculées a partir des
position et vitesse vehicule 1ssues de l'nertie
pure, des derriers ephémeérndes en mémo:re et
du temps

Le modéle simplifié des boucles de phase de
Loce el de porteuse amns que les données
dintiansation (aide en acquisition-réacquis:-
tion). sont décnits en tigure 7.

L'amétioration de la resistance du récepteur GPS
au broutllage et a la dynamique est réalisée grace a
une aide dynamique serree des boucles de code et
de porteuse

Cette aide en dynamque bénetficte de 1a bande
passante :mportante et de la grande precision a
court terme des mesures inertielles (force spécitique
et angles d'attitude; pour calculer la composante
"haute fréquence” de la dynamique de I'antenne
GPS dans chacun des axes antenne-satelite Celle




dynamique calculée est soustraite en temps reel
dans les boucles.

Grace a I'intégration physique du GPS trés pres de
Finertie et A I''nterface directe rapide entre Inertie et
GPS, un contrdle serré est possible en temps réel.
se concrétisant par une datation trés precise, un
retard minimal des informations et une aide
inertielle pertormante a haute fréquence. Ce!
avantage déterminant permet a'utiiser des boucles
relativement simples du second ordre et conduit a
une solution robuste et trés performante
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tigure 7 - Modele simplihe de I'aide inertielle dans les
boucles de code ou porteuse

Pour chacun des satellites poursuivis. on effectue le
caicul suwvant a 50 Hz :

. . ot
dpa=3pa A

i
A}’)a: U’.Ai?a

[ i ! ! 1 |

Apa=AR (AB-al) S@aRLU

!
Aﬁ:f (1'+g)dt

t-At

— e - H
Al =309C ¢ ovx (A 8 x L’)

ou
H. R sont les vecteurs position respectfs du
satellite et de I'lnertie,
5
u est le vecteur unitaire de laxe
antenne-satellite,
N
L est le bras de levier entre I'antenne
GPS et le coeur ineret.
»
f est ia force specifigue mesurée par
I'lnertie,
>
g est l'accélération de la pesanteur,

’
* \ 8
CIE est la vilesse angulave de lavion
mesuree par i'lnertie,
At a représentent les temps de cycle de
aide inertielie (20 ms) et du contréle
canal (1 ms).

'o dx . -
x =(dt) est la dervee du vecteur x dans
l'espace rertiel [
Comme indiqué figure 7. 'aide en dynamique d >3 est
une a:de en acce'eration Eille est realisée a la
frequence de 100C Hz La precis:on. par rapporn au
temps réel, est meilleure que ' ms. et quas:ment
aucune extrapociation nest necessatre
Les gains de boucie K1 et K2 sort adaptes en fonction
de la dynamique mesuree, el ceci independamment
pour chaque canai
La encore. I'ntégration physique du GPS & ilnertie et le
fonctionnement GPS "Tout en vue" en paraiéie et
synchrone sont tres tavorables

4.3 NAVIGATION HYBRIDE SERREE

ULISS NG réaiise une nawvigation hybride ‘rigimen-
sionnelie performante et sophistiquée grace a un titre
de Kalman eétendu urigue

Ce titre est aussi uliisé pour l'alignemenrt au sol. en vol
ou a la mer. permettant un temps de réaction tres rapide
ainsi qu'une lransit.on issée et une ntialisation
precise du mode nav:gation. i est base sur une
modélisation dynamique precise de la cinematque et
des senseurs

Le fitre de Kaiman comprenc les etats suivants

- position x,y. Z.

- vitesse x. y. Z

- atttude x.y, 2.

- biais accelerometre en z,

— derives gyrometres x. y. Z.

— parametres d'aliitude barometrnque,
- erreur d'horloge GPS et sa dérivée

Le filtre de Kalman tratte des observations multiples
venant du GPS - mesures de pseudo-distance et phase
de porteuse - du baro-altimetre. de la correlation du
terrain, d'autres moyens de recalage de pos!ion, ainsi
que du recalage vitesse nulle en mode alignement
Le prétratement effectué par la fonction test/sélec-
tion/pretitrage est basé sur les indicateurs de validité et
de qualité disponibles et sur les innovations et
covariances tssues du filtre.

Cetlte fonction réalise également un cortrole d'intégrité
de lI'lnertie (détection de degradation lente) ainst gue du
GPS. pour le récepteur aussi bien que pour le segment
espace.

Le filtre permet de calibrer les composantes jour a jour
et a long terme des erreurs gyrometriques et
accélérometriques i bénéficie de la résolution
centimétrique de fa phase de porteuse pour un
alignement et une convergence rapides. ainsi que pour
une vitesse hybride trés precise.

L.e fitre est congu pour s'adapter a la précision et aux
deux modes SPS et PPS du GPS (filtre bi-mode)
Globalement. fintégration fonctionnelle de I'Inertie et du
GPS - ade inertielie et navigation hybnde - est congue
pour garantir une tres grande stabiité de la solution de
navigation hybride. grace a f'utiisation d'un algorithme




de Kalman-Bierman numériquement stable et & une
corrélation long terme tres faible des mesures utihisées.
compte tenu de i'aide inertieile pure directe et du titre
d'nybridation en boucie ouverte

L'hybridation serrée INS:GPS fournit une navigation
plus précise grace a une modehsaton hne des erreurs
GPS et a l'utilisation optimale ces intcrmaticns CPS
disponibles . il en resulte une meilleure ethicacité des
missions opérationnelles.

Les algonthmes d’hybndation ont éte etudiés et mis dau
point sur simulateur. La figure 8 présente les
performances obtenues en simulation avec une
constellation de 21 satellites sur un scénano de vol!
typique d'avion d'armes construit a partir
d'enregistrements de trajectoire reelte Les courbes
représentent les erreurs de position el vitesse
encadrées de leur ecart-type respectf (-3 0. -3 0!
caiculé par le hitre de Kaiman

5 - ESSAIS EN VOL SUR AVION DE COMBAT

5.1 PROGRAMME D’'ESSAIS

Ce programme a été congu en trais étapes. afin de
remplir les objectifs suivants .

- démontrer en vo! I'ntégration phys:que Inertie-GPS et
la performance du recepteur GPS code PiY: b:
frequence intégré dans I'lnertie.

— démontrer ensuite. par ouverture du domane de voi.
i'apport de l'aide inertielie serrée pour ia disponibil:té
du récepteur GPS (et donc sa performance).
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- enhn. montrer les bénefices de la navigation hybride
serree - position et vitesse lres precises. ahgnement
rapide en V3l et autocalibration des composants
nertigis

5.2 CONDITIONS ET REFERENCES POUR
LES ESSAIS

L'ULISS NG est montee dans 'a baie equipement du
Mirage Il (voir tigure 9)

figure 9 - Essais en vol sur Mirage it

La tigure 10 monire e profil de vo! type des essais sur
Mirage Il Chague vol a une durée d'environ une heure
a une heure et demie. avec une vitesse moyenne
d'environ 250 ms. a une altitude de 15000 pieos.
Les vois comprennent des phases de tonneaux
enchaines et de vol inverse, atin d'évaluer la vitesse de
reacquisition  du GPS aprés masguage
Des virages ce 3 a 4 g on! également ete etfectues. en
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tigure 8 - Erreurs de navigation optimale inertie-GPS couplage serre (position el vitesse)
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rgstant en visibilite de certains satellites. afin de tester ia
tenue en dynamique du récepteur GPS integre
L'instrumentation avion @st composée d'une centraie
ULISS 60 de grande preécision. utiisée comme
rétérence de navigation, d'un calculateur et d'un
enregistreur de vol. La réference de position est donnee
par plusieurs systemes de trajectographie .

- un systéme de trajectographie iaser. STRADA, dont ia
précision annoncée est de 1 m (1 o),
— un radar de trajectographie,

- une trajectographie dittérentiel dans un premier
temps, et inertie/GPS différentiel dans un second
temps
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Les systemes d'armes modernes devenant de plus en
pius pertormants, leur qualification en vol nécessite un
systeme de trajectographie tres precis durant toutes les
phases du vol d'essal. ce qu! n'est pas toujours possible
avec les systémes de réference tradionnels

La tgure 11 présente le principe d'un systeme de
trajectographie GPS different:ei composé d'un récepteur
GPS multcanaux de réference au sol et d'un systeme
Inere.GPS multicanaux & bord de ‘aeronet Une
evaluation de ia trajectographie GPS dittérentiel est en
cours au Centre d'Essais en Vol de Brengny
Les essais de trajectographie GPS aifferentel en vol
basse dynamique. commencés fin 1991, sur Caravelle
au CEV de Breugny. ont donne une erreur de position
inférieure a1t mato(vor figure 12)

Ces essais se poursuivent par une expérimentation en
vol sur avion d'armes en haute dynamigue
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igure 11 - Trajectographie GPS ditferentiel
temps différe
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figure 12 - Trajectographie GPS differentiel Erreurs de position (m)




6 - CONCLUSION

Un récepteur GPS mimatunise (0.7 1. 0.7 kg, 12 W)
code P(Y) douze canaux a élé integré physiqguement
dans une centrale Inertielle ULISS conduisant a un
equipement compact léger "Tout en un” et "Tout en vue”
fonctionnellement cptimisé, en termes de performance
e! robustesse grace a un couplage serre Inertie-GPS
Des vols d'essais sur avion d'armes sont en cours au
Centre d'Essais en Vol de Bretigny
Grace a la modulanté de conception, une gamme
compléte de récepteurs GPS intégrés est dérnvee de la
varsion P(Y} L1/L2 par simple deépeuplement de
I'électronique ou éhmination de sous-modules du
récepteur ; des versions P(Y) L1, C-APPS. C:ASPS. s
ou douze canaux sont ainst disponibles. Ces nouvelles
options GPS sont également intégrables dans ies
systémes inertiels nouvelle genération a
gyrolasers de la famille SIGMA

Enfin, SAGEM a également développé un systéme ce
trajectographie a base de GPS diftérentiel, qui permet,
de restituer fa trajectoire de {avion avec
d'excellentes performances.
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RETROFITTING OF GPS INTO EXISTING NAVIGATION SUITES

D.L Callender, N.F. Watson
GEC Ferranti Defence Systems Ltd
Navigation Systems Division
Silverknowes
Edinburgh EH4 4AD
Scotland

SUMMARY

As GPS signal availability reaches operationally
useful levels, and in particular following experience
of its usefulness in the Gulf operations, widespread
requirements are beginning to arise for the
incorporation of GPS into existing combat aircraft.

A considerable amount of study and development
work has been carried out by GEC Ferranti to
investigate different approaches to integrating GPS
into existing navigation systems with the minimum
impact on installation, interfacing and operating
procedures.

This paper describes some different approaches to
integrating GPS together with their relative merits
and deficiencies. Two practical systems are
described in detail and some simulation and trials
results are presented together with some aspects of
the GPS integration which will form the basis of
future development work.

1 SYSTEM ARCHITECTURE

The GPS receiver can be linked to existing avionics
in a variety of ways depending on the type of systems
with which it must interface. This can range from
astand alone receiver installation, with nointerface
to any of the existing avionics, to a fully integrated
fit with the receiver embedded in another unit in
the avionics suite.

Li SIMPLE NAVIGATION AID

GPS can be used as a simple navigation aid when
the existing navigation fit consists of old equipment
with analogue interfaces or a fit with a relatively
simple main computer or FMS. This is not an
optimal fit but may be the only method of fitting
GPS to older aircraft.

1.1.1  Stand Alone Receiver

This is the simplest fit (at least as far as interfacing
is concerned) with the receiver connected to a
CDU, an antenna and a source of power (Figure
1.1). Itisused as just another source of position and
possible steering information which is used
manually by the pilot or navigator. However, GPS
is not used to its full advantage because it is not

interfaced with any of the existing avionics. This
leads to problems during aircraft manocuvres when
the satellites are masked from the antenna and the
receiver can no longer provide a navigation
solution. ~ When the aircraft completes the
manoeuvre and is flying level again, the GPS
receiver may be unable to re-acquire the satellite
signals because the Doppler shift of the carricr due
to vehicle motion may be outside the tracking loop
acquisition capability. The operator then has to
manually insert course and speed information into
the GPS via the CDU to allow it to re-acquire the
satellite signals. This is a time consuming business
if it happens frequently and can result in the GPS
becoming useless during high dynamic flight.
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FIGURE 1.1 STAND ALONE GPS FIT

This type of fit was used on the Tornado aircraft
during the Gulf War. The data was used by
manually inserting the GPS position into the main
computer as a fix and thus updating the navigation
system. There is considerable scope forinsertingan
incorrect fix, especially when under pressure. In
addition, the GPS suffered from the re-acquisition
problem described above during manocuvres that
resulted in a high change of velocity vector.

‘This type of fit should only be considered for a very
benign cnvironment or as a policy of desperition,

1.12  Input To A Main Computer

The GPS can be integrated via a main computer or
FMS in more modern avionics fits which have some
level of digital interfacing  although analogue
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interfaces may still be used for the flight
instruments and flight control systems. ‘The digutal
interfaces are  usually implemented  as
point-to-point links between the FMS and the
avionics (Figure 1.2).
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FIGURE 1.2 GPS INTEGRATED
VIA MAIN COMPUTER

The computer or FMS must have a suitable spare
interface and the necessary software to make use of
the GPS data or the GPS must be configured to
mimic an existing navigation aid which it then
replaces. This is an improvement over the stand
alone fit but it still does not make best use of the
GPS data. If no aiding information is provided from
the FMS to the GPS then this configuration will
suffcr from exactly the same problems during
manocuvres as the stand alone system. However,
if aiding is provided by the FMS, then there is a
significant gain in that the operator no longer has
to manually insert data before the GPS will
re-acquire satellites.  This allows very rapid
re-acquisition within 1 or 2 seconds after the
satellites are visible compared with an indefinite
delay for an unaided GPS.

Most existing FMS or computer based systems are
not configured to do anything with the GPS data
other than use it asan alternative source of position
data for display or steering calculations. ‘This data
will only be available during level or low dynamic
flight while 4 or more satellites are visible.

.13 Fixing Aid

A more capable FMS or computer based avionics
suite is likely to have the ability to use the GPS data
in the navigation solution together with other
sensors and to aid the GPS with data from the
navigation solution. The GPS can also be used as
an alternate source of prime navigation data.

‘This makes better use of the GPS data and
overcomes  the disadvantages of the simpler
schemes.  However, the FMS  software  will
generally be written to be able to use a variety of
GPS receivers and other sensors and therefore the
performance available from integration with this
type of configuration may not be the best that can
be achieved.

‘This type of system is likely to be bus orientated
within the navigation suite while keeping
point-to-point interfaces (both analogue and
digital) with the aircraft instruments and flight
control systems (Figure 1.3). this makes the
installation of the GPS relatively easy since it can
be linked to the rest of the system by coupling it to
the 1553 databus. Control and display functionsare
carried out by the FMS through CDUs on the 1553
bus.
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FIGURE 1.3 GPS INTEGRATED VJA A 1553
BUS BASED SYSTEM

Introducing GPS to this type of navigation suite
gives a significant improvement in the navigation
performance for a moderate cost, provided the
FMS is already capable of making use of the GPS
data on the 1553 bus or other available interface.

1.1.4  Input To Mission Computer And MFDs

The latest navigation suites are based on a 1553 bus
orientated system with one or more mission
computers ard a number of multifunction displays
(MFEDs) (Figure 1.4). In principle, it is casy to
couple the GPS to the 1553 bus, but . . .the mission
computer may not have been programmed for the
GPS bus traffic or intcgration of the GPS data and
also may not have the necessary software to provide
control and display facilitics for the GPS via the
MFDs. Providing this software can be a very
expensive and time consuming business. Under




these circumstances, alternative methods  of
incorporating the GPS should be investigaied
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FIGURE 1.4 GPS INTEGRATED WITH
DIGITAL AVIONICS

12 INTEGRATION

‘The way in which the GPS is linked to the existing
navigation suite is only half the story. Best use
should be made of this highly accurate (but not
necessarily continuous) source of navigation data.
In addition, reasonable measures should be taken
to maximise the ime for which GPS data is
available.

The GPS data can best be used by integrating it with
information from one or more other sensors. The
most common sensor used for this purpose is an
Inertial  Navigation System (INS) and the
integration is usually carried out by a Kalman
Filter.

12.1  INS Error Model

The Kalman filter contains a mathematical model
of the INS error sources which describes their
cffect on the navigation outputs from the INS.
‘There arc generaily a large number of error sources
that could be included in the filter, but not all of
them are necessarily observable or have a
significant effect on the INS performance given
typical flight profiles.  Further, the number of
Kalman filter error states impacts on  the
computation time required forafilter cycle andalso
the memory requirements.

The error states to be incorporated in the hilter can
be identified through knowledge of the INS and by
carrying out a covariance analysis using a truth
model driven by typicat flight profiles. The truth
moded consists of a Kalman filter with all significant
INS error sources included.

~

GPS crror characteristics must also be considered
in the Kalman filter design.

1.22 INS Calibration

A by-product of the integration using a Kalman
filter is an estimate of some of the INS instrument
errors. ‘These can be held after a flight and applied
tothe INS on the next flight. "The covariances from
the fifter also give a measure of the accuracy of the
estimates and they can therefore be used to provide
a weighting factor for the stored update.

The calibration is likely to be for gyro drifts or
accelerometer biases and scale factors but may also
include gyro mass unbalances if the integration is
sophisticated enough.

Automatic calibration of the INS may give a
significant reduction in the cost of ownership of the
INS. particularly older gimballed systems. The INS
will always be well calibrated and will therefore not
require scheduled maintenance and is also less
likely to be removed from the aircraft due to poor
performance.

12.3 Aiding The GPS

‘The GPS requires velocity or course and speed data
to aid re-acquisition of the satellites after loss of
the signal due to a manoecuvre or terrain masking.
It also provides an  improvement in  the
anti-jamming capability of the receiver because the
tracking loop bandwidth can be reduced. thus
rejecting some of the jamming signal.

The GPS velocity is measured at the antenna
position. ‘The aiding data is usually referenced to
a different location and therefore the data must be
corrected for lever arm effects using attitude rate
data.

Attitude rates tend to be rather noisy and this can
result in significant noise being introduced to the
otherwise quiet velocity data. The aiding data may
therefore need to be filtered, but this in turn
introduces delays to the aiding data which may not
be acceptable.

The characteristics of the aiding data also have to
be considered together with the way in which the
GPS receiver vses it.  For examptle. is the GPS
sensitive to the absolute accuracy of the aiding data
or does it calibrate out offsets? What about the
cffect of delays in the data?

The hest source of veloaty data s Likely to come
from the INS. Errors in the velocity generally
change slowly with time, allowing the GPS recewer
to track them (if it s so designed). Fhe data also has
a high bandwidth, allowmg it to track vehicle
motion with little delay, and is continuous (unless
the INS fails!).
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124 Location Of The Integration Process

‘There are several possible locations in which the
integration can be carried out, especially in the
more modern avionics suites which have multiple
processors with significant spare capacity. Several
of these will now be considered.

12.4.1 Main Computer

‘This may be the most obvious option, particularly
if the software is already written for it. However,
the integration filter in pre-written software inay
not be optimised for the specific INS and GPS being
considered for the system.

Tte reversionary characteristics of such a system
are not good in the event of a main computer
failure. The navigation solution may revert rapidly
to raw INS and the corrections for the INS will be
lost unless they have been stored elsewhere
periodically.

1242 GPS

The GPS receiver may also be an appropriate
location for the integration process.  Many
reccivers already have basic Kalman filters
designed to estimate INS errors on the rate aiding
data. ‘These filters tend to be limited to a few error
states and are gencric in nature and are therefore
not well suited to the INS catibration aspect of the
integration. The reversionary capability in the
event of GPS failure is no better than that for the
main computer.

1.2.43 INS

The last option to be considered uses the INS to
perform the integration function. This has a
number of significant advantages. ‘The first is that
the Kalman filter will be optimised for the type of
INS in which it is embedded, thus obtaining good
calibration of the INS errors. Secondly, attitude
data (and possibly attitude rate data) is readily
available for lever arm correction of the rate aiding
data. In addition, the rate aiding output can be
specifically designed to provide low latency data to
the GPS by carefui time synchronisation of the data
processing with other activities inside the INS. The
same also applies to the tme synchronisation of the
incoming GPS data, which can be dune more
accurately when there is total control over the
timing of events in the INS.

Lastly, the reversionary characteristics are
excellent since the system is unaffected by failure
of other aircraft systems provided that the interface
hetween the INS and GPS remains operational. 1f
the GPS fails, the INS outputs are still corrected by
the propagated error states from the Kalman filter.

It the INS fails, the Kalman filter is not required
anyway.

1.3 CLOSE INTEGRATION

There are si: - ficant benefits which can be gaine d
by having the GPS embedde * within another unit
which may already be part of an avionics system.
This will reduce installation costs and also allows a
more sophisticated integration scheme o be used.
On the down side, the cost of development of such
a system is significant.

13.1  Single Box Solution

The incorporation of the GPS receiver within an
existing unit greatly reduces the wistaltation costs of
the GPS per aircraft. Indeed, this may be the only
method of fitting GPS to aircraft where space and
weight are at a premium.

‘the GPS can be embedded as a scparate unig,
operating from its own power supplics and maybe
also having its own interfaces to the rest of the
avionics for reversionary facilities. However it will
be linked to the INS via a dedicated internal
interface, for example dual port RAM shared by the
GPS and the INS. This allows rapid transfer ¢
large quantities of data and good control of the time
synchronisation processes.

Alternatively, the GPS can be incorporated as a
card set. using the INS power supplies and
interfaces. The reversionary capabihties are liad'
to be poorer than in the previous case since there
are sevesal common mode failure mechanisms, but
it will be cheaper, lighter and consume less power.

1.32  Use Of Psuedo Range And Range Rate
Data

The single box solution also allows for the
possibility of using pscudo range and range rate
data because of the internal interface. Thisisreally
of benefit for military systems using PPS GPS data
because of the security implications of using this
data once the effects of SA have been removed.
The internal interface means that no sensitive data
is transmitted outside the unit thus avoiding the
requirement for Tempest clearance of the aircralt.

I e benefits of using pseudo range and range rate
are likely to be most evident for high dynamic and
vehicle applications, where continuous visibility of
four satellites may not be possible. The GPS wall
only give a navigation soluton tor a small
propartion of the tme under these circumstances.
However, usclul information is stll avarlable cven
when only one satelite 1s visible and the Kalman
filter can be designed to make use of indwidual
satcltite ranges and range rates instead of the GPS
navigation solution.




2 CASE STUDY 1 - FIN 10756

The first case study s of an INS/GPS integrated
system designed for use on the Harrier GR7s of the
Royal Air Force. The INS that was already fitted
was 4 GEC Ferranti FIN 1078 system which was
capable of modification to become part of an
‘ntegrated system.

2.1 INTEGRATION APPROACH

The avionics suite consists of a mission computer
which communicates with other systems over a dual
redundant 1553 bus. Al control and display
functions are handled by the HUD, two MFDs and
an up-front control panel (Figure 2.1).
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FIGURE 2.1 HARRIER GR7 AVIONICS
ARCHITECTURE

2.1.1 Factors Considered

The first factor to be considered was the way the
GPS would interface with the rest of the system.
The 1553 interface would seem to be the obvious
choice, but the ume and expense of writing an
update to the mission computer softwarc (which is
the bus controller) precluded this approach. This
also eliminated any thought of performing the
integration in the mission computer.

‘The GPS therefore had to interface directly with
the INS since the 1557 data could not be modified.
In addition, the INS would be required to perform
the inwegration. A 68020 card with the necessary
processing capability for the integration had already
been designed for another project. It also had two
RS422 ports on it which would allow direct
communication  with  the  GPS  via  the
instrumentation port. Thus a single additional card
in the INS would carry out the integration and all
the GPS interfacing.

The Harrnier GR7 hasan integrated cockpit with the
majority of the avionic systems being controlled
through the Up Front Coniol Pancl and the

MEDs There is very hittle space avatlable to allow
the fiting of dedicated CDU for the GPS and this
also goes against the design philosophy of the
cockpit. ‘The only dedicated control that could be
provided was a power switch, a GPS Fail indicator
and a GPS Ready indicator. Any other informauon
would have to be made available to the piot using
existing facilities in the INS.

The INS generates several maintenance pages
which drive the MFDs directly. One of thuese pages
was modified to display GPS data instead of INS
data. ‘This display was only available on the ground
- or so it was thought. The mtal fhight trial
demonstrated that this page could be displayed in
flight provided that it was selected before take-off
«~Jd that no other display was selected on the
particular MED during the flight. There was thus
some GPS information available on the pilot during
flight which was useful for the interpretation of the
HUD video of the sorue.

The system also provided a data logging output on
an R8232 interface. A hand-held PC was used to
record this data during flight for subsequent
processing and analysis.

2.12  Architecture

The integrated system consisted of a separate GPS
recever hinked to the INS by a hidirectional R8422
interface. The integration was performed i the
INS on the additional processor card. In order to
avold changes to the 1733 data format, the INS
navigation parameters were modified by the output
of the Kalman filter before they were trunsmitted
over the databus. The rest of the avionies theretore
receved Jata as if from a very good INS (with some
rather nc... 1.8 like characteristics).

The Kalman filter vas loosely coupled to the INS
in the sense that the crror estimates were not fed
back to the INS (Figure 2.2). 'This wasdone toavoid
possible  stability problems together with the
concern  of the customer that the system
performance should never be worse than that for a
standard INS. By keeping the correction open oop,
the raw INS data was always available as an
inde pendent back-up navigation source.
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FIGURE 2.2 INTEGRATED INS / GP'S SOLUTION
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State estimates from the Kalman filter were used
to correct the errors in the horizontal channels
only. The attitudes were not corrected for tilt
crrors because of flight safety considerations, since
the INS is the primary source of attitude
information on the aircraft. Similarly the height
channel was not considered for integration because
of flight safety considerations.

The time scale for the overall project was very short
(6 months) and therefore a low risk solution had to
te considered. This meant restricting the number
of INS error states and using GPS position and
velocity data rather than investigating the use of
pscudo range and range rate. It was recognised at
the start that this might lead to lack of GPS
availability during manoeuvring or low level flight,
but this was considered an acceptable limitation for
the first phase of the programme.

The ntegrated system as  finally configured
required very little in the way of modification of the
INS. ‘The additional processor card acted as a
co-processor o the exisung INS processor, thus
keeping  the  software  assoctated  with  the
mntegration largely  separate from  the  INS
navigation software (Figure 2.3).

2.1.3  Instaliation

The system was designed to have as little impact on
the arrcraft as possible.  Obviously, additional
wirng and mounting fixtures were required o
accommodate the GPS recewver and the antenna.
The GPS recerver also had to be linked to the INS,
which required the removal of the wing and engine
of the GR7. This accounted for approximately 7077
of the total installation cost.

‘The antenna was mounted on the upper surface of
the fuselage at the trailing edge of the wing. This
site was used because it was convenient and so may
not be the best position on the aircraft. The ficld
of view of the antenna is reasonable except looking
forward where the cockpit and upper fuselage give
some vbscuration of low elevation satellites.

The GPS receiver and the data logger were
mounted in the rear equipment bay and were
accessible to the ground crew via the Datly Access
Pancl inside the main wheel well. This is obviously
a tnfle inconvenient when loading crypto keys or
retrieving the data logger, especially on a wet day!
This aspect will be addressed during any further
modifications to the installation.

The INS was a form and it replacement for the
existing INS with the exception that the test
connector was used o output data to the data
logger.

Lastly, the pilot was provided with a control panel
in the cockpit consisting of a power switch and two
indicator hghts. The first hghtindicated «a GPSBIT
failure while the second one indicated that the GPS
was providing a navigatton solution with a radial
error of less than 100 metres (FOM tess than 3).

The pilot display consisted of one page of data
accessible from the mamtenance menu. This
allowed visibility of the GPS positon, haight, time.
velocnty, number of satelhtes used in the navigation
solutionand the hgure of mentdFOMy(Figure 2.4).
In theory, this page was only accessible on the
ground butat was found that if it was setected prior
to take-off, 1t could be displayed throughout the
flight provided no other page was selected on the
MED.
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The integrated system was also flown on GEC
Ferranti HS125 aircraft and a Hercules C130.
Neither of these aircraft were equipped with a 1553
based avionics system with the necessary MFDs to
simulate the Harrier GR7. An additional RS422
output was therefore provided from the INS to
drive a CDU software package on alaptop PC. This
CDU program allowed the system to be controifed
Lo explore various operating aspects such as the use
of rate aiding by the GPS and the frequency of the
Kalman filter measurement updates.

22 INTEGRATION FILTER DESIGN
22.1 The Requirement

The FINI07SG programm 2 was required to provide
a short-timescale, low-risk integration of GPS into
the GR7 with minimal modifications to existing
standard cquipments or operating procedures. The
ultmate inntegrated Navigation position accuracy
was not required - with a relatively moaest 0.2
nautical mile worst-case error limit heing adopted
as the design aim. Howas assumed that periods of
non-avatabihty of at least four GPS satellites
would result mainly from airframe masking rather
than terrain masking and would be relatively short
and infrequent. ‘The design aim was to meet the
required position performance during absence of a
full GPS solution for periods not exceeding 10
minutes.

For a number of reasons - including availability
within the timescales of this programme ~ a GEC

Plessey Avionics GPS recever was selected. The
charactenstics of this GPS recewver had 1o be
considered in opumising the filter. The recever
operaton is described below.

222 The GPS Sub-System Operation
2221 Operation With Full GPS Solution

When at feast four satellites are being tracked with
good GDOP and signal-to-noise ratio this receiver
operates essentially as a stand-alone navigator.

Pscudo-range and Pseudo range-rate
measurements are used to update  estimates of
vehicle position and  velocity and recewver clock
error states in a Kalman Fiter (KF). ‘This KF is
augmented to include acceleration states in a “high
dynamic” vehicle such as GR7 - giving 11 states in
all.

Although it operates entirely “stand-alone™ in this
made the GPS recever s designed to make use of
velocity aiding data from an INS when avanlable.
The seloaities are first corrected for lever arm
effects by the INS so that the aiding data provided
to the GPS relates to antenna motion.,

The relatively low bandwidth errors an the INS
velocity aiding data are maodelled in a second
Kalman Filter within the GPS. The inputs to this
“INS Calibration™  filter - INS wvclocity error
measurements - are formed by subtracting GPS
velocity estimates from the INS ading data. ‘The
filter esumates the paramcters of a sipic INS
crror model.  This data is of value ¢ ¢ oy
subsequent periods when the GPS requu. - ot

In addition any barometric altitude aiding i
compared against the GPS height solution 1o
determine a bias correction. This data s also of
value during any subsequent periods when the GPS
requires aiding.

222.2 Operation YWithout Full GPS Solution

Under conditions in which insufficient high quality
satelhte data s available 1o form an independant
GPS solution due to satellite masking or poor
GDOP the GPS receiver continues to track as
many of the available satelhites as possible.

H noaiding datais available the Navigation Kalman
filter v modificd to estimate only five states (3
position and 2 veloeity states) using all avindable
satellite  pseudo-range  and  pseudo range -rate
mceasurements and  bis corrected  barometric
altitude data.

Lack of widimg data can lead to ditficulties
reacqumning satethites following manocuvres duning
which hittle satethite datais aviulable. There mavbe
isufficient data to keep track of velooity chanpes
during the manocuvre. Large velocity changes may
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make satellite reacquisition slow or even impossible
when satellites again become visible. In this case a
crude estimate of aircraft speed and heading
inserted manually via a CDU may be necessary to
allow reacquisition of satellite tracking.

When aiding data is available, the incoming INS
velocity data is first corrected by the INS errors
estimated and propagated in the INS calibration
Kalman Filter within the GPS receiver. 1t is then
used in the GPS recewver to aid the tracking loops
and the navigation solution.

Velocity aiding  data from the INS, further
compensated for lever-arm effects, is used in a
feedforward® sense to aid  the carrier tracking
loops, thus allowing lower loop bandwidth to be
selected  improving signal to noise ratio and
anti-jam capability. As a result the GPS velweity
outputs are correlated with INS  velocity at
frequencics above the (reduced) tracking loop
bandwidth.

When the navigation solution is being aided.
satellite pscudo-range rate data is no longer used
to update the GPS Navigation Kalman Filter.
Corrected INS veloaity aiding data is integrated 'o
give a position estimate which is updated by
pseudo-range measurements from any available
satellites. Thus when INS aiding data is being used
the errors in GPS output data become correlated
with the errors in INS aiding data - with a
potentially long correlation time.

223  The Inertial Sub-system

The FINIO7S5 incrtial system is a gimballed INS
employing three GEC Ferranti ‘lype 125 floated
Rate Integrating Gyros and three pendulous
accelerometers  in a thermally  controlled
environment. The instrument axes are maintained
nominally n a locally level orientation displaced
about the vertical from North by a Wander angle
which rotates at the vertical transport rate.

A conventional  Baro-Inertial  Height  Loop
provides vertical axis navigation data.

‘This product is a derivative of earlier GEC Ferranti
INS systems with a long service history and as a
result  the error model of the INS is well
understood.  Dominant terms (for most short
flights) arc the three gyro drifts and the resulting
tilts and veloaty errors - including those tilts
resulting from the levelling and gyrocompassing
phase.

As a4 medium accuracy system (in the Inmph class)
ult errors are relatively small following a full
ahgnment and the INS cerror propagation is well
approximated by a linear error model.

22.4 Integration Filter Mechanisation

As explained elsewhere in this paper, for case of
modification it was decided to locate a Kalman
Filter within the FIN1075G INS incorporating GPS
Position and Velocity data with INS measurements
to produce combined INS/GPS output data in place
of the conventional INS output data. (See Figure
22)

INS velocity measurements are also provided to the
GPS reeeiver to improve satellite reacquisition and
tracking loop performance.

225 Baseline Integration Filter Design

“Velocity  Error™ and  “Position  Error”
measurements are formed by differencing Position
and Velocity estimates from the two navigation
sensors. ‘The GPS position and velocity data are
available to the full PPS precision. The use of S7A
corrected pseudo-range and pseudo-range rate
data 1s avoided for security reasons.

More fundamental errors contributing to the
measurement differences (such as gyro dnfts, tils
cte.)are estimated by a Kalman Filterincorporating
an error model of the INS as described below.
The "best estimates”™ of INS velocity and position
error are propagated and subtracted from the INS
output to provide wide -bandwidth, continuous data
with long-term accuracy similar to GPS .

Estimates of INS errors are available for updating
the INS calibration stores post-sortie, however
in-flight feedback of INS cahbration data s avoided
to maintain the integnty and independence of the
INS attitude reference.

22.5.1 GPS Measurement Model

Within the Integraton Filter GPS Position and
Velocity outputs are considered independent. and
their errors are treated as "white noise™ - since
GPS bias and other correlated  errors are both
difficult to observe and sufficiently small to ignore
using the PPS measurements from the PASOS2 .

2252 Measurement Update Rate

It was considered desirable only to use GPS data
which is totally independent of INS aiding data to
avoid “cascaded filter” considerations and potential
problems with filter divergence due to possibly
unstable feedback loops. The required operational
scenarios are such that periods of non-availability
of a four-satellite constellation exceeding a few
minutes are expected to be rare.  Also the error
growth-rate of an open-loop FINIITS INS would
be expected to be of the order of 200m (worst-case)
in the first 1S minutes immediately following
alignment. Therefore  integrated  system
performance was expected to meet the 0.2 nm




requirement throughout periods of non-availability
of GPSaiding data of the order of 15mins given that
INS errors remain modelled in flight to the level
achieved following a ground-based alignment
phase.

FIN1075 errors are dominated by low-frequency
effects which remain consistent over relatively tong
periods of time. [t was felt that such errors may be
estimated adequately using GPS data relatively
infrequently.

‘Therefore the baseline assumption was made that
GPS aiding data would be used to update the
Kalman Filter relatively infrequently - perhaps
every 200 to 300 seconds - and only at times when
a pure GPS Navigation solution was available.

Several advantages were expected to be gained by
the decision 10 use GPS  data relatively
infrequently:-

(1)  Only well validated GPS measurements
would be used following a period of
successful completion of error and data
validity checks - avoiding the inclusion of
“rogue” measurements in the integration
filter.

{2)  The assumption of "whiteness™ in the GPS
measurement data is more vahid if the ume
between measurements 18 long compared
with the true correlation time - a function of
tracking loop bandwidth, GPS Navigation
Kalman filter dynamics ete. (NB This may be
more tmportant when using SPS data).

(3)  Scveral consecutive error measurements
may be averaged to reduce the true white
noise component of error measurements
introduced by the GPS receiver, the INSand
any synchronisation jitter.

(4y  ‘The simple GPS white-noise error model
would he more tolerant to gaps in GPS
avallability of several minutes if the GPS
measurement noise covariance level was
selected on the hasis of @ low update rate.

However  following  a  series  of - covanance
simulations intended to determine preferred values
for filter noise parameters, states and update rates,
1t was shown that iorce frequent updates gave lower
“step changes™ in integrated system position and
Velocity outputs .

This is believed to result from an improvement in
the observabihty and separation of different INS

crror mechanisms with . more  frequent
measurements.  An update rate of 1730 Hs was
finally chosen.

22.5.3 INS Error Model

As a result of a series of covariance simulations
using a comprehensive GPS and INS truth model
with the baseline Kalman Filter the following ten
Kalman Filter States were chosen:-

Horizortal Position Error
Horizontal Velocity Error
Horizontal Tilts

Heading Error

X.Y.Z gyro drifts

(2 states)
(2 states)
(2 states)
(1 states)
(3 states)

It was decided not 1o include accelerometer bias,
and misalignment terms since these errors reman
fairly well correlated in most flight scenarios
(where there is only a small change in wander
angie). The abscace of these terms s neither
significant in determining integrated navigation
performance nor in maintaining calibration of the
Inertial System.

2.2.5.4 GPS Data Synchronisation And
Validation

Formation of accurate position and velocuy eeror
measurements is critical for proper operation of the
Kalmun Filter. Care was taken to ensure that data
from the two independent sensors was adequately
svnchronised. and that only vahd measurcments
from the GPS were used.

GPS measurements are made at 1Hz and the
subsequent GPS position and veloaty estimates
transmitted on the instrumentation port up to
400mSec later.  The INS position and velocity
cstimates are formed from measurements taken at
regular intervals occurring at approximately 40H2.
The INS position and velocity outputs pertammg to
the two measurement  points prior to - and
subseqguent to the GPS measurementare recorded,
and lincar interpolation s used to gencrate an
estimate of the INS measurements appropriate to
the time of the GPS mceasurement. Fhus crror
measurements can be formed from cticcuvely
synchronous  data, becoming  avatlable up o
400mSec after thair true tume of validity.

Prior to use by the Kalman Filtera number of data
validation checks are performed. These imvolve
monitoring GPS moding, “Health™ and Covarance
estunate outputs, and companson of the indradual
proposed Kalman Filter innovations against i fimit
determined  from  the  predicted  mnovation
covaringee.
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23 RESULTS
23.1 Vehicle And HS125 Trials

The system was initially tested in a vehicle driving
around Edinburgh. This gave a feel for the ability
of the rate aiding to assist the GPS in recovering
satellite tracking after obscuration by buildings.
This was the first time that the GPS receiver had
used rate aiding data over the RS$422
instrumentation port. Some minor problems were
found but on the whole the system performed very
much as expected.

‘The system was then fitted in the GEC Ferranu
HS125 for a series of flight trials. The first flights
were conducted using the GPS in a stand alone
mode to try to assess the effects of satethte masking
during manoeuvres and the benefits of using rate
arding data. The flight profiles consisted of patterns
giving high changes in velocity vector in one or both
axes which were conducted at low and high bank
angles with and without rate aiding.

The results indicated that obscuration was a
significant problem especially when rate aiding was
not used. Under these circumstances. the receiver
could take several minutes to re-acquire the
satellites once the aircraft was flying straight and
level.  When rate aiding was applied, the GPS
receiver tended to have all five satellites back in
track before the aircraft had completed the roil out
from the manocuvre.

Atotal of twelve hours flying was carried out during
these mitial tests which were used to debug the
system software and check the data recording
system before the equipment was delivered to
A&AEE Boscombe Down for flight trials on the
Harrier GR7 and C130 Hercules aircraft.

2.32 Harrier GR7 Trials

A Harrier GR7 of SAOEU at A&AEE Boscombe
Down had been modified for the flight trials of the
INS/GPS system. "'hese trials were intended to
cstablish a baseline standard against which future
flights could be assessed and then go on to explore
the behaviour of the INS/GPS system in an
operational  environment. including weapon
release trials and consideration of tactical benefits.

The first flight in the GR7 was conducted on the
19th December 1991 with moderate quality GPS
coverage. The flight lasted for one hour and was
(fora first flight) very successful. The Kalman filter
had only used the GPS data for the first thirty
minutes before the GPS Estimated Position Errors
exceeded the rejection level and the GPS data was
no longer used by the filter. Up until that point, the

errors observed on flying over waypoints were 2¢ro
to within the steening calculation resolution.

Some minor problems were observed during the
first flight with the GPS receiver and the INS
software.  Considerable effort was put i by
Ferranti and Plessey to resolve these problems
before tlying started in carnest in January 1992

A total of eleven flights were flown for the imtial
evaluation of the system. Data from these flights
was recorded by the data logging system tunul the
batterics went flat) and also on the HUD video
recording  system  which included  the  pilot
radio/intercom.  The pilot could theretore make
comments about the quality of GPS data just prior
to overflying the waypoint to help with subsequent
analysts. The accuracy of the system was estimated
by measuring the offset of the target marker from
the waypoint on the HUD video.

There were several occasions when the system was
observed to be in error by up to 0.3 of a mile on
overflying a waypoint. This was largely due to an
incorrect posttion having been guoted for the
waypoint.  Thus a significant fraction of the
obhserved crrors in flight may be due o the
resolution of the waypoint data and the steerning
calculation.

‘Typically, the overtlight errors were estimated tobe
of the order of 100 metres with terminal errors on
the pan of 30 1o 6) metres. These inital flightswere
flown without the crypto variables having been
loaded into the receiver hecause of operational
limitations. This wilt be addressed in time for the
next phase of the trials.

Finally, some mention should be made of the
weapon release tnals conducted during a night
flying exercise.

The INS/GPS equipped GR7flew low level at night
0 a bombirg range in the north of Scotland and
released a live bomb, scoring a direct hit. ‘This was
the first demonstration of the GR7 ability o
achiceve the night attack role with INS/GPS fitted

233 C130 Hercules Trials

In paraliel with the GR7 tnals, a sccond system was
flown in a C130 to provide a quantitative
assessment of the integration.  This time, the
receiver was loaded with the crypto vanables and
was therefore providing PPS data. A reference
system was also flown against which the INN/GPS
could be compared. These flightsalso explored the
effects of signal attenuation and masking on the
GPS receiver and the integration process.

The data from these flights is still being processed,
but some factors have alrcady cmerged. ‘The




Kalman filter has not yet been “fine tuned” and
thercfore may not be settling as rapidly as it should.
‘There is also some doubt as to the way in which the
GPS receiver behaves when using rate aiding data.
When the analysis of the flight data has been
completed, the filter parameters will be modified
and a limited flying programme conducted to verify
that the changes behave as expected.

3 FUTURE WORK

The integration work carried out so far is just the
first step in producing an operational INS/GPS
intcgrated system. It is a basic solution which can
be improved considerably both in terms of
performance and of the capabilities that it can
provide.

3.1 USE OF PSEUDO RANGE AND RANGE
RATE DATA

The integrated system as it stands makes use of
GPS position and velocity data. In order to provide
this data, the GPS receiver must track four or more
satellites. If the aircraft spends much of its time
manoeuvring or flying at low level with significant
masking terrain, the GPS will be unable to provide
a navigation solution for much of the time.
However, it is still receiving useful information
from the satellites that are still visible. The Kalman
filter can be modified to make use of individual
satellite range and range rate measurements
instead of the position and velocity data.

There are security problems associated with the
transmission of the data necessary for the Kalman
filter to make use of the range and range ratc over
a data link. The security aspect has still not been
resolved and may present an insurmountable
problem to carrying out this work with this
configuration of system. An embedded sysiem
would provide the solution to this problem since the
sensitive data does not leave the unit.

32 FEEDBACK OF ERROR STATES

The present configuration applies the error states
to the INS data before it is transmitted to the rest
of the aircraft systems. ‘The error states are not fed
back to the INS and do not affect the raw inertial
behaviour of the INS. The system performance can
benefit from feedback of the error states, cither
after a flight or during it.

32.1 Post Flight Feedback

The INS can be maintained in a cahibrated state by
feeding back the gyro drift estimates after a flight.
‘These are then used to update the mini-bias trims
when the INS is next used.  ‘The associated
covariances from the Kalman filter can also be used

in a4 waighting  algorithm o determime  the
proportion of the gyro dnft estimate that s used to
update the mini-biases.

322 In Flight Feedback

If error states are fed back an flight, the Kalman
filter can provide an in-air alignment facility. ‘The
primary requirements of the alignment are that the
platform will be level and the instrument
orientation refative to true north is established.
The Kalman filter estimates of tilt and heading
error will be fed back to the INS which will then use
them to level the platform and measure the
direction of true north. The INS will also make use
of GPS position and velocity data to keep the
platform level during the alignment process.

The Kalman filter will have different weighung
associated with the error states during the
alignment compared with the normal tin-flight
calibrate) mode.

3.3 USE OF SPS DATA

The behaviour of the system when using SPS data
needs to be investigated further. "This has already
been addressed te some extent because the intial
GR7 flights had to use SPS data. the measurement
noise values used by the Kalman filter were
increased to  take account of SA and  the
accept/reject limits for the use of the GPS data
were also increased. No attempt wis made to look
at the characteristics of the SA and optimise the
filter {or the use of this kind of data.

The effect of the SA was very noticable, especially
on the velocities. The oscillation due to SA can
clearly be scen when the INS and GPS veloaties
are differenced.  The Kalman filter currently
follows the oscitlations due to SA i position and
velocity which may account for the slow settling of
the filter that has been observed.

4 CASE STUDY 2-FIN 1010G

A second case study 1s the proposed retrofitting of
GPS into the Tornado as a Mid-Life Improvement.

A study has been conducted jomtly by GEC
Ferranti and GEC Plescey to incorporate 4 GPS
recever card set within a modified FINTOTO INS to
provide an enhanced navigation capabibity. ‘There
arc scveral distinctions between the proposed
approach and that adopted for the initial phase of
FINIO7SG,  resulting  from  the  diffening
requircments of the programmes.

4.1 FIN 1010G ARCHITECTURE

The FINIOIOG design mcorporates an anertil
platform, INS clectronics. a GPS receiver card set
and an additional 6%020 processor which hosts the
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integration software. The GPS and INS Subsystems
are capable of completely independent operation
from separate power supplies and interfaces and do
not share any common modules or single point
failure mechanisms.

The embedding of the GPS, INS and integration
filter within a single LRU allows low latency,
sceure, data transfer between the subsytems.
Figure 4.1 shows the internal arrangement of the
subsystems  within FINIOI0G and the outputs
available to the tornado aireraft avionies system.
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FIGURE 4.1 FIN 1HOG ARCHITECTURE

4.1.1  Advantages of FINIO10G Architecture

The FINIOWG  integrated  GPSINS set s
specifically designed to provide the maximum
possible benefitin terms of integrated performance
and tunctionality whilst imposing minimum impact
on the existing ‘lornado navigation sub-system
architecture.

The benefits of this design solution include the

following:-

(hy Automatic INS  error estmation  and
post-sortie updating - avoiding the need tor
peniodic re-cahibration

(2)  Significantly improved INS performance -
even in flights where GPS s not available.

(3)  Enhanced GPS availability/anti-famming
performance through velocity awding.

(4)  Use of GPS satellite range and range-rate
data directly in the antegration Kalman
Filter allows Navigation performance to be
cnhanced by using data from any availabie
satellites and does not require a full GPS
solution to be available.

(5)  'There is great flexibility and redundancy in
adapting the aircraft avionics through the

provision of “raw™ IN, “raw”™ GPS and the
integrated INS/GPS solution.

(6)  ‘The weight of the FINIOWOG s significantly
lower than the combined weight of the
independent INS and GPS systems.

(7)) There is no additional volume required in
the atreraft toaccomodate the GPSrecceiver.

(8)  Adrcraft installation
minimised.

reguirementsare

4.1.2  FINIO1OG Integration Filter

The INS error model used o the INIOING

Kalman Filter includes the same ten error statesas

those used in FINTOT3G ntegraton bilver,

Since  the  FIN10I0G  nertial platform s

north-slaved a number of error moechanisms

remain correlated in tlight with their corresponding

initial it errors (e.g. horizontal accelerometer

biases) therefore i retatively simple crior model s

sutficient even for long flight profiles.

42 QUANTITATIVE PERFORMANCE

LEVELS OF FIN 10106

4.2.1  Simulation Techniques

4.2.1.1 Simulation Program Modules

In order to estimate the performance levels of FIN

1HOG in operation m ‘Tornado wircraft a suite of

simulation program modules have been emploved.

These modules include the following:-

1)y GPS satelhte constellation model

() GPS range and range-rate measurement
crror - model. ancludimg ground. space,

atmospheric and user segment ¢riors)

(3)  FIN 010G gimballed INS sub-system crror
model.

(4)  FIN 1010G crror coefficient agemg model.
(5)  FIN 10106 Kalman Fidter model.

(6)  FIN 1010G  Monte-Carlo
analysis executive.

performance

4.2.1.2 Simulation Rationale

The FIN 100G system will provide a number of
performance unprovements, operational
advantages and addittonal functionahity to the
Navigation sub-system of the Tornado aneralt
These have been deseribed quabitatively m Secuion
4.1 above. In order to gquantfy the anticipated
performance improvements a scrics ol detaled




simulations have been performed - the results of
which are presented in Section 4.3 below.

The performance of the FIN 1010 INS currently
fitted to the Tornado has also been simulated over
the same operational scenario 1o enable direct
comparisons to be made.

42.1.3 FIN 1010 Performance Simulations

FIN 1010 performance has been simulated over the
long-duration flight profile defined in the
Production Specification for the Inertial Navigation
Equipment for the Tornado aircraft.

In general the performance of the FIN 1010 INS
becomes gradually poorer with increasing time
interval from the most recent calibration update
duc to long term changes in instrument error
coefficients.

Recalibrations are therefore performed as required
to maintain good performance - with a typical
recalibration interval of around one year.

To take into account these changes with time and
variations  between different production INS
cquipments, a set of FIN 1010s have been
modelled. Error coefficients of each of these INSs
have been generated such that for each of the ten
INSs they are known at defined intervals from the
time of delivery.

The statistical properties of the error coefficients
after calibration and their ageing characteristics
have been determined and verified by analysis of
calibration trends obscrvable from ficld reportsand
long term inertial instrument test data. In order to
take account of the “on-condition” recalibration
process  predicted  position  error 1s examined
following cach simulated flight.  Recalibration
corrections are applied when the terminal error
exceeds a value equivalent to the limits used in the
ficld to determine the need for recalibration of FIN
1010 cquipments (three miles error after two
hours).

Statistics of the performance of the set of 10 FIN
1010s have been produced for operation over
notional “test” flights following the chosen flight
profile at monthly intervals during the 12 months
from delivery.

An cxtract from this data is presented below in
Section 4.3 and demonstrates the degradation in
expected performance as the simulated FIN 1010
population ages.

4.2.1.4 FIN 1010G Performance Simutations

FIN 1010G performance has also been simulated
over the long duration flight profile defined in the

N 13

Production Specification for the Inertial Navigation
Equipment for the Tornado aircraft.

In order to allow direct comparison with FIN 1010
performance it has been assumed that a set of 10
FIN 1010G cquipments is available utilising a sct of
INS sub-systems of identical instrument error
coefficient values (at all times) to those used in the
FIN 1010 simulations described above.  Duning
normal operation with GPS sub-system  data
available FIN 1010G produces estimates of the
major instrument error coefficient values whichare
subsequently used to update the calibration of the
INS sub-system. This process is precisely modelled
in the simulation software.  During normal
operation with GPS data available the internal FIN
1010G Kaiman Filter produces best estumates of
aircraft velocity and position at all times. These
processes are also precisely modelled in the
simulation software.

4.2.1.5 Operational Scenario

For simulation purposes it has been assumed that
one week prior to each monthly “test” flight an
identical sortie has been flown resulting in
automatic calibration of the INS gyro drift
coefficients.  FIN 1010G performance statistics
have been produced for the following outputs and
operational conditions: -

(N Errors in velocity, position and heading
outputs to the Main Computer via the
existing Panavia data link for each monthly
test flight and their rms over a 12 month
period assuming that GPS data 1s not
available during the test flights (but uscd one
week  carlier  to calibrate  the INS
sub-system).

(2) Errors in “best esumates” of position,
velocity and Heading output on  the
additional Panavia Data link for use by the
atrcraft system.

4.3 SIMULATIONS RESULTS
4.3.1  FIN 1010 Performance

Figurc 4.2(a) to 4.2(d) indicate the expected errors
in Radial Position, North and East Velocities and
Heading of the FIN 1010 over the operational
scenario described in Section 4.2.1.3 above. These
show the expected performance of the twelve
month  old  population  of FIN 1010s,  the
performance one month after delivery and the
overall performance within the first twelve months
after delivery. ‘The degradation in performance
with age 1s explamed by long term changes in gyro
drift coefficients.
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Recalibrations were performed as in Table 4.1
below:-

FIN 1010 | MONTH OF RECALIBRATION
UNIT
1 7
2 -
3 -
4 _
5 7,11
6 8
7 9
8 9
9 -
10 7
Table 4.1

For reference the FIN 1010 specification limits are
also shown on the Position, Velocity and Heading
Error graphs.

It should be noted that the long term position and
Heading errors are seen to exceed the INS
Specification values.  This results from the
relatively infrequent recalibrations performed in
practice comparcd with those allowed for the FIN
1010 specification.

432 FIN 1010G Performance

‘Two sets of results are presented here relating to
FIN 1010G performance. These comprisc the
dircct INS subsystem outputs and the Best
Estimates outputs from FIN 1010G in the presence
of GPS data during a {light.

In practice cach FIN 1010G will operate with far
more sorties per year in which GPS is available to
calibrate the INS sub-system than the twelve
assumed for the purposes of this simulation.
Further more there will in general be a varicty of
different flight profiles flown. These factors can be
expected to improve the automatic INS calibration
process resulting in even better performance from
the INS sub-system than demonstrated in these
simulations.

Further ‘tuning’ of the internal FIN 1010G Kalman
filter mechanisation and noise parameters may give
even more satisfactory performance than those
presented below for the INS outputs by further
improving automatic calibration.

4.32.1 FiIN 1010G INS Sub-system Performance

‘T'his section includes the results of the simulations
of FIN 1010G performance for the outputs to the
Main Computer - without GPS available during the
madelied flights.

Figures 4.3.(a) shows Radial Position Error (cep).
Figure 4.3(b) shows rms North Velocity error, figure
4.3(c) shows rms East Velocity error and Figure
4.3(d) shows rms Heading crror as functions of
flight time - in each case the results represent
overall performance within one year from delivery.

‘The performance is always within the current INS
specification even though no routine calibrations
have been performed.

This performance level will be maintained
indefinitely in service without recalibration since
the “settled” performance level is established
within the first two months after delivery.

4.32.2 FIN 1010G Integrated System
Performance

This section includes results for the FIN 10106

“Best Estimates” of Position, Velocity and Heading

on the new Panavia data link outputs to the aircraft

system - with GPS available during the modelled

flights.

Figure 4.4(a) shows Radial Position Error {cep),
figure 4.4(b) shows rms North Velocity error, figure
4.4(c) shows rms East Velocity error and Figure
4.4(d) shows rms Heading error as functions of
flight time. In cach case the results show the overall
performance within one year from delivery.

The performance is always well within the INS
specification even though no routine calibrations
have been performed. ‘This performance will be
maintauned  indefinitely  in service  without
recalibration since the “settled™ performance level
is established within the first two to three months
after delivery.

Comparison with the results presented in Section
4.3.1 above show the dramatic improvements in
performance obtainable with a fully integrated
GPS/INS navigation system.  This quahty of
performance is obtainable from FIN 10106 without
any maodification of the existing Tornado aireraft
avionics.

5 CONCLUSIONS

5.1 RETROFIT CONSIDERATIONS

Improvements in GPS coverage and the increasing
availability of user equipment offers the potential
for significant enhancement of existing arrcraft
navigation systems. This in turn extends the
operational capabilities of the arrcraft. In order to
provide the maximum availabihty and performance,
the GPS system must be integrated with other
navigation SCNSors.

There are as many possible ways of integrating GPS
within a navigation suite as there are different suite




designs. The two case studies in this paper have
shown some of the difficulties associated with
fitting GPS to an aircraft with a modern avionics fit
and have described how they may be vvercome.

52 SINGLE CARD INTEGRATION AND
GPS INTERFACE

The two case studies gave two examples of how an
existing INS can be modified to interface with the
GPS and make use of its data without requiring
modifications to the rest of the navigation suite.
This is not necessarily the optimal way to fit the
GPS but it certainly is a cost effective method. It
also has the advantage that the addition of the GPS
is transparent to the pilot in that the operation of
the INS is not altered by the presence of the GPS.

53 DEMONSTRATION OF SYSTEM
CAPABILITY

The FIN 1075G flight trials conducted so far have
shown the tremendous improvements in navigation
accuracy and pilot workload reduction that can be
achieved by the incorporation of GPS. They have
also demonstrated a rapid reaction capability by
making the navigation accuracy independent of the
INS alignment time, thus giving increased
operational flexibitity.

Further flights will also demonstrate a reduction in
the cost of ownership due to the constant
calibration of the INS.

In the case of FIN 1010G, simulations have
demonstrated the potential for long term
navigation accuracy exceceding the performance

NS

capability of stand alone GPS coupled with the high
bandwidth of inertial navigation data.

54 FURTHER EXPANSION

The systems described can be expanded to provide
a variety of extra facilities such as ailded ahgnment
and INS performance monitoring for maintenance
purposes.

The GPS aided alignment gives the aircraft a rapid
reaction capability removing any uncertainty in the
initial position and allowing the ahgnment to
proceed during taxi and take-off. It can also be
used to give an autonomous at-sea ahigament
capability thus increasing the operational flexibility
of the aircraft.

‘The error estimates from the Kalman filter can be
used not only to calibrate the INS but also to
monitor trends in the crrors and give warning of an
incipient INS failure before it has an impact on the
mission.
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Abstract

Combined Satellite an-i Inertial Navigation Systems
can achleve extremly high positioning accuracies 1n
the submeter range even in the dynamic environ-
ment of aircraft.

This paper presents the concept of the "Integrated
Navigation System” developed at the Institute of
Flight Guidance using coupled satelhite and inertial
sensors. Flight test results are shown, which demon-
strate that this system has the potential to achieve
the ac:uracy requirements aceording to [CAQ CAT
I for high precision approaches even under bad
weather conditior. .

1 Introduction

When the American satellite navigation system G PS
(fig.1) and its Russian equivalent GLONASS are
fully nperational. there will be two navigation sy-
stems available. which are more accurate than any
other medium or long range navigation system.

Today the use of these two systems is restricted in
time, becanse not all of the provided space vehicles
are launched operational. This means that the geo-
metrical configuration of the satellites 1s not suffi-
cient for precise position determination at all times,
but this will change in the near future.

At the Institute of Flight Guidance of the Technical
University of Braunschweig an “Integrated Naviga-
tion Systern” s under development. which conples
GPS in the differential mode with inertial <ensors

Figure 1: Global Positioning System GGPS {1]

by Kalman filtering

Using this system. it is possible to improve the posi-
tion accuracy of GPS C/A-code receivers to meet
the requirements for . -~cision approach and lan-
ding even under bad weather conditions according
to [ICAO CAT L

In July 1980 the first worldwide automatic landing
using GPS/INS was officially demonstrated with the

research comnmter aireraf

owned by the Insty are
During sev cral approaches to Hannover arport rn-

way 27R the "Integrated System™ was compared




to the Instrument Landing System (ILS), which 1s
known as the European reference system in [CAQ
ANNEX 10 [2]. The thght test results show: The sy-
stemn meets [CAO CAT 11 accuracy requirements.
When these satellite navigation systems are availa-
ble worldwide 24 hours a Jday, precision approaches
and landings can be performed at any place in the
world not equipped with Instrument Landing Sy-
stems (ILS) or Microwave Landing Systems (MLS).
This will be a great advantage especially for General
Aviation operating from regional airfields, which are
not equipped with such expensive systems like ILS
or MLS Approaches under bad weather conditions
become possible. Regularity and flight safety will
increase significantly.

Several applications and tests at the Institute of
Flight Guidance show: This "Integrated Navigation
System” will allow the guidance of an aircraft du-
ring all phases of the flight. like taxiing, take off,
euroute, approach and landing.

1.1 Navigation Systems in Use Today

Today arrcraft are ~quipped with a variety of naviga-
tion systems depending on the application (tab 1)

| | |
Application 1 Range ! System Required i
1 {km] Acruracy i

{m]

u {m] |
Long Range | 10,000 INS 20000 |
Nawvigation | VLF-Omega |
; | ]
Medium 500 VOR/DME \! 200) l
Range ; |
|
i i
| —
Precision . ) ILS/MLS 2 i
Approach | L
i =

Table 1. Navigation Aids Today

In general the required accuracy of a system deerea-
ses with the required range. For long range naviga-
tion. aircraft are cquipped with Tnertial Navigation
Systems (INS) and Very Low Frequeney Omega,
where the horizontal posttion of the aiceraft is deter.
mined by a hyperbola method  Height s measured
by radar. radio, or barometric altineters

For medium range navigation VOR (Very high fre-

quency Omudirectional Radiorange ) and DME (Di-
stance Measurement Equipment) are used A com-
bination of both allows to deternune the honzontal

position

Precise approach and landing are tasks whiel re-
quire a high accuracy. not only 1 honzental posi-
tion but also i height These tasks e fultilled by
[nstrument Landing Systems LS and Microwave

Landing Systems (MLY)
A comparison of the accuracies of the itferent na

vigation systems s shown i figure 2

g preci3on
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Figure 2: Position Errors Versus Distance for

Different Positioning Systems [3]




2 ILS Accuracy Requirements

The accuracy requirements for the ground eqinp-
ment of [nstrament Landing Systems (ILS) are defi-
ned in HCAO ANNEX 10 (2} For a horizontal visib-
lity of 200 m and a vertica! visibility of 0 the ILS
equiprent has to fulkll the requirements for 1CAO
CAT L For a standard 3000 m runway with a 3
degree glide path the guide beam characteristics are
described in figure 3. The deviation of the aircraft
due to errors of the LS has to be less than 15 m
horizontal and 1.2 m vertical.

SO0 to

xser TO

Figure 3: ILS Toleranees

3 The Use of GPS

For abour two decades the American GPS has been
nnder developanent The speetfied accuracy for nuh-
tary use s in the range of 15 m (PPS: Precise Posi-
tioning Serviee). For civil users a reduced accuracy
of 100 m will be provided (SPS Standard Positin-
ming Serviee)  This accuracy will he availlable world-
wide 21 hanrs a day {t presents a big step forward
m civil aviation: One systermn can be used for long
and medonm distances as well as for terminal flights
The main principle of position determination with
this satellite system will be deserihed briefly (fig 1)
The signals transmitted by the satellites inelude the
parameters {ephemerss) from which the trajectories
of the <atellites can be caleulared  Using atonnre
cloeks anboard the sat hites and prrecise v'r_\~tf|| 1IN
zillators in the pecetver the propagation tane of the
signals can be measured Then the psendoranges
are computed by madtplying the prapagation tune
by the speed of liwhr This range incliwdes the range

—C

Fignre 11 Basie Principle of GPS

crror produeesd by the tine Gfset between the recer-
ver clock and the syochronized satethite clocks This
teans that four wnknowns must be determmned

o latitude .
o longitude A
o altitude /1 and

e clock offset Ar

For the caleulation of a three-dimensional position
s ne v esary toocse mesue nents o g oase

four satellites i sight

3.1 GPS in Differential Mode

A typical posttion error of a statinnary operated
GPS receiver s given an figure 700 Using the raw
data of a 10 chaunel C/A-code receiver the position
calenlation was done with code and phase measure-
ments daring an observation tune of approximately
3 hones

The corresponding Geometeie Didation Of Precision
(GDOPY and the number of <atdhites (Comp-SV)
which are used for the corputation are depreted in
figure 5

In figure 7 the offecr of the artihenad reduction of
the <atelhte sgnal acenraey by Selective: Availabn-

Lty (S/A) ean be observed Dinring the time <hown
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Figure 3: GDOP and number of satellites used
for the position computation

in the plot the accuracy of the horizontal position
{north/east) 1s degraded to £60 m in maximumn.
The error in the vertical position shows a larger am-
plitude of up to 30 m. These artificial errors su-
perpose the natural error sources like ionospheric
or tropospheric influence: on the propagation of the
signals or inaccuracies of “he satellites’ clocks.

All these errors, artifical o- natural, can be elimina-
ted by using GPS in the differential mode. In the
surrounding of a known ground station we can as-
sume that the measured err -3 are the same as those
at an onboard recetver (Gu [4]). The transmission of
the ground error data to the user (fig.6) for correc-
tion of the position calculated onboard can reduce
the postion error significantly.

Figure 6: Differential GPS for Precision Ap-
proach Guidance

Figure 8 shows the result of the differential compu-
tation using a second receiver to correct the measu-
rements of the first receiver (fig.7).
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Figure 7: GPS Measurement (v=0)

The position errors in all three directions are redu-
ced to the centimeter level. The observable jumps
are caused by the changes of the selected satellite
configuration (cumpare fig.6). These excellent test
results are only achievable in a stationary or quasi-
stationary environment. During dynamic manoeu-
vres tested receivers showed significant individual
errors.
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3.2 Integrity Problems

Excellent results such as the ones mentioned above
can only be achieved if the vehicle velocity is fairly
constant. For a receiver moving at varying speed
the bandwidth needs to be enlarged. This leads to
an increase of the noise level. During manoeuvres
several receivers may show time delays due to in-
fluences of acceleration on the receiver's clock and

some show a rather strong amphtude attenuation
which leads to navigation errors.

For aviation, system Integrity is of outmost import-
ance. The GPS consists of four segments. the con-
trol segment, the space segment, the user segment,
and the propagation path of the signals. Failures
of the control segment can be avuided by parallel
redundancy. They will not lead te an outage of
the whole system but only to a degradation of per-
formance caused by the use of old ephemeris and
correction data. For the space segment three spare
satellites are planned to ensure integrity. Outages
can occur nevertheless if the visible satellites have
a poor constellation. Whereas integrity of the user
segment can be ensured by using several receivers,
there is little to nothing one can do to ensure the
integrity of the signal propagation between satelhite
and receiver.

bulding

shadow

- receiver

GPS - Sv

_ - GPS -recewer

Roll - angle
Figure 9: Masking of the GPS antenna

One type of failure of this kind 15 the masking of the
G:PS antenna during turn flights, see figure 9. In
most cases, the receiver will loose contact to several
and in many cases to all satellites. Total break-
downs of the position determination of up to two
minutes have been observed.

When using carrier phase data unrecovered cycle
slips represent outages in the sense that the desi-
red pecformance cannot be achieved For DGPS sy-
stemns, the data link presents additional opportuni-
ties for failure.




Fer precision approaches of civil aircraft using SPS
(Standard Positioning Service / C/A-Code) the ob-
tained accuracy and integrity only by using pseu-
dorange measurements is not sutficient. For preci-
sion applications the use of GPS i differential mode
based on carrier phase measurements can reduce the
errors significantly. But 1t becomes clear that the
standard integrity requirements for air navigation
and cspecially for precision approach cannot be ful-
filled by GPS itself. The only way to improve in-
tegrity 1s to use GPS with a complementary sensor
system like an Inertial Measurement Unit (IMU).

4 Integrated Navigation Sy-
stem

If the advantages of GPS are to be used without
neglecting the requirements of integrity and good
dynamic behaviour, a system with complementary
characteristics has to be added. As seen from table 2
an Inertial Measurement Unit is an ideal candidate.

1,
GPS IMU ;
1
T T -
! ’ !
Self no i yes
Contained
Initialization no yes
Required
Error rel. high noise. low noise,
Behaviour stationary dnifts
time delay, no noticeable
Dynamics amplitude time delay
attenuation or attenuation
Output Rate 05-1 Hz up to 100 Hz

Table 2: Comparison GPS - IMU

The basic idea behind the integration of GPS and
IMU is to estimate the inertial sensot errors online
using GPS. At the same time the IMU can be used
to bridge cycle slips and times of loss of lock, but
most important is to bridge the time between two

GPS position conipiutations
Using o Kalman filter the fully Integrated Naviga-
tinn Systemn s shown an figure 100
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Figure 10: Fully Integrated Navigation System

On the basis of theoretical studies, sumulations and
flight tests took place at the Instutute of Flight G-
dance and Control of the Techunical University of
Braunschweig. For these tasks it s possible to use
the two flight simulators operated by the institute.
one primarily for basic research and the other one for
routine tasks. In the basic research simulator a fully
dynamic model of a wide body aircraft is implemen-
ted. Models for the orbital trajectories of the satel-
lites and for the propagation of the electro-magnetic
waves through the atmosphere are available. Inve-
stigations with the pilot in the loop are possible as
well as the variation of typical sensor behaviours.

These tools are used in a closed chain with the test
aircraft. Simulation results are validated by flight
tests and the flight test results then can be under-
stood by theory and simulator runs. For this pur-
pose the Institute of Flight Guidance owns two re-
search aircraft of the types Dornier DO 28, DO 128,
These aircraft are fully equipped with air-data sen-
sors, INS. GPS, telemetry, interface computers. suf-
ficient data storage capacity, actuators and displays

(fig.11).
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5 Applications and Examples

5.1 High Precision Approach Gui-
dance

An integrated GPS-IMU system for precision ap-
proach and landing has been developed at the Insti-
tute of Flight Guidance at the Technical Untversity
of Braunschweig. A block diagram of this system is
shown in figure 12.

Gyro Altituce Tvesnol - Prot
Acceier ometer Sensor Coordngtes Lommgnags
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Xolmantitter i

g
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Figure 12: Integrated Flight Guidance System

The position and attitude of the aircraft is deter-
mined by Differential GPS (DGPS), IMU, and an
altimeter. From the threshold coordinates, the pi-
lot’'s commands, and the present position a com-
manded trajectory is computed and then compared
to the actual trajectory flown. The difference is ei-
ther displayed on an Horizontal Situation Indicator
(HSI) and the cross pointer, or input to the autopilot
which computes commands for moving the control
surfaces.

This system allows even steep and curved approa-
ches. The only ground equipment needed is a GPS
monitor station with a data link to transmit the dif-
ferential corrections to approaching aircraft.

Using such a system the first worldwide fully auto-
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matical landing was performed in July 1989 with the
twin engined test aircraft Dornter Do 28 of the Techi-
nical University of Braunschweig This took place
during the public demonstration flights on July 11,
1989 at the symposium "Satellitennavigation in der
Flugfithrung’ of the German Institute of Navigation
(DGON) in Braunschweig.

Figure 13 shows the result of a flight test approa-
ching Hanover airport runway 27R. The Hanover
ILS is named as a reference system for Europe in

1ICAO Annex 10 (2].

The position information of the integrated naviga-
tion system is transformed tc the polar coordinate
system cf the ILS and compared with the deviations
given by the cross pointer of the ILS. Depicted is the
difference between both systems versus the distance
to the threshold. The borders of the boxes represent
the accuracy requirements of a precision approach
according to [CAQ Caiegory 111, This means that
the pilot has no vertical or horizontal sight until
touch-down From this point on th: Licrizontal sight
has to increase to a minimum af 200m.

The figure shows that these accuracy requirements
are achieved in all cases. Only in the immediate
surroundings of the threshold the differences are
larger due to errors of the ILS. caused by passing
the glideslope transmitter. Especially for the lo-
calizer, the results are well within the required h-
mits. Therefore one rould also imagine to use an
integrated DGPS-IMU for the calibration of ILS in
the future. At tne moment, this is done by using a
theodolite equipped with a laser tracker.
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Fignre 13: Inspection Flight Results for Hannover ILS 27R

5.2 Taxi Gutdauce

Today safe landings can be performed even under
bad weather conditions using ILS. There are only
few and inadequate installations though that assist
the pilot to find the right way to the ramp. especially
in darkness, rain, or fog. The safety and capacity of
airfields could be improved if the position of the air-
craft on the field would be known exactly, monitored
by the pilot and controller, and if taxi instructions
would be transmitted and executed automatically.

The Institute of Flight Guidance of the Techuical
University of Braunschweig has developed a proto-
type Taxi Guidance System (Mohlenkamp [5]). It is
based on DGPS-IMU. The position information can
be shown on a display. The airport coordinates are
stored on a transputer system which is also used to
identify the runway number and for the calculations
of the free programable graphics. The system has
been demonstrated during the field session of the
First [nternational Symposium on DGPS in Braun-
schweig in September 1991,

5.3 Special Projects

Special projects where the aircraft is a platform
for survey equipment. impose high requirements on
positioning, attitude determination, and gmdance.
Such applications are e g. aenal photogrammetry.
remote sensing, or airborne gravimetry.

Aerial photogrammetry requires that the pictures
taken overlap to a certain percentage. To achieve
this the aircraft has to be guided on a special pat-
tern (fig. 14} with an accuracy of a few meters. Espe-
cially the intercept on the return flight 1s a very de-
manding task. With the DGPS-IMU system and a
special flight director parallel stripes with a distance
of 50 m can be guided with an accuracy of 5 m at
moderate turbulence.

Laser profiling for contour maps requires knowledge
on position and attitnde of the aircraft, see figure
15.

In a test conducted in cooperation with the Insti-
tute of Photogrammetry of the Stuttgart University.
heights obtained by DGPS-IMU and a laser altime-
ter were compared with photogrammetrically deter-
mined heights. For approximately 17.000 measure-
ments the differences were less than 25 cm (tab.3).
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Figure 15: Earth Surface Contour Measurement

6 Summary

The Global Positioning System provides a positio-
ning accuracy that has never been available so far
from one system. GPS could replace the variety of
systems used so far for enroute navigation and at
the same it could replace the expensive systems for
high precision approach guidance like ILS and MLS.
GPS has revolutionized positioning and surveying
on land. Civil aviation that is not subject to regu-
lations and certification has already made extensive
use of GPS. Thanks to GPS many tasks can now be
performed at a fraction of the cost and time of con-
ventional procedures. Other applications have only
been made possible by GiPS.

Provided that the availability of GPS and also of the
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Table 3: Comparison of Laser Profiling to Pho-
togrammetric Control [6)

russian GLONASS will be ensured, a similar evolu-
tion will take place in regulated aviation. Applicati-
ons which have not been possible so far such as auto-
matic landings on grass strips or landings in accor-
dance with ICAO CAT 111 on non-equipped airfields
have already been Jemanstrated. This could be of
interest especially for regional airfields. for airports
in less developed countries and for special military
applications. A number of other applications such
as taxi guidance are being investigated The poten-
tial of satellite navigation is immense. Increasing air
traffic and increasing costs for air traffic control will
not allow to leave this potential unused
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Abstract

Algorithms are described for integrahion of
Differential Globa! Positiocning System (DGPS) data
with Inertial Navigation System (INS) data to
provide an integrated DGPS.INS nawvigation system
The objective 1s to establish the benefis that can
be achieved through various ‘eveis of integration of
DGPS with INS for precision ravigation  An egnt-
state Kaiman f:lter integration was :mplemented n
real-time on a twin turbo-prop transpert aircraft
to evaluate system performance during terminal
approach and landing operations. A fully integrated
DGPS/INS system s also presented which modols
accelerometer and rate-gyro measurement srrors
plus position, velocity, and attitude errors. The
fully integrated system was mplemented off-ine
using range-domain (seventeen-state) and position-
domain (fifteen-state) Kalman filters. Both filter
integration approaches were evaluated using data
collected during the fhight test. Flight-test data
consisted of measurements from a 5 channel
Precision Code GPS receivei, a strap-down Inert:al
Navigation Unit (INU), and GPS satelite differential
range corrections from a ground reference station.
The aircraft was raser tracked to determine its
true position. Results indicate that there is no
significant improvemaent in positioning accuracy
with the higher levels of DGPS/INS integration. Alf
three systems provided high-frequency (e.g. 20
Hz) estimates of position and velocity. The fully
integrated system provided estimates of inertial
-nsor errors which may be used to improve INS
navigation accuracy should GPS become
unavailable, and improved estinates of ac-
celeration, attitude, and body rates which can be
used for guidance and control. Precision Code
DGPS/INS positioning accuracy (root-mean-square)
was 1.0 m cross-tack and 3.0 m verticai. (This
AGARDograph was sponsored by the Guidance and
Control Panel.)
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Introduction

Tne ngriy accurale word wide postonrg
capab ty of rg Gicbal Positicn.rg Syster (GPS;
nas revoLtor.zed ravigaton  Over 'he pas! ‘en
yea's mary stud.es have evaluated the u<e of GPS
tor a varely of ar sea. and and pos:tor ~g and
~ay:ga' on appi.catons Tre precsicr m tary GPS
code (P Code) proviges 10-20 m pos ! oning
accuracy. ‘re coarse acquwsiton ~ode ;C A Coce:
‘h@ cvihan GPS code. provides 20-40 ™ pos:ton ng
accuiacy (100 m when Seiective Avar‘ab..ty s
activated; |1-8] Loca! corrections to saleii'e
rarge measurements are the basis of Diffgrentia/
GPS (DGPS). which provides an even more accurale
sotution  Postioning accurac:es of 1-2 m in the
horizontal ptane and 2-4 m vert.ca! have heen
demonstrated with DGPS (5.8 12-14)

The demonstrated accuracy of GPS has gererated a
great deal of interest in evalualing the use of GPS
and DGPS for navigat'on to support lermnal area
fight operations, including approach and land.ng
'2.5-14] The integration of DGPS wih an inert a
Navigat.on System (INS) 1s of particular interest
The INS provides excelient transient response but

lacks 1cag term stab ty  Tra GPS has exceider:
100G lerm stably D! tdas mited arnsen:
response charactershcs Nren proper'y
integraled. the two systems compement edach olher
very weil to rea ze a rgh fregquency ngh

acCuL dcy rav:gal.cn system

DGPS researct: at NASA Amas begar » tme ea’ly
1980's wher a C A Cocde DGPS syste™ was
deveioped and ' ght tested or an SH- 3G re.copler
using single chanre! sequenc:ng recevers ('t '4]
The object:ive was !'o eva'uate the use of DGPS 10
support tehcopter terminal approach operarcrs
Positioning accuracies dun~g firal approacn were
very encouragng (52 - 40 m {10 faleral arq

«+ 35 m 1o) vertica’) Vertcal ax:s resu’s were
even beter when the sCiu! on was acec w'h
barome!nic (S + 3 m (‘e and radiz (5 - 2 ™ ity
a'tmeters (12,147 Tre tme .a3s ¢ue 10 sale e
seqGLencing howe.er. were prot bilvely
red l'me rav galcr anc g.carnce wnoul et
adrg Neverhe'ess e pos’cr.ng act.rac es
allared currg mese eary 'es's cemorstrated tre
potertal of DGPS ‘cr ter~ira: approace and 'and ma
cperalers  S'alc tes!s ~dcated o3
ALCcuracy mgrt be ach.eved vt ogrt useg fotre
generat.on mylt cra~re' equpme~t 113

>

arge ‘or

In 1389 NASA Ames ertered ~'0 a &Nt prog-a™
wh e Depaten: of De'erse a~a e Fecera
Av.aten Adm.orsiratcn 1o eva uate treougr fogee
tes!, DGPS peston ~g accuracy ang o deter™ re
cperarona’ procedures ‘or max rg effec ve Lse cf
DGPS for term~a. area * 37 cperatcrs Tre
pregra™ was ¢ v ced 10 'ws gnases  Prase ' nas
eva'uated e use of e Praec se Postor ng Serv.ce
iPPS 18 P Codei ¢f *re GPS ‘or approact a~¢d
landing cpera'ors  Prase 2w evauate use of e
Stargard Pestnning Service (SPS. re € A Coce:
aded with carner phase measuremants for
terminal area operatons with particuiar empras.s
on the use of kinematc carrier tracking ‘or
precision rav.gat.on

imtial resuits of tre recert ¥ ghttest evaluator of
P-Code DGPS INS for terminal area operations are
described in '5] A reai-time DGPS INS system
was nstalled » a ‘w:n turbo-prop transport
arcraft. The ravigaton a'gorthm was a s:mple
eghtsiate Ka'™ar ‘ter integraton of DGPS w.h
INS  Positorng accuracy funng approach ard
land-ng was anout 1 m (') Por 2ontally and 3 m
11y vertically

Trs paper revews the nav-ga'ion




algortnm that was evaluated in [S] and then
extends that algornthm 10 a more compliete
integration of DGPS wth INS. Tha objective is 1o
establish the benefits that are achievabie through a
complete intagraton of DGPS with INS for precis.on
navigaton  Aithough there are many papers in the
navigaton llerature thatl have explored methods
for wntegration of GPS with INS [6.7.9.10].
va.dation with flight data has been mited

The paper begins with a rev:ew of the real-tme
eght state) DGPS INS aigenthm  The nex.
s8c:0n describes the eignteen-state and s:ixteen-
state tuiy integrated navigateon agorntnhms  The
‘est equpment ana the f.gnt experment are
descrbed next  In the resuts and d-scuss.on

sect cn tre fully rlegrated navigation a.gceritms
are varcaed using the fight data base and
ccrmpared lo the resuits from the eight-state
system Tre paper c/oses with soma concuding
rorams  Trhree append.ces present more dela-ed
ascussors of GPS pseudorange and dearange
measurement processing the dervaton of the il
matnx & r@malcs. and the Kalman futer impiemen-
ranons for tre fuly inlegrated systems

Real-Time DGPS'/INS System

The biock diagram shown in Fig. 1 iliustrates the
rtegrated ravigalion system tnat was smpiemented
in real-time during fhght-test evaluat:on of P-Code
DGPS INS for approach and land:ng (5]

INU a Navigation p. v
equations
p.v op. v b.d Range and
range rate
‘-—v estimates
- “JR.R
8 state \R. \R
Kalman filter J
.
p..v
Airborne |—3—2
GPS -
o Lef oeps range R.R
and range rate
Ground{ [ |measurements

GPS

P ;‘ Pg Vg
Fig. 1 - Eight-State Range-Domain Algornthm
The ravigation equations were integrated at 1 Hz in

an Earth-centered-Earth-fixed (ECEF) coordinate
frama An ECEF frame 1s convenient since satellite

position and veiocity. computed from GPS satetite
ephemaeris paramelers, are given in ECEF
coordinates This ECEF frame has the X axis
pointing through the eguator at the Greenwicnh
merdian. the Y axis 90° to the East. and the Z ax:s
pointing through the North pole The navigation
equatons in the ECEF frame are given by

n

oP = oV (1)

oV

eTnnamu + *‘g ‘2)

Measurements -cm the Inertial Navigaton Unit's
(INW) iccally ‘ovel coordinale frame were sampied
at 20 Hz and siored n a oufler A navigation state
-paate was rggered upon arrival of a new se! ¢!
measuremer:s from the GPS recever Spectc
forces from tne iocaiy-level frame (,a'"”) were
corverted to the ECEF frame and then averaged
cver the 1 second GPS update .nterval. The
average spec:fic-force was corrected for gravity
ang nlegrated twice 0 project position and
valocty 10 the next (cutrent) GPS measurement
tre A flat, non-rotanng Earth model was
assumed so spec:’:c-forces were not corrected ‘-
Cor:c s and centrpetal torces.  Gravity was
assumed corstant ard set 10 the gravity at the tes:
site. since apprcach and 'anding speeds were
re:atvely s'ow (120 ki) and fhight tests we’e
conducted at a cen'raized area al low allituce
Measurements from the INU were used directly
without correcting for accelerometer or ult
errors

Pseudorange measurements from the airborne GPS
receiver were first adjusted for satellite clock
bias. tropospheric delay. channe! cahbration and
hardware delays, and the recewer's estimate of
clock bias. Differential range corrections, uplinked
from the ground reference station, were then
applied to provide the best estimate of range 1o the
satelite. Range-rate was approximated by dividing
the deltarange measurement by the time interval
over which the measurement was made. Range-
rate data were then adjusted with range-rats
corrections from the ground station. Diferential
corrections were uplinked from the ground
reference station and applied at 1 Hz. Processing
of pseudorange and deltarange measurements and
the differential correction algorithm are described
in more detail in Appendix A.
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Differentially corrected range and range-rate data
were input (as measurements) to an eight-state
Kalman filter to update position and velocity. The
measurement model was based on the familiar
range and range-rate equations given by

P =1eP-Ps)T(eP - PN + b (3)

P =llep-PT(ev - V)lip + d (4)
The clock correction equation relating GPS receiver
clock bias and clock drift (bias rate) 1s given by

b=d (5)

Range and range-rate estimates were computed
using (3) and (4) with position and velocity state
projections from (1) and (2). Note that there is no
coupling between the navigation and the clock
correction states. Differentially corrected range
and range-rate measurements were cifferenced
with range and range-rate estimates to drive the
Kalman filter. The filter computed corrections to
position, velocity, clock bias, and clock dnft and
applied these corrections to the navigation state
vector. The 1 Hz navigation solution was then
written 1o disk for post flight analysis.

The real-ime computer generated simulated
Instrument Landing System (ILS) localizer and
ghdeslope signals using position and velocity from
the real-time {1 Hz) DGPS/INS soluiicn combined
with unaided INU velocity at 20 Hz. The 1 Hz
DGPS/INS position and velocity data were
converted from ECEF to the local runway coordinate
system (RCS), aligned with the runway and
centered at the touchdown point. DGPS/INS
positon in the RCS frame was propagated at 20 Hz
using INU velocity (converted to the RCS frame)
calbrated with DGPS/INS velocity Localizer and
ghdeslope commands were computed as tne angular
deviation of the arrcraft position from a nomina) 3°
glide path. Glideslope commands were referenced
to the origin of the RCS; localizer command~ were
referenced to a point 7,000 ft (2,134 m) beyond
the RCS origin on the runway centerline. The
computer-generated guidance commands were
interfaced to standard ILS-type localizer and
glideslope guidance displays in the cockpit.

The navigation algorithm used data from a GPS
receiver and the INU, but ran in parallel on a
separate processor. This processing architecture

was required because the GPS receiver did not
accep! differential corrections. (The terms “INS”
and "INU" are often used synonymously in the
navigation literature. [n this paper "INS” is the
more general term, and "INU" refers to the
particular unit that was used in the flight-test
evaluation)

Fully Integrated DGPS/INS Aigorithms

The purpose of a fuliy integrated DGPS/INS
navigation system Is to provide an in-flight
calibration (or identification) of the INU's state and
instrumen! errors and thereby provide a precise
inertial navigation solution. The biock diagrams
shown in Figs. 2 and 3 illustrate two complete
integrations of DGPS with INS. In these in-
tegrations, body frame accelerometer and rate-
gyro errors, a barometric altimeter bias error,
and the INU body-to-leve! attitude (or tilt) error
are modeled, in addition to the position, velocity,
and clock errors that were modeled in the eight-
state system (Fig. 1). The system of Fig. 2 utilizes
a range-domain filter, similar to that used in the
eight-state filter, and 1s driven by satellite range
and range-rate measurements. The system of Fig
3 utilizes a position-domain filter and 1s driven by
DGPS position and velocity measurements. Both the
range- and nosition-domamn systems u .9 the same
navigation equations.

INU e Navigation | p v. 0
Nbaro equations
Ap. Ov, B0
ba. bGg
+
C\ "_baro Range. range
r p.v. 0 rate, altilude
a.m b.d.bg r estimates
\h 18 state R.R
Kalman filter o
Pg: Vg R

Airborne

GPS "‘.’3 L.| DGPS range

and range rate
Ground 7 |measurements

GPS -
PP Pge Vg

Fig. 2 - Eighteen-State Range-Domain Algorithm

Once the inertial system’s instrument errors are
calibrated, both of these navigation systems could




provide an accurate solution even if DGPS data
become unavailable. DGPS data are unavailable, for
example, between the 1 tiz samples or during
receiver dropouts caused by antenna shading.

jamming, or other reasons. The navigation
equations were integrated at 20 Hz since the INU
data were available at this rate, and 20 Hz should
be adequate for terminal area operat.ons. {n an
operational implemantation, it is expected that the
navigation computations would be done internai to
the INU at a standard rate of 64 Hz or 256 Hz. The
Kalman filter updates should be apphed at a rate
that is consistent with the dynamics of the inertial
state and instrument errors and the allowable dnft
between updates. In this evaluation Kalman filter
updates were applied at 1 Hz.

a o .
< Navigation [ p.v, 0
INU | hoaro Equations
dp. Ov. 80
i ba.b
hbaro A-5G Altitude
g . lestimate

p.v. bp
a,
Ah 16 state

e, v
Kalman filter C

+

s U

Airborme | Pg: Vg
GPS DGPS
navigation
lG’W"d | solution
‘ GPS A ps. vs

Fig. 3 - Sixteen-State Position-Domain Algorithm

Here we choose to integrate the navigation
equations 1in a North, East. down locally-level
coordinate frame. A lccally-level frame s
typically used for inertial navigation applications
and all of the INU flight data are in a locally-level
frame. The locally-level frame moves with the
aircraft and the rate-gyro measurements are
integrated to level the frame such that the X-Y
plane remains perpendicular to the gravity vector.
A North-pointing mechanization was chcsen for the
post-test analysis. For giobal usage in a real-time
system, however, the wander-azimuth mechaniza-
tion is more appropriate.

The navigation computations are summarized in the
block diagram shown in Fig. 4. Specific-force and
angular rate measuraments ( a™  w '™ ), in the

INU locally-level frame, are the primary inputs to
the navigation equations. Accelerometer and rate-
gyro errors are each modeled with a bias and scale
factor, although the off-ine implementation uses
only the bias. The need for the tilt matrx T"
arises from the angular rate-gyro error which
causes a “tilt” error in the INU tevel frame.
Locally-level specific-force components from the
INU are corrected for body frame accelerometer
error and rotated through the tilt matrix to the
corrected level frame. Specific-force components
are then adjusted for gravity and Coriglis forces
and integrated to give velocity in the locally-level,
Norsth-pointing frame. The vertical velocity is the
rate of change of altitude. North velocity is divided
by Earth's mendional radius of curvature to form
latitude rate. East velocity is divided by the
product of Earth's prime radius of curvature and
the cosine of latitude to form longitude rate.
Integration of these quantities gives current
position in terms of latitude, longitude, and aititude.
In this system we use the WGS-84 gravity model
which computes gravity as a function of latitude,
longitude, and altitude. The navigation states are
geodetic position (latitude, longitude, altitude) and
velocity (North, East, down), and the three
components of platform tiit error. The navigation
equations are

A= NR o= ch/(Rp cos A); h = -Vl (8)

Vo= TN [@™ - TP (K, pa+ ,ba)l + 9

- (2 g + (Oy) X oV (7)
where
[~ ~VE/R
c(;)v = 'CVN / Rm
L -vEtan A/ R,
[ cos A
g = 0 | (8)
L-sin A

The kinematics required for calculating the tilt
matnix are derived in Appendix B and the result is
presented here as

T = oo - TN o™

“nTP (Kgpor + pbg)]} x TN (9)
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Fig. 4 - Inertial Navigation Equations

Note that the specific-force vectors ,a'"" and ,a,
and the angular-rate vectors o ™ and ywy, and
the rotation matrix ,T? in (7) and (9) are included
with or can be computed from INU data.

Integration of GPS with INS using a range-domain
Kalman filter is commonly used. One advantage to
this technique is that the system will continue to
navigate if range measurements from fewer than 4
satellites are available. Another advantage is that
range measurements may be applied sequentially,
thus the method is more compatible with sequencing
receivers. However, the latter is a less significant
advantage since receiver technology is moving
towards multi-channel systems rather than
sequencing Systems.

The position-domain approach, which uses position
and velocity residuals instead of range and range-
rate residuals to drive the Kalman filter as
indicated in Fig. 3., has received some attention in
the literature {10,15] In the position-domain
solution, the DGPS solution was computed
independently using a point solution [16] to the GPS
equations with differentially corrected range data.

The point solution was extended to compute

velocity using a least squares technique with the
corrected range-rate data. One advantage to the
position-domain filter is that the GPS clock bias and
drift states are completely separate from the
inertial navigaticn states. The clock correction
states need not be included in the Kalman filter's
state and covariance projection.

All of the DGPS/INS navigation systems discussed
above (Figs. 1-3) integrate the navigation equations
outside of the INU, i.e., in parallel with the INU's
navigation solution. This was an experimental re-
quirement. The DGPS/INS systems could be
mechanized so that state and measurement errors
are fed back into the INU if the unit would accept
such inputs. The fully-integrated range-domain and
position-domain navigation systems were
implemented off-line and evaluated using GPS and
INU data recorded during the flight-test. Appendix
C describes, in greater detail, some of the design
features of the actual off-line DGPS/INS implemen-
tations.
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Flight Test Data

The test aircraft (Beachcraft King Air 200, NASA
701) and the mobile DGPS ground reference station
used during flight-test evaluation of P-Code
DGPS/INS [5] are shown in Fig. 5. The airborne
equipment included a 5 channel P-Code GPS
receiver (Rockwell/Collins RCVR-3A), a strap-
down ring-laser-gyro INU (Litton LN-93), and a
real-time computer system. The ground system
includes an identical GPS receiver and real-time
computer system. Differential corrections were
transmitted to the aircraft at 1 Hz using an L-Band
telemetry uplink system.

Standard 3° approaches from 6.5 mi out were used
to simulate approach and landing operations for
fixed-wing aircraft. Flight tests were conducted at
the Crows Landing Naval Air Station (located about
50 milgs East of Moffett Field, CA) during the
period from February to April 1891, Selective
Availability was off during this time. The aircraft
was laser tracked during each approach to
determine its "true” position. Laser range
accuracy is nominally $0.3 m (1g noise) out to
about 9 km; azimuth and elevation accuracy are
nominally £0.2 milliradians (1o noise). The laser
tracker was calibrated in the morning before each
day’s flight test. (Laser range, azimuth, and
elevalion data were zero-phase-shift filtered
before being used in the truth position solution.

Since the RCVR-3A 1s effectively a 4 channel
receiver, it was important that airborne and ground
receivers tracked the same 4 satellites. The
constraints associated with having only 4 channels
at the reference station would normally be
operationally unacceptable. An operational ground
station should have multiple channels to allow
tracking of all satellites in view. Differential
corrections for all satellites should be uplinked to
the aircraft. The airborne system should then
hoose satellites for its solution based on the
availability of differential corrections from the
ground system.

Approaches were selected from the data base for
analysis based on three criteria: 1) continuous
tracking of the same 4 satellites by the airborne
and ground systems, 2) good satellite geometry,
i.e., PDOP (position dilution of precision) < 6, and
3) acceptable laser tracking data. Only approaches
with good satellite gaometry were used because
when the GPS constsllation is complete, good
geometry will be available 24 hours a day trom
nearly every point on the globe. If the entire
approach was nat acceptable, the usable portion
was included for analysis.

Results and Discussion
Positioning performance of the integrated

navigation systems was evaluated based on
statistical analysis of three axis (along-track,
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Fig. 6 - Cross-Track and Vertical Position Error Time Histories for 15-State Algorithm

cross-track, vertical) positioning errors during the
final approach. Three axis positioning error time
histories are computed by comparing the DGPS/INS
navigation solution with the truth solution derived
from laser tracker data. For the eight-state
system, the real-time solution data recorded in
flight were compared with the truth data. The fully
integrated DGPS/INS range- and position-domain
algorithms shown in Figs. 2 and 3 (also see
Appendix C) were implemented off-line and
validated using the flight-test data base. The off-
line versions do not utilize the barometric altimeter
so the range-domain filter has seventeen states
instead of eighteen, and the position-domain filter
has fifteen states instead of sixteen. Fifteen
approaches flown on 4 different days with various
sateilite combinations were used in the post-flight
analysis.

Figure 6 shows composite time histories of cross-
track and vertical position errors for the 15 state
position-domain solution plotied against true
distance from the touch down point for all fiftean
approach segments. As expected, the cross-track
arror is consistently smaller than the vertical
error. Note that the vertical error bound tightens
up at about 2.5 nmi (4.6 km), and then expands
slightly during the last 1 nmi (1.8 km). This
phenomenon is somewhat puzzling since GPS or
DGPS accuracy should not be a function of position
along the approach path. The fact that the laser

tracker is more accurate at shorter ranges could
explain the better performance as the aircraft
approaches the 2.5 nmi mark. The larger vertical
error during the last mile could be due to increased
multipath interference at the airborne antenna as
the aircraft gets closer to the ground. However,
this would only be a factor at altitudes below 30 m
(0.3 nmi (0.5 km) on a 3° approach) since the P-
Code wavelength is about 30 meters. The
composite time history plots for the eight- and
seventeen-state algorithms look similar to those
shown in Fig. 6.

Figures 7-9 show cross-track and vertical position
error histograms for the three levels of DGPS/INS
integration. Three-axis position errors are
separated into "error bins" according to axis and
sign-magnitude. The histograms show the
percentage of total points that fall into a particular
error bin plotted against the sign-magnitude of that
bin. The histograms are based on 1496 data points
recorded at 1 Hz from the fifteen approaches.

Histograms provide a graphical representation of
overall positioning performance for the fifteen ap-
proaches. The near-ideal Gaussian error
characteristics of the histograms indicate that
most correlated satellite ranging errors have been
removed by the differential corrections. The along-
track histograms (not shown) look nearly identical
to the cross-track histograms, except that they




are offset by a bias error to be discussed later.

A Time History Analysis was performed which uses
ali data (at 1 Hz) from the error time histories in
the statistical error analysis. This method is based
on the assumption that DGPS positioning accuracy is
not a function of aircraft position in the local area
(e.g.. position along the approach path). All points
from each approach are given equal weight in the
statistical analysis. Composite error statistics for
the three levels of DGPS/INS integration are given
in Table 1.

Decision point analyses are usually used to evaluate
the navigational accuracy of approach and landing
systems. To determine navigational accuracy, a
decision point analysis uses only data points
corresponding to a particular aircraft position along
the glide path, e.g., 2 mi to touchdown (TD), or the
200 ft decision height (DH) on a 3 deg glide path.
The mean and standard deviation of cross-track and
vertical position error at 4 deciston points along
the 3° glide path were computed for the three
levels of DGPS/INS integration. The results are
summarized in Figures 10a (cross-track} and 10b
(vertical). Though the DGPS mean and standard
deviation appear roughly equivalent at each
decision point along the glide path, there is likely
some increase in positioning error at the 100 fi
decision height as indicated in Fig. 6. The
positioning accuracy of conventional approach and
landing aids, such as the ILS or the Microwave
Landing System (MLS), is inversely proportional to
the distance to touch down. The positioning error
statistics at the 200 fi. decision height (as plotted
in Fig. 10) are given in Table 2.

The 200 ft decision height results in Table 2
indicate an apparent improvement in vertical axis
performance for alt systems as compared to the
results of the Time History Analysis in Table 1.
This reduction in error may be due to better
performance when the aircraft is stabilized at the
200 ft decision height. However, these data are
based on a limited data set, i.e., 11 approaches (11
data points).

The mean error in the along-track data is likely due
to a time tagging error in either the airborne data
or the laser tracking data, and not an error in the
navigation solution due to along-track motion. The
stand-alone GPS solution for the same data set [5]
does not show an along-track mean arror.
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Therefore, we suspect that the along-track mean
arrors in Tables 1 and 2 can be calibrated to near
zero. The vertical mean error is due to uncertainty
in the DGPS vartical solution and can not be
calibrated out of the solution. Therefore, it s
approprate to use the root-mean-square (RMS)
error when measuring positioning performance.

During the course of this investigation many
different tuning parameters, e.g., measurement
noise and process noise, were used in the Kalman
filters. Given the variation in results as a function
of Kalman filter tuning, and the uncertainty in the
faser tracking data. the variation in positioning
error across the three leveis of integration 1s
considered statistically insignificant.  This is not to
say that higher levels of DGPS/INS integration are
not beneficial. A major benefit of the full
integration is to provide estimates of inertial
instrument errors which may be applied to INS
sensor data and, therefore, allow the INS to
navigate more accurately should GPS data become
unavailable. This benefit is not explored in this
paper. Based on the results in Table 1, the average
RMS positioning error across the three levels of
integration is 1.0 m cross-track and 30 m
vertical.

Another advantage of an integrated system is to
provide smooth, calibrated, high rate navigation
data between the 1 Hz DGPS measurement updates.
Figure 11a is a sample approach time history
showing the 20 Hz fifteen-state position-domain
navigation solution and the DGPS measurement
updates. Note that the 20 Hz navigation solution is
a filtered fit to the DGPS data. The positioning
error characteristics of the integrated solutions
are dominated by the DGPS solution in both the
range-domain and position-domain solutions. The
Kalman filter adjusts the INS error estimates so
that the 20 Hz navigation solution fits the DGPS
data. Figure 11b is a short segment of the same
approach. The quantization in the 20 Hz solution
due to the DGPS updates is on the order of 10 cm.
If necessary, (e.g., for guidance) this quantization
could be filtered out independently of the DGPS/INS
algorithm. The fits for the seventeen-state range-
domain solution are similar to those in Figs. 11.

it was found that the use of deltarange
measurements o approximate range-rate to the
satellite introduced an error in the velocity
estimation during turning flight. Since the
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Table 1. P-Code DGPS/INS Results. Position Error Statistics (mean and 1-sigma standard deviation) from
a Time History Analysis of data from 15 approaches (1496 datc points) flown on 4 different days.
8-State 17-State 15-State
range-domain range-domain position-domain
mean 1o mean ic mean ic
{meters) {meters) {meters)
Cross-Track 0.1 09 0.3 1.0 0.2 1.0
Vertical -0.9 3.0 -1.3 28 -1.4 24
Along-Track 3.7 1.2 -3.3 1.1 -3.6 1.1
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Table 2. P-Code DGPS/INS Results. Position Error Statistics (mean and 1-sigma standard deviation) at the
200 ft Decision Height based on data from 11 approaches {11 data points) fiown on 4 different days.

8-State 17-State 15-State
range-domain range-domain position-domai~
mean 1o mean 1o mean 1o
\meters) {meters) (meters)
Cross-Track -0.1 0.8 0.0 1.0 0.1 08
Vertical -0.7 26 -0.8 2.2 -0.8 22
Along-Track -3.5 1.1 -3.4 1.0 -3.5 1.3
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deltarange for the RCVR-3A is the range change
during the 0.8 sec period prior to the pseudorange
update, the range-rate estimate is the average
range-rate over the 0.8 sec interval. At best, the
range-rate estimate is valid 0.4 sec prior to the
psuedorange-valid time. This latency was
particularly apparent during turning flight. Only
when the range-rate measurements were weighted
low in comparison to the pseudorange
measurements, would the Kalman filters converge
properly during turning flight. The errors were not
apparent during the steady approach since range-
rate was relatively constant during this time. An
improved method for making use of the deltarange
measurements is currently being investigated.
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Fig. 11 - Cross-Track Position for Sample 3°
Approach.

Concluding Remarks

Three cifferent DGPS/INS integration algorithms
were evaluated with flight-test data from a twin
turbo-prop transport awcraft 1o determire
positioning accuracy during approach and landing. A
simple eight-state Kalman filter integration was
implemented in real-time. Fully-integrated range-
(seventeen-state) and position-domain (fifteen-
state) algorithms were developed and evaluated off-
ine with the flignt-test data base. Three-axis
positioning accuracy (cross-track, vertical. along-
track) during final approach was approximately the
same for all three algorithms.

Though positioning performance is about the same
for all levels of DGPS/INS integration, it i1s clear
that the fully integrated systems which estimate
INS instrument errors, i.e., accelerometer, rate-
gyro, and barometric altimeter errors, would
provide improved navigation accuracy during
periods when GPS is unavailable.

DGPS/INS integration provided accurate, high
frequency state estimates which may be used for
navigation, guidance, and control. The eight-state
system provided position and velocity estimates
that are consistent with DGPS accuracy. The fully-
integrated systems also provided calibrated
estimates of acceleration, attitude, and body rate.

Average P-Code DGPS/INS positioning accuracy
(rooi-mean-square) based on analysis of final
approach flight-test data was 1.0 m cross-track
and 3.0 m vertical. The DGPS/INS positioning
accuracy results show about a factor of 3
improvement in both horizontal and vertical axis
over that of stand-alone P-Code GPS, i.e., without
differential corrections [5).

The use of GPS carrier phase data integrated with
an inertial system is the subject of continuing
research in GPS/INS integration at NASA Ames.
GPS carrier phase measurements provide highly
accurate range and range-rate information and
could provide further improvements in navigation
accuracy for terminal area flight operations.
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Appendix A - Pseudorange, Deltarange,
and Ditferentlal Correction Processing

The DGPS reference station computes corrections
1o pseudorange and range-rate data for all
satellites being tracked by the ground receiver.
Differential corrections are filtered at the ground




station and data-linked to the airborne system at a
rate of 1 set per second; a set includes range and
range rate corrections for all satellites. The
airborne system applies the differential corrections
to corresponding satellite measurements from the
airborne receiver.

The receiver’s raw pseudorange and deltarange
measurements, its range error estimates, the
satellite ephemeris, and its GPS solution data,
inciuding estimates of clock bias and clock drift,
are all output from the receiver. Pseudorange
measurements in both the airborne and ground
reference systems are first adjusted with the
receiver's estimate of total range error, iess the
ionospheric contribution which will be accounted for
by the differential corrections. Range-rate is
approximated by dividing the deltarange
measurement by the time interval over which the
deltarange was valid. Pseudorange and range-rate
are then adjusted with the receiver's estimate of
clock bias and clock drift. This removes most of
the receiver's clock error from the pseudorange
and range-rate measurements. The airborne
navigation filter still estimates any residual clock
bias and clock drift. The equations for computing
range and range-rate estimates in both the airborne
and ground systems are

p=p-8 -b -d (Aty ) (A.1)

p = Ar/AL,, - 6, (A.2)

At the ground reference station differential
corrections are computed by differencing the range
and range-rate estimates from (A.1) and (A.2) with
the computed range and range rate as determined
using satellite position and velocity and the
surveyed reference station coordinates. The
differential range and range-rate corrections are
given by

Ap=py - p {A.3)

8p=py-p (A.4)
These data are filtered at the ground station,
uplinked to the aircraft, and applied to correspon-
ding airborne satellite measurements.

In the airborne system, corrected range and
corrected range-rate are given by

{A.5)

R=p+ap+ap (Al

R=p+ap (A.6)
The uplink latency, At is the difference between
the GPS time tag on the airborne measurements and
the GPS time tag on the differential correction
message.

Appendix B - Derivation of the Tiit Matrix
Kinematics

The integrated navigation system described in this
paper operates in paraliel with a standard inertial
navigation unit as shown in Figs. (1) and (2). The
inputs to the navigation equations consist of
specific-force measurements in the INU level
frame, and body frame angular rate-gyro
measurements. This Appendix presents a
derivation for the kinematics of the “tilt” matrix
required to transform a vector from the INU leve!
frame ("n") to the corrected level frams ("¢"). All
matrices are (3x3), and vectors are (3x1). The
derivation of the hit matrix kinematics begins with
the rotation-matrix identity

J0= 0,10 (8.1)

Now, differentiate both sides of (B.1) to oblain

T = To Tn . To T (B.2)
and use the matrix identity

TP =- TP Te TP (B.3)
to write (A.2) as

M= TP Te TN - T (B .4)

The kinematics for the level-to-body frame
transformation calculated by the INU are given by

p1" = - oy - p T 0 ™) x pT" (B.5)
where
nwLmu = nmvmu + g (B.6)

The aided navigation system should be able to
estimate any residual errors in the total angular
rates not compensated by the INU. These errors
can be modsled in the corracted level frame as




pT¢ = - b0y - Kg poor - pbg
- TC00) X TC (8.7)

where Kg is an upper triangular matrix of rate-
gyro scale and misalignment factors, and ,bg is a
vector of rate-gyro biases, in the body frame, and
where

O = Oy + W (8.8)

Finally, with substitution of (B.5) and (B.7) into
(B.4) and with the rotation matrix identity T(a x) =
(Ta)xT, the kinematics required for calcuiating the
tilt matrix can be written in the form

TN = o - T [ '™

- aT? (Kg by + D)l x T (B.9)

Note that the angular-rate vectors o, '"* and jov,
and the rotation matrix nTb in (8.8} can be
computed from INU data.

Appendix C - Post Fiight DGPS-Aided
Navigation Fliter

In the flight-test experiment described in this
paper, GPS data at 1 Hz and INU data sampled at a
nominal rate of 20 Hz were stored on disk. These
data were used in the post-flight evaluation of the
DGPS-aided navigation systems. The INU-derived
measurements of specific forces and angular rates
were used to drive the parallel mertiai-navigation
computations outlined in Fig. 4. Notice that body-
frame accelerometer and rate-gyro errors are
each modelled with a bias vector and a scale-factor
{misalignment) matrix. The purpose of the
navigation filter is to provide an "in-flight”
calibration {(or identification) of the error models
and thereby provide precise navigation when DGPS
data are available. This appendix describes some of
the design features of the post-flight DGPS-aided
navigator shown in Fig. C.1.

It was decided that a wander-angle mechanization
would add unnecessary complexity to the navigation
problem. The coordinate frame chosen for the
parallel navigator was a North, East, down locally-
level system common in aeronautics. As indicated
earlier, the navigation states comprised INU
position (geodetic latitude, tongitude, altitude) and
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velocity (North, East, down), and three ult angles
(to rotate from the INU leve! to the corrected level
frame). Both the position- and range-domain
versions of the post-flight filter utilize the same
navigation equations ((6)-(9) in the text). The
navigation states are integrated at the nominal 20
Hz rate, using a second-order Runge-Kutta method.

The integration time step 1s variable, and is
determined as the difference between consecutive
INU times:

deltN = tins2 - tins' (C.1)

In the navigator actually implemented, the scale-
factor matrices K, and Kg were not included. The
individual test maneuvers were only 3-5 minutes in
duration and quite benign, so that little benefit
would accrue beyond estimating accelerometer and
rate-gyro biases. Therefore, the state model for
the position-domain filtei has fifteen states. while
the state model for the range-domain filter, which
must estimate clock bias and clock dnft, has
saventeen states. The corresponding filter
measurement models have dimension six (position
and velocity), and eight (range and range rate to
four satellites), respectively. It should be noted
that the DGPS measurements were referenced to
the antenna location, requiring “lever-arm”
corrections 1o position and velocity for calculation
of measurement residuals.

It shouid be noted that in this filter implementation,
the process noise enters the state only through the
bias models. Each model is of the form

b=-bT+w (C 2)
This 1s recognized as a “colored-noise™ model, with
time constant T and zero-mean white-noise source
w. A convenient discrete-time form of this bias
modsel is given by
b(i+1) = (1 - WT) by

+ (2hT)'2w(i) (C.3)
where h is the filter time-update interval (deltlU in
Fig. C.1), and the noise sequence w(i) has a

variance equal to that of the apriori estimate of the
bias error itself, i.e.

E{w2(i)) = 6,2 (C.4)




The model has the property that, in the absence of
measurement updates, the steady-state value of
the bias variance is exactly o,2.

Some commaents concerning calculation of the state-
transition matrix are in order. As indicated In the
text, the navigation state model is nonlinear, and
can be represented in vector form as

x = Hx, u, w), x(0) = x, (C5)
where x 1s the navigahon state vector (including
biases), u i1s the forcing-function vector (INU
specific forces and angular rates), and w 1s a
representation of the modelling error (process
noise). The state-error equation for the Kalman
filter is of the form
8x =1 8x + f, dw (C 6)
where f{ and !, are the partial-derivative
matrices. Note that the state partal f is a
function of the navigation states and must be
recalculated at each point of the state trajectory

For this filter implementation, as in most
applications, 1t is sufficiant to approximate the
discrete-time transition matrix by
o={1+F+F2 2] F=2f odt (C.7)
where the term F is the result of accumulating
products f, dt computed at each time step (deltN) of
the navigation solution during the interval between
filtor tme updates (de!ty} Hence, when a time
update s to be performed, most of the work
required to compute ¢ has already been done.

Because the navigaticn sampling times were
unstgady (nominally 20 Hz), the Kalman filter was
designed 1o run synchronously with the DGPS
measurement schedule, which was periodic at 1
second. Although the filter time-update interval
can be a sub-multiple of this period, the results
presented in the text were all obtained with one-Hz
time updates. Refer to Fig. C 1 and note that, in
general, a time update at ttup or a measure@ment
update at tgps would occur between tins' and tins?
Before performing the time update. the term F in
(C.7) must be completed for the interval

delt! = ttup - tins' (C 8)

Following the ume update. F must be 'mtahzed for
the interval

deit2 = tns? - ttup (C 9

In order to perform the measurement update. the
navigation state must be interpolated between tins
and tns? in order 1o calculate the measurement
residual at tgps. Furthermore. foliowing the
update, the state error must be ¢ «trapolated to
tns? in order to be applied 10 the navigation state
Finally, notice that the state error s reset to 2ero
befare exiting the measurement-update task

1
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Summary

A visual sensor data processing method has been
developed and validated which allows to achieve on-
board autonomous landing approaches in the visual flight
regime with computing technology available today; sen-
sors are a video-camera, inertial gyros and an air velocity
meter. The key feature of the method is the reconstruc-
tion and servo-maintained adjustment by prediction
error feedback of an internal spatio-temporal model
about the process to be controlled (4D approach). This
encompasses both the egomotion state of the aircraft
carrying the sensors and the relevant geometric proper-
ties of the runway and its spatial environment. The effi-
ciency of the approach is proved both in a hardware-in-
the-loop simulation and in real test-flights with a twin-
turbo-prop aircraft Do 128 of Dornier. For accuracy
evaluation of the data gathered, the results of differential
GPS and radiometric altitude measurements have been
recorded simultaneously.

List of Symbols

ADC analog digital converter

BVV image sequence processing system
DAC digital analog converter

DBS three-axis motion simulator

u,v,w translational velocities of the airplane
p.q,r  angular velocities

®,0,¥ Euler angles

% y.H  distance of the airplane to the rinway
n elevator angle

F thrust

£ aileron angle

Y rudder angle

X state vector

u coatrol vector

b5 transition matrix (longitudinal, latcral motion)
A Jacobian of system model

H Jacobian of measurement model

K Kalman gain matrix

P €rror covariance matrix

Q covariance matrix of system noisc

R covariance matrix of measurement noisc
G input matrix of noise process

1. Introduction

Electronic micro-miniaturization of sensors and proces-
sors is progressing to a stage wherc machines may be
provided with the equivalent of the human sense of vision.
Only a few years ago, the 1 million-instructions-per-sec-
ond (MIPS) performance class for digital computers has
been a magic limit; within a few years the 'GIPS’-class
(Giga, i.e. 10° instructions per second) will be common-
place. This will allow to process high data rates as pro-
duced by imaging sensors in real time. Color video re-
quires a data rate of the order of magnitude of 10 MB/s.

However, data rate is not the essential point since it is the
information content of an image which is useful for
achieving some goal based on image sequence pro-
cessing. Within a high frequency image sequence there
may be quite a bit of redundancy since the situation
changes only slowly over time, in general. Therefore, the
main task of real-time image sequence processing is to
reduce data rates but to keep as much information about
the process to be controlled as possible.

A uniformly grey image contains as many picture cle-
ments (that means 8 bit data points) as a highly structured
one; yet, the information content of the former may be
summarized completely (without any loss) by 1. the sym-
bol 'uniformly grey’ and 2. the number coding the grey
level. For a 1IK* 1K pixel image this corresponds to a data
reduction of the order of 10™.

This is well appreciated in static image processing where
segmentation of regions with sim'lar characteristics is a
gencrally accepted fisst step; regr . or contour models
allow much denser representation and storage of infor-
mation than handling individual pixels. However, the
same has not been true along the temporal axis in most
approaches to image scquence processing. The 4D ap-
proach developed at UniBwM {1 to 5} combines both
spatial and temporal models about processes in the world
and fully exploits continuity conditions along all 3D space
axes and along the time axis simultancously, hence the
name 4D approach’.

In this approach, all prucessing activities are geared to
the next point in time when new measurcments are going
to be taken. There is no storing of previous measurement
data for differencing or rate computation; this is of cspe-
cial interest mn image sequence processing where cach




measurement means huge amounts of data (10° 1o 10°
Bytes), however, very much less new information once
the notion of objects and their states has been introduced.
The results of previous measurements and evaluations
are stored in parameters and state variables of generically
(structurally) defined  Sject models including their mo-
tion behavior. In moern control theory this procedure
is well known as recursive estimation (Kalman filters,
Luenberger observers). This has been extended to per-
spectively mapped image sequences and was shown to be
numerically very efticient. The flexibility of the approach
has been demonstrated in the application areas of road
vehicle guidance {2, 3). satellite docking |4}, lundmark
navigation for autonomously guided vehicles on the
factory floor and for landing approaches of aircraft. The
latter onc is the most demanding application up to now
and will be discussed in the sequel.

2. Multi-point model of airplane dynamics

The most pretentious application of the 4-D approach is
the automatically controlled landing approach of an air-
plane, because here a body is able to move within all six
degrees of freedom (three translational and three ro-
tational). According to Newton's law a state vector with
12 components is necessary for the description of the
complete dynamics of the airplane. These equations are
nonlinear. Contrary to the often used one-point airplane
models, for this upplication a multi-point model descrip-
tion is used. The aerodynamic forces and moments are
modelled scparately on the wing and on the elevator unit
(fig. 1) [6]. Wind effects, which have a considerable in-
fluence on the aircraft dynamics are included in this
model too.

Fig. 1: Multi-point model of the Domier Do 128 airplu-
ne

The state vector x consists of the transfational (u, v, w)
and angular (p, q, r) velocitics, the Euler angles
@, ©, W, and the distance to the middie of the runway
threshold (x, y, H), which is the origin of the coordinate
svstem chosen. The four component control input vector
uis assembled of the elevator angle 7, thrust F, the aileron
angle & and the rudder angle §. With this, the set of first
order nonlincar differential ¢qs. may be written in the
standard form for a "dynamical model”:

x = FIx(1), u(1), (1)} . )]
After lincarisation around a (sliding) reference point xi,

uo, the 12-th order system splits into two loosely coupled
6-th order systems: the longitudinal one with

n=wmmemHﬂ;m=wJﬂ (2a)
and

N. = Apxo, up} x1. + Brixo, uol ug. : (2b)
the lateral cne with

xs=0pn® W us =@ ! (3a)
and

xs = As[xg, uo] xs + Bs[xo, usf uy . {3b

The linear systems are the basis for developing a feed-
back controler, while motion simulation is performed
using the original nonlinear cquations (1).

3. Visual measurement model

For the imaging process from radiating points in 3D
space onto the image planc the simple pinhole camera
model is adopted (straight line perspective mapping). A
point P in the runway plane has the coordinates (x1, vi .
71.) in an axis frame with the origin in the center of the
runway threshold and the x-axis aligned with the runway
center line (fig. 2). The position of the airplane in this
coordinate system is at point (x, y, 7), where a geodetic
coordinate system with 7g in the direction of the Earth
gravity vector is affixed to the aircraft center of gravity
(cg); the xg-axis in the horizontal planc is usually defined
towards geographic north. For a right handed system the
yg axis then points towards east.

The angular orientation of the aircraft relative to this
geodetic system is given by the three Euler angles
Y, O, ®, where the sequence of rotation is of importance
for the final orientation: here, the 7-scquence (4. O, W)
has been used since it viclds relatively simple results in
combination with the viewing direction control. In the
aircraft-oriented coordinate svstem indexed f, the pro-
jection center of the camera has the coordinates (ly, Iy,
I;). This is the origin for the camera-oriented coordinate
system (indexed k), the angular orientation of which
relative to the f-frame is wea around the z-axts and He 4
normal to the xys-plane, positive upwards. The point Pis
mapped into the image plane at distance { (focal length
of camera lens) normal to the xca-direction with the
coordinates zpy in linc-direction (horizontally) and 7p, in
column-direction (vertically).

Using homogeneous coordinates, the transformations
can be easily computed by 4*4 matrix multiplications; the
following sequence is applicd: From runway-coordinates
translation Tg into geodetic coordinates, rotation Ry into
airplane coordinates, translation T, into platform-base
coordinatces, rotation Rey into camera coordinates and
perspective projection P into image coordinates (for
details see [9]). The nonlincar overall mapping equation
may be written in vector form for the two image coordi-
nates z, with p as camera mapping parameter vector

z=hxp] 4
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Fig. 2: Mapping a point from the runwy into the image
plane of the camera (9]

Withdx = X -xdy = YL-y, H; = height above ground
(-z), and the denominator

D =baydx + bazdy + bas Hy + bas , (42)

a point in the runway plane at (XL, YL, 0) will be mapped
into the image plane at

2By = (ba1dx + b2ady + bxsHz + b24)/D (4b)
2z = (b3idx + bydy + b3sH; + baay/D (4¢)

where the bjj are coefficients depending on the transfor-
mation parameters (see {9}). Real measurements are
always noise corrupted; therefore, for image interpreta-
tion through recursive estimation an additive noise term
v(t) is assumed to be present with covariance matrix R.
The Jacobian matrix of the right hand side of eq. (4) taken
with respect to the aircraft state x is abbreviated with H
(see eq. (7) below); this matrix and the coefficients b
become especially simple if the viewing direction is fixa-
tion controlled towards a point at the horizon where the
runway borderlines intersect cach other. This is obtained
by a two-axis platform on which the camera is mounted.
This platform is able to move in azimuth and elevation
thus trying to keep the picture of the runway in the center
of the image plane.

Eq. (4) is evaluated at ten different points in the runway
plane where lincarly extended intensity gradients may
easily be found by intelligently controlled correlation
with gradient templates (elongated ternary masks), see
figure 3.

Knowing the shape of the runway, usually a rectangle, the
appearance of the borderlines under perspective projec-
tion can be computed from the four corner poiats, given
the relativ aspect conditions - in the definition chosen,
exactly the aircraft state components. Eight windows are
placed on the runway boundaries and two on the horizon
in order to determine the roll angle.

Once an initialisation has been achieved, the search re-
gions within the windows can be kept small since, due to
motion prediction exploiting the dynamical model and
previous control inputs, only the effects of disturbances
bave to be compensated by the search. Systematic
changes in perspective projection are taken into account
since all internal representations are simultanously in 3D
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space and time. This is equivalent to what psychologists
call the *Gestalt’ phenomenon: When it 1s known what to
look for, the interpretation of a scene may be much easier
and less ambiguous than without any previous knowl-
edge. This has been of great help in road recognition
when, due to shadows from trees, intensity gradients are
abundant and the highest correlation values do not at all
correspond to road boundaries. Runway recognition,
usually, is much more simple; however, taxiway entrics
and exits may be compensated for by dropping the meas-
urements in these areas.

window:

47°47 pixel

Fig. 3: Regions of evaluation (windows ) within one
image

4. Filter model for estimation of the complete state vec-
tor in real-time

In order to establish an Extended Kalman Filter (EKF)
for the estimation of the complete state vector in real-
time, the nonlinear equations of motion (1) are used.
Based upon this 'dynamical model’ the fundamental al-
gorithm of an EKF may be found in [8] and looks like
follows:

The transition matrix @ over one cycle period
Af = tj+1 — tj is obtained from the linearised nonlincar
system equations (1) with the Jacobian A:

A A f{x(t), u(t), 1]
Al 6)) = S a;’ i . (5)
=x(t [t)
O is defined as
& [fi+1, t; ;(\(r I[i)] — eA(u)m ) (6)

P denotes the error covariance matrix, Q and R the
covariance matrices of the system and mcasurement
noises, while G is the input matrix of the noise process.

H is the Jacobian of the right hand side of the nonlinear
measurement equations b {x, p, ¢ | with p as parameters:

H[t X () = dh{xpti] | o

ax

x = x(t )

The final algorithm can be written as:

|
|
“;-—‘J
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Extrapolation

~ ~ bl ~

x6+1) = x(67) + [ (e, 6), u(e), 1) dt (8)

ti
e i+l
P(t+1) = D PP+ fB Gy Q) GT(r) DT ar (9)

8

Innovation (with H = H[ti;;(ti_ )

K(t) = P(t ) H' (HP(E) H' + R()) (10)
Xty = x(t7) + K(t) [a ~h[x(), b 1] (11)
P() = P + K@) H [ ()] P() C(12)

In the extrapolation step (eq. 8 and 9) the system and
corresponding error models are integrated from the ac-
tual point in time (¢, ) to the next one (¢;+1). After having
received the new measurement values, the innovation is
performed (egs. 10 to 12), yielding the best estimate for
the system state at time (¢;" ), which is in turn the basis for
the next filter step.

Up to now, low cost microprocessor hardware is too slow
for implementing the complete algorith.a on a single unit
in real-time. In order to reach real-time performance
despite these difficulties, some steps have been investi-
gated in order to split the algorithm from one set for 12
vector componeats into 2 sets indexed L and S for 6
vector components each running on parallel processors.
Since the amount of computation needed is proportional
to o”, this reduces the computation time peeded to 12.5
%. Finally, real-time performance has been achieved by
substituting in the seperated equation (9) the following
terms:

h+1 . —
JOLQu D d = Qo (13)
(|
t+1 v —
[Ds Qs() @t = Qs (14)

t

This allows to also split eqs. 9 to 12 into two sets resulting
in two decoupled systems for the aircraft motion (fig, 4).

"~ nonlinear. extrapolation of the full state vector |
i

x(r.'+1) = ;(z,*) + f:'+]r[§(r. t), u(t), tj dt

i |
|
/ linearization \

\
|
]
l
r longztudmal motion | lateral motion
l
|
I
i
L

PL(t+1) = PLPLOL +Qu | Ps(ti1) = PsPsDE +Qs
Ki(ti) = ... Ks(t) = ... ‘
AT = s = [
Pl u. )= .. Pty = ... :

Fag. 4: Splitting the filter algorithm into two seperated
parts

These seperate main parts have been implemented on
two different processors and run in parallel. For addi-
tional speedup, the sequential algorithm of Bicrman has
been used [12]. With this, the crucial step to real-time
with Af = 60 ms cycle time was achieved. By sticking to
the nonlinear extrapolation for the system state, no
knowledge about the system is lost.

The bulk of the measurement vector consists of optical
features which are extracted from a single image
delivered by a video camera. The rest of the measure-
ments are inertial values obtained by gyros fixed to the
aircraft. As indicated in section 3, a feature is a lincarly
extended intensity gradient within the runway plane. Itis
extracted by controlled correlation with ternary masks on
the runway borderlines and on the horizon along special
search paths [3). The feature extraction algorithms are
implemented on different parallel processors PPiin the
image processing system BVV (sce fig. 5), where one
processor analyzes two features within 40 ms. In this
approach maximally ten features are used per cvcle pre-
sently (fig. 3).

5. Hardware

The main part of the underlying hardware is the image
processing system BVV, developed at the Universitat der
Bundeswehr Munich (S, 7]. The BVV is a multi-processor
system in which the different processors can communi-
cate via a common system bus. Each pixel processor PPi
(Intel 80286) has access to the video image from a CCD
camera via a video bus and an ADC (fig. 5).
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Fig. 5: Multi-processor system BVV (from [3])

The object processors OPi (80386) run the recursive
estimation algorithms based on the *Gestalt’ idea of a
perspectively mapped runway and the dynamical models,
exploiting the feature data in conjunction.

Integrated into the BVV is the controller for the two-axis
platform (ZPP). The host for the image processing sys-
tem is a PC; both are connected by an IEC-bus. The PC
is used only for initialization, as a link to the intcgrated
computer of the airplane, and for data collection and
final evaluation. For visual control of the process, a video
monitor and a video recorder have been integrated (fig.
6).
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Fig. 6: Hardware architecture

6. Harware-in-the-loop (HIL) simulation

Primary results have been achieved in a hardware-in-the-
loop simulation, which was especially built for investiga-
tions and developments in the field of image processing
{10]. Real sensing and processing components may be
integrated into this loop. The dynamics of the airplane
and its view onto the runway can be simulated by a
three-axis rotational motion simulator (DBS) and a
graphics system (SGI 4D). The integration of the non-
linear equations of motion is done by a digital computer
which controls the other simulation facilities too (fig. 7).

For the simulations within the entire flight envelope, a
complete state feedback controller has been developed
with the latest theory of linear quadratic design with
prescribed eigenstructures {11}, With this method, the
Riccatti design is combined with the pole placement and
eigencevtor specification, thus allowing to use the advan-
tages of both methods. The nominal trajectory to be flown
in 3D-space and time is given in fig. 8.
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Fig. 7: Harware-in-the-loop-simulation

The advantage of HIL-simulation is, that on the one hand
all sensors and data evaluation electronics (with their dirt
cffects, hard to be modelled), can be included in the
investigation, but that on the other hand so called *ground
truth’ data for the evaluation of system performance are
readily available, since they are part of the numerical
simulation. This type of simulator is widespread for both
automatic guided weapon simulation and for pilot train-
ing; in dynamic vision, especially in the field of artificial
intelligence, it is almost never used up to now. However,
in several applications investigated at our institute it has
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proven to be a valuable tool for efficient software and
system development in this arca also. With the interfaces
between modules designed in the same way as they are in
the flight hardware, the preparations for real flight tests
on the remote airficld in Braunschweig could be kept to
a minimum.

Especially in the arca of testing feedback control laws
with respect to wind and gust responses, the well defined
and easily repeatable disturbances in simulation have
definite advantages over the irregular, nonrecurring ones
in the real world.

Fig. 8: Nominal trajectory shape

7. Test results

Closed loop performance with active control by the auto-
matic visual guidance system could only be done in the
simulation loop, since the airplane available from the
Technical University Braunschweig did not have com-
puter controliable actuators.

7.1 Closed-loop HIL-simulation results

The original flight hardware included in the simulation
was: The CCD-TV-camera mounted on a two-axis (pan
and tilt) platform for viewing direction control with angu-
lar rate feedback for inertial stabilization, the image
sequence processing system BVV_2 as discussed in sec-
tion 5, and the host-PC (80386) for system initialisation
and data logging. Aircraft angular motion was realized by
the DBS motion simulator for testing the viewing dircc-
tion control platform; the incrtial sensors in the wreraft
have been simulated on the computer, however.

Wind effects have been incorporated by adding a
(lateral) cross-wind component of -1 m/s starting at KX}
m in front of the runway threshold; at 650 m an exponen-
tially decreasing gust with a vertical component of | ms
and a cross-wind component of 2 m/s has been superim-
posed on the wind; the time constant of the gust was 6 s,

The simulation started at 950 m in front of the landing
strip with a velocity of 50 m/s at an altitude of about 51
m; it ended at about 550 m down the runway with touch
down of the landimg gear. The ensuing transition to
taxying has not been investigated, since a completely
different dynamical model would have been required
both for state estimation and for control. It should be
noted, however, that the vision sensor is well suited for
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vehicle guidance both in this and the following ground
roll guidance task along the taxyways. The capability of
performing these tasks has been demonstrated in essence
with our road vehicle guidance program [2, 3, 5].

At about 250 m in front of the runway threshold the
engines are throttled and the aircraft starts slowing down
towards 43 m/s at touch-down; at the same time, the
clevator is pulled in order to initiate the vertical flare
decelerating vertical speed exponentially towards zero.
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Fig.9b: Difference between estimated and simulated
Fig. 9: Roll angle in degree

As long as the runway threshold is visible, the distance to
it is estimated within 5 m accuracy; after loosing the
threshold out of sight at about 120 m distance from it,
range x is merely predicted according to the mode). The
end of the runway can not be measured accurately
cnough from this low altitude 10 be of any use. Altitude
above the runway could be estimated to within 1 m during
approach and to less than half a meter over the runway;
a rather large error briefly occurred during flare onset.
This was due to the delay in the tilt viewing direction
control loop at the sudden pitch rate change; it rather
soon disappcared again.

The controller designed consists of a full state vector
feedback with additional integral components for speed

and altitude, for which a strict time history profile is
essential during landing approach. The effect of the ver-
tical gust component is hardly noticeable in the trajectory
flown.
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Fig.10b: Difference between estimated and simulated
Fig. 10: Yaw angle in degree

In the lateral degrees of freedom the mancuver started
with a lateral offsct from the runway centerline of 85 m
at 950 m distance and a heading error of 15 degrees
towards the centerline. Within half a kilomcter the lateral
offset was reduced to less than 5 m, and within 0.75 km
the heading angle settled at about 2 degrees relative to
the runway, apparently mainly for crosswind compensa-
tion. During the initial maneuver, roll angles of up 10 8
degrees occurred; the estimation errors in both roll and
yaw angles were always less than one degree in magnitude
(fig. 9, 10). The lateral gust induced an estimation crror
in lateral position of about 3 m for a short time; otherwisc
it was always less than one meter soon after initialisation
(fig. 11). By adding another Kalman filter for runway
width estimation the system was improved to be able to
deal with not cxactly known runway parameters; a 29 m
wide runway could be validated to within I m accuracy.
When the runway threshold was lost out of sight due to
the close approach, the average estimated value was
within 0.4 m of the true onc.
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Fig 11: Lateral offset y to the middle of the runway in
meter

72 Flight test results in relative state estimation

After having gathered fundamental experience in simu-
lation, test flights have been performed with the twin-
turboprop airplane Do 128 of the University of Braun-
schweig. For evaluation of the accuracy of the optical
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Fig. 12: Distance to the runway x in meter
results, a differential GPS system recorded the flight data

in parallel to the optical system. The results in the trans-
lational degrees of freedom are given in fig. 12 to 14.

Fig.13a: a) optical b) GPS system
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Fig 13: Lateral offsct y to the middle of the runway in
meter
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It can be seen clearly from fig. 13, that the optical evalua-
tion process is getting better the nearer the airplane
approaches the runway. The reason is, that the image of
the runway is getting larger and the optical measurement
values become better. For the evaluation of the altitude,
the results of the GPS system showed errors. For com-
parison, a radiometric altitude-above-ground measure-
ment system was used in addition, in order to record this
value too.

Zeit (sec]

Fig 14: Altitude in meter a} optical b) GPS c) radio-
metric

In order to even allow approaches to airports, for which
the width of the runway is not kiown, an additive Kalman
Filter was used to estimate this value. The width of the
runway in Braunschweig is 29 m (difference between the
white lane markings). Fig. 15 shows the result of the
estimation, where the mean value estimated till about 200
m distance and 20 m elevation relative to the runway
threshold is 29.1 m. After having lost this line within the
image, the estimation is stopped and the mean value is
taken.
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8. Conclusion

Taking advantage of both spatial and temporal models for
motion processes of objects, today’s microprocessors,
already, allow real-time image sequence processing, dy-
namic scene understanding and visual motion control in
visually not too complex scenes in the 10 to 30 Hz range.
The powerful microprocessors of the near future (200
MIPS-class), interconnected by high data rate com-
munication networks, will enable the sense of vision for
machines in well structured environments.

The method developed for video image sequence evalua-
tion in the optical range may casily be adapted to other
sensors like infrared, low-light-level TV or even imaging
radar. With these, night vision or all-weather visual capa-
bilities may become possible.

Combining visual and inertial sensor data evaluation hae
complementary beneficial effects: motion blur at high
angular rates will deteriorate image processing; high
rates, however, can easily be measured inertially at low
cost. Inertial sensors become expensive when they have
to be trimmed to long term stability. Static references {or
long term stabilization, however, can be measured casily
by image processing, once the sensors have been roughly
stabilized inertially. Therefore, good overall perform-
ance at low cost may be expected by a proper combina-
tion of both sensors.

A similarly beneficial effect may be achieved for naviga-
tion by combining vision with GPS: The latter provides a
rough estimaie of geographic coordinates, so that an
ntelligent vehicle capable of visual landmark navigation
can start its visual search for landmarks in a rather small
search area; accurate position determination relative to
the landmark may then be achieved by visual tracking
over time taking models for the cgo-motion into account.

This new technology will allow autonomous on-board
navigation and control capabilities unachievable up to
now.

Fully autonomous control in a landing approach ull
touch-down has been demonstrated in a hardware-in-
the-loop simulation in real time (16 Hz) including wind
and moderate gusts. The same hard- and software has
been installed in a twin-turboprop aircraft; within five
days of testing, first results in relative state estimation
during manually flown landing approaches have been
obtained. These results compare well to differential GPS
and radio altimeter results for the same (lights.
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Scene Correlation for INS Aiding in Flight-Test Systems
- Runway-Referenced Flight-Tests with On-Board Sensors only
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Abstract

lnertial and image-derived measurements for runway-
referenced flight path computations are investigated.
They open the way for flight-tests without ground-based
sensors and with a minimum of a priori knowledge or
none at all about the runway position and direction in
absolute coordinates. They are ideally suited for in-
specting landing aids at congested civil airports, for in-
stance.

The investigations concentrate on the problems of the
baroinertial and inertial altitude measurements. on the
achievable accuracies of image-derived measurements
and their integration with inertial measurements. It is
shown that glidepath and flight track accuracies in the
order of 0.01 deg (10) should be achievable

1. Introduction

In many cases flight-tests are carried out near an airport
where trajectory measurements with respect to the run-
way (RWY) are of interest. Flight inspection systems for
testing landing aids of civil arports may serve as an ex-
ample.

Traditionally these flight-tests are based on sensors on
board and on ground as indicated in Fig. 1 1. A micro-
wave radar or a laser tracker is installed on ground with
a known absoiute position reference and measures the
relative position of the aircraft with respect to its absolute
position. This is transmitted to the aircraft for aiding the
inertial navigation system (INS) navigating in absolute
coordinates, too. As next step the flight path with respect
to tne absolute position of the runway reference point
and direction is computed

With fixed instailations on ground this procedure is in
principle a very good solution. The "Avionic Flight Eva-
luation System (AFES)" of DLR works in this fashion
[Stieler 91/1]. The burden of positioning and orienting the
ground-based sensors is carried out only once Errors in
their absolute position and direction are easily un-
covered They may be cumbersome when data of flight
inspections on a plurality of airports are evaluated with
submeter accuracy requirements.

The advent of the "Global Positioning System (GPS)”
alleviates the burden just mentioned. Orienting the refe-
rence station on ground as basis for differential GPS
measurements is no longer required. but the data eva-
luation is in principle the same as indicated above

Human beings do not orient themselves within the sur-
rounding In absolute coordinates. but with the help of
their eyes in relative positions Methods of digital
imaging offer similar possibilities for orientaticn and data
evaluation Their combination with an INS and memory
capacity for data storage ailows the flight path estimation
back into the past or forward into the future. which works
In a similar way as the human being does with his optical
sensors and memory

This paper deals with runway-referenced fight-tests
based on on-board sensors only -especially optical and
ineral sensors

Expenences with a flight inspection system of the Ger-
man Aviation Authority "Bundesanstalt fir Flugsicherung
(BFS)" are outlined first [Stieler 91/2] It is based on multi
DME, and INS for testing en route radio aids as
VOR/DME stations For testing landing aids it 1s based
on a downward looking CCD camera. INS plus radio and
baro altimeters

Possible mprovements and ther effect on the
achievable accuracy of the fight path reconstruction are
discussed. The paper is concluded with an outlook for
runway-referenced flight-tests without a priori knowledge
about the runway posttion and dwection in absolute
coordinates

2. Experiences with the BFS Flight Inspection
System

The 'Gemeinsame Flugvermessungsstelle (GFMS) = a
branch of BFS. .. responsible for testing en route arr
tratfic navigation systems and landing aids in Germany

The "Digitales MeBsystem {DMS 88) for 1esting enroute
air traffic systems consists of an INS aded by multi
DME. For testing landing aids DMS 88 1s in addition
equipped with @ downward looking CCD-camera and a
radio altimeter for taking measurements during the run-
way overflight The reference flight path. requiring an
uncertainty for ILS localizer and gtidepath measure-
ments below 0 02 deg.. is reconstructed as indicated in
Fig. 2.1. The data storage of the INS. aded in the hori-
zontal channels by multi DME and in the vertical channel
by a barometric altimeter. is mitiated prior to passing the
outer marker. When the aircraft flies over the patterns at
the beginning and the end of the runway. the CCD
camera takes one position fix each time In addition the
alttude is measured by means of the radio aftimeter
The measurements serve to aid the absolute horizontal
and vertical INS positions using a forward Kaiman-fitter
After passing the second pattern at the end of the run-
way. the flight path for the approach phase is recon-
structed by backward filtering the stored flight path in-
cluding all external measurements

DMS 88 thus opens the way for inspecting landing aids
at congested cwil airports without ground installations
and major interference with the traffic flow During the
test campaigns two items for possible mprovements
within the system were uncovered They concerned the
ghdepath computation and the reliabiity in obtaining the
required two position fixes from the downward {ooking
camera

The following sections deal with fiight test, laboratory
test and simulation resuits backing up steps for such im-
provements Changes in the data evaluation concept
would in addition allow to carry out landing aid inspec-
tions at airports with unknown position and direction of
the runway




Due to their independence from ground installations and
their error characteristics the combination of INS plus
forward-looking camera s ideally suited for this purpose
The goal 1s to obtain an accuracy of 001 deg for the
ghdepath and fight track computations The corre-
spondina handhing of errors in the submeter level requt-
res a close ook into the pertormance of the INS and the
camera, which will be treated in the next two chapters

Before going into details a word has to be said about the
integration of satellite navigation (GPS) receivers into a
fiight inspection system GPS position measurements in
the submeter level require a reference station on ground.
The goal of this paper is to show that the mentioned
glidepath and fiight track accuracies can be achieved
without ground installations. It 1s out of question that a
future flight inspection system wil make use of GPS,
primarely as replacement or supplement of multi DME
for enroute flight path computations. If differential GPS
measurements are available from reference stations
permanently instalfed on ground the situation is different
They will then provide a very useful supplementary
source of information for the runway-referenced flight-
tests investigated in this paper

3. Critical Review of the INS Vertical Channel in
Comparison to the Horizontal Channels

Because of its inherent instability [Winter 75, Stieler 82]
the INS vertical channel is barometrically aided as indi-
cated in Fig. 3.1 Roughly speaking it has the following
charactenstics.

Due to the farrly weak barometric coupling the

accelerometer measurements dominate the shor-
time accuracy and

the barometnc alttude and its bias dominate the
long-ime accuracy

But what i1s short-time and long-time for an arcraft ap-
proaching the runway? Which is the barometer bias in
this phase?

The biggest problem for an accurate barometric altitude
result 1s the measurement of the static pressure in the
moving aircraft. Depending on the position of the static
pressure holes in the fuselage, this measurement de-
pends more or less on ar flow parameters such as
[Wuest 80)

the magnitude of the air flow. i e the true airspeed
(TAS)

the direction of the arr flow. 1e the angles of attack
and sideshp

the flap and throttle settings

Test arrcraft are mostly equipped with a noseboom to
minimize these effects.

The conversion of the pressure into an electric signal 1s
affected by the length of the pressure tube. which de-
fines the time lag in the order of magntude of ts
[Redeker 85 Nord Micro 84] For the computation of
barometnc alttude above the runway from static pres-
sure measurements additional parameters have to be
known

ground pressure and temperature and
outsice temperature

Differences in these parameters cause additional bias
and scalefactor vanations

It the barometric altitude error remained constant durnng
the approach phase an accirate ghdepat camnoeation
would be possible based or a few additionai externai
measurements  Unfortunaiely this 1s not the case
Fig 3 2 shows flight-tests resufts obtained with the twin
engine turboprop awcraft DO 228 of DLR with statc
pressure holes in the fuselage The differences between
the barometric afttude obtained from the ADC and the
AFES laser tracker are shown here They show a very
problematic time charactenstic during the approach
phase which will not be removed by feeding the baro-
metric altitude ino the inertial system for obtaining the
baroinertial altitude

In the GFMS test aircraft which has its stauc pressure
holes in the fuselage. too additional effects due to
changing sidesiip angles were observed

Using a noseboom for static pressure measurements
would reduce these effects considerably. but t seems
hopeless to aim at a submeter accuracy in the baroines-
tia) aftitude computation

The situation 1s quite different for the pure inertial aiti-
tude. Though # I1s inherently unstable as aiready men-
tioned, its error growth is modeliable over a certain
period of time as shown below and it can serve as a
basis for an aided altitude and glidepath computation
The problem in this approach s to get access to it in a
commercially avaiable INS Since the customer cannot
change the INS software. the feedback gains in Fig 3 1
cannot be put zero without a costly mampulation by the
manufacturer. The second possibility of double inte-
grating the vertical acceleration as basis for nertial alti-
tude computation 1s burdened with the fact that it is only
accessable in the commercial INS after having passed a
first order Butterworth filter. impiemented wrh the fol-
lowing recursive formular in the Litton LTN-90 [Litton 83]

31 a*(n) = c¢(n-1) +05([c(n -c(n-1)]
c{n) = c(n-Y) + k{am -c(n-1jj
K = 2DV(Dt+ 2T
a* = filtered vertical acceleration
a = measured vertical acceleration
T = 05s

In our laboratories we mvestigated 2 methods of extrac-
ting the inertial altitude from this system

Method 1

Using the NS aititude and feeding 1t back as barometric
altitude Into the system. From Fig 3 1 1 can be eacsily
derived that the feedback signal i1s zero in this case and
the INS altitude should be the pure inertial altitude

Method 2

Deriving the inertial altitude from the vertical acceleration
after passing t through an inverse filter The straightfor-
ward procedure for this method '~ to solve Eq (3 1) for
the acceleration a(n) measured This procedure requires
that the INS output 1s sampled synchronously with the
INS computer clock frequency of 64 Hz For the labora-
tory setup with 20 Hz sampliing frequency the foliowing
equation gave the best resuits

(32) a(n) = a*{n) +[a*{n) - a*{n-1)] T-At




During the laboratory tests the LTN-90 was exposed to
hnear motions of + 20 cm amplitude at 1 Hz frequency
approximately. As to be seen on Fig 33 the rocking
table was inclined by 25 deg with respect to the vertical
and 45 deg with respéct to true north So all 3 INS chan-
nels sensed a component of the linear oscdlation

Fig 3.4 shows over 30 s of ime for both methods the re-
sidues between the reference aftitude (h = 0) and the
inertiai altitude after subtracting a 2nd order polynomial
for compensating the typical inertial errors in Fig. 35
t"e inemal aittude for both methods is piotted over 4
min The plots and the polynomial coefficients prove that
both methods give results with excellent correspon-
dence With a 3rc order polynomial the residues become
much smaller, as shown in Fig 36 for two different
tests

For a longer period of time, e g. 15 min. the errors of the
inert:al alttude, computed as outiined above. cannot be
modelled as well as can be seen from Fig 37a The
peaks of the residues with respect 10 a 3rd order poly-
nomial are = 1 5 m._approximately In a simulation it was
found out that a random walk coefficient of r = 0.2
(mys),vh generates residues of simitar magnitude (s. Fig
3 7b). This random walk corresponds to an acceleration
signal with 0.005 g resolution at 20 Hz samplng rate
Since the LTN 90 spectfications quote 1 22 10°% g at 64
Hz. the reason for this problem hies in the asynchronous
data collection of the laboratory setup There s no phy-
sical reason why within the INS the vertical channel
should be inferior to the horizontal channels [Knickmeyer
90) Fig 3 8 shows the corresponding laboratory 1est re-
sults for the horizontal residues computed from the north
and east velocities The nonhinearity at 60 s is due to the
limited resoiution of 0125 kn of the LTN 90 output
signais f the system 1s standing still this may generate
a posttion error slope of equal magnitude which vanishes
when the system is moving The random walk coefficient
at 16 Hz update rate 1s r = 027 mivh. which 1s neghgi-
ble The higher noise 1n the horizontal position with
respect to the inertial altitude 1s due the to difference in
the LTN 90 transport delay which 1s 60 ms for the acce-
lerations and 110 ms for the hornizontai velocities

Both methods outiined above for inertial attitude com-
putation give good results for mission times in the order
of 4 min. which 1s sufficient for the approach pnase
Method 2 1s the preferred way for computing the inertiai
altitude, because

the baroinertial alttude computation i1s not interrupted
and

due to the inertial altitude error growth Method 1
works for 10 min only. approximately. when the com-
puted verticai velocity does not exceed imits so that
the internal INS built-in test equipment (BITE) clas-
sifies it as invahd

in Method 2 we have found a basis for inertial altitude
measurement For on-line and off-ine ghidepath compu-
tations external measurements for aiding the inertial
altitude are necessary There are only 2 on-board sen-
sors for the measurement of the altitude with respect to
the runway

the radio altimeter which measures the relative aiti-
tude on-line, 1 e requires the storage of the runway
profile as a prion knowledge. and

the forward looking CCD camera which measures
the relative alttude already dunng the approach
phase e it requires the relative altitude difference
between both runway patterns as a prion knowiedge
only
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We will concentrate «n the foliowing on the second sen-
sor

DLRs concept for scene correiation navigation s
discussed in the next sechion which s foilowed by accu-
racy considerations for the position computation in the
approach phase based on the runway patiern

4. Concept for the Scene Correlation Navigation

In F\g 41 a block diagram for the scene correlation
navigation 1s shown it ccasists of three main paiis
image processing, mode! generation and denufication
with position and attitude estimation

With the heip of information about posiltor and ornenta-
tion. delivered hy the nertial nawvigation system (NS,
moreover under consideration of foreknowledge about
errors of these data. objects which can be detected by
the scanming device are selected trom a digital terrain
model (DTM) These objects are projected from 3-D
space into the 2-D image plane using a hierarchical
data structure (scene generaton artificial scene
description)

image processing 1s done :n two steps First. preproces-
sing clears the image from brightness fluctuations ano
nonlinear geometrical distortions gepending on the sen-
sor In a second step (segmentation) features are ex-
tracted and stored 1in the same way as the transformeg
DTM objects Depenaing on the expected image proce-
dures of pattern recognition are chosen from a stock of
algornthms (image processing knowledge method selec-
tion) In consideration of the applhed segmentation pro-
cedures and with the help of a selection step (scene
evaluation) a subset of objects contained in the scene
description s produced which offers a rehabie 1mage
interpretation (image model)

After assigning the features thal nave been extracted
from the aerial iImage to the image moadel [object .aentifi-
cation) the reai positton and attitude angles of the arrcraft
are calculated (photogrammetry; ang can be used as
update information for the INS-Data

4.1 Model Generation and Photogrammetry

A digital map on board (digital terrain modei DTM: con-
tains data about the structure of terrain objects Each
object 1s descnbed by its geometry and attrbutes eg
the type of the object. its class and name The objects
geometry I1s expressed by the position of the ventices of
surrounding polygons in worig coordinates (Gauss-Kru-
ger coordinates a the height above MSLi using
Xy = (Xw Yw 2w For experimental purpose a DTM
from the region around ine Braunschwelg arport was

digitized (size 6 x4 km<) pased on the Deutsche
Grundkarte (Scate 1 5000 in the near future geogra-
Fhra miLimatan e gleme (2@ 4 oxampie the

Amtliches Topographisches Kartographisches (nforma-
tionssystem (ATKIS) ot the German Federai Surveying
Offices (Landesvermessungsamteri are avaiable

In order to derive the image modei by using the DTM
data, the objects are transfoyned tc the :mage coord
nate system X ={x, y, 2z,' Furthermore only such
OTM objects are crosen which are sufciently re.
cognizable with respect to the available mage proces-
sing methods This transformation s contrcled by the
attitude and heading angles of the gurcraft ana 1ts appre
ximate position X5 = Ixg yg 25! The camerais de-
scribed by a simple pinhole moge! (nonlinear geome
trical distortions are aiready eiiminated) with focus length
¢ and the mounting angles {roll pitch and yaw! nside

3
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the airrcraft The real object positions in the image coor
dinate system are determined by the hypothesis drnven
assignment of the opjects to the features contained
the processed :mage

Using well-known procedures of photogrammetry
[Konecny 84). the parameters of the real transtormation
are determined from the corresponding points ot the ob-
j&cts 1n the image and world coordinate systems These
parameters are elements of a redundant noniinear set of
equations They can be hinearized and solved teratively
by the leas! square method Trxlus the actual position of
the arcraft X5 = (xg yg 2g)' '1s avalable as update
information for the &S ?he same methoad is suttable for
the ¢ termination of the aircraft's atttude angles and for
camcra cabbration e the determination of the
mounting angles and the focal length

4.2 Image Processing

in a preprocessing step sensor distorions are corrected
by different procedures of fitering and transtormation
Besides global grey scale operations such as histogram
equalization aiso local operators are taken into conside-
ration Regarding a sensor specific mode! these opera-
tors can compensate a position dependent sensitivity of
defective cells of CCD sensors Moreover geometrical
distortions are equalized if necessary

In a second step (segmentation} the image s decom-
posed into significant parts and drrscribed by features of
different kinds Tre selection of ihe applied segmenta-
ton methods and their parameters from a stock of image
processing algorithms (IP expert knowledge) s control-
led by the expected image contents (IP expert system)

Besides standard local precedures for the extraction of
linear teatures {Dunham 86]. also alternative approaches
are made Therefore methods from the field of graph
search  techmiques ke  dynamic  programming
[Besslich 89 Martell 76] and heuristic contour following
techniques {Montanar: 71] can be used These proce-
dures are very profitable because they allow the inclu-
sion of knowledge concerning the mode! of special
image structures using grey scale images or der 2d
gradients as well Moreover not only linear but also
region like features are extracted by segmentation using
additionai methods of texture analysis

Features and segments extracted by these procedures
are stored for turther processing in a hierarchical data
structure In addition. method parameters and quality
cntenons are attached to each feature as attributes The
use of 1P expert knowleage makes this techrique fairly
Hlexible

4.3  Obiject Identification

The object identification 1s done by the assignment of
extracted features to the objects of the image model in
the Iterature many procedures for solving this problem
are pubhished. for example methads used n the fields of
workpiece recognition, robot VISION etc
(Saizbrunn 90 Tropf 80] The selected method allows a
fault tolerant, dispiacement and rotation invanant 2.D
feature assignment In addior a slight scale adjustment
15 made This procedure. a moaified A -algorthm
{Nilsson 82]. builds up valued concurrent hypotheses for
the objects contained in the image model This corre-
sponds to the procedures of the so-called analysis by
synthesis described in [Tropt 80} For the generation of a
starting hypothesis a feature of the image model s used
estimating the parameters of rotation and displacement
tor the assignment (for example a corner. 1 e the point of

intersection ot neighbounng straight ne segments.
Starting with these nitial hypolreses ~ ore ‘eatures of
the image mode! are searchea e vaidator of the ny
potheses depends on the sirulanty of the comrpared
teatures regara:ing a giver threshole ot 1olerarce for
position and orentation The parameters of dispace
ment and rotator are caicu.atea tor eacr new feature
SO that the giobal error of posit:on of all object features :s
mimimized After assigning all moge: teatures o some
image features the verification process wil de term

nated It the giobal matching quarty - mgher than a re
cognmion threshold the mcgei s assumec to be re
cognized in this case all matchec mage ‘eatures are
marked 1o be used Al other nyponeses built upor
these features are devaiuatea ! a nypothesis gually
sinks below the recogniion threshoia t w: e rejectec

5. Accuracy Considerations for the Runway
Approach as an Example

The position accuracy of image baseo nrav.gahor
systems severely depends on the aclua geometric ar-
rangement of the worid objects and the v ewing camera
Therefore i 1S5 impaossible to give ar overal est.mate of
the resulting position error in the case of many J9jects
which are spread ovar the whole image ciane s ob-
vious that the achieved accuracy wi oe much greater
than in the case of only one singie opject of small size
somewhere N the image ! shouid be emphasized that
in general the postion error deperds or the :mage
scale 1€ the nearer the opjects appear and he ionger
the focal length of the camera the more accurate the
determined position wiil be This 1s the mair difference
between image based rawv:igation and other navigatior
methods {GPS or DGPS: which deliver a postion 0
dependent accuracy Especially for *he regarded case of
only one single object in the image fieid - e the stripe of
the runway 1 15 necessary !0 Take some delaited
assumptions for estimating the resulting errors

The estimation of the resutting position error aunng the
landing approach was done via dfferert computer
simulations In these simulations a:fferent xinas cf error
sources were assumed which can be regargec as
system constraints These error sources are

1) errors in the INS angies

2) afocal length error of the camera or noncaibrated
nonknear distorions o* the camera lens ang

3) random errors of \mage coorainate iocat.ons of re-
ference points resufting from the approximatior of
straignt ine segments 10 the contours i» the image
plane

For these simulations a fixea camera modgei s used T he
forward-looking camera 1s mounted at a *xea postor
and onentation with respect to the arrcrafl axes so that
for tne aircratt approach the pasel:ne of tne rurway s io-
cated in the center of the 'mage wane The simuiated
camera target has a size of 36 x 24 mm and is digt:zed
with 360 x 240 pixels (pixe! size 0 Y mm: The appled
focal length 15 SO mm These data car easiy be trans-
formed to commerciaily avialabie CCD cameras For ex-
ample, a focal length of about 12 mr for the KODAK
MEGAPLUS with a pixel size of 6 8 x 6 8 microns and a
resolution of 1280 by 1024 pixeis would approximately
achieve the same view:ng angtes (however in this case
the resolution 1s about 4 times higher's The simuiation is
done at different points during the landing path 1 e at
1000. 500 250. 100 ard 50 m before of the intersection
point of the fight path and the runway For ail these
points the exact locations ¢! reference points n the
image plane are computed by projection (forward com-




putation) After adaing the regarded errors o the re.
cording parameters and the image 'ocations ot reterence
points the position computation is carfied out \backward
computation) An examplie for the esttmated posilions s
shown in Fig 51 The arcrafts position has a distance
of 50 m with respect to the baseline of the runway The
caitbration error 1s assumed to be 0 1 ° and the random
iocation error 1IN the image p'ane 's assumed to nave a
standard geviation of 0 5 pixel (so that :n 95 5° of all
cases the iocation difters not more than 1 pixe: from the
true iocaton) For this scatter cqiagram '000 random
data are taker into account The resufting posiion error
(mean and standard deviat:on} can be seer inFig 5!
These scaner diagrams are computed for ali tve re-
garded distances from the runway under two afferent
assumptions

First it is assumed that tne aspect ang.es are taken from
the measured NS angles «with a systematc error 01
degrees) and that only the corner poirls betweer the
baseiine and the edges of the runway are extracted trom
the \mage (see F-g 52 b1t The results are nsted n
Tavie 51

Secona 1t is assumed that the aic aft postion ana s
attitude angtes are compuled from three image poins
nor:zon point om the nterection of the runway edges
and the ‘eft anc n.ght correr ponts cf the baseline see
52ch

‘n the next sect:on the resuts nstea .~ Tabie 51 wil be
appied tc tre computation of a runway-reterencec fight
patn

6. Results for a Runway-Referenced Flight Path
Computation Based on INS Data and Image Posi-
tion Fixes

For the runway-referenced fight patn computatien the
absoiute positons of the rurway patterns neec not be
xnown The first pattern is usec as reference position
The known relative position of the secaond pattern with
respect to the first one iays down the norizontai and ver-
Lical reference directions as shown in Fig 61

F.g 62 shows the biock ciagram tor tne runway-re-
ferenced fhight path computation The time 0 1s a point of
time prios 10 passing the outer marker The integration of
the horizontat velociies and the vertical acceleration are
nitateg For the latter the paroinerhal alitude serves as
nitial condiion  For the following discussion it 1s as-
sumed that this afttude has an initial bias of §hy, = 100
m with an uncertainty of ogéhb) = 5 m for an aircraft
equipped with a nosepoor and 0tdng) = 30 m in other
cases These uncertanties take into account the bias
difference between the nitialion and the runway over-
fignt The mital honzontal postion can be assumed zero
with an uncertamnty of say o(ds) = 100 km The horizon-
tai velocities are integrated :n the runway-referenced
coordinates shown n Fig 61

During the approach the camera measurements are
used for ahing the inertial pasmion in a Kalman hiter
They are intiated at a distance of 1000 m (f = 50 mm) or
2000 m (t = 100 mm) before the runway patterns (s
Table 51) After having passed the second pattern. the
backward hiter 1s nhiated as indicated in Fig 6 2

For the rest of the paper we concentrate primarily on the
vertical channel only. which. as shown above s more
ditficult 1o handle than the honizontai channeis The fol-
lowing results are based on true INS data collected on
the rocking table shown in Fig 33 and on simulated
postion fixes The 0, values of Table 5 1 served to dis-
tnhute randomly these fixes with respect to the reference

[

figrt patr » = 0in our case "hey were optainec for a
tocal 'engtr ot ¢ : 50 mm n orger o simuiate the ‘oca
iengtr f = 100 mm (ne correspordng a.stances it T abie
5 were multipied by 2 Ranaomm syncnronization errors
vetweer NS and camera were Dalialy laker o
account by smitingthe ¢ vawes a0t

For an apprcach of 4 mir guralior the vertca channe:
was modellea r the Kaiman Yiter witr the fcilowing state
vector

B 1 x - 80 Sy Sal
with
SN o= nertia aittude error Sy - nerta veinctly eror Sa

= acceerat:on error

Tre mtai covarances ana ‘anacr wasw coethcerts
were Cnosen as

6 2) (dhi = 5m o 30m
Gl o 0mrs
odar = 003
r&ne = 00QT mar
rdvio oz 02 msiam
f8ar = 0000 g.r

Tne investigat.ons were cdrmea ot n steps with ge
creasing a pnor xnowieqge

- the reiatve postions of the rurway carterns e he
runway ength and tre aitiuoe difference are kmown
and

- the relative positions of tne -urway patterns are
“Nknown

6.1 Test Results Using Measurements with
Respect to Runway Patterns of Known Relative
Positions

For known position differences between the two rurway
patterns. 1 € known distance angd relative etevat.or tne
image measurements serve as positior measurements
in the coordinate system shown in Fig 6 1

The test resuils are presented .~ Figs 63 !¢ 65 “hey
show the altitude estimation residues for afferent runs
ana different INS gata files They are zero approximatery
when the aircraft 's ciose 1o the patterns al the begirn:ng
and the endg of the runway and they increase backward
intime due ‘o the charactenstics of the camera ana cue
tc the fact that the inital baroinertiai aitiuoe measure
ment :s the only externa:r measuremert from -0 .p 'C
the tme when the runway patterr s ~ sgnt of tre
camera "he dotted curves are the + ‘¢ bands Com-
puted by the backward fiter “he shadeg cores mark
over a distance of 10 km the + 00° geg "mits at an
approach speec of V=70 m' s

Figs 63 and 64 show the ettect of the camera toca
iength and the runway iengtn 1 e the aistance petween
both runway patterns. on the altitude eshmat:on accu:
racy Itis assumed that the »nihai aittude s equa: 'c the
baroinertial aftitude at 1t = 0 ana that the baroinermal ias
's estimated basec on the camera measurements The
uncertainty between the inertial aititude imtiation att = 0
and the baroinerlial hias estmatior 1€ g8y = 5 ™
(assuming a noseboom - equipped aircraft) %'om the
results one may conclude that with a focai length ot t =
100 mm the 001 deg 10 ghdepath accuracy can be
met




12-6

If the baroinertial afttude uncertainty s bigger. 1e
0(8hp) = 30 m. as it may be the case for a none nose-
boom-equipped aircraft (s. Fig. 3.2) the ghdepath accu-
racy i1s heavily affected as to be seen from Fig 6 5. This
gives an indication of the benefits of good barometric
measurements. It should be kept in mind that they are
not used for an accurate absolute altitude computation In
the submeter range. but for providing the inertial altitude
computation with a starting point whose bias should not
change above the 0(8hy) level during the approach

Fig 66 shows the results for two successive runway
approaches with a time difference of 7 min approx:-
mately. Here and in the following investigations the
camera focal length 1s f = 100 mm and the runway length
15 45 km Due to the longer mission time of 1/4 h the
state vector was augmented by the acceleration slope
&b

(63) x = (5h &v 8a &b)T

with the following initial covariance and random walk
coefficient

00005 g/h/h

64) o@bl =
= 00001 {g/hivh

r{&b)

Both plots in Fig 6 6 prove agan the benefits of an
accurate baroinertial measurement as ntial condition
The results of the 2nd runway overflight do not depend
on this measurement any longer

6.2 Test Resuits Using Measuremerts with
Respect to Runway Patterns of Unknown Rela-
tive Positions

It tre arcraft carnes out flight-tests with respect to a
runway of unknown absolute ang relative positions of
both patterns 1 has to fly a tratfic pattern | e two
approaches and runway overflights for achieving the re-
quired ghdepath and flight track accuracies The pattern
size s the only a prnori knowledge then required for
measuring the aircraft position x. y. h with respect to the
first pattern 1n the runway coordinate system (s Fig 6 1)
and for measunng its y-component with respect to the
second pattern The latter 1s ts offset from the runway
direction which certainly can also be measured writh
respect to the runway center line of the runway edges

If stereo-opticai measurements are taken. even the run-
way pattern size is no longer a prerequisite for meas-
uring the relative aircraft position with respect to the first
pattern and for measunng its course offset In this case
no a prion knowledge about the runway s required for
the runway-referenced flight path cor autation

The resuits 1n Fig 6 7 are surprisingly good The glide-
path accuracy of 0 01 deg (10) can still be met. even for
the case of an initial baroinertial attitude as uncertainty
of g(8hy) = 30 m During the first approach this 1s true
for a shont distance before the first runway pattern For
greater distances the ghdepath accuracy exceeds the +
0 01 deg imits

At the end of these investigations we wiil cast a brief
glance at the horizomal channels For the following
results the system error model was ieft unchanged with
respect to Eq (6.3) 1 e the Schuler ioop was neglected
for the mission time of 1/4h Also the ~oupiing between
both horizontal channeis due to the changing heading
was not taken into accout The following parametets
were set to new values

100 km

(695) a{ds) =
= 02muvh

1(&s)

dv) = 001(m's)ivh

The fairly big value for the random waik on the position
level 1s due to the north and east velocity resolution of
0125 kn at a sampling frequenc - of 20 Hz within the
LTN 90 For the image-derived ~osition fixes the o-
values of Table 5 1 were used. with a imitationto 01 m
again to take N0 account synchronization errors
between INS and camera

Fig 3 8 shows the estimation residues in the x and y di-
rections Due to the characteristics of the image-derived
position fixes the along track error &s, cannot be esti-
mated as well as the cross track error § This 18 no
problem, since ghoepath and fight track accuracies do
not depend so much on distance The cross track error
defines the fight track accuracy The shaded cones in
Fig 3 8 prove that the 0 01 deg (10} accuracy leve! can
be reached easily

7. Summary

Runway-referenced flight-tests with on-board sensors
only are optmally carred out based on inersai ard
image measurements of the patierns at the beginning
and the end of the runway

Experiences with the flight inspection system DMS 88 of
the German Aviation Authority indicate that the glidepath
computation based on baroinertial measurements s cri-
ticai (Chapter 2) Barometric bias trends during the
approach phase are hardly mogeifable

For short periods of tme the purely inertially derved
altitude seems 10 be more appropriate. but it 1s dfficult to
get access to corresponding accurate measurements in
a conventional INS Twe different methods and their
laboratory test resuits are outlined in Chapter 3

Chapter 4 deals with DLR's concept of image-derived
nawvigation and Chapter § with the achievabie accuracies
position of measurements based on runway patterns of
known size Not only positon updates are possibie but
also attitude and heading updates using photogramme-
tric retations

Based on simulated image-derived position updates and
true inermal measurements the accuracy of the fight path
computation - prnmarly the ghdepath computation - s
analyzed in Chapter 6 The data handling 1s similar to
the one in DMS 88 during the approach and runway
overfight. all data integrated in a forward Kaiman filter
are stored and evaluated in a backward filter after
passing the runway end

For known size and relative positions of both runway
patterns it should be possible to reconstruct the fhght
path with 0 01 deg 1o0-accuracy A camera focal length
ot t = 100 mm s preferable The results indicate aiso the
importance of a farrly stable baroinertial altitude meas-
urement as :nitial condition of the nerhal ghdepath
measurement.  Stable means that the barometer bias
of unknown magnitude at '*e outer marker should not
change more than S m with respect 1o the runway over-
fight When the runway s overflown twice :n ime after
the test aircraft has flown a traffic pattern the ghdepath
accuracy for the second approach doer not depend on
barometic altitude accuracy any longe:

The repeated runway overtight opens the possibiity of
an accurate runway-referenced flight path computation
without the relative position of both paftterns and only
therr size as a priori knowledge Stereo-optic measure-
ments on-board the aucraft allow to compute the run-




way-referenced flight path without any a prion know-
ledge

The first runway pattern overflown twice serves to cal-
brate the along track and the altitude, and the second
pattern, the runway centerline or the runway edges
serve to calibrate the runway-referenced direction For
glidepath and flighttrack computations a 1o-accuracy of
0.01 deg should be achievable

Fhgnt tests with a gyro-stabiiized. coarse resolution IR
camera mounted In the nose of the DLR test arcraft
DO 228 are evaluated at present (s Fig 1.1) Further
fight-tests will be based on the KODAK-MEGAPLUS
Camera mentioned in Section
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Fig. 1.1 Elements of the DLR "Avionics Flight Evaluation System (AFES)
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Fig. 3.3 The Litton LTN-90 INS on a Rocking Table
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Tab. 5.1 Position Errors for Different Distances from
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1. SUMMARY

A Dual Inertial Integrated Navigation System (DIINS)
is being developed for the Canadian Navy to improve
the navigational accuracy and reliability on ships which
have two inertial navigators plus other aiding
navigation systems and sensors such as GPS, Loran-C,
Omega, Doppler Speed Log(s) and so on. The sensor
intcgration architecture being proposed to optimally
combine all navigation sensors on such a vessel is an
“hierarchic alllance” of Kalman filters, which is
designed to allow sensitive erroi compensation as well
as complete fault detection isolation and
reconfiguration (FDIR). This architecture is ideally
suited to central processing, can take advantage of
parallel processing, and provides significant advantages
over both the conventional unifilter approach and the
"federated"” (or cascaded) filter approach.

This hierarchic alliance consists of a specific set of
optimal filters running in parallel, with each filter
processing measurcments from a different subset of
the navigation sensors. These filters can be partially
ordered so that primary and secondury filters can be
defined. The primary filter(s) provide the optimal
navigation solution, while the secondary filters provide
uncorrupted backup in the cvent of a sensor fault.

The primary motivating factor for this architecture is
to provide optimal integration under all conditions,
and in particular after the occurrence of subtle sensor
faults which could not be immediately detected and
which could therefore corrupt the primary filter(s).
This alliance of filters can provide an uncorrupted
optimal solution, since it can be configured <o that
there will always be a sccondary filter which, at the

time of failure, was running independently of the faulty
sensor. This removes the usual need to "back out” of a
failure which was not immediately detected and thus
substantially simplifies reconfiguration in response to
such a failure.

Another motivating factor for this architecture is that
the partial independence of the parallel filters also
facilitates the detection and isolation of sensor faults.
This can be accomplished by multiple levels of
statistical hypothesis testing on a sect of parallel
Kalman filters. Fault detection techniques used
include the usual sensor data reasonableness and flter
residual tests as well as a chi-square hypothesis testing
technique applied to the state vectors, and inter-filter
voting applied 10 the residnals test results.

While this approach is computationally intensive,
modern software techniques, and soon to be . -tlable
processing power, are expected to make the real time
implementation of this hierarchic alliance of filters
quite practical. The system envisioned in this paper is
being designed and built at the Dcfence Research
Establishment Ottawa for the Canadian Navy and is
expected to see initial real-time sca trials in 1993.

2. INTRODUCTION

During the 1980's the Defence Rescarch Establish-
ment Ottawa (DREQ) developed a Kalman filter
based Marine Integrated Navigation System (MINS),
as described in MCMillan (1990), that optimally
integrated the navigation scnsors found aboard
Canadian naval vesscls at the time. These included
GPS, Transt, Loran-C, Omega, speed  log,
gyrocompass, and  operator  entered  sextant
mcasurements and position fixes. MINS employs a




14-2

single 17-state, dynamically re configurable, comple-
mentary Kalman filter (UD formulation) with the
"system” states representing the dead reckoning errors.
MINS units are being installed on all major Canadian
naval vessels with the exception of the new patrol
frigates which are still under construction.  Unlike
cxisting ships, these new frigates do not have dead
reckoning systems, but are being equipped with twin
inertial navigation systems (installed fore and aft)
rather than a gyrocompass. Future submarines are
expected to be similarly equipped, and present the
added probiem of sabmicrged navigation, which is
largely unaided. Consequently, a next generation of
the MINS system will be required to take full
advantage of the redundancy available from the INS's
on the new vesscls,

The new integrated system currently being designed
and simulated at DREQ is called DIENS (Dual Inertial
Integrated Navigation System) and is a substantial
revision of MINS. It will optimally integrate at least
the following sensors:

INS{,

INS,,

GPS,

Loran-C,

Omega,

speed log,

Hyperfix,

operator entered sextant fixes.

The presence of two inertial systems has required a
completely new set of error models in the Kalman
filters and thecir redundancy allows a much higher
degree of fault tolerance to be built into the system.
The primary objective of DIINS is to enhance the
accuracy and reliability of the navigation system, and
the FDIR architccture and algorithms arce the key to
accomplishing this. The algorithms are designed to
detect and isolate (identify) sensor failures promptly
and to automatically remove the failed sensor from the
navigation solution without introducing a significant
discontinuity in the output. Since full failure mode
operation requires that DIINS be designed to integrate
any viable subsct of the marine sensors mentioned
above, this flexibility provides the added benefit that
DIINS could be used on virtually any marine platform.

The primary reason for having two relatively expensive
INS’s un cach ship is to provide reliability in the event
of a failure. Much effort has therefore been directed
towards the prompt detection and isolation of subtle
faults in an INS, such as an accelerometer bias shift
(perhaps duc to temperature control failure) or an out
of spce. gyro bias shift. It will be shown that this can
be accomplished, even in the submarine scenario
where the only aiding sensor is the speed log.

Without the sensor integration provided by DIINS, a
slow failure of an INS could not be quickly detected.
It would not be clear that an INS has failed until the
discrepancy becomes quite large.  Early failure
isolation (determining which INS has failed), would be
even more difficult, especially in the case of a
submerged submarine, where accurate aiding sensor
position measurements are not available.

This paper outlines an optimal filtering architectural
concept, and how it can be applied to this particular
set of sensors. It also briefly describes the basic
Kalman filter design, and various techniques currently
being considered and implemented for fault detection,
isolation and reconfiguration (FDIR) in this context.
These include:

measurement reasonablencss tests,

Kalman filter residual tests,

multiple filter residual test voting, and

a x 2 (chi-square) filter self test technique that is
applied to the state estimate and involves
propagating a “shadow” filter (with no
measurements) for cach regular Kalman filter.

Some simulation results are also presented to illustrate
the power of the FDIR techniques to detect and
isolatc subtle inertial sensor faults. even in the
submarine case where only speed log aiding s
available.

Since DIINS is still at an carly stage of development,
the designs outlined in this paper are only preliminary.
Full simulations have yet to be completed to verify the
performance of the fault detection, isolation and
reconfiguration algorithms under a full set of expected
failure conditions.

3. HIERARCHIC ALLIANCE OF FILTERS

3.1. General Concepts

To discuss the proposed architectural concept, some
notation will be helpful.  Consider the usual case
where one  continuous  system  (inertial or  dead
reckoning) is to be integrated with n aiding sensors
(GPS, Loran-C c¢tc). The usual wnifilter shall bhe
referred to as AU This is cnvisioned as a
complementary or error state filter, with a state vector
partitioned as follows:

F X! | incrtial system /sensor error states !
: X, : : first aiding sensor crror states | o
) X2| ! sccond aiding sensor error states |
I o h I
[ Xnl | n'M aiding sensor error states |

The measurement vector can also be decomposed:




I Zyt | first aiding sensor measurement |
| ! | S idi Se measureme ll
| ZZ| I second aiding sensor measuremen ] @
i [ th [
{ Zn| | n aiding sensor measurement |

Let £ (for i = 1,2,..n) refer to the filter in which the ith
aiding sensor states and mecasurements have been
removed. Let F) refer to the filter in which the ith
and jth aiding sensor states and measurements have
been removed. Similarly define F9% and so on.

The F' can be considered the first generation filters,
the FY second generation, and so on.  The set of all
such filters form a tree, as shown in Figure 1. Each
filter in this tree can easily be spawned from the filter
immediately above it (its parent filter), by simply
climinating the appropriate states and measurements.
This reconfiguration can  quite easily be done
dynamically (in real time) without introducing any
discontinuity, since the remaining states will be
unchanged, as will their covariance matrix.

K
F! 32 es >0
F12 |13 wee pin .os Fopn2 FUal]
§eIn2 F1n3 eee FI0(FY) “ee

Figure 1. Hierarchic Altiance Structure

Any sct of flters sharing a common parent filter,
together with that parent shall be referred to as a
family of filters. In the proposed approach, only onc
such family of filters is required at any given time.
This provides the optimal filter (the parent) and a set
of backup filters. The fact that each backup filter is
independent of one of the sensors assists in all three
aspects  of  fault  detection, isolation  and
reconfiguration.

This architecture provides many advantages over both
the conventional unifilter approach and the “federated”
(or cascaded) filter approach. The different filters
share sensor mcasurements only, rather than state
veetor information and therefore can be designed and
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run completely independently. They are therefore not
subject to the filter design constraints which lead to
sub optimality of the federated filters.

As discussed below, the partial independence of the
parallel filters substantially improves FDIR, with
failure detection being more sensitive, isolation more
decisive, and reconfiguration r..uch simpler.

With one INS and n aiding sensors it would be
necessary (o run at most n+1 filters at a time. With
practical considerations, this number may be reduced.
Although this may be considered burdensome, with
modern software techniques and recently available
processing power, the practical implementation of this
hierarchic alliance of filters is now possible.

3.2. Reconfiguration

This architecture provides substantial capability for
reconfiguration in the event of sensor failure, which is
not availat ' to a unifilter or to federated filters. The
greatest difficulty with reconfiguration under both the
unifilter and the federated filter schemes, is that the
primary filter may have been corrupted by the sensor
failure. This requires cither a complete filter re
initialization, with the resulting total loss of state
estimate information, or some complex “backing out”
scheme which attempts to use the state estimate from
some pre-sclected point in the past, hopefully before
the failure occurred. The hicrarchic alliance approach
resolves this problem by simply having "hot” backup
filters running at all timcs,

For any given set of aiding sensors, there will be a
maximal filter in the complete tree (see Figure 1)
which integrates all available (not failed) sensors. To
provide an uncorrupted filter for single failures, it is
only necessary to run the family containing the
maximal filter as parent. For example if F is the
maximal filter, and a soft failure (one who's detection
is defayed) occurs in sensor j, then F' will have been
corrupted, but F9 wall not have been. Therefore FY
can be used as the new maximal filter, with new
subfilters FU¥% being spawned from FY. This is the basic
hicrarchic alliance reconfiguration concept.

It should be mentioned that if the above failure in
sensor j was a hard failure, then F' will not have been
corrupted, in which case F' would be ased to spawn
F% directly, since F* should have better state estimates
than F. Therefore if sensor j is not expected to ever
have soft failures then the corresponding filter AU is
not neeessary for reconfiguration purposes. However,
these sccondary filters have an equally important role
in fault isolation, as described below.

It should aiso be mentioned that inherent in this
approach is the assumption that a sccond soft failure
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will not occur in the time interval between the
occurrence and detection of the first. It is therefore
important to be able to detect these soft failures as
quickly as possible in order to minimize this possibility.

Extending this technique to handle muluple
simultaneous failures is possible and in fact is
conceptually quite simple. To handle m simultaneous
failures, it would be necessary to include all different
filters for m gencrations below the maximal filter in
the tree of Figure 1. For reasons of practicality
however this has not been pursued further.

33. Failure lsolation

This architecture provides significant fault isolation
capability which is not available to a unifilter or to
cascaded filters.

When a seasor failure occurs, one consequence is that
the error model assumptions underlying the Kalman
filter are no longer valid. This can lead to
unanticipated effects. Therefore some of the most
sensitive fault detection schemes indicate only that
there is a statistically significant problem within a
Kalman filter but give no indication of where the fault
lies.

For example the chi-square test indicates only that
there is a statisticaily significant discrepancy between a
Kalman filter’s design model (represented by
covariance information) and the measurements being
processed by that filter (represented by state estimate
information). Assuming that the fault is not with the
filter design, it can then only be deduced that the
sensor data s behaving in unexpected way, most likely
due to a sensor failurc. Some other means must then
be used 1o determine which sensor is at fault. In an
hierarchic alliance family of filters however, one and
only one of the filiers shouid be unaffected by the
failure of a single sensor, namely the filter not using
the failed sensor. It shouid therefore be possible to
apply simple deductive logic to isolate the failed
sensor. This is described in more detail in section 5.3
below, in the context of DIINS,

Furthermore, some standard FDI techniques, such as
residual testing, are often used to isolate failures
within a single flter even though they are actually
ambiguous in this context.  As will be explained in
section 5.2 below, this ambiguity can be resolved by
using residual test results from the multiple filters
proposed.

3.4. Failure Detection

Failure detection and  isolation are not  entirely
separable, since techaiques which can detect but not
isolate a failure are of limited use. The cnhanced fault

isulation capability of this architecture, as described
above, therefore improves fault detection. It doces this
by allowing the use of more sensitive dctection
schemes such as the chi-square test, which would not
otherwise allow isolation.

Ultimately sensor faitures are detected by comparisons
made between different sensor measurements (using @
priori information regarding their different error
behaviours and  perhaps  also  regarding  absolute
physical limits on platform dynamics). A full family of
filter |, as described above, provides a richer set of
sensor comparisons than is available to a unifilter or to
a federation of filters. This should also improve the
likelithood of failure detection.

With several different filters providing somewhat
independent test results, voting can be used.  This
provides a level of verification not available to a
unifilter, or even to a federation of filters. This can be
used in two ways, or some combination of both:

¢ individual failurc detection trip levels can be made
lower (more sensitive) while maintaining the same
level of confidence, or

* trip levels can be left the same, so that detection
confidence would increase (false alarms reduced).

4. DIINS FILTERS

The presence of the second INS in DIINS slightly
complicates this picture, since there will initially be
two trees such as shown in Figure 1, plus a special
purpose INS1/INS2 filter.  Since both trees are
cquivalent, and are derived from the same unifilter, a
brief description of this unifilter will be given.

4.1. The DIINS Unifilter

The usual multisensor filtering approach is taken. For
navigation purposcs this 1s normally a complementary,
or crror state, filter.  This type of filter primarily
estimates the errors of a continuous system such as an
inertial (or dead reckoning) system, and coincidentally
estimates the aiding sensor crrors that are observable.
The navigation output then comes from the primary
sensor, corrected by the appropriate state estimates.

To minimize the effect of non lincarity in the
measurement cquation, an extended filter formulation
is used, whereby the filter measurements are formed
by taking the difference between aiding measurements
(such as GPS pscudo ranges ctc.) and a prediction of
what the aiding measurement should be at the filter’s
estimated position (or velocity ctc.).

As long as an INS is functional, it is considered the
primary sensor for position, velocity and attitude for
navigation and related command  and  controt




In this case the INS error estimates are
used to correct the output of the INS for these
purposcs.

firnctions.

The details of the error modeling developed for the
unifilter are well beyond the scope of this paper,
however it is useful to display the state vector and
measurement vector.  The unifilter state vector for
DIINS is shown in Table 1.

Table 1. DIINS Unffilter State Vector

State Description

Number

1-2 INS horizontal position error
34 | INS hornizontal velocity error
5-7 | INS platform misalignment

8-9 horizontal accelerometer biases
10-12 gvro biases

13-13 GPS Pseudo range errors

19 GPS clock bias

) GPS dock dnift ‘
21.22 I{ Speed Log errors

23-24 4:' Ocean Current

25-26 i Loran-C hyperbolic errors
27-33 Omega phasc crrors

This has been partitioned into the incrtial system
states (9), the incrtial sensor error states (6), the GPS
states (8), the Speed Log error states (4), the Loran-C
error states (2) and the Omega crror states (7). Of
course there are two such filters corresponding to the
twa inertial systems.

The measurement vector can be similarly partitioned,
as shown in Table 2. It is expected that more sensors

may be added to this list as development proceeds.

Table 2. DIINS Unifitter Measurement Vector

Mcasurement Description

Number

12 Speed Log

3-8 GPS pscudo ranrcs

9-14 GPS pscudo range rates
L"I.?-T()— Loran C time delays

1723 Omecga phase differences

24-25 position fix

4.2. DIINS Filter Configuration

Since the two INS's provide more than onc primary
sensor, in the context of complementary filtering, it
was only natural to consider muluple filters, cven
though it is still possible to construct 4 complementary
unififter.  Although such a unifilter would provide
optimal integration under normal conditions, a gradual
sensor failure could corrupt the entire state vector
before it was detected, causing scrious problems.
Individual filters that would combine one INS and one
additional scnsor, such as the federated filter of
Carson (1987), were considered.  This consists of a
filter for cach INS - single aiding sensor combination
and one “federal” filter to integrate the subfilters.
However, the interdependency and sub optimality of
the filters, and the reliance on an uncorrupted federal
filter precludes the availability of an optimal backup
filter, and thus does not provide completely praceful
degradation.

It was therefore decided to investigate an architecture
such as described in section 3 above. This expands on
ideas drawn from Widnall (1987).

Another basic characteristic of the DIINS system is a
special filter called the INST-INS2 filier that is very
useful in helping to detect and isolate INS failures.
Since this filter has very low measurement noise, it will
be very sensitive to INS failures.  However it is not
directly used in the navigation solution since it
estimates only the relative crrors between the two
INS's.

If the aiding sensors are referred to as S1.82, S3 and
$4 (representing for example GPS. Loran-C. Speed
Log and Omega), then the initial set of filters
comprising the hierarchic alliance are listed in Table 3,
with the alliance structure illustrated in Figure 2.
After reconfiguration this set will of course change,
and if onc of the INS's fails, then there wall only be one
tree.  If both INS's fail, then a non-complementary
filter would be required to integrate the remaining
sensors,  This tevel of reconfiguration is bevond the
scope of this paper.

0 ¥ n K 0

2 1 2 .3 (2R pl pz p3 |:4
ll Pl 'l 1 2 2 2 2

Figure 2. DIINS Initial Set of Filters.




Table 3:Initial Set of Filters for DIINS

Filter SENSORS

F0 | INSI,INS2

F\% | INS1,S1,82,83,S4 (INSI unifilter)
Fy0 [ INS2,S1,82,83,84 (INS2 unifilter)
F\* | INS1,81,82,83 (ie. F{° w/o$4)
F* | INS2,$1,82,83 (ie. Fy0 w/o $4)
F? INS1, $1, 82, 84 (ie. F° w/0S3)
F} INS2, St, 82, $4 (i.e. F? w/o$3)
Fy2 | INS1,S1,83,84 (ie. F0 w/oS2)
F? INS2, 1, $3, S4 (ie, F0 w/0S2)
F! INS1, $2, $3, S4 (ie. F\® w/oS1)
F,! | INS2,82,83,54 (i.e. F,0 w/oS1)

5. DIINS FAILURE DETECTION

Of course, sometimes fault detection is trivial to the
navigation officer monitoring the sensors. The DIINS
system must be aware of such obvious faults even
while it is monitoring the integration filters for subtle
faults that the operator has yet to see. This suggests
multiple levels of fault detection to be built into the
system that can roughly be ordered as follows:

1. Operator disable - Often the operator knows
that a sensor is faulty and should not be
integrated.

2. Built-in-Test - The sensors’ built-in-test
indicators are used at a very high level to isolate a
faulty sensor.

3. Reasonable Data - The raw sensor data is sub-
jected to upper and lower bounds to ensure that it
is physically realistic.

4. Consistent Data - These are tests on the
physical reasonableness of the change in sensor
output from one measurement to the next.

5. Reasonable States - The state estimates are
tested against physically meaningful upper and
lower bounds.

6. Residual Tests - The integration §ilicr comparcs
the magnitudc of the filter residuals associated
with the incoming scensor data with what it expects
them to be based on the error models in the
filters.

7. Inter-Filter Residual Test Voting - Simple
deductive reasoning is applicd to the results of the

individual filter residual tests to isolate failed
SENSOTS.

8. Filter Self Test - Each filter can test its own
state vector against the state vector of a "shadow”
filter (an identical one propagated with no meas-
urcments).

The first 5 of these tests provide a very efficient and
casily implemented  prescreening  of  sensor
measurements, before the more sensitive but more
complex tests are performed. These simple tests are
very effective in protecting filters from spurious
measurements and rapid sensor failures.

The sixth and seventh (residual testing) provide a
more sensitive, statistically based test which is effective
in detecting and isolating discontinuity-type failures
(hard failures) and is described in the following
section. The eighth test (chi-square) is another
statistically based test. which is most sensitive in
detecting and isolating slow accumulative-type failures
(soft failures). This is also described in more detail
below.

5.1. Residual Testing

Assuming that a sensor measurement has passed the
preliminary FDI tests (the first 5 tests listed above), it
must still pass the residual test before being
incorporated into the filter. A brief discussion of filter
mechanization is needed to explain this test.

The filters are mechanized with Bicrmans UDUT
form with scalar mcasurcment  updating  and
diagonalized noise covariance matrices. Il z(k)
denotes the measurement vector for a filter at time &
then:

2(k) Hxtk)- w(k) (3)

where H, x(k), and wfk) are the corresponding
measurement  geometry matrix, state  vector and
measurcment  noise  vector, respectively. In a
complementary error state filter, such as used in
DIINS, these measurements 2z are generally
misclosures, or differences between some  quantity
¥Ymeas measured by an aiding sensor and a prediction
of what that quantity should be, based on the position,
velocity ete. of the primary sensor (the INS) yins.

2(k)  Veeas(k)  yins (k) 4)

The component i of the residual vector », is then
dcfined as




vi(k)-zi(k) EBlz;(kjlxckle 1)}

where  x( klk 1) is the estimate of the state
vector of the filter at time k given all data up to time k-
1. If the covariances of the state vector error and the
measurement noise vector arc denoted by P and R,
respectively, then the variance of the residual is

HP(Klk 1)HT . R(k)
6

(6)

Evik)rl (k)

where we have assumed a lincar measurement
cquation (Eq. 3) and no correlation between the state
vector error and the measurement noise,

If neither INS has failed, the DIINS residual testing
algorithm uses F,? and the most accurate pair of filters
remaining (F\° and F," in the no fail case). Note that
cach sensor is used in 2 of the 3 filters. Sensor failure
detection and isolation using residual testing is imple-
mented as follows:

1. At cach update time, form the residual for
cach measurement in each filter, Eq. .

2. Form the estimate of the variance of cach
residual from the H, P, and R matrices from
cach nlter according to Eq. 6.

3. If the square of ;hc residual exceeds some
preset number, A<, times its filter computed
expected variance:

-
u,z( k). AYHP(klk 1)HT . R¢ k)i (D
then  that  particular  mcasurement s
considered bad and is not incorporated in the
Kalman filter update (typically A is set to 3 to
provide a "3-sigma” test).

This is the usual application of residual testing within a
single complementary filter, and constitute FDI test
level 6 of the previous section. From Eq. 4 and Eq. §
it can be seen that two assumptions are implicit in this
method:

A. the residual v in Eq. S is large because of the
misclosure z rather than the state cstimate
X(kik 1),and

B. the misclosure 7 in Eq. 4 is large because of the
aiding sensor measurement ymeas rather than the
primary sensor prediction yins.
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Within a single complementary filter these are
reasonable  hypotheses because there is no useful
response under the alternative hypothesis (a filter
failure or a primary sensor failure). With the
propoused architecture however, there is both the
means to determine where the fault lies and the means
to respond appropriately if the filter or the primary
sensor (the INS) has failed. This is especially true
when two primary sensors (INS's) are available, as is
the case with DIINS.

5.2. Inter-Filter Residual Test Voting

The usual residual testing, described by the three steps
above, can be extended as follows, to properly deal
with failure of the primary sensor:

4. If a filter residual fails the 3-sigma test for at
least M of the last N updates, then that
residual is declared "suspect” in that filter.

5. If a residual is declared "suspect”, then both
sensors associated with that residual (the
aiding sensor and the primary sensor) arc
declared suspect.

6. If a sensor i (aiding or INS) is "suspect” in all
top level filters which use 1t, and its residual-
associated scnsor (INS or aiding) is not
suspect in at Jeast one top level filter which
uses it, then the sensor @ is declared failed.

Steps 5 and 6 above describe roughly how to apply
deductive logic to these residual test results in order to
isolate the failed sensor. Step 6 climinates assumption
B above by ascribing failure to the appropriate sensor.
Assumption A is arguably less important, however it
too can be somewhat climinated by adding to step 6 a
requircment intended to verify the validity of the state
vector estimate.  This is more difficult to couch in
general terms, but in the case of DINS it can be
assumed that if the residual associated with the most
accurate aiding sensor (and the INS) is not suspect,
then the state estimate is not suspect.

In the DIINS bascline system of two INS's and four
sccondary sensors, the residual tests would be
conducted in all 11 fikers and measurcments would
only be included in those filters if they passed the
residual toss, The top level filters, as shown in Figure
2 above, are the two unifilters, F\% and F,", along with
the INSI-INS2 filter, F,”.  Only these would
participate in the sensor fault isolation of Steps S and 6
above.  Table 4 below shows the logic table
implementing these steps. This table is not complete,
however it docs includes all decisive cases.




Table 4: Residual Test FDI Voting

FO Residuals  |F® {F,0 Residuals Failed
(INS1/S1/52/83/54) ll\.Sil (INS2/S1/S2/S3/84) Sensor
INS2
$4 83 S22 St S1 82 83 &
XT XT0 "IN
0 X X INS2
0 X 0 X 0 81
0 0 0 $2
. X 4 0 0 X S3
X 0 0 0 X 4

0- Residual 1s not suspect
X - Residual is suspect: M out of N residual rejections
. - lrrelevamt

An "X" in the tablc means that a residual associated
with that aid:ng sensor has failed the "3-sigma” test for
M out of wne last N samples, so that the residual is
"suspect.” For the aiding sensor to be declared failed,
a residual formed from that sensor in both unifilters
must be suspect and there must be evidence that
neither the primary sensor (INS) nor the state vector
estimate are at fault.

Acceptable residuals in F0 provide evidence that the
primary sensor (INS) is not at fault, while acceptable
residuals for the most accurate remaining sensor in the
unifilters provide cvidence that the unifilter state
vectors arc not at fault.

5.3. Filter Self Test - The Chi-Square Test

Not all failures will be observabie through filter
residual monitoring.  Any slowly accumulating error,
such as an unmodeled INS errors, for example, would
tend to be absorbed in the state estimates of other INS
errors and would show little effect in the residuals.
Thus a test on the state vector of a filter as a wholc, as
outlined by Brumback and Srinath (1987) and based
on carlicr work (see Kerr (1987)), is being investigated
for usc in DIINS. The idea is to have two solutions of
ecach Kalman filter run in parallel, one with
measurements and the other without, (We call the filter
without measurements a "shadow” filter and look for a
difference between a filter and its "shadow.”) This
shadow filtcr prowides for a statistically significant
reasonableness test that is applied to each filter’s state
estimate.

Consider one  filter, to simplify the explanation.
Define &¢  as the difference in the two state vectors:

-x
=(:"m—x::|)_(x’;e) ®)
SXeTXm

=&

where £,, is the state vector estimated using
measurements and X, is the state vector estimated
without measurements (thus if £, is initially zero then
it will always remain zero). The covariance of the
difference in the state estimates can be formed from
the covariances of their errors:
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It is fairly casy to show that under conditions of
optimal filter gains, idcntical state models and
identical initial conditions for both solutions that

Pen - Pme Pm (10)

so that
Pe Pe Pm (1

Since & is Gaussian (it being the difference of two
Gaussian vectors) of zero mean and covariance given
by Eq. 10, its distribution is completely defined. The
test for a failure consists of computing the scalar test
statistic

k2w TP ) (12)

The test statistic k2 has a chi-square distribution with n
degrees of freedom, n being the dimension of the state
vector under test. A failure is declarcd with a
confidence level of (1-) when the test statistic exceeds
the appropriate threshold:

2 2
k<> X (13)

where x,z,‘, is determined from the tables of the chi-
square distribution. Note that o is the probability of
false alarm; declaring a failure when there is none.

Note that this test can be just as easily applicd to any




subset of the vector & , buy simply extracting its
covariance matrix from £ . The dimension n of the
subvector used will of course affect the failure
threshold. One current topic of investigation is to
determine the most effective set of states for the
purpose of detecting gyro and accelerometer failures.

Failure of this filter self-test, nominally called the chi-
square test, indicates that the Kalman filter solution
has deviated from its predetermined model (under the
assumption that the filter has been properly modeled
and tuned). The alternative solution from the shadow
filter only propagates the initial conditions using the
given model and cannot be corrupted by bad data.
The failure of the test is attributed to measurement
errors which in turn point to undetected sensor
failures. There is not enough information in the test to
conclude which sensor in the filter is not performing
correctly. Sensor failure isolation requires multiple
filters using different combinations of the available
SENSOrS.

Consider the full set of 11 filters listed in Table 3 and
illustrated in Figure 2. 1 1 chi-square test is done on
cach one of these filters (against their respective
shadow filters) individual sensor failure isolation is
possible. In Table S below, an "X" under a filter
indicates that the filter has failed the test, a 0"
indicates the test passed, and ™" indicates a don't care.
A sensor is isolated only in the scenarios listed. Other
cascs are ambiguous and no action is taken.

Table 5: Chi-Square Failure Isolation

Results of chi-square tests: Isofate

FilF2 E)3 Fp RO RO EQ Fyf Fy3 Fp2 FZT Failure
X X X X|x{o o o o of INS1
000 0 0 0]X|{X X X X INS2
00X X X X|olx x x x o] S1
X 0 X X X|olx X x o x; S
X X 0o x x|lolx x o x x| S3
X X X 0 X{o[Xx 0o X x x| 54

- Filter passes chi-square test
X - Filter fails chi-square test
- Irrelevant

The essence of Table 5 is that a sensor failure can be
isolated by the chi-square test only if all filters that use
that sensor fail and all filters that do not use that
sensor pass. The only exception to this statement
might be when isolating an INS failure (the first two
cases in Table 5). It is probably better not to wait for
filters F,! and F,! to fail. These filters are deprived of
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the most accurate aiding sensor, S1, and so they may
not be sufficiently sensitive to promptly detect a soft
INS failure.

5.4. False Alarms

Since a failure detection results in reconfiguration and
long term loss of a sensor, the probability of false
alarm must be kept very low; much lower than would
be acceptable in a one-time measurement rejection
test. Fortunately the voting schemes described in the
previous two secctions makes this possible without
using very high trip levels on the individual tests. For
example the INS failurc detection by the chi-square
test as shown in Table 5 requires the confirmation of
five failed chi-square tests and five passed. If these ten
individual tests were all independent, wath individual

false alarm probabilities of a, then the combined
prubability of a false alarm in cither one of the INS's
would be:

Pr(fa) = XO(1-a)’ (14)

Thus a 95¢ chi-square threshold (@ =.05) on the
individual tests would vicld a very small combined false
alarm probability of only sx10°7.  The individual
thresholds could be increased to Y% or even 754 and
still have a combined false alarm probability of (00001
or 0005 respectively.

A case of special interest is the submarine scenario,
where only one aiding sensor (the $oced Log) may be
available. In this case only two failed and one¢ passed
chi-square test are available to detect an INS failure.
Thus individual test levels of 95¢7 and 90% yield
combined false alarm probabilities of 0048 and 018
respectively.

6. SIMULATION RESULTS: CHI-SQUARE FDI

This section presents somc carly simulation results
performed to investigate the effectiveness of these chi-
square tests. Different levels of accelerometer and
gyro failures were simulated at different points in time,
and different subscts of the state vector were used in
the chi-square test. These were evidently among the
factors determining cffectiveness.

As would be expected, the detectability of a failure
depends strongly on the magnitude of the failure
simulated, since this determines the size of x , and
hence of & and k(via Eqs. 8 and 12). For the purpose
of this report, moderately accurate INS's are simulated
(1 nmi/hour) and the inertial sensor failures are about
cight times larger than specified as normal.

The temporal sensitivity arises from two independent
factors:
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the presence of maneuvers, and
e the time since initialization of the shadow filter.

The first factor influences the obscrvability of the
inertial sensor errors, and hence the degree to which
the corresponding states grow. The second factor is
probably a result of the growth in the covariance of the
shadow filter state estimates, particularly for the
position states.

Two different subsets of the state vector were tested,
one with seven elements and one with five. As will be
shown below, the difference in effectiveness was not

very significant.

Figures 3 to 8 illustrate these effects by showing six
different cases. The same 5.5 hour trajectory was used
in cach casc. Each figure shows the test statistic k2
(from Eq. 12) for the two top level navigation filters,
each of which is using the same aiding sensors but a
different INS. For each figure one INS has a sensor
failure (either accelerometer or gyro) while the other
INS has no failure. In all cases the failure was
detected, however it is the speed and decisiveness of
detection that is of interest.

In Figures 3 to 6 the failed sensor was the x-axis
accelerometer. In Figures 7 and 8 the failed sensor is
the x-axis gyro. The simulated failures were of the
"ramp to constant” type, whereby an additional
unmodeled error (accelerometer bias or gyro drift
rate) is introduced at a zero level at the “failure time”
and increascs linearly over an interval (500 seconds) to
a maximum value, thereafter remaining fixed. The
maximum values used for these failures were 1000 ug
for the accelerometer and 0.1 deg/hr for the gyro.

Figures 3 and 4 can be considered the bascline results.
These both illustrate the prompt detection of an
accelerometer failure which occurs immediately before
a ship mancuver, using a seven degree of freedom
(dof) chi-square test. For Figure 3 only Speed Log
aiding was used, while for Figure 4 both GPS and
Speed Log aiding was used. From this we can see that
the Speed Log alone was quite adequate.

Figure 5 illustrates the same situation as in Figure 3
(accelerometer failure before a mancuver, Speed Log
aiding) except that a five dof chi-square test was used.
This secems to be a slightly less decisive test in this
case.

Figure 6 is also the same situation as Figure 3
(accelerometer failure, Speed Log aiding, seven dof)
cxcept that the failure takes place 50 minutes before
the mancuver. This significantly delays the failure
detection.

Figures 7 and 8 illustrate gyro failure detection using

the seven dof chi-square test.

In all of these figures, 3 to 8, the difference between
the test statistic k2 from the failed and unfailed filters
is quite dramatic. As discussed in 5.4 lower thresholds
could probably be used to improve response time.

7. CONCLUSIONS

The techniques outlined in this paper (multi-filter
residual testing and chi-square testing)  show
considerable promise in being capable of promptly
and reliably detecting subtle inertial sensor faults, even
with Speed Log aiding only. However further
investigation is required to determine the best choice
of filters and the most effective FDIR techniques. In
particular, the choice of state vector elements for use
in the chi-square testing, the choice of confidence
levels for use in the individual tests, the choice of
individual tests to combine for final failure detection,
and so on. Longer simulations are also nceded to
determine whether or not the method continues to
loose sensitivity as the shadow filter covariance grows.
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SUMMARY

This paper briefly reviews tentative requirements for global,
earth-referenced sole means of navigation systems with
emphasis on integrity and availability. These requirements
can be allocated to integrated navigation system
architectures based on for instance GPS, GLONASS,
VOR/DME, TACAN, Omega, Chayka, and Loran-C.
Fault detection and isolation techniques (FDI) for
integrated radionavigation systerms are presented. The FDI
algorithm provides a protection radius with a specified
confidence level as a function of measurement geometry
and algorithm requirements. This is followed by a case
study of integrated GPS/Loran-C.

LIST OF SYMBOLS AND ACRONYMS

b Baseline between two stations

b Measurement bias vector

by Minimum detectable bias in
measurement space

c Speed of light

Cov Covariance

DME Distance Measuring Equipment

bop Dilution of Precision

€ Measurement noise vector

€, Least squares residual vector

erfc Complementary error function

E{} Expected value operator

FANS Future Air Navigation Systems

FDI Fault detection and isolation

GNSS Global Navigation Satellite System

GLONASS Global Navigation Satellite Syster

GPS Global Positioning System

H Data matrix

HDOP Horizontal Dilution of Precision

1 Identity matrix

ICAO Intemational Civil Aviation
Organization

Loran Long Range Navigation

u, Bias in panty scalar caused by
measurement i

T Minimum required bias in panty space

for detection
m Number of elements in x
m; Vector containing the ith column of Q,
n Number of elements in y
p Parity vector

P Probability of an alarm
Po Probability of detection
Pup Probability of a missed detection
q Transpose of the first row of Q,

Q Orthonormal matrix

Q, Matrix which columns span parity space

Q, Matrix containing the first m rows of Q7

T, Norm of the projection of the parity
vector on the ith measurement axis

R Upper triangular matrix

R Range to station i

R, Protection Radius

RNP Required Navigation Performance

o Measurement noise standard deviation

Y Distance between the parity vector and
the ith measurement axis

[} Bearing

Tp Detection threshold in panty space

D Time difference

TACAN Tactical Air Navigation

8] Matrix containing the first m rows of R

VAR Variance

VOR Very-High Frequency Omnidirectional
Range

w Positive definite weighting matrix

X User state vector

Ax Horizontal position error vector

XDOpP X direction DOP

Y Measurement vector

YDOP Y-direction DOP

1. SOLE MEANS OF NAVIGATION

The operational definition of a sole means air navigation
system is provided by the 1990 Federal Radionavigation
Plan (Ref 1):

"An approved navigation system that can be used
for specific phases of air navigation in controfled
airspace without the need for any other
navigation system.”

This general definition can be translated into specific
requirements for a set of parameters, which includes system
accuracy, reliability, availability, integnty, coverage. ctc.
Recently, it has become apparent that the interpretation of
these parameters is not clear, especially if these parameters
are to represent a global sole means system. For example,
GPS coverage is a function of both location and time. The
impact of a single-satellite failure cannot be readily
compared with the failure of, for instance. a VOR station.
This matter is further complicated by the need to integrate
different navigation systems in order to satisfy candidate
availability and continuity of scrvice requirements. These
requirements are not anticipated to be met by for instance




a single satellite navigation system. To accommodate the
idea of 4 navigation function rather than emphasizing a
single system, ICAQ FANS' GNSS Sub-Group recently
Jetined sole means as follows (Ref 2):

"A means of navigation of the aircraft where
pusition determination is provided by a system
which  satisfies the required navigation
performance (RNP) for a particular phase of
tlight.”

‘The required navigation performance in this definition is
given by:

"RNP is a measure of the navigation system
performance within a defined airspace including
the opcrating parameters of the navigation
systemns used within that airspace.”

RNP can be defined using four main parameters: accuracy,
availability, integrity, and continuity of service. At this
time, only tentative values are available for each of these
parameters. For example, the curment horizontal
positioning accuracy requirements for the nonprecision
approach is on the order of 556 meters (95%), while the
GNSS Sub-Group recently proposed 150 meters (Ref 2).
For the purpose of this paper, it is only necessary to have
a general understanding of the requirements. The design
of the integrated navigation solution is such that the actual
requirement is an input to the solution algorithm,

Once the accuracy requirement is satisfied, two risks exist:

1.) Continuity of navigation function risk, which is
directly related to the probability of an outage:

2.) Navigation integnty risk, which results from an
undetected navigation system error.

For » global sole means navigation system, both nsks
should be on the - rde: ~f a small multiple of 10° per flight
hour. This results in an unavailability requirement of less
than one minute per year, and a probability of loss of
integrity ~f approximately 10° per flight hour in the
absence of radar surveillance (Refs. 2, 3). The probabiiity
of foss of integrity could be increased if radar surveillance
is available. It is important to realize that these type of
requirements must be satisfied through design rather than
through simulation. For example, if one simulation would
take one second, then it would require more than 3000
years of computer time to perform 10" simulations to
verify with some confidence the 10° probability.

For radionavigation systems, loss of integrity occurs when
the horizontal radial position error exceeds a specified
alarm threshold for the phase of flight in progress without
the integrity alarm being annunciated. Two loss of integrity
scenarios must be considered; scenario (1): the horizontal
radial position error is exceeded, but no signal malfunction
occurred and no fault was detected; and scenario (2): the
horizontal radial position error is exceeded because of a
signal malfunction, but no fault was detected.

Consider scenario (1), since no signal malfunction is

present, the detection algorithm cannot distinguish betwe:n
"normal” measurement errors and measurement errors tha'
would cause the honizontal radial position error to exceed
the alarm threshold. All one can do 1o salisfy the integrity
requirement at all time and space points is to define a
protection radius R, such that statistically, the probability
of exceeding R, is less than approximately 10°. Thus, R,
is solely a function of the position fixing statistics of the
navigation systems.

Scenario (2) has a much smaller probability of occurrence
than scenario (1). If the signal malfunction would cause
the horizontal position error to exceed the alarm threshold,
then, the detection algorithm should detect this maltunction
with a detection probability of Py = 1 - (10°/ P,), where
P, is the probability of a signal malfunction per flight hour.
Equivalently, the probability of a missed detection, Pyy.
should be less than (1-Pp). Typical values for Py, lie in
the range of 10% to 10%. Note that the detection
probability is on a per sample basis, where each sample
consists of a set of measurements taken at a specific time.

Currently, integrity for a global sole means system must be
accomplished by the airbome system, with littie help from
external sources. Therefore, it is imperative that a
complete understanding of receiver autonomous integnty
techniques exists, such that the availability and continuity
of service pertormances can be evalnated. The next section
shows that measurements from d.fferent radionavigation
systemns can be integrated into a generic navigation
solution, which will then be used to develop the FDI
algonthm.

2. INTEGRATED NAVIGATION SOLUTION
Radionavigation system measurements can be expressed in
termus of range and bearing observations:

Range: R, = J(X-X)P+(Y-Y)?+(Z-Z))

Bearing: 6, = tan”! | o W
' Y-Y,

where (X.Y.Z) is the three-dimensional user position and
(X, Y.Z,) is the position of transmitting station 1. R, is the
geometric range between the user and station i, and the
bearing is the angle between the user and station i with
respect to North. Using the basic range and bearing
observations, measurements from other navigation systems
can be expressed as well. For instance, a hyperbolic line-
of-position is obtained by measuring the time difference
(TD) between the times of arrival of signals from two
different transmitting stations

b-R +R. -
TD: TD” = — )
c

where TD, is the time difference observation for stations 1
and ); b is the geometric distance between the two stations;
¢ is the speed of propagation of the radiowaves; and R, &
R, are given by equation (1). Note that for terrestrial
systems such as Loran-C and Omega, the signals travel
great-circle paths. To compensate for this, the transmitter
locations are projected onto a locally-level plane with
respect to the user estimate at distances equal to the great-




circle distance to the transmitters.

Next, the measurement equations are linearized to arrive
at a generic navigation solution. An a prioni estimate of the
user position is used to form a Taylor series expansion, of
which only the first order terms are kept.

R - R, *%'a.m“x y *
! 3Y + .ﬁ, 8z
Iy ‘210 EACAK)

+

‘The a priori position estimate is used to calculate the
estimate of the distance to the station (R,). Equation (1)
can now be linearized as follows

3X
- X-X, ¥-v, z-z,] @

. 8Y
R, R, R,

A similar procedure is used to linearize the bearing and
time dilference equations:

X
86, = [-?-% 5'_2}- o] 8Y &
L 8z
X-x, X-x\
R, R
X
M’Du - _1 _?_:XI_E;Y_' 3Y 6)
o R, R, 52
2-z, 21-7,
R, R,

Equations (4) through (6) relate a change in the user
position to changes in range, bearing, or time difference

measurements. In general, equations (4) - (6) can be
written as:
X
&y, = b, {8Y ™
Y4

where y, is a measurcment, and h; is a row vector
corresponding to that measurement. if all the
measutements are included, equation (7) becomes

Sy = H3x ®

where y is a vector containing the measurements and x is
the uscr state vector. H is a matrix containing data related
to the geometry of the transmitting stations with respect to
the user, as given by the row vectors h,. Equation (8) can
be used to iteratively solve for the user state vector.
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If an unknown clock offset exists in for instance the range
measurcment, then another state is included in x. The
measurement is then called a pseudorange:

PR, = R +cB )
where B is the unknown clock offset, and c is the speed of

propagation of the signal. Linearizing equation (9) results
in a slightly different measurement equation:

83X
SPR, - X-x, Y-Yv, 2-2 J13Y 1 oy
R, R R 8z
cdB

More state vanables can be added as necessary to solve for
other unknowns, such as velocity or acceleration. Hybrid
GPS/Loran-Cor GPS/GLONASS, for instance, require that
two clock offsets be solved for. Thus, five measurerients
are required to solve for the user position.

3. FAULT DETECTION AND ISOLATION (FDI)

The concept of FDI is identical to well-known fault
detection and isolation techniques for redundant inertial
navigation systems and mullisensor navigation systems
(Refs. 4-8). Recently, these techniques have been applied
to GPS by several authors (see for instance Refs. 9, 10).
For sole means navigation, two estimators should be used
in parallel to achieve FDI:

1. A recursive estimator, typically a Kalman filter,
which uses the history of the measurement data
to issess the reasonableness of new measurement
data. This estimator does not require redundant
measurements.

2. A least squ~res batch estimator which does not
rely on the measurement history, but it requires
at least one redundant measurement.

The recursive estimator is used to detect and isolate rapidly
growing measurement errors by inspecting the estimator
residuals, which are the differences between the actual
measurements and the predicted measurements based on
the history of the measurements. If for instance a
measurement residual would be outside the residual
interval [-6.1g, 6.10), where o is the standard deviation of
normally distributed measurernent noise, then the
probability of this event would be less than 107 for a static
user. This event would be extremely unlikely and the
integrity alarm would be raised. In the presence of user
dynamics, the residual interval would be increased
consistent with the user dynamics. Note that isolation of
the faulty measurement is achieved as well.

A least squares batch estimator is used to detect slowly
growing measurement errors which go undetected by the
recursive estimator. The use of the least squares estimator
for this purpose is justified, because:

independent of the type of estimator used, the
position bias error caused by measurement bias
errors will always converge to the position bias
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error of the least squares estimator (Ref 11).
Generally, the time constant of convergence is
short compared to the slow error growth of a
difficult to detect measurement error.

All information about the inconsistencies in  the
rueasurement data is contained in the residuals of the least
squares estimator. These residuals are the differences
between the actual pseudorange measurements and those
predicted based on the least squares position solution and
the known transmitter coordinates. The least squares
residual wvector, €, is obtained by projecting the
pseudorange measurement vector onto a  space
perpendicular to the estimation space spanned by the
columns of the data matrix. Thus, ¢, is orthogonal to the
estimation space. The space in which e, lies is also referred
to as the parity space. At this point, it is imperative 1o
realize that the least squares residual vector used for FDI
lies in panty space and not in the horizontal positioning
plane. Therefore, to have a meaningful fault detection
statistic, the residual vector must be related to the
hornizontal radial position error. This is discussed in detad
in the next section.

4. GENERIC FDI ALGORITHM

This section presents a least squares fault detection
algorithm which extends the concepts presented in
references 6, 7, and 12, which were also employed in
reference 13, independently.

The lincanzed relation between changes in  the
measurements and the corresponding change in the user
state vector is given by

by = H 3 (1)
where 8y is a n-by-1 vector containing the changes in the
mzu urements 1o n sources, 8x is the change in the m-by-1

user state vector, and H is a n-by-m data matnx, see
equation (8).

‘The data matrix H can be decomposed into the product of
a real orthonormal matrix Q and an upper triangular
matrix R using a "QR" factorization (Ref 14),

H=QR (12)

Substituting (12) into (11) and pre-multiplying both sides
by QT yields (Q'Q = 1)

Réx - QTay (13)

The rank of R is equal to the rank of H; therefore, the
lower n-m rows of R consist of zeros only. Equation (13)
can be divided into two equations

Udx=Q. 3y or 3x=U'qQ 8y (14

0-Q, 3y (15)

where U consists of the first m rows of R, Q, consists of
the first m rows of Q7, and Q, consists of the fast n-m rows
of Q.

Equation (14) relates the change in the measurements to
the change in the user stale vector, forming the least
squares solution. The rows of Q, and dy are orthogonal;
therefore, the columns of Q, span the panty space of H.

If the measurements are corrupted by errors, then 8y is
replaced by 8y + ¢ + b, where ¢ i1s a n-by-1 vector
representing zero-mean, normally distributed measurement
noise, and b is a n-by-1 vector containing bias errors.
Normally, ¢ and b are unknown, but their components in
parity space are known from equation (15):

p=Q¢+Qb (16)

The expected value of the panty vector, p, is

E(p} = Q, b (17)

The covanance matrix of p is

COV (p} = E{pp"} = Q, COV ¢} Q,7 (1§

If the measurement noise is uncorrelated and normally
distributed with equal vanances, then the covanance matrix
of the measurement noise is

COV e} = oI (19)

where 1is a n-by-n identity matrix. It then follows that the
covanance matrix of p is

COV {p} = o’ 1 (24
since QQQ: = | (the rows of Q, are orthunomual vectors).

In the absence of bias errors, the panty vector p is a
function of measurement nowe only. In the presence of
bias errors, p also depends on the bias errors.

4.1 One Redundant Measurement

Assume that only one redundant measurement is available,
orn =m + 1. In this case. the panty space 15 one-
dimensional and Q, is reduced 1o a row vector (the vector
g is used to denote the transpose of the first row of Q)
and the parity vector p is reduced to a panty scalar p. In
the absence of bias errors, p has a zero-mean normal
probability density function given by

z \2

Assume that the failure detection is based on exceeding a
detection threshold Ty, then the probability of an alarm is
given by

P, = P (|pP>Tp = :/ZE fe-(j)dx (22)
rD

which can also be wnitten as




PA - e]fc ( TVD’) (23)

where erfc is the complementary error function

efe(z) = e FdAr 24)

2
Ve

" —

In the presence of a bias error in measurement i, the
absolute value of the panity scalar has a normal distribution
with a2 mean value of

B = lab) (25)
Only the ith elements of g and b will contribute to the

mean. The probability density function of p is then given
by

oAl @)
o3z

f(x) =

Given the detection threshold Ty, the probability of a
missed detection is given by

2 A
Pyp = P (Ipl<Ty) = :; fel P @n
To

The contribution of the integral between - and - Ty can be
neglected, such that equation (27) can be approximated by

P = -;-ufc(’:;‘) @3)

Equaticns (23) and (28) provide the performance of the
fault detection algorithm in terms of probability of an
alarm and probability of a missed detection as a function
of:

- Detection threshold Tp;

- Measurement noise standard deviation o;

- Expected value y, of the absolute value of the
parity scalar p resulting from a measurement bias
error in measurement i.

Obwviously, the detection algorithm cannot detect a
measurement bias error smaller than the level of
measurement noise, since the detection threshold Ty, must
be set high enough to satisfy the requirerent for the alarm
probability, see equation (23).

Given the required probability of an alarm and the
measurement noise standard deviation, the detection
threshold is obtained from equation (23)

Tp = oy2 erfc™' (P,) (29)

Next, given the probability of a missed detection, the
measurement noise standard deviation and the detection
threshold, the minimum required expected value, y,,, of

the parity scalar is obtained from equation (28)

b = Tp + 0v2 erfe ! (2Rg) (30)

Since p, = [g'b]. equation (30) implies that the probability
of a missed detection is only satisfied if the measurement
bias error gives rise to a bias in the absolute value of the
parity scalar greater than or equal to py. The vector g is
known from the measurement geometry; therefore, for
each measurement i (i = 1 through n), the minimum bias
error by required to satisfy the probability of a missed
detection is calculated from equation (25).

]
b = X 31
Yoyl

In other words, given the probability of an alarm, the
probability of a missed detection, and the measurement
noise standard dewviation, it follows that the minimum
detectable measurement bias error is a function of the
measurement geometry.

Horizontal Radial Position Error

From the probability of an alarm, the probability of a
missed detection, the measurement noise standard
deviation, and the minimum required measurement bias
error it is possible to discuss the horizontal radial position
erTor.

Coasider the user state error vector resulting from both
measurement noise and bias errors. From equation (14)
the user state error vector is

Ax = U™ Q, (e+b) 32)
The expected value of the user state error vector is

E{Az} =U'Q, b (3
and the error covariance matrix of Ax is

COV (Ax} = o* U G4

As shown by equations (32) through (34), the effects of the
noise and bias errors can be examined separately.
Assume that the matrices U and Q, are expressed in a
locally-level reference frame, then the horizontal

components of the expected value and the vanance of the
user state error vector are given by

E{Ax,) = [fJ 39
y
o* xpopr?| |0
= = (%)
VAR 1A%a) [oz YDoP ) 7
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where x, y are the first two components of E{Ax}; XDOP?
and YDOP? are the {irst and second diagonal elements of
(UTU) , respectively.

First consider the honzontal position bias error resulting
from measurement bias errors. FEach satellite has a
minimum bias error necessary for detection with
probabilities P, and Pyp, as given by equation (31). Each
of these measurement bias errors can be converted into a
honzontal position error using equation (33). Next, the
worst case measurement error is the b, which maxiniizes the
norm of the horizontal radial position error

Ry = max (fx] + YD @7

[he detection algonthm now guarantees that a
measurement bias wil be detected with the required
probabilitics P, and Py if it contributes to a horizontal
radial poaivion error of Ry, or greater.

Next, consider the horizontal position error resulting from
measurement noise only. The components x and y of the
honzontal  position error have a bivanate nommal
probubility density function (Refs. 15, 16). Although
possible using numerical integration techniques, the
calculation of the radius of a circle which contains a certain
percentage of the position solutions is rather complicated.

To develop a minimum algorithm, only an upper bound tor
the protected area is determined as follows. Assume that
x and y are independent, then a circle with radius R, ,,,
protects the estimated horizontal position with a probability
Py of exceeding R ...

R_,, = 0y2 erfc™! (P;) HDOP (38)

where HDOP* = XDOP? + YDOP? and o is the standard
devistion of .e measurement noise. For example, if
P,=10" then R ,, = 6.1 ¢ HDOP.

To calculate the protection radius, two scenarios are
considered. Scenario (1): in the absence of measurement
bias errors, the protection radius is approximated by
equation (38), using a value on the order of 10° for P
Scenario (2): in the presence of both measurement noise
and a measurement bias error, the vector sum of the bias
protection radius and the noise protection radius is used.
Thus, the protection radius is approximated by

R, = R, + ofZerfc! P, )HDOP  (39)

where Ry, is calculated from the maximum possible
horizontal radial position error due to a measurement bias
error which cannot be detected with the required detection
probability. P, is the probability of a missed detection for
the fault detection algorithm. Note that the probability of
loss of integrity is the product of the probability that a fault
exists and the probability of a missed detcction given that
a fault exists.

Because it is not known which scenario exists, the fault

detection algonthm must use the largest of the wo
protection radii given tor the two scenarios. In general, the
protection radius is dnven by equation (39).

4.2 Two or More Redundant Measurements

If more than one redundant measurement is available, the
paruy vector will contain more than one clement. Both
fault detection and isolation is now possible. Fach element
of the parity vector has a nomnal probability density
function as given by equation (21). To muamtain the
Gaussian statistics, each element should be examined
separately. Recall that a bias error in measurement 1 has
components along the axes in panty space, given by column
101 Q.. Each column of Q, Jdefines a measurement axis in
panity space: an error in measurement ¢ will he along the
ith measurement axis in panty space.  To maxmmize the
visibility of a bias error, the panty vector is projected onto
cach of the measurement axes. The norm of the prajection
1

jm, -l

S B
'm |

1

t
i (4‘)

where m; is the ith column of Q. Each r given by
equation (40) is gaussianly distnbuted, since the above
operation is equivalent to a panty space rotation (Ret 10).
Instead of one detection statistic, n detection statistics are
obtained. Therefore, the detection threshold is given by

Tp = 0y2 erfec '{:.'—‘) (+1)

The minimum bias error. b, required to satisfy the

probability of a missed detection is calculated from

(32)

Simiilar to the case with one redundant measurement, the
protection radius, R, 1s calculated from equations (37)
through (39).

4.3 Fault Isolation

Isolation of the faulty mecasurerment is performed as
follows. Calculate the distance of the panty vector to cach
of the measurement axes:

s, = [p - @, pa| 3

If only one measurement contains a bias, then the smallest
s, corresponds to the faulty mecasurement (maximum
likelihood approach). The probability of a wrong isolation
can be calculated by determining the probability that the
parity vector is at a distance s with respect o a
measurement axis. Furthermore, the history of the
distances s can also be used to determine the faulty
measurement  For example, if measurement number one
has a ramp error of S m/s, then the parity vector will move
in a direction parallel to measurement axis one. Examining
the time history of § allows for early detection and
isolation.




4.4 Additiovnal Considerations

So far, all measurements were assumed to have the same
statistics.  If this is not the case, then the FDI algorithm
should be moditied to incorporate a weighting matrix. For
instance, to accommodate different measurement variances,
equation (11} is left multiplied by a weighting matrix W
(Ref 18)

Wiy - WHax (34

‘The "QR" factorization is now performed on WH and
equation (13) is replaced by

Rix = Q"Way (4%
and the parity vector is obtained from

R =QWi-b (46)

In general, W could be derived from the measurement
noise covariance matrix, but in most applications it is
sufficient to simply use a diagonal matrix, where the
diagonal elements are the inverse of the measurement
noise standard deviation. If W is correctly selected, then
the elements of W8y have unit standard deviation.

Exhaustive testing of tne integnty algorithm requires a
large amount of calculations; e.g. to ventfy the statistics of
the honzontal radial position error, a minimum of 10"
simulations are required. Fortunately, because of the
Gaussian statistics of the algorithm described above, it is
possible to test the algorithm using increased measurement
errors. The performance of the FDI algorithm can then be
compared with the predicted performance considering the
effects of the increased measurement errors (see also Ref
17).

5. GPS/ILORAN-C CASE STUDY

5.1 Prototype GPS/Loran-C Receiver

The block diagram of the hardware configuration of the
prototype hybrid GPS/Loran-C receiver is shown in Figure
1. A four-channel GPS receiver (Motorola, mode! Eagle)

and an eightchannel Loran-C receiver (Advanced
Navigation, Inc., Model 5300), both cmploying continuous
tracking, are used to collect GPS and Loran-C data. Only
the raw measurement data from both receivers is used to
determine the position solution. The two receivers are
interfaced to a microcomputer (model AT) through two
serial communication ports. The microcomputer is aiso
interfaced to a course deviation indicator (CDI, model Kl
206), through a parallel pon, to display the guidance data
to the pilot. All of the hardware used is commercially
available equipment, except for the interface between the
microcomputer parallel port and the CDI instrument,
which was designed and implemented at Ohio University.
The software modules implemented on the hybnd
GPS/loran-C receiver are executed in real time. The
algorithm of the main procedure is given by:

PRE-AMPLIFIER PRE-AMPLIFIER
RAN-C
GPS RECETVER mali%ltum,u.
RECEIVER
4-CHANNEL S.CHANNEL

sTOMAGE =  MICRO-COMPUTER
OPERATOR
INTERPACE

Figure 1. Block diagram of the hardware configuration
of the prototype hybrid GPS/Loran-C receiver.

initialization
WHILE in operation
DO once per second
check for keyboard input data
IF keyboard input data
process keyboard data
END
check for GPS and Loran-C
measurement data, and request Loran-C
data
IF sufficient data
calculate position and
determine integrity
END
update CDI and status screen
store all relevant data
END
END
system shut-down

During system initialization, the GPS receiver is
commanded to send measurement date at a rate of once
per second. As soon as GPS data is received, a Loran-C
measurement trigger command must be send "~ ensure that
the Loran-C data is valid at the same time as the GPS
data. Following the measurement trigger command, Loran-
C data is requested and collected for up to eight receiver
channels. All data is venfied for validity as indicated by
the receivers. If at least five measurements are valid,
sufficient data is available for the position calculation. The
five measurements are used to solve for three-dimensional
position, clock offset with respect to GPS time, and clock
offset with respect to Loran-C time. The number of
required measurements could be reduced to four if the
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GPS and Toran-C recewvers measure the time-of-armvals
W respect to the same clock, and if the hardware delays
ot both receivers are known. A minimum of seven valid
measurements are required o exceute the FDI algonthm.

The hybrd position solution is based on a least-squares
estimator. Since the measurenonts from GPS and Loran-C
are equatly weighied. the accuracy of the hybnd system will
be mostly determuned by the Loran-C measurements. For
this ettort, standard Loran-C propagation models are used
such that the achieved accuracies are representative for
current Loran-C receivers. Because of this, the accuracy of
the hybnid system will not be as good as that provided by
GPS: however, the avaldability and integnity of the hybnd
avstem exceeds that of GPS by several orders of magnitude.
At the same time, the hybnd system accuracies are still well
within the current requirements.

£.2 Flight Test Results

Fhght test data collected on August 23, 1990 was used for
evaluating the FDI algonthm. The flight lasted
approximately S2 minutes and was conducted in the vicinity
of the Ohio University Airport in Albany, Ohio (Ref 19).
A S ms error was simulated in each of the seven
measurements dunng a S00-second portion of the flight.

Although the measurement error reached a vatue of 2500
meters, the actual honzontal radial position error did not
exceed 100 meters. The trajectories of the parity vectors
over time for all seven simulated measurement errors are
shown in Figure 2. Each panty trace begins at the same
point and extends outward in a direction parallel to the
corresponding measurement axis. Note that the axes in
Figure 2 are only valid for one particular moment of tme.
For this example, the measurement axes did not change
much during the S00-second run. except tor measurement
axis two, which rotated rapidly counter-clock-wise.  The
detection threshold in panty space was st at 950 meters.
All measurement errors were  correctly Jetected  and
isolated, except for measurenient 2. However, the position
error caused by measurement 2 Jid not exceed 250 meters,
and therefore, the alarm did not need to be raised. If the
simulation would have been continued. the ermor in
measurement 2 would also have been dewected and solated
correctly. An example of the 1solation process 1s shown in
Figure 3, where the distance of the parity vectors with
respect to cach measurement axis is graphed as a function
of ume.  This particular example mvolves  faling
measurcmuent 6. The distance to measurement axis 6 is
shown as a solid line in the figure.

]50() F T T T T T ~—w-—-—~:
Axis 7 ;
Axis 3 ‘}
|
1000 Error 7
Axis 2
Ads1 |
Error 1
Axis §
-1000 }— Error 4 B
Axis 4
-1500 -~ AR VU VU SRR SR
{-)?500 -1000 -500 0 S00 1000 1500

Figure 2 Trajectones of the Party Vectors over Time for a § m/s Ramp Error in Each of the Seven Measurements
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Figure 3. Distances to Each of the Measurements Axes over Time for a 5 m/s Ramp Error in Measurement 6.

Since the distance to measurement axis 6 is fairly constant
compared 10 the distances to the other axes, it follows that
measurement 6 is malfunctioning.

6. CONCLUSIONS

Global sole means of navigation systems could be obtained
by integrating all available measurement sources and
applying FDI techniques. Key to achieving FDI is an
algorithm that calculates the protection radius with a pre-
specified confidence level as a function of measurement
geometry and algorithm requirements. The panty space
algorithm outlined in this paper is capable of performing
this task.
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