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1, INTRODUCTION

A cylinder of explosive with a hollow cavity in one end and a detonator at the opposite end is known

as a shaped charge. The hollow cavity (which may assume almost any geometric shape such as a

hemisphere, cone, tulip, trumpet, or, in fact, any arcuate device) is usually lined with a thin layer of metal.

The liner forms a jet when the explosive charge is detonated, Upon detonation, a spherical wave

propagates outward from the point of initiation. This high-pressure shock wave moves at a very high

velocity, typically around 10 km/s. As the detonation wave engulfs the lined cavity, the material is

accelerated under the high detonation pressure, collapsing the liner. During this process the liner material

is driven to very violent distortions over very short time intervals, at strain rates of 104 to 107 s- 1 and

peak strains greater than 10 are possible. The jet temperature Is about 500 to 900 K according to the

measurements of von Holle and Trimble and there may be temperature gradients along and through the

jet, The collapse of the conical liner material onto the centerline forces a portion of the liner to flow in

the lbrm of a jet where the jet tip can travel in excess of 10 km/s. Because of the presence of an axial

velocity gradient, the jet will stretch until It fractures into a column of particles. This fracture of the jet

into a series of particles Is termed jet breakup or particulation,

The penetration of a shaped charge jet into most target materials increases to a maximum and then

decreases as the standoff distance (distance from the front of the shaped charge to the target) increases,

This penetration peak occurs just prior to the onset of jet breakup due to the dispersion, spread, and

tumbling of the jet particles after particulation. As a result, it would be advantageous to the shaped charge

designer to predict and control the jet breakup time,

The nature of' the particulation of the shaped charge jet has been of' interest for over 50 years. It Is

known that some materials, namely, certain metals, exhibit extreme ductility under the Intense dynamic

conditions involved in the shaped charge collapse process. These materials often do not possess the same

degree of ductility under ambient conditions and undergo dynamic elongations of 1,000% or more, The

problem is complicated by the fact that the material properties of the liner are not well known under the

intense dynamic conditions that the jet undergoes during its collapse, formation, and growth. Complex

hydrocode computer programs are limited because accurate equations of state and constitutive equations

are not available under these conditions. Also, the fracture mechanism and associated algorithm is not

well known. Nevertheless, shaped charge experiments provide an excellent test bed for the study of

materials under intense loading conditions,



2, EXPERIMENTAL APPROACH

The experimental characterization of shaped charge jets is most commonly performed using multiple

flash x-ray units. Each flash x-ray unit provides an image of the shaped charge jet at a known time. In

a typical experiment, several x-ray units are flashed at pre-determined time intervals. The x-ray films arc

then analyzed to determine the position, length, radius, mass, and velocity of each of the jet particles. In

general, the entire shaped charge jet cannot be captured in a single experiment due to limitations in the

length of x-ray film which can be exposed and the need to protect the film from the explosive blast. The

data obtained from the x-ray films is utilized to calculate the jet breakup time,

The jet breakup time can be experimentally determined in several ways with varying results. The most

common method of calculating an aggregate jet breakup time is to divide the cumulative jet length by the

change in the jet velocity from the tip particl, to the slowest jet particle characterized in the experiment.

This "slowest" particle may or may not be the rear of the Jet. This method provides a single value, termed

the "cumulative breakup time," for the entire jet. The cumulative breakup time is based on several

assumptions. The jet is assumed to stretch from an initial length of zero at a constant, uniform rate. In

addition, the jet is assumed to break simultaneously, from tip to tail, at the time it reaches its maximum

length.

The cumulative breakup time provides an accurate measure of the total jet length available for

penetration if it is observed that the cumulative jet length is a linear function of the velodity of the jet

particles, However, in many cases, the cumulative jet length is nonlinear with respect to the jet velocity.

In such cases, the value of the cumulative breakup time will vary with the velocity of the slowest jet

particle included in the calculation. For example, Figure 1 is a plot of the cumulative breakup time as a

function of the velocity of the slowcst ,jet particle included in the calculation, This plot was derived from

a single experiment involving the Ballistic Research Laboratory (BRL) 81-mm standard shaped charge,

The velocity o1 the tip particle was 77 km/s, and the velocity of the slowest particle characterized in the

experiment was 2.1 km/s. The cumulative breakup time for this experiment was found to be 147.8 "is,

The data plotted were determined as the sum of the lengths of the first n particles divided by the velocity

difference between the first particle and the nth particle. The axial velocity in Figure 1 reflects the

velocity of the nh particle. The extremely large breakup times observed in the leading portion of the jet

are due in part to the deceleration of the tip particle which reduces the difference in velocity between the

2
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tip particle and the particles immediately following. As evidenced in Figure 1, the measured value of the

cumulative breakup time is dependent on the experimental setup. If, for example, the experimental setup
were such that only the jet particles travelling faster than 4 km/s were characterized, then the cumulative

breakup time would be reported as 132 ps.

A more accurate representation of the experimental data may be obtained by treating the cumulative

jet length as a piecewise linear function of the jet velocity (Held 1985). Thus, the jet breakup time may

be calculated for several velocity ranges. In fact, the breakup time can be calculated for each particle.

For example, Figure 2 is a plot of the individual breakup times calculated for the same 81-mm standard

shaped charge. The individual breakup time is extremely sensitive to nonuniform velocity differences

between particles and to measurement error. Some of the jet particles separate from one another at

breakup but travel at very nearly identical velocities after separation, thus allowing unrealistically large

absolute values of breakup times to be computed. Breakup times which are calculated over large or

predetermined velocity intervals are inherently more stable.

The breakup times, determined from analysis of the flash radiographs, discussed so far are based on

the assumption that the jet stretches at a constant rate until it reaches a maximum length and particulates.

The reference time for this process is the point in time and space from which the jet emanates, known as

the "virtual origin." Conversely, the breakup time can also be calculated under the assumption that the

jet particles travel at a constant velocity after the jet particulates. Thus, the time at which two jet particles

separate from one another can be derived from the distance between the two particles at a known time and

the velocity of the particles. The reference time in this case is determined by the experimentalist (i.e., the
reference point may be the activation of the detonator, the time the detonation wave reaches the liner apex,

the time the jet tip reaches the base of the liner, or other reference points). Figure 3 is a plot of the

separation timcs computed from the 81-mm shaped charge experiment. The separation times plotted in

Figure 3 are relative to the activation of the detonator. The separation times tend to increase with

decreasing jet particle velocity, which indicates the jet broke from the tip to the tail, although in a

nonuniform manner. The separation time calcvation also tends to give unrealistic values when the

difference in velocity between particles is nearly zero. However, unlike the individual breakup time

calculation, the separation time is measured as a very small value (or large negative value) as the velicity

difference approaches zero.

4
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Also, the distance a jet particle travels before separation from its adjacent particles can be measured,

The measurement of distance to particulation is very similar to the separation time measurement and is

based on the same assumptions. Figure 4 is a plot of the separation distance vs. jet velocity again from

the same 81-mm shaped charge experimcnt. The distance to separation is shown to decrease with

decreasing jet velocity. The distance tu separation is measured relative to the lincr base.

3. ANALYTICAL MODELS: BACKGROUND

Analytical models of the jet breakup are available, notably due to Walsh, Held, Carleone, Chou,

Pfeffer, Haugstad, and Hirsch, but are primarily one-dimensional and semi-empirical. More theoretical

models are available from Pack, Curtis, Romero, Frankel, Weihs, and others. Early attempts at

understanding the breakup of a shaped charge jet involved studies of liquid jet breakup since, visually,

the breakup phenomenon would appear to have some analogy to the breakup of a liquid jet as studied by

Rayleigh (1894). More recent liquid jet breakup studies concern atomization or the breakup of liquid

drops in air where fluid viscosity and surface tension are the dominant mechanisms. Such analyses are

given, for example, by Gordon (1959) and Heidmann and Groeneweg (1968). Tomotika (1935, 1936)

considered the analysis of an incompressible, viscous Newtonian fluid surrounded by another viscous fluid

under the action of capillary (viscous and surface tension) forces. A stability analysis was performed for

the governing equations which accounted for stretching jets but neglected inertia effects. Mikami et al.

(1974) studied the breakup of a viscous liquid thread in a viscous liquid (pulp fibers in water) for the

paper pulp industry. Again, a stability analysis was performed for stretching jets in the absence of inertia

terms. Goldin et al. (1969) considered the breakup of a viscoelastic fluid column, and extended the above

analyses to a non-Newtonian flow. Frankel and Wcihs (1985) attempted to directly consider the breakup

of a shaped charge jet based on the studies described above but included inertial effects. The shaped

charge jet was assumed to be liquid with a surface tension of 3 x 10 N/in. A perturbation solution was

performed, but it was observed that the jet must have a very high yield strength (in excess of 24 OPa for

copper) for the surface tension in the analysis to be meaningful. He noted that such high values of the

dynamic yield strength of copper were quoted by Van Thiel and Levatin (1980). Curtis (1987) noted that

the surface tension required to produce significant instability growth was of the order of the jet yield

strength dividcd by the jet radius which is several orders of magnitude (namely, 4 x 1W) greater than the

known surface tension of copper in air at ambient conditions. Therefore, the tensile stress in the jet was

considered to be the mechanism in the jet which produced the instability growth. Curtis used the

equations of motion, the irrotationality condition, and the von Mises flow criterion, and he expressed the

7
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stress tcnsor as a superposition of a pressure term and a uniaxial stress term, A perturbation and stability

analysis was performed for an assumed (zeroth order) velocity field. It was noted that the jet breakup is

a function of the jet strength to density ratio, but the complexity of the equations precluded a detailed

expression for the jet breakup time. Curtis concluded that it would be more appropriate to use the Levy-

Miscs flow criterion (the full classical plastic theory) instead of the von Mises criterion. Pack (1987)

analyzed the plastic flow problem by using the equations of motion and the Levy-Mises stress-strain

relationships plus the von Mises criterion for plastic flow, A perturbation analysis using a series solution

was conducted along with a stability analysis, again for an assumed velocity field. Pack then postulated

two causes of breakup: 1) necking of the jet, and 2) the creation of voids in the jet when all principal

stresses become tensile. His predicted results for the two causes were very close and he was not able to

distinguish between the two mechanisms. Romero (1939), along the same lines, performed a stability

analysis of a rapidly stretching jet and concluded that the jet stability depends on a parameter he called

"r, which represents the ratio of the Inertial forces to the plastic forces. In fact, r is time dependent and

r2 (t) - V73 p2 (t)a 2(t),

where a Is the jet radius, P is the strain rate, p is the jet density, and a is the yield stress, The jet is stable

until r is less than 1. Romero's analysis was much like that of Frankel and Weih's, but used the Levy-.,

Mises equations for a perfectly plastic material. As in the earlier analysis, a perturbation solution was

obtained,

Other studies of' the jet breakup time were conducted by Shelton and Arbuckle (1979) who considered

the propagation of relief waves following a break in the jet. The speed of relief wave propagation from

the break was calculated by two different models. Walsh (1984) provided insight into the mechanisms

(i,c., surface disturbances) that may lead to jet instability. These disturbances include explosive

homogeneity, liner dimensional tolerance, velocity gradient perturbations, arid liner dynamic strength

variations. Walsh concluded that breakup depends on the perturbation structure and a single dimensionless

flow parameter,

aY/p

AOR

9



where a is the yield strength of the jet, p is its density, R is the jet radius, and AV0
2 is the initial jet

stretch rate. The subscript o represents initial jet conditions. Finally, it was shown that the length traveled
until breakup occurred, Lb. is given by

Lb - f (L,, 00. TO).

where Lo is the initial jet length, 0o is the initial value of , and IPo is the initial surface roughness.

Analytical, one-dimensional models are also available. Miller (1982) showed that a one-dimensional

theory applied to a perfectly plastic stretching metal rod, or applied to a stretching metal rod governed by
the Steinberg-Guinan-Cochran constitutive model, predicts the generation of a progression of new, necks
from an existing neck. Two-dimensional finite-difference calculations predict the same behavior.

Chou, Sidhi, and Mortimer (1963), in perhaps one of the earliest analytical studies of shaped charge

jet breakup, deduced three possible mechanisms, or model approaches, for breakup. These mechanisms
were viscoplastic effects (which as Chou et al. noted, would preclude Hopkinson scaling of the jet

breakup--if this is a limitation): a Mott-type statistical approach which assumes that the tensile strength

is not constant but exhibits a scatter characteristic (i.e., there exists a scatter in the value of the reduction

in area (or value of strain) at which fracture occurs in a tensile test); and finally, temperature or molten

jet effects, Chou et al. noted that any or all of these mechanisms could influence jet breakup. In later

publications, Chou and Carleone (1977b) developed a one-dimensional Lagrangian theory for stretching

plastic jets with a constitutive equation of the form

Y 0 go + Cc + Ra2 . ..... ,

where C, R, etc., are positive, empirical coefficients. The stretching jet problem assumed small surface

disturbances and small strains. A stability analysis was performed using a linearized form of the one-

dimensional model and a stability criterion was established. The theory showed that the disturbance

growth rate in the jet increases as the wavelength of the disturbance decreases and as the stretching rate

decreases. Also, for a perfectly plastic jet material, where o = oo, the disturbance growth rate increases
with increasing o/p. All trends predicted by the one-dimensional theory were in agreement with two.

dimensional hydrocode caltalations, Also, the hydrocode calculations revealed the existence of a critical

wavelength (i.e., disturbances having this wavelength will grow faster than all others) and showed that

t0



elasticity effects and compressibility effects were nearly negligible. Additional details and analyses are

given in Chou, Carleone and Karpp (1974) and Chou and Carleone (1976). Chou and Cafleone (1977a,

1977b) provide details regarding the jet growth function and other factors affecting stability. Chou and

his coauthors approached the calculation of the breakup time directly utilizing many flash radiographs of

jets from shaped charge liners. The final results of the Chou-Carleone model for a copper jet reveal

tb = 3.75 - 0.125 1o + 1

where Tb = dimensionless breakup time = cp tb/ro; c , a- ; Wo - dimensionless strain rate -

toro/c p ; and to u initial strain rate m AV/AX: and tb is the breakup time, a is the yield strength, AV

is the change in velocity, and AX is the change in length. The subscript o designates initial values when

the liner element first arrives at the axis of symmetry. The numerical coefficients result from a curve fit

of the dynamic ductility factor to experimental data. The details of this model and comparison with

experimental data are summarized In Walters and Zukas (1989).

Recently, Chou et a, (1992) expressed the jet breakup time as

( " 2)13 rJ 2 o )13 (r:
tb m k 0 k 3

where the radius r and time t of a jet segment may be taken at any time before jet breakup. The factor

k is taken to be 5.0 based on a fit of the equation with experimental data. The term cp is defined as

before, but a is the yield stress (ay) for an isotropic jet and cy (0.5 + l/m2) for an anisotropic jet, where

m is the ratio of transverse strength to axial strength. Also, Rottenkoller (1989) obtained a similar formula

for the breakup time of a shaped charge jet,

th - to [ do

,2

0IP



where do is the Initial jet dianeter, and B is equal to 9d/cp and assumed to be constant,

Eitan Hirsch (1979) expressed the brcakup time as

T= Rt sin 'djo/Vp,

VP-1  2

where dje is the initial jet diameter when elongation starts, R is the radius of the liner element, t is the

thickness of the element, 3 Is the collapse angle, t is the breakup time measured from the arrival of the

explosive wave front at the liner element from where the Jet originates, and V., Is a velocity specified by

the liner material, called the "plastic velocity." Hirsch (1979) expressed the plastic velocity as the velocity

difference between the jet particles or Vp1 a (Vi - Vr) / n, where n Is the number of jet particles, Vi Is the

jet tip velocity, and Vr is the velocity of the rear of the jet. Hirsch also gave expressions for the breakup

time of an expanding cylinder (pipe) and a linear shaped charge, Hirsch (1989) attempted to express the

plastic velocity us

Vp* U Ifi-,

where a is the liner metal dynamic yield stress and p is the density of the liner material, from microscopic

metallurgical conditions. Hirsch employed the Mott fragmentation model as mentioned by Chou et al.

(1963) and provided a description of the breakup time model as arising from shear bands or

VP1 U domlp,

where dom represents the difference between the isothermal and adiabatic stress vs, strain characteristics

of the metal at the point where adiabatic stress becomes a maximum. Hirsch quotes strains of I to 2 at

a strain rate of l( s-1 for OFHC copper. These values of strain are considerably lower than those quoted

by Chou and Carleone (1976). Hirsch (1981a) further qualified the plastic velocity by suggesting a

breakup mechanism, where holes caused by a pile up of vacancies are formed at the metal surface and

gradually increase until breaking is caused by the formation of voids In the jet. Hirsch also predicted the

existence of a strain rate threshold below which other mechanisms dominate the breakup process. Hirsch

12



(1981b) states that even perfectly symmetrical and homogeneous shaped charge configurations have

transverse velocity components in the jet. This means that the breakup process starts during the liner

collapse and the transverse velocity influences the jet breakup. Hirsch (1990) relates the plastic velocity

to the processes which affect the liner metalurgical state during the initial stages of jet formation. Hirsch

shows how both the deformation energy heating the sliding shear bands during the localization process

and the rate of the instability growing in the plastic flow during this process, combine to determine the
plastic velocity parameter, This velocity is shown to be related to both the velocity due to the plastic

deformation and the component of' the maximum slide velocity allowable to form shear bands in the

elongation direction. Hirsch thus attempts to include the influence of the metallurgical structure of the

liner on the breakup time. In this study, small strains (less than 1) are calculated.

Haugstad (1983) and Haugstad and Dullum (1983) formulated two models for the jet breakup time

by considering viscoplastic effects or ( I ao + pe, where p has the form of a viscosity, a is the yield

stress, ao is the quasistatic yield stress, and 9 is the strain rate, They obtained

tb - - ,t b

in the limit as p -+ 0, where d. is the initial jet diameter and cc is a constant, Note that if

VP 1  - , -P

a modified Hirsch model results. The second (viscoplastic) model gave

tb - b p/ao - l/ 0 ,

where b is a constant.

Pfeffcr (1980) obtained a jet breakup time formula which indicates the breakup time is inversely

proportional to the initial strain rate, weAly dependent on the initial jet radius, but Independent of the

liner material yield strength. Pfeffer gives

13



tb ,1.4/9 + 48.5 r0 /Co ,

where 9o is the initial strain rate, ro Is the initial Jet radius, and C. is the shock velocity in the Jet. Pfeffer

assumed a formula for the shape of the broken jet segment and his results are based on a curve fit of two-

dimensional computer simulations.

Held (1989) and Mayseless et al. (1989) (as well as the Soviet researchers) advocate a calculation of

the breakup distance instead of the breakup time. Walters and Summers (1992a) derived the fonnula of

Mayseless et al, (1989) from the velocity difference expressions shown in Walters and Summers (1992b)

and assuming simple tension, Held, Mostert and Koenig, Colaski and Duffy, and Hirsch, among others,

comment on the influence of liner metallurgy on the Jet breakup time. Golaski and Duffy (1987) did not

provide a breakup time formula, but showed a direct correlation between liner grain size and Jet breakup

time. Mostert and Koenig (1987) claimed that the Jet from a shaped charge elongates to a strain well in

excess of 10 before it particulates. They also noted that the micromechanical properties of the liner, as

well as Its purity, have an influence on the ductility of the Jet, but these factors are not included in the

existing breakup models, Mostert and Koenig expressed the breakup time, 'C, as

-r + o/vo) 3 0 - (-0/V0)31 . Ia-( ) ; -V- In(N0 /N0 ),

where the jet has an Initial diameter do and an initial length to. Vo represents the velocity difference

across the Initial length and c Is a proportionality constant, No is the Initial moving-dislocation density

immediately after jet formation and is influenced directly by the initial detonation shock pressure on the

liner, the pressure experienced In moving through the collapse zone, and the effective pulse duration.

Also, NO varies inversely with the liner grain size, N. is the postulated critical value of the moving-

dislocation density where further elongation is inhibited. The value for the minimum density for plastic

elongation could conceivably be linked to the value of the dynamic equilibrium density just prior to

breakup,

However, all of these models are either incomplete or involve unknown material properties which are

usually assumed to be constant, such as flow stress, dynamic viscosity or the like. Also, some models
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involve unknown fitting par:ameters or variables. In addition, models, or observations, that seem

acceptable for one liner geometry and material rail when appli;d to other geometries and/or liner materals.

Thus, the various analytical models do not agree with each other or with the experimental data, and, In

fact, the method of calculating jet breakup time distribution from the experimentally obtained flash

radiographs varies from institution to institution. Nevertheless, significant insight has been gleaned from

the analytical breakup time models, namely, the existence of a critical wave length, the effect of jet

strength (a) and density (p), and the dependence on strain rate.

It is known experimentally that the jet microstructure, notably the grain size (and probably the grain

size distribution, the grain orientation, the metal chemistry or purity, and the material texture) strongly

affects the jet breakup time. In fact, Chokshi and Moyers (1990) point out that high strain rate

deformation leads to an Increase In temperature which, in conjunction with the large strains involved, leads

to a very fine grain size microstructure due to dynamic recrystallization. Subsequently, the fine grain size

leads to superplasticity at high strain rates, which in turn leads to large tensile strains to failure, However,

these factors are not Included in the analytical or theoretical breakup time models and including them is

not straightforward, In fact, the underlying mechanisms behind jet breakup are not understood. If a

known perturbation is applied to a stretching jet in a numerical experiment, the jet will neck at a critical

wavelength and break. The exact nature and origin of this critical perturbation(s) Is unknown, but may

be due to Irregularities in the liner material yield strength or other material or micromechancal properties,

nonuniformtics in the Initial jet velocity gradient, jet surface roughness, or due to Inherent perturbations

in the fabrication of the shaped charge (e.g., material anisotroples, liner wall thickness variations, the

quality of the liner Inner surface and exterior surface, inhomogeneitles in the explosive fill, etc.). Also,

the exact nature or the fracture process (at a critical value of strain, pressure, stress, plastic work, or

internal energy) is unknown. Furthermore, models that account explicitly for the nucleation and growth

of voids, cracks, and shear bands have not yet matured to the extent that they can be readily incorporated

into the hydrocode models.

Factors which are known to affect jet breakup time are given by Held (1989) and Walters and Zukas

(1989). In general, the jet breakup time can be increased by decreasing the jet stretching rate, Increasing

the jet radius, Increasing the jet density, decreasing the jet strength, and Increasing the ductility of the jet

under the dynamic conditions described above. Thus, the liner design, liner geometry, liner material, and

method of fabrication or the shaped charge liner are all pertinent factors to be considered in assessing the

jet breakup time distilbullon.
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4. THE ANALYTICAL MODEL

In this section, an analytical model is developed for the breakup time of the jet from a shaped charge

liner. The model is based on three presumptions. First, a kinematic expression for the breakup time;

second an expression related to plastic stability; and finally, a material-based consitutive equation relating

the stress, strain, strain rate, and temperature. In other words, the jet from a shaped charge liner will

particulate when It becomes plastically unstable (Chou and Carkeone 1977b), and the breakup time will

depend on the stress, strain, strain rate, and temperature at failure (particulation).

Figure 5 illustrates the kinematic expression for the jet breakup time, An initial length of jet, to ,

eventually stretches to length I whore It begins to neck at the breakup time, 'C, Then

I- to + 'C(Vio - VR), (1)

where VIe Is the tip velocity of the jet and VR is the rear or tail velocity of the jet, Dividing Equation I

by to yields

I - o w e. (V j - V R )

or,

eu. (2)

The plastic stability criterion requires that

do (3)

for stability, otherwise tlhc jet necks and eventually breaks (WalIL'm and Summers 1992a, 1992b). In order

to Implement the model, Equation 3 is used with the equality sign, or
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do de. (4)

This is the same equation used to calculate the maximum load point. Equation 4 is integrated between

the limits e = 0 to e = EF and ao = o to o = oF, where a. is the value ofo at e = 0 and the subscript F

denotes values at failure. Thus,

. exp ep. (5)
Go

Finally, a constitutive equation which relates stress, strain, strain rate, and temperature and is valid

for high strain, strain rate, and temperature values is necessary. Such an equation may not exist for the

extreme strains, strain rates, and temperatures the jet from a shaped charge liner is subjected to.

Nonetheless, two constitutive equations were considered, Johnson-Cook (Johnson 1983; Johnson and Cook

1983, 1985) and ZerillI-Armstrong (1987), due to their popularity in many hydrocodes and the fact that

the material coefficients are available for most materials of interest in shaped charge liner design.

The Zerilli-Annstrong (1987) constitutive equation fo' face-centered-cubic materials is

a - Co + kX-./i+ C2ect2exp(-CT + C4 TInt). (6)

The stress a is in MPa, the strain rate 9 is in s- , and the temperature T is in K. For an OFIC copper

jet, Zerilli-Armstrong gives:

k = microstructural stress intensity = 5.0 MPa (mm) ti2

X = grain size = 0.075 mm
Co = 46.5 MPa

C2 = 890.0 MPa

C3 = 0.0028 K- 1

C4 = 0.000115 K-1.
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The Johnson-Cook (1983, 1985) constitutivc equation, which has a different functional form as

compared to the Zeril1l-Amistrong equation is

o - (A + Ben)(I + Clnt)(l - m), (7)

and

T' = (T - Troom)/(Tmeit - Troom),

where for OFHC copper,

Tmelt = 1,356 K, Troom = 293 K, C = 0.025,

m = 1.09, n -0.31, A - 90.0 MPa, and B a 292.0 MPa.

Note that in the system of units used in the above equations, the density, p, of copper is 8,960 kg/M 3.

In addition, the modified Johnson-Cook model was examined. The modified Johnson-Cook equation Is

o - (A + Ben) e ( I - T*m), (8)

where, for OFHC copper, all constants have the same value as in the original Johnson-Cook model, but

the functional form of the strain rate dependency has been changed. Any constitutive equation may be

used In this analysis, assuming of course that the parameters used in the equation are available and do not

introduce additional unknowns (such as the pressure for example).

The true strain at failure, e, is detennined using Equation 5 and a constitutive equation (e.g,,

Equations 6-8). The value of a(, is calculated as:

• C. + k0 1
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from Equation 6 for the Zerilli.Armstrong constitutive equation for face-centered-cubic materials. For the

Johnson-Cook constitutive model, Equation 7,

Go - A(I + Clnt)(I - T

In addition, ,he true strain rate, required in the constitutive equations, is determined as a function of the

true strain usii~g

9 a o exp(-e)

as derived in Walters and Summers (1992b) under the assumption of a constant Jet stretching rate.

Finally, the jet temperature is assured to be established at failure and Is constant. Thus, the final true

strain at railtur, and the true stress at failure may be determined given an initial strain rate and an assumed

jet temperature.

The initial strain rate is given as

AU
go " -'"V

where

6U -Vi- vt

an(

Vjo = the jet tip velocity,

VR - the velocity of the rear of the jet.
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The velocity difference, AU, can be calculated using the methods given in Walters and Zukas (1989), for

example, and is considered known. The initial jet length, #o, is taken to be the initial length of the jet

available prior to stretching. For a conical liner, to is determined based on the slant length of the cone.

This is essentially the jet length considered in the steady state jet formation theory of Birkhoff,

MacDougall, Pugh, and Taylor described in Walters and Zukas (1989), For nonconical liners, to is based

on one-half the perimeter of the Inside surface of the liner obtained by taking a cross section along the

axis of the liner. In general, the initial jet length is taken as:

do - Is

where 0, is the slant height or one-half the liner perimeter and VR is the measured tail velocity from the

flash x-ray of the jet (which depends on the length of jet captured on the [im). Thus,

Vjo

The ratio (Vi. - Vroa)/Vjo is introduced to account for the fact that the flash radiograph may not provide

information on the entire length of the shaped charge jet. However, this ratio does not account for the

portion of the apex region of a conical liner which only contributes to the mass of the jet tip particle or

the portion of the base region of the liner which does not contribute to the jet.

The Johnson-Cook constitutive equation yielded very low values for the strain at failure (as compared

to the Zerilli-Armstrong constitutive equation). Also, because of the functional form of the Johnson-Cook

equation, the strain at failure is independent of' the temperature and strain rate, The same statements apply

to the modified Johnson-Cook constitutive equation (Equation 8). Thus, the Johnsou-Cook based results

will not be presented. The low strains obtained by the Johnson-Cook model were also observed by and

reported in Walters and Summers (1992b).

Figure 6 plots the final true strain, ep, as a function of the initial strain rate, 9., with temperature as

a parameter. The experimental data points are plotted for several different conical liner designs as well
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as a trumpet and a hemispherical liner configuration. In all cases, the liner material was copper. The

experimental points were determined based on the calculated initial length, I., and the total jet length,

L, measured directly from the flash radiographs of the jet. Note that for the conical and trumpet liners

the average final true strain of the jet is nearly constant or

ep In L -2.3.

For an average final true strain of 2.3,

AO 0]2
exp r

for cylindrical jet particles, or r/ro a 0.32.

For the hemispherical liner, the average final strain is higher, about 2.5. This difference in final true

strain values may well be due to the different jet collapse and formation mechanisms between

hemispherical and conical (or conical-like) liners or it may relate to the method used to calculate Uo (as

one-half of the perimeter of the inside surface of the liner) for hemispherical liners. Note that this plot

would seem to indicate that the Jet temperature would be around 450 K to 500 K for the conical liners

and somewhat lower for hemispherical linem based on the constitutive equation used for copper. Note

also that for any given temperature, the final true strain is nearly constant with strain rate.

Table I presents the experimentally determined Jet tip velocity, jet tall velocity, total jet length, and

cumulative jet breakup time for several conical liner designs, a trumpet liner design, and a hemispherical

liner design. The calculated total length and cumulative breakup time are also shown for comparison.

The results presented in Table I show excellent agreement with the experimental data at a temperature

of 450 K. The experimental breakup time is derived from the virtual origin approximation, which gives

I - 0o at the virtual origin time t,. Thus, assuming to -0,
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L ." Ve- v, *

Then, If go * 0, it follows that

*+ (1U -. 9

go

The calculated values given in Table I were computed using Equation 9.

Table 1. A Comparison Between the Experimental and Analytical Values of Total Jet Length
and Cumulative Jet Breakup Time for Several Shaped Charge Liner Designs

65.3-mm 76.2-mm 81-mm 101,6-mm 140-mm 163-mm
Cone Heml Cone Cone Cone Trumpet

VTIP (kn/s) 9.2 4.2 7.7 8.8 8.5 10.0
VTAIL (kM/a) 4.2 2.4 2.1 4.3 2.6 4,7
Lr (mm) 500.1 279,9 820.3 772.1 1,350.7 1,363.2
TB (ps) 99.2 160.9 147.8 169.3 231.3 255.8

Predictions T = 450 K

L.r (mm) 530.4 260.1 849.3 758.5 1,366.5 1,341.7
TB (ps) 105.2 149.5 153.0 166,3 234.0 251,7

Next, the cumulative Jet breakup time is plotted as a function of charge diameter for various

temperatures in Figure 7. This plot was constructed by holding the jet tip and tail velocities constant and

varying the liner diameter, In this case, the experimental results from the 81-mm conical liner were used.

The measured average breakup time was 147.8 ps for this round, as plotted on Figure 7. The dashed line

represents the breakup time which would be attained if homologous scaling is assumed. In fact,

homologous scaling of the jet breakup time has been experimentally observed to be a good assumption,

usually accurate to within -20%, Figure 7 shows that scaling appears to exist at temperature of 400 K

to 500 K more so than at higher temperatures (i.e., the slope of the scaling [dashed] line matches the slope

of the 400-K line).
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Figure 8 shows the predicted variation of the cumulative jet breakup time with temperature for a

81-mm diameter shaped charge with a coppei conical liner, Note the ductility of the jet is expected to

decrease with increasing jet temperature. This is due to the constitutive equation and the observation that,

for face-centered-cubic materials, the strain at maximum load decreases with increasing temperature (Zerilli

and Armstrong 1987).

The calculation of 0. and 8., based on the slant height of the liner and the tip to tall velocity
difference, allows a quick calculation of the total Jet length and cumulative breakup time. However, this

method only provides a prediction of the average strain attained by the entire jet and a single cumulative

breakup time. Alternately, this model may be employed in conjunction with a jet formation code. In the

jet formation code, the value of Qo is defined to be the length of a segment of the jet at the time it reaches

the liner axis of symmetry. The velocity difference, used to calculate initial strain rate, is defined as the

velocity of the proceeding jet segment less the velocity of the succeeding element. Tie use of the breakup

time model in conjunction with a jet formation model also allows for the prediction of individual breakup

times, actual separation times, and the distance a egment of jet travels before particulation.

Figures 9-12 repeat the experimental data shown in Figures 1-4 for the 81-mm copper conical shaped

charge liner, The analytical predictions, using the jet formation code, are also shown on these plots for

a temperature of 450 K. Figure 9 is a plot of the cjmulative breakup time vs. the jet tail velocity. As

shown in Figure 9, the amount of the jet which is characterized can significantly influence the measured

value of breakup time. The extremely high breakup time values predicted in the tip region of the jet are

due to the mass buildup, or inverse velocity gradient, whli(h forms the tip particle. Large Initial values

of jet breakup are measured experimentally, although the deceleration of the tip may be a factor,

Extremely high values of breakup time are also predicted for very low jet tail velocities but these are

probably an artifact of the jet formation code since some portion of the liner (near the base) may not

actually contributc to the jet.

Figure 10 shows the Individual breakup time, calculated between the centers of mass of adjacent jet

particles, vs. the jet velocity. The experimental data points show a large amount of scatter. The scatter

is primarily due to variations in the velocity difference between the adjacent particles, as was also shown

in Walters and Summers (1992b).
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Figures 11 and 12 are plots of separation time vs. jet velocity and the distance a jet particle travels

before separation vs. jet velocity, respectively. Figure II indicates the actual particulation time tends to

increase with decreasing jet velocity. It is not evident that th, jet breakup proceeds uniformly from the

tip to tail. The model predicts a first break near the front of the jet but away from the tip region for the

warhead designs considered in this study. The analytical prediction agrees well with the experimental

data, however, the model Is clearly not sophisticated enough to predict the variations which occur, from

particle-to-particle, in individual breakup time, separation time, or separation distance. Also, simple jet

formation codes are not valid for hemispherical liners, but hydrocode simulations could readily be

employed to determine the length of various segments of the jet at the time they reach the axis of

symmetry,

Figures 13-16 show a similar comparison between analytical and experimental data for the 140-mm

conical liner. The agreement between calculated and experimental values is quite good at the jet tail for

a jet temperature of 450 K. However, the analytical predictions are not as good near the front of the jet

unless the jet temperature is increased to 650 K. This discrepancy may indicate a temperature gradient

exists along the jet (from the tip to the tail) with the jet tip at a higher temperature. Table 2 lists the

predicted tip velocity, total jet length, and cumulative breakup time for each of the conical liners shown

in Table 1. The total jet length and cumulative breakup time predictions are given for the same

approximate velocity gradient as those given In Table 1,

As shown earlier, the calculated breakup time results match the experimental data quite well at an

assumed uniform temperature of 450 K. This temperature is below the measured values of von Holle and

Trimble (Walters and Zukas 1989) for a shaped charge with a copper, conical liner, However, the

experimental temperature measurements were taken near the tip region of the jet. There may be a

temperature gradient along the length of the jet (from tip to tail) as well as a temperature gradient through

the jet thickness, A temperature gradient from the jet tip to the jet tall could result in lower temperatures

near the rear ot the jet which perhaps undergoes less plastic deformation and less shock heating than the

jet tip region, Ideally, the individual breakup time could be calculated from a jet formation code with

temperatures for each element of the jet (obtained from hydrocode calculations perhaps) used as input.

The breakup model in conjunction with the jet formation model predicts the true strain at failure as

approximately 2.3, This value is an average value calculated for discrete jet segments. Stress

concentrations in the necked regions of the jet are not included in the model nor are release waves or liner

32



1100- Legend

1000.- Analytical Curve
100 Experimental Data Point

900--(Round 4264)

600-

S700-

. 600-

S500-

j400-
E 300. T -460 K

200-

100- T-600 K

1 2 3 4 5 6 7 8 9

Axial Velocity (km/as)

Figure 13. Cumulative breakup time as a function of igt velty for the 14-msae hm

33



Legend

1100 - Analytcal Curve
+ Experimental Data Point

1000-- (Round 4264)

900

800-

700-

600 4.
IT ~ T 450OK

500

400-+

300 +4+

200- T 600 K + , + +~44. 4

100- 4.

1 2 3 4 5 8 7 a

Axial Velocity (km/s)

Figure 14, Individual breakup drnc,4 us a function of let velocity for the 140-mm shaved gharic,

34



400-

- 450 K

* 360-

* 320-

280- +;.+

240-+++

C 200- +mO+

160-.

1120- Legend
Analytical Curve

80- + Experimental Data Point
(Round 4264)

40-

1 2 3 4 56 8

jet Velocity (km/s)

Figure 15. 3he seoaration time of each lot oarticie as a function of let velocity for the 140-mm shaind
chILMa.

35



2000- Legend
- ~Analytcal Curve

1800--+ Exprimental Data Point ++
1800 (Round 4264)

1800-+

1400

1200- *+4+ g

cl 1000.

c T 450 K+

BOO.-

T - 600 K

200-

1 2 3 4 5 a 7 a 9

Axial Velocity (km/s)

Figure 16. Ml dislance travelled before DarticulatIon ys. iet velocity for the 140-mm Shaoed chOMre

36



Table 2, Jet Formation Code Predictions for a Temperature of 450 K

65,3-mm 81-mm 101.6-mm 140-mm
Cone Cone Cone Cone

VTI p (ke/s) 9.2 7.8 8.9 8.5

VTAIL* (kin/s) 4.3 2,1 4.2 2.6

Lr (mm) 508,2 808.4 730.3 1,267.1

T1 (ps) 101.9 140.4 154.6 215.0

* The tail velocity wu chosen to approximate the velocity of the lat particle
characterized in the experiments of Table 1.

Inhomogenities, Other fracture models (e.g,, Johnson [1983]) may provide a morm accurate strain at the

actual break point between jet particles, However, such a calculation would require a hydrocode solution,

It is also worthy of mention that the Ze illi-Armstrong constitutive equation has been extended beyond

its intended range of applicability for the high temperatures and strain rates the jet material undergoes

during the formation and particulation process, Also, it has been postulated that an increase in strain rate

is equivalent to a decrease in temperature (Johnson and Mellor 1973). Thus, in the constitutive equation

used in this study, the high strain rate effects may overshadow the temperature influence.

5. DISCUSSION

As stated carlier, the average truc strain of' the shaped charges with conical or conical-like liners is

approximately 2.3. An alternative failure model may simply be to set the strain at failure to 2.3. In this

case, a priori knowledge of the jet temperature is not required. Figure 17 is a plot of the value of true

stress predicted for a true strain of 2.3 as a function of jet temperature for both the Zerilll-Arnstrong and

Johnson-Cook constitutive equations. Other researchers have claimed failure occurs at a stress of 300 MPa

for a copper jet (Walters and Summers 1992a). The Zerilli-Armstrong constitutive equation predicts a

stress of 300 MPa when the jet temperature Is approximately 980 K. The Johnson-Cook model predicts

a stress of 300 MPa for a Jet temperature of approximately 830 K. Both of these jet temperatures seem

high compared to the measurements or von Holle and Trimble.
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Alternatively, the stress at failure may be set to 300 MPa, Figure 18 shows the values of strain at

failure as a function of jet temperature given by the ZerliI-Amtstrong and Johnson-Cook constitutive

equation: for the 81-mm shaped charge. Again, reasonable jet breakup times are achieved when the true

strain is approximately 2.3, This failure criteria gives reasonable jet temperatures, but the strain at failure

is extremely sensitive to jet temperature, A constant stress failure criterion reverses the trend shown in
the previous section (ie,, the true strain at failure Increases with increuing jet temperature). In addition,

the trends predicted using the Johnson-Cook model are in agreement with those of the Zerilli-Armstrong

,oristitutive equation for both the constant stress and constant strain failure criterions, For other liner
materials, a procedure similar to that used in this study can be employed to obtain a new critical strain,
This strain value is then constant for a given liner material and geometry.

6. CONCLUSIONS

A technique was derived to calculate the breakup time for a shaped charge with a face-centered-cubic

liner material. The approach involved an equation for plastic instability: a kinematic relationship for the

jet breakup time; and a material-dependent constitutive equation, The study was limited to data which

the authors had personally analyzed since there are several possible ways to express a distribution of jet

breakup times and it is often not clear as to the time origin involved or the experimental data reduction

methods used. Also, the constitutive equation used must be expressed in terms of known coefficients.
For example, molybdenum was not addressed in this study since the Zerilli-Armstrong coefficients are not
yet available Q)r this material.

The jet breakup time predictions were shown to be very good for several shaped charge designs with

copper linv. L;sing ihe niod:l in conjunction with a jet formation code revealed good agreement between

calculated and experimental jet breakup time distributions for an assumed uniform temperature. The

temperature is probably not uniform through the jet but the uniform value (450 K) used in this study

seems to be low compared to the measureinenLq of von Holle and Trimble,

The breakup time model was further simplified by noting that the average true strain at failure of all

the copper shaped charge designs was approximately a constant, namely, 2.3. Also, a stress at failure may

be selected (as 300 MPa) to yield another form of the simplified model.

Future studies will address body-centered-cubic shaped charge liner materials,
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