
LOAN DOCUMENT

LEIVEL INVENTORY

DOCMET JSUI'rDcAnTIo T

_ __ ___ __ H

A

____ D

JUSTIFICATION D TIC
_____ ___ S MAR 10 1993I

DISTRIBUTION/ __________ 0 T
AVAILABILITY CODES

DISTRINVI'M AVARABILITY AHDK SPECIAL H
DATE ACCESSIONED

DISTRIBUTION STAMP

R
E

DATE RElURNED

93-04700

DATE RK ED IN DTIC REGISTERED OR CERTEFIED NUMBER 1
PHOTOGRAPH THIS SHEET AND RETURN TO DTIC-FDAC

DTIC, POW7A D r rmoc9SSM m-W Pmva sLOrmAm B umDOmC

LOAN DOCUMENT



UNITED STATES AIR FORCE

SUMMER RESEARCH PROGRAM -- 1992

SUMMER FACULTY RESEARCH PROGRAM
(SFRP) REPORTS

VOLUME 6

ARNOLD ENGINEERING DEVELOPMENT CENTER
CIVIL ENGINEERING LABORATORY

FRANK J. SELLER RESEARCH LABORATORY
WILFORD HALL MEDICAL CENTER

RESEARCH & DEVELOPMENT LABORATORIES
5800 UPLANDER WAY

CULVER CITY, CA 902304608

SUBMITTED TO:

LT. COL. CLAUDE CAVENDER
PROGRAM MANAGER

AIR FORCE OFFICE OF SCIENTIFIC RESEARCH

BOLLING AIR FORCE BASE

WASHINGTON, D.C.

DECEMBER 1992 .

" i



"NCE-)7R T DC CU MEN7A 7'CýD AC,

28 Dec 92 Annual 1 Sep 91 -31Aug 92

1992 Summer Faculty Research Program (SFRP)
Volumes 1 - 16 V- F49620-90-C-0076

Mr Gary Moore

Research & Development Laboratoreis (RDL)
5800 Uplander Way
Culver City CA 90230-6600

.'-,CCRNG AGENCY NAME'S) -,NO ADCR-H5:ES 1

AFOSR/NI
110 Duncan Ave., Suite B115
Bldg 410
Bolling AFB DC 20332-0001
Lt Col Claude Cavender

* ) ^0: EN ,R 14'0-ES

" -:. 2 .- A"'iAiLASILTY STATE.MENT

UNLIMITED

The purpose of this program is to develop the basis for cintinuing research of
interest to the Air Force at the institution of the faculty member; to stiumlate
continuing relations among faculty members and professional peers in the Air Force
to enhance the research interests and capabilities of scientific and engineering
educators; and to provide follow-on funding for research of particular promise that
was started at an Air Force laboratory under the Summer Faculty Research Program.

During the summer of 1992 185 university faculty conducted research at Air Force
laboratories for a period of 10 weeks. Each participant provided a report of their
research, and these reports are consolidated into this annual report.

: . - 1d.. CA.lGN id 0ECJRI'Y (A SFCA "N to ''1 SECUýRITY ' CLA"

OF 7HIS PA6Z CF SIACT

UNCLASSIFIED UNCLASSIFIED UNCLASSIFIED - UL



UNITED STATES AIR FORCE

SUMMER RESEARCH PROGRAM -- 1992

SUMMER FACULTY RESEARCH PROGRAM (SFRP) REPORTS

VOLUME 6

ARNOLD ENGINEERING DEVELOPMENT CENTER
CIVIL ENGINEERING LABORATORY

FRANK J. SEILER RESEARCH LABORATORY
WILFORD HALL MEDICAL CENTER

RESEARCH & DEVELOPMENT LABORATORIES

5800 Uplander Way

Culver City, CA 90230-6608

Program Director, RDL Program Manager, AFOSR
Gary Moore Lt. Col. Claude Cavender

Program Manager, RDL Program Administrator, RDL
Billy Kelley Gwendolyn Smith

Submitted to:

AIR FORCE OFFICE OF SCIENTIFIC RESEARCH

Boiling Air Force Base

Washington, D.C.

December 1992



PREFACE

This volume is part of a 16-volume set that summarizes the research accomplishments of
faculty, graduate student, and high school participants in the 1992 AFOSR Summer Research
Program. The current volume, Volume 6 of 16, presents the final research reports of faculty
(SFRP) participants at Arnold Engineering Development Center, Civil Engineering Laboratory,
Frank J. Seiler Research Laboratory, and Wilford Hall Medical Center.

Reports presented in this volume are arranged alphabetically by author and are numbered
consecutively -- e.g., 1-1, 1-2, 1-3; 2-1, 2-2, 2-3. Research reports in the 16-volume set are
organized as follows:

VCLUTME TITLE

I Program Management Report

2 Summer Faculty Research Program Reports: Armstrong Laboratory

3 Summer Faculty Research Program Reports: Phillips Laboratory

4 Summer Faculty Research Program Reports: Rome Laboratory

5A Summer Faculty Rerearch Program Reports: Wright Laboratory (part one)

5B Summer Faculty Research Program Reports: Wright Laboratory (part two)

6 Summer Faculty Research Program Reports: Arnold Engineering Development Center; Civil
Engineering Laboratory; Frank J. Seiler Research Laboratory; Wilford Hall Medical Center

7 Graduate Student Research Program Reports: Armstrong Laboratory

8 Graduate Student Research Program Reports: Phillips Laboratory

9 Graduate Student Research Program Reports: Rome Laboratory

10 Graduate Student Research Program Reports: Wright Laboratory

11 Graduate Student Research Program Reports: Arnold Engineering Development Center; Civil
Engineering Laboratory; Frank J. Seiler Research Laboratory; Wilford Hall Medical Center

12 High School Apprenticeship Program Reports: Armstrong Laboratory

13 High School Apprenticeship Program Reports: Phillips Laboratory

14 High School Apprenticeship Program Reports: Rome Laboratory

15 High School Apprenticeship Program Reports: Wright Laboratory

16 High School Apprenticeship Program Reports: Arnold Engineering Development Center; Civil
Engineering Laboratory



1992 FACULTY RESEARCH REPORTS

Arnold Engineering Development Center
Civil Engineering Laboratory

Frank J. Seller Research Laboratory
Wilford Hall Medical Center

Report
Numbr Reort Tiet Author

Arnold Engineering Development Center

1 Experiences using Model-Based Techniques for the Development of a Dr. Ben Abbott

Large Parallel Instrumentation System

2 Same as above Dr. Csaba Biegl

3 Data Reduction of Laser Induced Fluorescence in Rocket Motor Exhausts Dr. Stephen H. Cobb

4 Feasibility of Wavelet Analysis for Plume Data Study Dr. Kenneth R. Kimble

5 Current Flow in the Plasma Erosion Opening Switch Dr. Carlyle E. Moore

6 Extension of the SMIRF Flare Model to Complex Geometrical Shapes Dr. Olin Perry Norton

7 Fourier Transform Spectrometric Infrared Detection of Airborne Solvents Dr. Randolph S. Peterson

8 Computational Methods for Calculating Radiation Transport from Pulsed Dr. Richard M. Roberds
X-Ray Sources

Cvil Enineerinr Laboratory

9 Characterization of Seagrass Meadows in St. Andrew (Crooked Island) Dr. Sneed B. Collard
Sound, Northern Gulf of Mexico: Preliminary Findings

10 A Preliminary Study of the Weathering of Jet Fuels in Soil Monitored by Dr. Larry E. Gerdom
SFE with GC Analysis

11 Preliminary Numerical Model of Groundwater Flow at the MADE2 Site Dr. Donald D. Gray

12 Decision Analysis for Selection of Halon 1301 Replacement Agents Dr. Charles J. Kibert

13 Hydraulic Conductivity Variability. Kriging, Trend Surfaces and Travelling Dr. Valipuram S. Manoranjan
Waves with Nonlinear, Nonequilibrium Adsorption

14 Immobilized Cell Bioreactor for 2,4-Dinitrotoluene Degradation Dr. Kenneth F. Reardon

15 Uniaxial Stress-Strain Behavior of Unsaturated Soils at High Strain Rates Dr. George E. Veyera

16 Application of Fiber-Optic Laser Fluorescence Spectroscopy to Dr. Brian S. Vogt
Environmental Monitoring

ii



Report
Ntuber Reoort Title Autho

Ciil Engineering Laboratory (cont'd)

17 Applications of SMES in Air Force Dr. Xingwu Wang

Frank J, Seier Research Laboratory

18 Multivariable Transfer Functions and Optimal Passive Damping for a Dr. Thomas E. Alberts
Slewing Piezoelectric Laminate Beam

19 Velocity and Vorticity Measurements in Transient Oscillatory Separating Dr. B. Terry Beck
Boundary Layer Flows

20 NMR Relaxation Studies of Microdynamics in Chloroaluminate Melts Dr. William R. Carper

21 Characterization of Materials for Non-Linear Optical Thin Films Dr. Thomas M. Christensen

22 Modeling of the NLO Properties of Silica Dr. Ravi Pandey

23 Electrochemistry in Lithium Chloride Buffered-Neutral Room Temperature Dr. Bernard J. Piersma
Melts

WMford Hail Medical Center

24 Enhanced Physiologic Monitoring of Closed Head-Injury Dr. Michael L. Daley

25 Temperature Effects on Aqueous Polymer and Biopolymer Solution Dr. W. Drost-Hansen
Viscosities and on Erythrocyte Sedimentation Rates and Cell Volumes in
Mammalian Blood

111ii
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EXPERIENCES USING MODEL-BASED TECHNIQUES
FOR THE DEVELOPMENT OF A

LARGE PARALLEL INSTRUMENTATION SYSTEM

Ben Abbott
Csaba Biegl

Research Faculty
Theodore A. Bapty

PhD. Candidate
Department of Electrical Engineering

Vanderbilt University

Abstract

Experience using a model-based approach to develop an 83 processor parallel instrumen-

tation system for turbine engine aeromechanic stress analysis is described. The approach

includes using a graphics based editor to describe the structure of the desired signal flow

graph as well as the target hardware architecture. Program synthesis techniques are used

to automatically transform these models into an executable system.
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INTRODUCTION:

The Vanderbilt University Department of Electrical Engineering Measurement and Com-

puting Systems Group in cooperation with the US Air Force at Arnold Engineering Devel-

opment Center (AEDC), Sverdrup Technology (also at AEDC), and University of Ten-

nessee Space Institute (UTSI) have developed a computer system for on-line data analysis

of turbine engine tests in the altitude test cells of AEDC. This new high-speed computer

architecture is based on parallel processing concepts. During actual operation, the current

24 channel system continuously delivers 200 MFLOPS. This continuous performance index.

measured on the actual application program, exceeds the peak performance capabilities of

many conventional high performance computers.

The Computer Assisted Dynamic Data Analysis and Monitoring System (CADDMAS)

uses a heterogeneous architecture including INMOS transputers for communication and

general purpose processing, Zoran and Motorola Digital Signal Processors for signal pro-

cessing operations, Texas Instruments Graphics Processors for on-line graphical display of

calculated data, and an Intel 486 based PC to provide an interactive graphical user interface

(GUI). The total processor count of the 24 channel system is 83.

Vanderbilt researchers have been working with AEDC for the past five years. Our role is

to develop tools and techniques to mange the software complexity of this large, parallel, real-

time instrumentation system. Driving factors concerning the CADDMAS system include:

"* High performance computing is required. A 200 channel 2 Giga-Flop sustained

system is planned.

"* Due to the need for interactive monitoring of the processed data, some of the compu-

tations being performed must be modified on-the-fly.

"* Event/Alarm recognition and response time is critical.

"* The system needs to be modular, allowing various components of the hardware to

be "plugged" together to build systems of different size and capabilities. The corre-

sponding software must be able to deal with these varying architectures.

In order to address the problems associated with the development of CADDMAS, we

have used model-based techniques coupled with a real-time macro-dataflow execution envi-
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ronment. The principal technique is to automatically generate a macro-dataflow computa-

tion from a declarative model describing the desired system. This new technique introduced

by the Measurement and Computing Systems Group of Vanderbilt is well suited to a large

class of signal processing, instrumentation, and control problems. The primary tools and

techniques used here are part of the Multigraph Programming Environment, previously de-

veloped by the Measurement and Computing group of Vanderbilt. Using the model-based

approach provides several attractive features:

" Program Synthesis techniques allow the system complexity to be managed in the

model-based format. A simple example of this is a signal processing system. In this

case, a model is constructed graphic.ally which looks like a signal flow diagram. At

system build time, that model is analyzed and the corresponding real-time dataflow

graph is generated on the execution platform. The builder is only loosely coupled to

the execution system and therefore is not a bottleneck during execution.

"* Scheduling, Synchronization, and Communication are implicit in the modeling paradigm.

The system is synthesized from executable subrcutines written in sequential languages.

"* Dynamic Reconfiguration during execution of a dataflow graph is supported. The

normal scenario for such an episode is that conditions in the currently executing

system reach a point where they re-trigger the program synthesis as a result of an

event (e.g. the user interface has requested a change in the current analysis plots).

Since the executing graph is real-time and continuously running, it cannot be stopped,

rather, it is modified on-the-fly.

This paper describes our experience with the CADDMAS application system including.

* Background information concerning the Multigraph Programming Environment.

@ The CADDMAS system architecture.

* Evaluation of and future plans for the model-based approach as a result of the CAD-

DMAS system development.
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THE MODEL-BASED APPROACH TO INNSTRUMENTATION

Development of real-time instrumentation systems requires the crossover of two distinct

engineering fields: signal processing and computer engineering. The high level problem has

many signal processing issues, yet the computational complexity of the real-time events and

parallel processing synchronization causes numerous low level, computer engineering issues

to emerge.

We have chosen to combine numeric and symbolic processing to ease the crossover of the

two disciplines [1). The Multigraph Architecture provides a general framework aiding the

construction of model-based engineering systems for real-time, parallel computing environ-

ments [2]. The main components of the architecture are shown in Figure 1 and described

below:

1. The Symbolic Model Declarations contain modeling information encoded in a problem

specific declarative language. For signal processing systems, these declarations are

typically of a form that describes the signal flow graph topology as well as specific pa-

rameters of the processing blocks in the diagram. On multiprocessor systems, models

of the available hardware resources are also included.

2. The Model Builder interprets the symbolic model declarations. It instantiates, ini-

tializes, and connects the computation nodes of a macro-dataflow graph. This exe-

cutable dataflow graph is built as specified by the Symbolic Model. In multiprocessor

systems, an arc of a graph that crosses processor boundaries automatically sets up

inter-processor communication.

3. The Library of Operations contains basic sequential programs to be assigned as the

computation scripts of the specific nodes of the dataflow graph. For signal processing

applications, these are typically numeric routines implementing basic computations

(e.g. a FFT or filter). These components are usually implemented in standard ntu.neric

languages: C, or Fortran.

4. The Ezecution Environment (also called the Multigraph kernel) provides facilities

allowing the model builder to dynamically configure the macro-dataflow graph. As

well, the kernel provides a scheduler that controls the graph's execution. The kernels
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Figure 1: The Multigraph Architecture.

present themselves to the model builder as a single virtual machine even when a set

of heterogeneous distributed processing elements are used.

5. The Hardware and Communication Systems provide resources to the execution en-

vironment needed to run the application as well as a communication path between

processors. The Multigraph kernel insulates the user from this level.

EXTENSIONS TO THE DATAFLOW MODEL

The macro-dataflow environment supported by the Multigraph kernel has several unique

extensions:

1. Actornodes are the computational operators of the dataflow graph. An actornode has

a state associated with the kernel scheduler. It may be inactive, active, ready,

or running. An inactive actor will never be chosen for execution by the scheduler.

An active actor may be chosen but does not have the proper input control tokens

to warrant execution at the preset time. A ready actor is waiting in a queue for
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the processing resources to become available for it to be executed. A running actor

is currently being executed. Functions to create, destroy, connect input and output

ports to datanodes, disconnect from datanodes, activate, deactivated, stop, check the

status of, replace, set the context of, set the script of actornodes are all provided for

the symbolic interface. An actornode itself is made up from several components:

(a) The script is a piece of code which performs the required operation on data items

propagated to the node. It may be coded in almost any language, symbolic or

numeric. The script is written in a reentrant fashion so that it can be attached to

more than one actor simultaneously. Special Multigraph kernel calls are available

to a script programmer for receiving the input control tokens and propagating the

resulting token(s). As well, special memory management routines are provided

by the kernel for increased performance. Further kernel calls are available for

error handling within the kernel.

(b) The context is a static local memory section for a particular actor. It provides

two basic services for the actornode. First, it allows the script to have a place to

save its state. Thus the actornodes functionality may be changed due to previous

values received as input control tokens. Second, it provides an interface to the

symbolic builder and control functions such that parameters may be set during

the build operation that will affect the operation of the script during execution.

For example, a particular signal processing control graph may have an actornode

that receives an input vector of time domain data samples, performs a fast fourier

transform, and then propagates the result. One implementation of such an actor

might be to provide the radix and input data packet size information at build

time to the actor through its context. In this case, the context provides a simple

interface for the model builder layer to modify the actor's behavior.

(c) The number of input and output ports are assigned to an actor when it is created.

The ports themselves are the location passed to the kernel routine when an

input is to be received or an output is to be propagated. For example, a cross

correlation actor may receive two blocks of time domain samples, one from each

of the data streams to be correlated. Stream one is connected to one input port

and stream two to the other. The result is propagated out the output port.
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Thus, this actor has two input ports and one output port. An actor with no

input ports is always ready for execution.

(d) The control principle determines what criteria will be used by the kernel sched-

uler to decide when an actor's script should be executed. Fhere are currently

two choices for this, ifall and ifany. Under ifall criteria, the actor will only be

scheduled for execution after all input ports have data available. The ifany cri-

teria causes the actor's script to be scheduled any time one or more data items

are available for input.

2. Real-time actornodes are a special variation of actornode. They have two scripts. The

first script is executed under the same criteria as a normal actor. Before completing,

this first script should make a special kernel call to inform the kernel that the actor

is waiting for a particular event to occur (such as an I/O channel communication to

complete). The actor will be executed only after the event specified has occurred and

then the second script will be used rather than the first.

3. Datanodes provide a queuing and connection function between actornodes. In order

to allow certain portions of the graph to have a higher priority than others, the

large-grain dataflow system implemented by the Multigraph kernel is asynchronous.

The asynchronous nature of the graph forces the kernel to provide dynamic scheduling

functions. As well, a way to queue input tokens between actornodes must be provided.

This queuing function is provided by passive kernel components called datanodes. Any

number of actor output ports may be connected to a datanode. A datanode may be

connected to any number of actor input ports. Datanodes may be enabled or disabled.

Unless enabled, a datanode will not allow data to be propagated through it to an

actor's input port. Datanodes have been purposely left as a separate component from

actors rather than providing the queuing function by way of an actor's input ports.

Datanodes provide a simple interface for the symbolic layer to control, build, and

monitor an executing graph. Functions to create, destroy, connect to actor input and

output ports, disconnect from actors, clear, read, write, enable, disable, check length,

set length, and check connections of datanodes are all provided for the symbolic

interface.
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4. Environments are used to protect system resources ard provide a priority mechanism

for sections of the dataflow graph. All actors are assigned to an environment. Each

environment is given a numeric priority. The kernel scheduler always prefers actors

connected to environments of a higher priority. Environments of the same priority are

serviced in a round-robin fashion. Only one actor per environment will be executed

at any one time. Thus, if two actors need to share a global resource, placing them in

the same environment ensures mutual exclusion. Functions to create, destroy, attach

to tasks, and set priority of environments are provided for the symbolic interface.

5. Tasks provide a generic interface to the basic computational resources of the underly-

ing machine. In a multitasking environment they are simply the different processing

threads available to the Multigraph kernel. In a multiprocessor system they are the

individual processors themselves. Environments are attached to tasks. The task and

environment concepts allow the actual implementation of the underlying system to be

hidden from the user. Thus, the exact same model-based graph building techniques

may be used regardless of the underlying hardware architecture. Functions to create

and destroy tasks are provided for the symbolic interface.

In summary, the Multigraph kernel provides an interface to build, modify, monitor,

and control an asynchronous macro-dataflow graph. The graph may be partitioned by the

concept of environments and tasks. The actual dataflow graph looks slightly different from

that of a classic dataflow graph due to the introduction of the passive nodes providing

queuing functions, datanodes. The computation nodes are called actornodes. They have

input ports, output ports, a context, a script, and a status. The use of distinct actornodes

and datanodes provides the capability for the symbolic system to build, control, and monitor

the dataflow graph.

SIGNAL FLOW GRAPH MODELING

In order to assist the creation and management of a particular dataflow graph, various

tools and languages ranging from basic textual input to a graphical editing environment

have been developed [3), [4], [5].
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The Multigraph tools HDL and Xgem are frequently used to model signal processing

systems. HDL stands for Hierarchical Design Language. The purpose of the language is

to represent signal processing systems in a non-algorithmic manner. Rather, the system is

described in terms of its structure. As such, HDL is classified as a declarative language.

Block diagrams are often used to represent the signal flow among various modules of a

complex signal processing system. The HDL declarations allow a simple means of describing

these blocks and their interconnections. As well, HDL adds an extension to this approach

through the concept of hierarchical decomposition. That is, any one block of the modeled

signal flow diagram may itself be represented by a set of blocks (a sub-signal flow diagram).

These hierarchies may proceed to arbitrary levels of abstraction. Complex blocks, made

from one or more other blocks, are called compounds. Non-decomposable blocks are called

primitives. The actions to be carried out by primitives are implemented with Multigraph

actornodes. Each primitive has local parameters that have been inherited/derived through

the hierarchy. After design of the top level signal flow graph of the hierarchy is complete,

an interpreter (the Model Builder) converts it first to the primitive components of the

hierarchy and then maps the result into the parallel execution environment provided by

the Multigraph kernel. Each of the nodes of the resulting dataflow graph has a local state

derived from the parameters inherited through the hierarchy (the actor's contezt). Node

neighbors are known only through the input and output connection arcs. The resulting

execution ready program is inherently parallel as a result of the declared signal flow graph

being parallel. As well, it has been automatically generated from the high level declarations

of the signal processing system and may now be scheduled by the underlying environment.

Thus, the computer engineering issues around synchronization have been removed.

Xgem is a generic iconic editor program. It runs under X windows. Xgem has been

tailored in correspondence with the HDL language. Through this interface, the user may

build the declarations of his desired signal flow block diagram in an entirely graphical

manner. Figures 2 and 3 show screen dumps from the Xgem environment.
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HARDWARE ARCHITECTURE M.ODELING

In order to assist the creation and management of a parallel architecture suitable for a

particular application system, the Automatic Parallel Network Analyzer (APNA) tool has

been developed. The basic computational blocks of parallel instrumentation systems often

allow processor interconnections that are not fixed. For example, transputer architectures

with DSP coprocessors fit signal processing applications especially well since the hardware

connection architecture can be configured to match the structure of the signal flow graph.

As computational requirements increase, so does the need for more processors. When an

architecture contains more than a couple of processors, managing hardware complexity be-

comes a serious problem. Testing to see if the network of processors has been interconnected

correctly, searching for hardware errors, generating network information for an application

loader, or creating map files for a message passing system by hand is time-consuming for

tens of processors and impossible for hundreds.

Modeling the hardware architecture helps manage this complexity. Our approach again

uses the generic graphical model builder Xgem. Models of parallel hardware architectures

can easily be expressed in graphical terms (i.e. by icons and their interconnections). Hi-

erarchy based modeling is used to manage complexity. The lowest hierarchy levels model

the basic processors while the highest level constitutes the complete system. Intermediate

levels model boards and subsystems. A number of attributes are attached to the processors

(e.g. speed or memory size) in order to capture additional aspects of the system.

The declarative description of the hardware architecture is used to automatically pro-

duce load files and maps required by different software components of the system. The

APNA tool loads the interpreted models and draws the network in a graphical window. It

is capable of loading files of a number of different formats, comparing networks and dis-

playing their differences, generating files for hardware diagnostic programs and a network

loader, and displaying the attributes of the processors. It can selectively generate message

passing maps, handling multiple paths between processors while optimizing the maps for

minimum memory usage. Figures 4 and 5 show screen dumps from the Xgem used to

model hardware architecture and the APNA tool.
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THE CASE STUDY PROBLEM: TURBINE ENGINE TESTING

Testing turbine engines involves running an instrumented version of the engine through

various operational maneuvers (e.g. Acceleration or Throttle Snap). These tests are typi-

cally conducted while the esigine is in a test cell (wind tunnel) capable of simulating altitude,

atmospheric, and air speed conditions. In order to analyze dynamic vibrations, strain gauges

(and other stress sensors) are attached to the turbine fan blades. A typical aeromechanic

stress test instruments the engine with several hundred stress sensors along with a variety of

temperature, pressure, flow, and revolution per second sensors. Stress sensors can generate

signals with bandwidths in the tens of Kilohertz.

Historically, analysis of turbine engine stress data has been an off line process. On-line

capabilities were limited to oscilloscopes showing unprocessed amplitude vs. time informa-

tion and a small number of signal analyzers for simple spectral analysis on single channels.

The bulk of the raw information was recorded onto analog tapes. Later, the analog tapes

were digitized into conventional computers for analysis. The processing of this data was

extremely compute intensive, and consequently, only a selected portion of the data was

reduced. The analysis imposed a delay of several weeks on the availability of final results.

Thus, vital information was not available for on-line test planning and evaluation.

The CADDMAS system was developed to provide these capabilities on-line. The system

processes all sensor readings and presents the results both graphically and in hard copy form,

during the test. The immediate availability of results opens the possibility for interactive

test planning.

A graphical user interface allows the user to configure various visualization screens

interactively. The user can select the number of visible windows on a screen, the contents

of each plot window, and the parameters of each plot, such as titles, labels, axis ranges, and

plot type, and display window update rate. Stored configurations automate the operation

of the user interface. The user can also print any window or all windows on a screen.
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COMPUTATIONS PERFORMED BY CADDMAS

The types of on-line plots generated by the CADDMAS system include:

e Amplitude vs. Time represents the absolute stress on a blade over time. Calculation

involves scaling the sampled A/D counts to engineering units (y = Ax + B) and

triggering the beginning of a display plot with a once per revolution pulse of the

turbine.

a Spectral display with Full-Time Envelope Capture shows the energy of vibrations over

a range of frequencies. The envelope continuously captures the historical maximum

to ensure that no spectral activity is missed. FFT's are used to generate the spectral

estimates.

* Frequency Tracking display shows the spectrum corrected by engine RPM. This is

useful to observe synchronous vibrations over a range of engine speeds.

9 Campbell diagrams are very important tools in the analysis of engine stress data.

The Campbell diagram is a three dimensional scatter plot of stress amplitude vs.

frequency vs. RPM. It represents historical information over an entire test maneuver

and provides a summary of the blade behavior in a single chart. Generation of a

Campbell diagram involves sorting the peaks of all of the spectral estimates of a

strain gauge across a test maneuver and keeping the "interesting" peaks. Interesting

is defined per test maneuver and includes: minimum, maximum, and delta RPM of

interest, minimum, maximum, and delta frequency of interest, and minimum stress

amplitude of interest.

@ Phase Campbell diagrams show the phase angle relationship between two sensors vs.

frequency vs. RPM. They incorporate information from two related sensors and can

be used to help determine vibratory modes of an engine component.

* Modified Campbell diagrams allow the engineer to visualize the stress behavior of the

engine components as a function of any engine or environmental parameter (instead

of RPM) such as temperature, pressure, or time.



THE HARDWARE BUILDI?'G BLOCKS

The CADDMAS hardware consists of various computational building blocks. INMOS

transputers are used to provide a basic message passing fabric. Each transputer has four

high-speed bidirectional serial communication links (20 Mega-bits per second) accessible

through independent DMA engines. The current CADDMAS prototype system is capable

of the on-line, gap free processing of 24 channels of stress, pressure, accelerometer, (and

other) data at bandwidths up to 10 Kilohertz. The bandwidth can be increased fourfold

with a reduction in the number of channels multiplexed by the A/D's. The basic building

blocks are modular so as to allow systems of various size and personality to be "plugged"

together. These blocks include:

* The Front End Processor (FEP) consists of a high speed 12 bit A/D multiplexed to

sample four independent analog streams, three Motorola 56001's are used for time

domain and frequency domain threshold alarm generation, anti-alias filtering, and

down sampling. The down sampled four data streams (to a 10 KHz bandwidth)

are broken into 1024 point ensembles and shuffled through a FIFO into a parallel to

INMOS serial converter chip, thL C011, so they may be easily used as an input by

other CADDMAS processing blocks.

9 The Numeric Processing Element (NPE) consists of an INMOS T800 floating point

transputer with a Zoran 34325 floating point Vector Signal Processor in shared mem-

ory. 38 MFLOPS are achieved when computing 1024 point FFT's on the Zoran. The

actual packaging of the NPE is such that 2 independent NPE's share a single VME

board.

e The Graphics Processing Element (GPE) consists of a Texas Instruments 34010 high-

speed graphics processor with double buffered video RAM for smooth updates in

shared memory with an INMOS T800 transputer.

* Basic T800 floating point processors are used as processing elements when the com-

putations fit their general purpose architecture. Some of these blocks have parallel

port adapters for driving printers or reading a special real-time clock.

* The User Interface (UI) and system builder capabilities are provided through Intel
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based 486 PC's with INMOS serial to PC Bus adaptor cards.

Figures 2 through 5 show the CADDAMS signal flow graph and hardware architecture

used for the current 24 channel prototype.

STEPS TO BUILD A NEW CADDMAS

To build a new CADDMAS system with a different personality, more channels, or dif-

ferent processing capabilities, the following procedure is used:

1. Model the desired signal flow graph using the HDL version of Xgem. For simply

building a larger or smaller CADDMAS, the previously defined HDL compounds may

be replicated without change. They simply need to be "plugged" together. If a new

basic processing algorithm is needed, the script must be added to the Multigraph

library and the corresponding HDL declarations added.

2. Use the Xgem tool to model the new, desired, hardware architecture.

3. Run the APNA system on the hardware model to produce: message passing maps, a

network loader description file, and a hardware configuration diagnostic file.

4. Physically wire the new architecture. With a transputer system this involves plugging

seria! link patch cords into the appropriate sockets on the backplane.

5. Run the APNA configuration test program (Check) with its hardware configuration

diagnostic file to find any wiring errors (there are about 100 patch wires in a 50

processor system).

6. Load and run the system. Starting the system causes the following actions to be

performed:

(a) The APNA produced network loader description file is used to verify and load

each of the transputers in the network with its necessary Multigraph kernel.

(b) The APNA produced message passing map is transferred down to each of the

transputers in order to tell them what routes (including hops) to use to talk with

one another.
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(c) The Xgem produced 1IDL models are interpreted by the model builder causing

the individual nodes of the macro-dataflow graph, actornodes and datanodes, to

be created and interconnected across their respective processors. In addition, the

interpreter builds a database to be used by the interactive user interface allowing

the signal flow graphi to be manipulated by writing tokens into various datanodes

of the graph.

(d) The graph is now ready to be executed. Once started, the individual processors

talk directly with each other as needed. The user interface can cause different

graphs to be plotted at different rates and on different windows by writing various

control parameters into particular datanodes of the graph.

EXPERIENCES AND FUTURE PLANS CONCERNING MODEL-BASED SYSTEMS

The model-based approach has proven to be a very useful tool to help manage the

complexity of this large, parallel system. We have now built three different sized CADDMAS

systems using the procedure outlined above. The first system was a four channel (single

FEP), 8 Campbell, 2 graphics displays system. Actual configuration time for that first

system could not be measured because we were still finishing some of the tools along the

way. The second system was a 24 channel, 48 Campbell, 3 graphics displays, 3 laser printers

system. It took one week to physically wire, and get the software running. That time

included finding a previously missed bug in the message passing system and making several

new patch cables. The third system was a four channel (single FEP), 4 Campbell, 1 graphics

display system made from spare parts. It only took four hours to physically wire and get

the software running! This proves that the approach is indeed flexible and efficient.

Future plans for the tools and techniques include: better methods 'o map the signal flow

graph to the hardware, provide a dynamic load balance capability, automatically create and

destroy pieces of the signal flow graph as required by user interface changes (this addition

will greatly help the need for cross correlation operations since pre-building all possible

cross correlations would require (N * (N - 1)) connections).

Future plans for CADDMAS applications include a 200 channel 50 KHz system using

Texas Instruments TI 320C40 processors in conjunction with some of the current transputer
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technology. The Multigraph, APNA, and HDL tools are sufficiently portable that the added

processor type should not be a major problem.
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ABSTRACT

Laser induced sodium fluorescence data from a liquid-fueled

rocket engine's exhaust plume have been reduced and analyzed. By

correlating the experimental fluorescence linewidths with those

of the theoretically predicted Voigt profiles, a temperature has

been calculated as a function of radial position in the flow

field. Also, by monitoring the Doppler shifted centroid of the

fluorescence lineshape, the radial component of flow velocity has

been determined. These experimental results are compared with

computer code predictions.
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DATA REDUCTION OF LASER INDUCED FLUORESCENCE

IN ROCKET MOTOR EXHAUSTS

Stephen H. Cobb

INTRODUCTION

The Arnold Engineering Development Center (AEDC) has

developed a Laser Induced Fluorescence (LIF) system for non-

intrusive diagnostics of high velocity exhaust flows. This

system includes a tunable dye laser directed perpendicular to a

flow field which contains atoms or molecules with known

absorption properties over the frequency range of the laser. As

the laser is tuned through the resonant absorption frequency of

the atom or molecule, an accompanying fluorescence emission

occurs which is recorded as a function of the laser frequency.

The frequency dependence of this emission can be used to

determine flowfield parameters such as temperature and

velocity(1), and comparisons can be made to computer code

predictions.

An experimental evaluation of LIF emission from a liquid

fueled rocket engine was recently conducted by AEDC(2). The

emitting atom in these studies was sodium, which occurs naturally

in some high temperature exhaust systems(3). The fluorescence

due to excitation near the D1 line (589.6 nm) was detected with a

CCD camera and recorded on VHS tape. Each video frame was

subsequently digitized and stored for reduction and analysis.

This paper describes an initial approaci which has been

implemented in an effort to extract temperature and velocity
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information from the LIF data. Also presented are preliminary

results for this method of data reduction.

METHODOLOGY

Data Preparation

Details of the nature and geometry of the experimental

apparatus and the method of data acquisition are given in

reference 2, and will be mentioned here only briefly. During the

videotaped motor firing each frame of video data, representing 33

msec real time, was digitized and stored on optical disk. A

representative portion of this fluorescence data was selected as

a data set by visually observing the onset and termination of

fluorescence emission. This data set consisted of 83 frames of

digitized information.

An integrated fluorescence intensity value was obtained by

summing the response from all detector pixels located in a single

column. This resulted in an intensity value for 51? pixel

positions, corresponding to a particular radial position in the

exhaust flow. These 512 values were recorded for each of the 83

frames of data. A typical plot of pixel intensity vs. radial

position is shown in Figure 1, where the excitation laser

frequency is near the Dl line frequency. All data points

underwent correction for a baseline zero offset. Intensities

were also adjusted to correct for the variable transmittance

which occurred for light coming in at different angles of

incidence on the sodium filter that fronted the CCD camera. The

data were then stored in an array of 83 rows and 512 columns, the

83 rows representing the number of digitized frames of data, the
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512 columns corresponding to the number of available detector

pixels.

A second set of profiles were generated from this array.

These profiles were created by monitoring the fluorescence

intensity at a particular pixel, or equivalently, at a particular

point in the flow, over the full 83 frame scan of laser

frequency. These fluorescence profiles were smoothed over 5

points with constant weighting to yield a more familiar

fluorescence lineshape (Figure 2). Subsequent analysis was

performed on these profiles.

Data Analysis

The fluorescing specie in the exhaust flow field is, in

general, subject to a variety of fluorescence line broadening

mechanisms. The primary inhomogeneous broadening effect is

Doppler broadening, where the atom's resonance absorption

frequency is shifted depending on its velocity component in the

direction of the probe laser beam. The lineshape associated with

Doppler broadening is a Gaussian, whose full width at half

maximum (FWHM) is proportional to the square root of the

temperature. Line broadening associated with collisions is a

homogeneous effect. The lineshape associated with collision

(pressure) broadening is a Lorentzian, which tends toward zero

more gradually than does the Gaussian.

In many cases, both Doppler and collision broadening must be

taken into account in determining the linewidth. The lineshape

resulting from a combination of the previously mentioned effects

is called a Voigt lineshape. It can be expressed as (4):

3-5



2

V(ax) a 1 0 e-y dy
V ) 3/2 D _. a + (x-y)

where x =o-io, and represents the detuning away from resonance,

and a = /Y, the ratio of the Lorentzian width to the Doppler

width.

The exhaust flow monitored in this experiment was known to

be at a pressure of approximately 1 Torr. It follows that in

this low pressure environment the parameter a will be very small.

Thus the lineshape is expected to be dominated by Doppler

broadening, and an experimental measure of the emission linewidth

should infer a local temperature for the emitting atom. A

detailed analysis of the conditions encountered in the flow was

conducted by AEDC scientists (5). This analysis considered

homogeneous broadening effects due to elastic collisions,

quenching collisions, and spontaneous radiative decay and gave an

estimate for the ratio of Lorentzian to Doppler widths of 1:62.

This ratio was taken as the parameter a and was used to generate

a Voigt lineshape centered on the 3Pl/2-3SI/2(F=2) transition in

the atomic sodium system at a particular temperature. A second

Voigt was generated having its center at a frequency higher by

1.77 GHz, corresponding to the 3P1/2-3S1/2(F=I) transition. The

two profiles were weighted by their relative transition

probabilities, 0.625 and 0.375, respectively, and summed to

produce the lineshape function expected for the fluorescence

emission (Figure 3).
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This process was repeated for temperatures ranging from 350

to 2000K. At each temperature the FWHM of the emission lineshape

was measured. These linewidth-temperature correlations were then

applied to the 512 fluorescence profiles which were similar to

the one shown in Figure 2. The results are shown in the

temperature vs. pixel location plot of Figure 4. Flow centerline

is located at approximately pixel number 250.

The radial component of velocity of the flow field was

determined by finding the Doppler shift in resonance frequency

for the transition. The absorption frequency shift is given by:

V 1C 0

where v is the atom's velocity component in the direction of the

probe beam, c is the speed of light, and 10 is the resonance

frequency for the stationary atom.

The location of the centroid frequency for each of the 512

fluorescence intensity vs. frequency profiles was determined by

integrating over the profile. If we assume that the flow field

has no radial velocity component at centerline, frequency shifts

may be determined relative to that point. Flow velocities were

calculated from equation 2 and are plotted in Figure 5.

RESULTS

As stated earlier, each frame of video data captures

information over a span of 33 msec. This video speed is a

function of the equipment used to image the sodium fluorescence.

For a probe laser scanning 30 GHz in 6 seconds, this time
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interval translates into a frequency interval of 165 MHz per

frame of video data. This uncertainty effects the linewidth

measurements. If each frequency measurement is known to within

±82.5 MHz, the calculated temperature is good to within ±150K as

a worst case estimate of calculational error. Figure 4 also

shows the radial temperature profile as determined by computer

simulation. The code used in this simulation was a standard

VIPER/SPF flowfield code. Note the relatively good agreement

with experimental temperature values in the region near

centerline. However, the experimental data trends toward much

higher temperatures near the flow boundary. The c'3de's omission

of the thin, high temperature, subsonic boundary layer which lies

along the nozzle wall may contribute to this effect.

Figure 5 compares the computer predicted radial velocity

component with the experimental values. The experimental values

are observed to track closely with the code predicted values.

The velocity curve also has an inherent uncertainty. For sodium,

the velocity Doppler shift is 1.7 MHz per m/sec. For an

uncertainty in frequency of ±82.5 MHz/frame, this gives a

velocity uncertainty of ±159 ft/sec.

To our knowledge, this experiment represents the first time

that flowfield parameters have been measured from LIF data taken

on an actual rocket motor firing. The methods of data reduction

and analysis developed here may now be implemented relatively

easily on the remaining data sets acquired in motor firings with

similar performance characteristics. Also, with some

modification, the methods may prove helpful in extracting
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information from flowfields having significantly different

properties.
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FEASIBILITY OF
WAVELET ANALYSIS

FOR PLUME DATA STUDY

Kenneth R. Kimble
Associate Profemor

Department of Mathematics
University of Tennessee Space Institute

Abstract

The recovery of information from images of rocket plumes presents severe challenges to image
processing techniques. Severe noise is usually present since equipment is operated near the limit of its
design. The images are non-stationary making Fourier analysis problematic. Classical non-Fourier
analysis techniques require considerable manual judgement and intervention. Recent developments
in an extension to Fourier analysis, "wavelet" analysis, and new techniques in fractal theory based on
iterated function systems (IFS) both showed promise for developing automatic computer techniques
which could treat both scale and dynamic variation in image data. Systematic investigation indicated
that IFS is currently underdeveloped and the only published technique for image encoding utilizes an
image grid segmentation which causes additional artifacts in the image at the grid lines. Wavelets,
however, are applied without any such gridding, their encoding can be done with existing DSP
hardware, and several classical image processing techniques can be implemented as adaptive wavelet
bases. The analysis of textures in images has been found to be quite successful using wavelets and
this analysis was attempted for rocket plumes. It was found that noise levels currently mask most
texture in currently available images. However it was also found that wavelets form a more suitable
tool than Fourier analysis for image understanding and that the potential exists to simplify other
forms of image processing tools into wavelet filters.
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FEASIhb.ITY OF

WAVELET ANALYSIS

FOR PLUME DATA STUDY

Kenneth R. Kimble

Introduction

The recovery of substantive information from digitized images of rocket plumes presents severe

challenges to image processing techniques. The images typically contain large expanses of irrelevant

detail in the form of star fields which hie around and behind the plume structure. The plume is

recorded at low intensity levels with correspondingly low contrast levels within its structure, while it

is this structure which is most important for the recognition of the characteristics of the flow. Often

the plume structures occupy only a small percentage of the image because of the distance L, een

camera and rocket. Cameras designed to capture images under adverse conditions produce relatively

low resolution images with significant noise levels throughout the background. In the time domain

the plume structure shifts rapidly within the image while star fields contribute erratic streaks to the

background.

In the past few years two new analytic techniques have been developed which show promise

in correcting, analyzing, and compreming digital images. One of these is based on fractal ideas'2

and uses iterated function systems (IFS)s to represent images in terms of adaptive fundamental

images. The other, which can be viewed as a broad generalization of Fourier analysis, has been

applied with succe in signal proceming" and image recognition' applications. This technique,

called "wavelet" analysis", 7,,, is specifically designed to treat non-stationary phenomena. In

fact, there are indications of a deep relationship between these two techniques which is only hinted

at by the state of the art in current research. Both techniques were considered during the past
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summer.

Iterated function systems were developed originally by Barnsley2 . Very few substantive publi-

cations have been available until this past year. The IFS is promoted primarily as a technique for

high ratio compression of images for application in telecommunications and high definition televi-

sion. The IFS represents the image as a series of standard images (and associated functions) from

a "code book" with associated weights. Images are reconstructed by applying the functions which

correspond to the "code book' images to the points of the image until convergence is satisfactory.

Constructing the codes for the images has become key to any successful application of the technique.

The work published by Jacquin' 5 appears to be representative of methods for code construction;

the image is first broken into small cells, then IFS codes are constructed on a best fit basis from a

standard library of images. We believed that if the codes and their frequencies represented essential

characteristics of the image, the codes could as well be used for image analysis as for the original

compression purpose.

Fourier techniques have been used in image analysis for a long time. However unlike the Fourier

technique whose spectral coefficients are all affected by any local time or space variation in the image,

the wavelet component is only dependent on local time and space behavior. Localised techniques

are not new, however, and most lose the significant advantage of high speed digital implementation

which is a feature of the fast Fourier transform. But the FFT is paralleled in the cas of wavelets

by the existence of fast wavelet transforms (FWT) which are even slightly faster than the FFT. The

FWT returns information in both scale (frequency) and time; however when the signal behavior

is stationary, the time behavior is constant. Wavelets can be constructed with a variety of bases

including ones specifically designed to match particular patterns in the signal; for example, in speech

processing, individual phonemes may be matched by particular choices of basis functions.
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Discussion of the Problem

Initially the problem was to determine whether either the iterated function technique or the

wavelet techniques could be useful in analyzing rocket plume image data. A review of the literature

and a critical analysis of the potential benefits, the level of effort in implementation, the availability

of collateral research, and the general effectiveness of the techniques would need to be determined and

compared. Then, in the time available in the summer, a pilot effort would be needed to illustrate

a reasonable model of the application of the more promising technique to rocket plume analysis.

There is current interest in attempting to characterize the texture which appears in plume images,

and since texture analysis has both significant fractal dimensional characteristics as well as definite

scale parameters which would be systematically represented by wavelet analysis, our emphasis was

placed on the ability of the methods to detect and separate texture effects. In order to explain the

direction of the project as it evolved, it is necessary here to explain the IFS in somewhat more detail.

The family of all images can be thought of as a (rather high dimensional) metric space (M, d) in

which d represents the distortion metric between two images from M. The key to the IFS encoding

of an image p is to find a contractive mapping F which when applied iteratively to an arbitrary

starting image from M will converge to the image p. Barnsley has contributed significant research

results to fun•;ional analysis in support of the underlying mathematical principles. One significant

advantage of the IFS is that under broad conditions it is irrelevant whether one point (or a few

points) is repeatedly transformed or all of the points of the succeeding images are transformed in

parallel. This is an ideal algorithm for application of massively parallel as well as vector computer

architectures.

The contractive mapping F is typically made up of a combination of affine transformations

... f. with associated weights w,1 ... w,*. The weights add to one and give the relative probability

wi that fi will be applied at each step in the iteration. The fi have so far been chosen largely on the
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basis of experience; the ubiquitous fern is used in advertisements from a commercial company started

by Barnsley since the fern is the "fixed point' of one the first fI used to represent similar images

of natural phenomena. Furthermore the range. of the fi are performed blockwise as explained in

Jacquin. The image is broken up into non-overlapping cells and the range of the fj is truncated to lie

within the range block. Its domain, however, extends into neighboring blocks providing contextual

wseitivity.

However, the IFS currently suffers some very serious disadvantages. Both the paper and the

thesis by Jacquin14 ,1 ' provide an excellent starting point for the implementation of IFS based image

analysis schemes which do provide a way to construct the IFS using a "code book" of images which

might be chosen to match the problem domain, in this came, plume images. But the use of block

segmentation of the image introduces serious artifacts and is undesirable in the already weak and

noisy plume images. There is little information available on work done without segmentation. There

is no guarantee of worst cawe convergence speed nor even effective practical measures for goodness

of fit. As a result, there is no 'vanilla" method which will be effective in a predictable way and

from which adaptively selected f, can be developed with a constant improvement in the resulting

image representation. The f, are only weakly related to familiar parametrizable characteristics. In

particular, it is difficult to characterize particular textures even to their fractal dimension, much lesa

to partition texture regions from the image.

The concepts of wavelet analysis developed from efforts to overcome the inability of Fourier

analysis to treat non-stationary problems. Windowed Fourier transforms (WFT) were initially tried;

indeed, finite Fourier transforms or FFTs are always a form of windowed transform. But the window

of a windowed Fourier transform has constant width at all frequencies making it too small for low

frequencies and too large for high frequencies. The continuous wavelet transform (CWT) is given

by
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(W•f)(b,a) = gal-i f(z)O(! b )dz

where 0 is a function which has no net disturbance, i.e. its integral is zero on the real line and it

has finite energy there as well; consequently, 0 acts as a small wave or *wavelet". The CWT has

a zoom-in zoom-out window owing to the presence of the scaling factor a in 1 and this overcomes

the fixed window size of the WFT. As for the Fourier transform, the CWT is discretized to form

a discrete wavelet transform (FWT) which has a natural form leading to fast algorithms" of equal

or greater speed than the FFT. Rather than using the discretixation, we will use a more appealing

and direct theory that has been developed by Mallat9,°20 which leads quickly to the FWT and its

reconstruction and smoothing algorithms. The FWT does not suffer from the effects of blocking

seen in IFS transforms; in fact, there are many choices of discrete bases which approximate the

continuous function as closely as desired on the entire spatial and scale range. In addition extensive

investigations have already been made into using adaptive basis functions to supplement the already

complete standard bases.

Since the wavelet transform is already so well developed and so much applicable material exists,

while the IFS transform is still in its infancy and totally unproven, we decided to base the pilot study

on the use of wavelets. In the following we develop the wavelet transform algorithms for images in

a manner following Mallat's multi-resolution analysis (MRA). We simulate a textured plume by

constructing an artificial image with known texture scale and apply the wavelet transforms to it for

a simple Haar13 wavelet basis and for the recently discovered Daubechiess wavelet basis.
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Methodology

We will derive the FWT based on the multi-resolution technique developed by Mallat. The

MRA is based on six assumptions which seem to be a natural consequence of what one would expect

of a systematic approach to analyzing conceptually continuous real world signals with discrete digital

tools. We will state the assumptions and derive the MWT first in one dimension, then use a straight

forward tensor product to obtain a two-dimensional FWT.

We consider approximations at discrete levels of accuracy; an approximation at scale j consists

of selecting the best fit from a vector space which consists of %scle j" functions. From this it follows

that we should consider a sequence of approximation spaces Vj which approximate finer scales as j

increases. Specifically

... C c - c vo c cI ..

UV, is dense in L2(R) (2)

j

nv = to) (3)

This last ensures that approximation becomes coarse enough to include an arbitrarily long quasi-DC

signal.

We will only consider changing scale in "octaves", i.e. we will scale by 2. CWT theory assures

us that more than that gives redundancy in the approximation process. Whatever approximation

we might make at one scale should be performed in an exactly similar manner at any other scale.

Also we should find that approximation at two different points within the same scale are the same
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except for translation. This is summarised in

f(x) E Vj *=* f(2z) e Vj+z (4)

f(z) e VO 4:* I(z -k) e Vo (5)

Finally we expect to use one fundamental measuremeut tool, translating it within a fixed scale, and

scaling it to move from scale to scale. This can be axiomatized as

There is a wp(z) C Vo such that {f{(z - k)) is a orthonormal basis for Vo. (6)

It follows from (1-6) that if we define

•j.~(Z) = 2,(2z - k) (7)

then {/"/FJ'7oj,k) is an orthonormal basis for V1.

Once we have specified the fundamental rules of the multi-resolution analysis, it becomes simple

to describe the wavelets. Their function, as noticed by Mallat, is to provide a tool to measure the

"detail j", i.e. to measure the difference in the signal approximation at level j and level j + I.

Specifically we define the sequence of spaces Wj to be the orthogonal complements of the Vj

within Vj+,, i.e.

V, 1 = Wj iV (8)

Then it will follow that there is a "mother" wavelet 0 from which we can generate a basis for each

of the Wj by defining

=(2) '(2'z - k) (9)

from which {V:70j,k} is an orthonormal basis of W1.
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Now we derive the filter which implements a FWT from the scale j+ I signal (called the average

Aj+,) to obtain the average Ai signal and detail Dj signal. First note that since {v(-Toj.&) is a

basis for 1'

(Aj f)(x) = 2- (f, ,,)ij(z) (10)

Now pj,., is in V,+l so

Letting the FWT coefficient be denoted Aj,. we define

Ai,. = (f. •jp,,) = 2-Ij+') E (•,Pj, ji+I,k)(f, ip+l,,) (12)
k

The filter coefficient h&.-2. is given by

hk._2, = 2-o+1)(pj,,, ,w+,,,t) = (ip-i,o(f), o,o(f - (k - 2n))) (13)

Hence the FWT for the scale j + I to the scale j is a filter given by

Aj,. = hk.Aj+,,A (14)

Similarly we obtain the transform from scale + 1 to detail j because the detail Di is in Wj we

have

(Djf)(z) = 2-1 (I, Oj,-)'j,-(z) (15)
a

And because Oj,. is in Vj+. it follows that

#j.= •-+ (#ij,,, ,•9+ia)i•+i,a(Z) (18)

So the FWT coefficient of the detail is denoted Dj.. and becomes

4= (f10j,.) = (17)

4- 10



Similar to the scale filter, the detail filter is

ob-2n = = (V-i~o(e). oPo(C - (k - 2n))) (18)

And the FW'T for the scale j + I to the detail j is also a filter given by

Dj. = Eg,-.2A,+l,, (19)

Both filters are "convolve and decimate" filters which are well known to the signal processing com-

munity. In addition, we may choose

S= (-1) 1""h1 -.. (20)

which makes the detail filter a mirror of the scale filter. These filters may be applied recursively

leading to a so-called pyramid algorithm to analyze the signal completely into its detail at all levels.

To obtain the image transform define f(z, y) = jp(z)jP(y), and Vj2 = Vj 40 so that 0 and

{V2) forms an MRA for L2(R'). Define

*^,.,i(z, V) = 2'*(21 x - n,2'y - in) (21)

to obtain an orthonormal basis 2"J@j,,m(&,y). Then the mother wavelets are

Ir(Z, y) = o(A)4(y), #2(Z, V) = O()i(Y), *S(ZV) = W(W),(v). (22)

The translates and dilates of the It's are orthonormal bases for WI'. The two-dimensional filters are

obtained straightforwardly from hj and gj.
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Results

In order to test the wavelet transform under controlled conditions, an artificial image of a rocket

plume was constructed. A checkerboard pattern was chosen because it offered a simple means to

specify the texture scale size and results would be pronounced enough to overcome the difficulties

of printing images for this report in sufficient detail and clarity to make the behavior of the FWT

evident. The detail visible on a work station screen is considerably greater than can be rendered

here.

A true plume image is provided in Figure 1 for comparison; at present it is more a symbol

of purpose than of accomplishment. Although it seemed at first to have texture which could be

characterized, studies so far indicate uncorrelated noise at the finest scale, i.e. instrument noise,

accounts for the appearance of texture. It may be possible to design successful wavelet based noise

filters but this was not attempted in the present study.

The Haar wavelets which are essentially square wavelets were used to perform the FWT of

Figure 3. Since these are a very good match to the checkerboard pattern and are well aligned with

it, we see a best case result. The first level detail corresponding to #3 of the plume image appears in

the upper right hand comer with It to the left and 92 below. The image is successively transformed

leaving behind the detail and carrying the average down the diagonal to the left. In the lower left

corner appears the final averaged image at the coarsest scale. Note that nearly the entire signal

strength is concentrated at the third level down which corresponds to the Haar wavelet becoming

a 4 pixel wide square wavelet signal. Both shape mnd orientation of the basis matches the image

detail. This is what can be expected when a good analysis is achieved using the proper basis function

matched to the detail sought and the coefficients are properly optimised.

The recently discovered Daubechies wavelets were used in the WFT which gave the results illus-

trated in Figure 4. The Daubechies wavelets are continuous and therefore do not switch as rapidly to
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match the abrupt on-off characteristics of the checkerboard signal. So the detail components begin

to appear at a finer scale than the signal actually contains. The "off-diagonal" contributions awe

also much more significant. Note, however, that very little distortion appears in the scales coarser

than the signal. Continuous or higher order smooth basis in image analysis would normally be

appropriate when the signal was similarly behaved; a good strategy is to use low order bases such

as the Haar to remove sharp edged detail and to apply smoother filters only to model expanses of

slowly varying image morphology.
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Conclusions

Two new analysis techniques were investigated for potential application to the analysis of rocket

plume data. Owing to a sparsity of theoretical foundation and to a lack of proven results, the IFS

transform was not implemented. Implementation of the wavelet transform, though quite new in

concept, was nevertheless accomplished by using filters in much the same manner as other sig-

nal processing techniques; indeed the image processing done here could be implemented straight

forwardly on a suitably large capacity DSP chip for possible real time operation.

The preliminary results of the pilot study indicate that when the bases have elements which

match the features of the image, very effective isolation of the contribution of the features to the

image is possible.

The method here used to display the results, while compact and commonly used, is iem satis-

factory; only by choosing an artificial image with very pronounced behavior was it possible to show

the succes of the WFT in print.

Much remains to be done. Development of wavelet based noise filtering, more effective visu ' a-

tion methods, identification of adaptive functions to add to the bases in order to match rocket plume

features, and incorporation of the time dimension into the wavelet transform ate at the beginning

of the list of possibilities. But there is little doubt that wavelet transforms will accomplish the first

purpose for which they were invented, namely, to allow analysis of non-stationary phenomena as

easily and effectively as Fourier transforms analyze stationary phenomena.
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Figure 2. A simulation of a plume image with texture in the plume. The texture i. created

from a checkerboard of 4x4 pixels in a 512 x 512 image.
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Figure 4. Wavelet analysis at several scale@ of the simulated plume using Daubechies wavelets.

Note the gradation of information content as the scale of the the texture is approached.
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CURRENT FLOW IN THE PLASMA EROSION OPENING SWITCH

by

Carlyle E. Moore
Physics Department

Morehouse College

Atlanta, GA 30314

ABSTRACT

The Plasma Erosion Opening Switch (PEOS) is a fast-opening switch that has been
used successfully in a variety of pulsed power generators. It uses inductive, rather than
capacitive, energy storage in order to exploit the high energy density associated with an
inductor. A great deal of progress, both experimental and theoretical, has been made within
recent years in describing the operation of the switch, and a number of approaches have been
proposed in an effort to elucidate the underlying principles of switch behavior. While these
provide a great deal of insight into the Physics involved, a comprehensive theory is yet to be
found. This Report undertakes a review of some of the more important theoretical
developments, with special emphasis on the dynamics of current flow in the Plasma, and
examines them in light of experimental observations.
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I. INTRODUCTION

The Plasma Erosion Opening Switch (PEOS) is a fast-opening switch that hAs been

used successfully in a variety of pulsed power generators"-. It may be used to compress the

power pulse from a conventional generator or as the primary switch in an inductive storage

system. The use of inductive energy storage techniques for pulsed power has a number of

advantages over conventional, capacitive techniques, the most importatit being the very high

energy densities which can be obtained. In this report, we shall be concerned exclusively with

inductive energy storage.
The structure of a typical PEOS / A.T.C,

system is shown schematically in Fig. 1.
Plasma is injected between the electrodes of

a coaxial transmission line shortly before . .AME I

the onset of the generator current, which is F ,DM

delivered to the storage inductor through

the generator impedance. The operation of

any opening switch may be conveniently

divided into two basic stages: conduction

and opening. During conduction, the ,,,r, s, T -
STORE REC40M CATHOOE

switch behaves essentially like a short REGION RICo
IOCU

circuit, isolating the load from the
generator. At a current level which is

determined by the characteristics of the

system, the plasma ceases to conduct (the

switch opens) and the current is rapidly Fig. 1. Typical PEOS system showing

diverted to the load. The overall effect of inductive storage and plasma injection

the PEOS is to modify the output of the

generator in such a way as to deliver a similar current, higher voltage and a shorter-duration

pulse to the load than could be accomplished by the generator alone (with matched load).

Experiments demonstrating the PEOS technique have been performed at the Naval Research

Laboratory (NRL), using a variety of generators4'-. In the earliest of these experiments,

performed on the GAMBLE I generator, the plasma switch conducts the generator current for

50 ns as it rises to 200 kA, then opens and transfers the current to the (short-circuit) load in

less than 10 ns. With an ll diode load, 1.4 MV is generated, more than twice the matched

load voltage. These results are shown in Fig. 2. Subsequent experiments in the 50 ns

conduction-time range were performed on the GAMBLE II generator, producing much higher
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currents and output voltages. Conduction times of 1 s have been achieved with the HAWK

generator, producing a current of 650 kA, a load voltage of 750 kV and 0.37 TW peak

power.
300 2

INDUCTIVE STOR•EPEOS

ZOO IGV .1. MV)

I10A) - I MATCHED
LOAD

100-

20 40 60 80 100 120 0 20 40 60 80 100 120
I ! ns) t (as)

Fig. 2. GAMBLE I results. (a) Generator current I. and load current IL with short-circuit

load. (b) Load voltage and matched voltage with diode load.

A number of approaches have been developed which provide insight into the operation

of the PEOS. System requirements for pulse compression and power multiplication may be

analyzed within the framework of a simple lumped circuit' , in which it is assumed that the

switch resistance is initially zero, but rises instantaneously at the end of the generator voltage

pulse to a finite value, at which point the switch is opened and current flows to the load. This

is discussed in Section II. The operation of the PEOS has been described `7 as a sequence of

four distinct phases: conduction, erosion, enhanced erosion and magnetic insulation, the last

three phases comprising the opening stage of the switch. The four-phase theory is discussed in

Section M.
A thorough understanding of the operation of the PEOS cannot be gained, however,

without detailed study of the dynamics of current flow in the plasma, including the Physics of

space-charge sheaths and the relativistic orbits of electrons in electric and magnetic fields.

Theoretical analysis of the problem is rather difficult, and relies, in the main, on analytical

models and numerical simulations of switch behavior. In Section IV, we describe an

electromagnetic two-fluid code' , which identifies two mechanisms, viz. plasma compression

and magnetic insulation of electrons at the cathode, which play an important role in the

conduction process. In parallel with this undertaking, a theoretical analysis is carried out, in

which the fields derived from the fluid code are used and the fluid equations for the plasma

ions are supplemented by the bipolar space-charge limited flow condition and a number of

other simplifying assumptions. The degree of plasma compression (due to J x B forces) is

obtained from the evolution of the ion density profiles. Magnetic insulation is examined by
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deriving the orbits of test electrons which are accelerated across the cathode sheath and

injected into the plasma with energies corresponding to the plasma potential.

II. LUMPED CIRCUIT ANALYSIS

System requirements for pulse compression and power multiplication may be analyzed

in terms of the simple lumped circuit' shown in Fig. 3. The generator delivers a current 1, to

RG L! L2

,STORAGE LOAD

SWITCH
GENERATOR

Fig. 3. Lumped circuit for analyzing system requirements of PEOS.

the storage inductor -, through the generator resistance I?, and the switch resistance, which is

assumed to be zero (thus isolating the load). At the end. of the voltage pulse.-produced-by the

generator (this is taken to be time I = 0), the storage inductor current is taken to be 1t(0) = I0.

At this point, the switch resistance rises instantaneously to R. (switch is opened) and current

flows to the load. The open circuit voltage across the generator is taken to be zero during this

process. The load current by I. flows through the load resistance RL and the parasitic

inductance L2 between the switch and the load. The circuit equations are

-Llil = RG, +- R,( 1, - 12) (2.1)

-4'2 = RI 2 - Rs(1 -12) (2.2)

The equations may be uncoupled by taking the time derivative of (2.1) and substituting for I2

from (2.2) and 12 from (2.1). This gives

I+ R, +Rs + RL+Rs]R + (?G+ Rs)(RL+Rs)-RS]it=0 (2.3)
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whose solution is of the form 1, = e-", with & - b a+ c =0, where

b = R+ R5 + RR + R3 C (Ro + Rs)(RL + Rs)- RS

I, L2 L1L

Thus a:,= - 44 Rs? +Rs[±1~~{& Rs)( +Rs)! - sJ]U (2.4)

We assume that the storage inductor L, is much greater than the parasitic inductor .2, and that

the switch resistance Rs is much larger than RL or Rs (which allows the current to switch).

We may therefore make the approximation

Rs { 2L2 (RG+ RL)}(25a =-4 l - L ARs (2.5

or a.=Rs CC RG_++RL (2.6)

and we see that a, >> a. Note the symmetry of Equations (2.1) and (2.2). The latter
equation may be obtained from the former by making the substitutions 4 --,' , 1, -/ 12 and

RG - R,.. Clearly, the solution of (2.2) is also of the form e-", since a is invariant under the

changes indicated above. We therefore write

I,(t) = a~e-" + Be-"-' (2.7)

2(t) = A4e-" +B•e-a'' •(2.8)

The boundary conditions I1 (0) = 40 and 12(0)= 0 give

A, + B, =1 (2.9)

,2 +2 0o (2.10)

Substituting (2.9) and (2.10) into (2. 1) and (2.2) and comparing coefficients of e-" and e-',
we get

A, =A 2 =4 +I> (2.11)

B =)+I. ; B, = I- (L-(2.12)

where we have used (2.6) and the inequalities L >> 4 and R, >> RG. It will now be more

convenient to use the notation a,, = 1 / r., and write the final solutions in the form
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I, W J e =i +L2etrjJ10 (2.13)

12(t) + (2.14)

The switch current Is = I, - 12 is then given by

ISO) = Io e-"/ (2.15)

and the decay time of the switch current is just r. = _ / R.. We see therefore that small L 2

and large Rs, will lead to rapid switch opening. Since -÷ << «r, the pulse width of the load

current is approximately equal to u_, and the ratio of the input pulse width r. = L R / to the

output pulse width is rp / z¢_ = (/? + RL) / Rk, > 1, which demonstrates the pulse compression

produced by the switch. Using the expression for the load current obtained above, it can be

shown' that power multiplication is also achieved (relative to the matched load power), with a
power multiplication factor M given by

Ma -ex{- i- [{ln(x) + I}] (2.16)

where x= R (2.17)
L (RG +RL)

Thus high power multiplication is achieved if the load resistance RL is much greater than the

generator impedance P•.

iM1. THE FOUR-PHASE THEORY

While the lumped circuit analysis given above demonstrates -the potential of the switch
to produce pulse compression and power multiplication, it bypasses the important details of
switch conduction. The observed behavior of the PEOS has been described in terms of a
theory" 7 developed at NRL, in which the operation of the switch is envisaged as a sequence of

four distinct phases, viz. conduction, erosion, enhanced erosion and magnetic insulation. The
plasma is injected into the vacuum coaxial region between the anode and the cathode a few
microseconds before the generator is fired, thereby bridging the gap between the electrodes

before the generator pulse arrives at the switch. During conduction, the switch behaves

essentially like a short-circuit, completely isolating the load from the generator. At a current
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level which is determined by the system characteristics, the plasma ceases to conduct (the

switch opens) and the current is rapidly diverted to the load. The conduction and opening

stages of the switch operation will be discussed separately.

It has been shown both experimentally8 and theoretically 9 that a sufficiently large

current flowing between a plasma and an electrode causes a sheath to develop at the electrode

surface. Electron current i and ior. current I flow across this sheath. It can be shown from

Poisson's equation and conservation of energy that the bipolar current flow is characterized,

under space-charge-limited conditions, by the ratio

2 ""MC2  M ' 2 Fe_,tI -t Zm L(+1)] 31

where m, M are the masses of the electron and ion, respectively, e and Ze their charges, 0 the
potential difference across the sheath, and y the ratio of the total electron energy to its rest
energy. The ion current density is given by J = ZeNV, where N is the ion density in the
plasma and V is the average plasma injection velocity. We shall assume, for the moment, that
N is both constant and uniform. Initially, the only current flowing across the gap is the current
associated with the flow of ions from the injected plasma. Experiment" shows that the (axial)
penetration of current into the plasma increases with time. We shall assume that there is no
iadial variation of current. The ion current is given by

I(t) = 2'rRJL(t) (3.2)
where R is the radius of the cathode and L(t) is the width of the current channel. Very soon,
however, the electrostatic field at the cathode becomes large enough for field emission of

electrons to occur. For the C++ ions usually used, I/ix2fm/M;vO.Ol, i.e. the switch

current is due almost entirely to electron flow across the gap, and we may write Is = 1 + i - i.

The width of the current channel is then given by

L(t) 12 (3.3)
M) 2 xRJ

(we have used the non-relativistic expression for the bipolar current ratio), and will broaden as

the generator current, and hence the switch current I., increases. Switch conduction will
continue in this fashion until the width of the current channel becomes equal to the full plasma

width L., i.e. when the switch curient is given by

1 = 2xrRLoJ(M / Zm)n" ;J = ZeNV (3.4)
At this point, the conduction phase ends.

Further increases in switch current require that ions be removed from the plasma faster
than they are supplied. The plasma boundary therefore recedes from the cathode, and the gap
size D increases, at a rate given by

J=ZeN C dDdt)
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or dD- J -1_I_ V(.
di ZeN ZeN(2 7rRLo) (3.5)

This process is called "erosion", and signals the beginning of the opening of the switch. The
electron current density is given by

J=-4-me) (D312-g2 (a) a=2mc2  (3.6)

where g(a) = f[ (3.7)

In the non-relativistic limit (a -+ 0), the plasma potential 0 is obtained from

i -5L (2 JrRLo)2e12(Ž 3/2) ~~2 (o) = i ==ý V/D3' ID2  (3.8)

If the voltage 4) drives current through the load, we may say that the switch has begun to
open.

It has recently been suggested' that another mechanism, viz. magnetic pressure, may
contribute to the opening of the switch during the erosion phase. The equation of motion of
the ions

MN-dV = ZeN(E + v x B)dt

has a radial component

P d)= JdB(3.8)dr dD

where p is the ion mass density, and the radial component of the- E field has been neglected.
Thus an axial component J,. of the ion current density might augment the opening of the gap
between the plasma and the cathode, especially if the magnetic field is large. Measurements
taken during the GAMBLE II experiment (conduction time 60 ns) indicate an average opening
rate, during erosion, of 3.3 x 107 cm/sec. The ion current density required to open the gap at
this rate by erosion only is J = 0.5 kA / cm 2, which is smaller than the ion current density in
other short-conduction-time PEOS experiments. Since the magnetic field is also relatively
high, magnetic pressure cannot be ruled out as a contributor to the opening. In GAMBLE II
experiments in the I ms conduction-time range, the average opening rate is 4 cm/ms, requiring
an ion current density of between 3 and 11 kA / cm2 for opening by erosion alone. Since the
measured ion current density has a peak value of around I kA / cm', it can be concluded that
erosion is not the only opening mechanism in this case.

It should be borne in mind that the bipolar space-charge-limited condition (3. 1) refers
to one-dimensional current flow. As the switch current increases further, the magnetic field
becomes strong enough to cause appreciable bending of the electron orbit in the gap, i.e. the
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motion of the electron becomes two-dimensional. Because of the large mass of the ion, its
orbit remains essentially one-dimensional. The space-charge distribution is altered, and the
current ratio (3.1) is multiplied by a factor which depends on the inverse ratio of the transit

times of the ions and electrons. This factor has been estimated" to be (2L. / D), so that the

current ratio becomes

I =[2Zm( 1)]1/2(9)-= (r + l) (3.9)
i MD

The ion current is therefore enhanced, and the gap opens at a much faster rate. Erosion rates
as high as 10' cm/sec can be obtained 2 .

This "enhanced erosion" phase continues until the gap size becomes greater than the
electron Larmor radius, preventing electron conduction between the electrodes. The only
remaining switch current is the single-species Child-Langmuir (ion) current, which is typically
much less than the generator current. At this point, "magnetic insulation" of the electrons at

the cathode has set in, and the switch may be said to be open. The critical current Ic for the

onset of magnetic insulation (when the width D of the gap is equal to the Larmor radius of the
electron) is given by

)ev( ) (3.10)

since the thickness of the sheath is much less than the cathode radius. Using the result

v=[(Y2 -1)'• / y]c (3.11)

we get

The switch is fully open when the load current IL exceeds the critical current Ic for magnetic

insulation of the electron flow, i.e. when I. = 0 / ZL > Ic, whereZL is the load impedance.

Using (3.12) and the result y = I + (e4) / mc'), the critical voltage across the load can then be

shown to be

(DC= (016ZLR/D) 2 X 106 volts (3.13)
1 - (0.16 ZLR ID)

We now consider the system requirements for optimum switch performance. As can be

seen from Equation (3.4), for given Z and cathode surface A = 27rRLo, the maximum switch

current before the erosion phase begins is proportional to NV, where the ion velocity V is taken

to be the plasma injection velocity Vd. The erosion rate is given by
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do J -1d= -V
dt ZeN ZeN(2rRLo) Vd (3.14)

doThus if V" << d the erosion rate is inversely proportional to the ion density N, for fixed R,

L. Z and L A high-velocity, low-density plasma should therefore be used in order to achieve
both high conduction current and fast opening. Typical values are plasma injection velocity

d 07 cm/sec and doubly ionized Carbon density N;% 10" cm 3. For complete magnetic
insulation of the electrons at the cathode, the load voltage must be greater than the critical
value given in (3.13).

IV. DYNAMICS OF CURRENT FLOW IN THE PLASMA

The four-phase theory successfully describes the gross electrical behavior of the PEOS.

Gap formation has been shown to progress axially along the cathode during the conduction
phase, with opening proceeding radially via erosion (and possibly magnetic pressure). The
(maximum) conduction current is proportional to the plasma density, injection velocity and

cathode area, while the erosion rate is (approximately) inversely proportional to the ion
density. Conspicuously absent from this analysis, however, is a discussion of such matters as

the role of the magnetic field produced by the switch current and the dynamics of current flow
in the plasma. In a number of experiments'0 , arrays of magnetic probes have been used to

map the spatial and temporal distribution of magnetic field in the plasma during the conduction

phase. These measurements show that the magnetic field penetrates axially into the plasma,

but that the current channel width is less than the field penetration into the plasma. The
dynamics of current flow, in the plasma has been described in terms of a two-fluid model,
which encompasses the hydrodynamics of the plasma, Maxwell's equations and a two-

dimensional electron orbit analysis. The purpose of this approach is to investigate the role
played by two mechanisms, viz. axial magneto hydrodynamic compression of the plasma due
to J x B forces and magnetic insulation of electrons emitted from the cathode, in the

conduction process.

This fluid simulation of the conduction phase of the PEOS uses a Cartesian system of

coordinates (which approximates the experimental geometry) in which the x-axis points in the
(outward) radial direction, the y-axis in the azimuthal direction and the z-axis in the axial
direction (towards the load). Lower case letters will be used to denote the electron variables

(mass m, density n, velocity v, etc.), with upper case letters (M, N, V, etc.) for the
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corresponding ion variables. It is assumed that all of the field and fluid variables depend on

a a
the single spatial coordinate z and the time t, i.e. a- =0. The magnetic field is taken toax ay
be in the (negative) azimuthal direction (B = -B 5).

We start with the conservation of the number of electrons, which is represented by the

continuity equation

an a (4.1)
at az

The equation of motion is

dv
m- +Vp=-e (E +vxB) (4.2)

dt

d _a a+
where dt +v, t is the convective derivative and p is the (scalar) pressure. We shall

neglect the pressure term for the moment.The x-component of (4.2) is then

F[v+ av I =-e[E, +vB (4.3)

Lat a
This may be written in terms of the electron momentum density by multiplying (4.3) by n,

(4.1) by my, and adding the results. This gives

a a
-t (nmv ) +-(vnmv ,) =-ne (E, -vB) (4.4)

For the z-component, we have

5t-(nmv z) +• (v nmv ) =-ne(E; -vB) (4.5)
az

A similar set of equations is obtained for the ions:

- -'-(Nv,) ==0
ataz

a-(NMV z) +-a (VNMV ) =ZeN (E. -V1 B) (4.7)
at, az 'B

The radial component of the ion velocity is assumed to be constant, and equal to the plasma
injection velocity, i.e.

V. =--Vd (4.8)
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where Vd is the injection speed. We now turn to Maxwell's equations. Faraday's Law takes

the form

3E d = OB (4.9)

dz £t
Gauss' Law becomes

-= l(ZeN- en) (4.10)
g9z C.

and Ampere's Law gives

-C -- _I[ZeNV -ney (4.11)
Ot '0z E.

The conduction phase of the PEOS has been studied with the aid of an electromagnetic two-
fluid code which is based on the system of 8 equations (4.1), (4.4) - (4.7) and (4.9) - (4.11).
The Maxwell's equations are solved numerically, the fluid equations are solved using a flux-
corrected-transport (FCT) algorithm, and the cathode sheath physics is described by using the
bipolar, space-charge-limited condition (3.1). The eight dependent variables N, n, V,, v , v,,

B, E,, E, are determined by application of the appropriate boundary conditions. Two-

dimensional electron orbits are calculated by injecting test electrons into the electromagnetic
fields derived by the fluid code.

Alternatively, the degree of compression of the plasma can be described in terms of a
one-dimensional treatment of the ion hydrodynamics. The following simplifying assumptions
are made:
(i) The velocity u at which the current channel penetrates the plasma is constant.
(ii) The plasma is quasi-neutral, i.e. the electron density n and the ion density N are related

by en w Zen, or n m ZN.
(iii) All of the fluid and field variables depend on the space coordinate z and the time t

through the single variable ý = ut - z.

(iv) The current is carried predominantly radially, by E x B drift of electrons.
(v) The electron current density satisfies the bipolar space-charge-limited condition (3.1).

Conservation of the number of ions is expressed by the continuity equation

-M-+ d(NVz) = 0 (4.6)

The equation of motion is

5-13



L d+ dz V d ] + ZeNE, (4.12)

where the term BV has been neglected in comparison with E,. The electron current density

is given by

j = en E2 xB ZeN E--- (4.13)B

using the assumptions of quasi-neutrality and radial current density (which implies that
E, = 0). Equations (4.12) and (4.13) can be combined to give

-V +-'T V.= jB (4.14)

The displacement current density miay be neglected in comparison with the massive electron
current density. Thus Ampere's law may be written

dBdB =(4.15)

The quantities of immediate interest are the ion density N, the axial ion flow velocity V, and
the plasma potential (D. These may be obtained from the equations (4.6), (4.14) and (4.15)
together with the fields derived from the fluid code and the bipolar space-charge-limited
condition. Let us recall that all variables are assumed to depend on the single variable
t =ut -z, where u is constant. Thus

j= d _ d d = d d d
dt dtd4 d' dz dz dd d4

and Equation (4.6) becomes

d dN-• V)+ - =0(4.16)

The boundary of the undisturbed plasma is u = 0, so the relevant boundary conditions are: at
u=0, B=0,N=N,(theoriginaliondensity), V=0and0=O. Thus, (4.16) may be
integrated to give

NIV =(N- N.) u

V, -41----N-) U (4.17)
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Equations (4.14) and (4.15) may be combined to give

dV d _dB2 (4.18)

which, upon substituting (4.17) into (4.18) and integrating, yields

24uMN2u2 J•d = jd(B2 + 2,0 V, (4.19)
I. 0

whence B.(1 - N= B2 + 2,. ,.,

orB + 211. V - N0  (4.20)

where B.' = 21.oMNu2  (4.21)

Equation (4.20) gives the hydrodynamic compression of the plasma in terms of the velocity u,
the magnetic field B and the pressure tensor component V.. It is difficult to determine V,

but its exclusion from the analysis, which yields the approximate formula

N = B.)2 ]N. (4.22)

may lead to unphysical plasma compression (for B > B,)

The plasma potential <D= -j Edz is obtained by integrating Equation (4.12) to give

ZedV, dV 1 ___(423

M =•L d4 d. N d4.

,, = Z [{( B° 2 - ) Lv'N,] (4.24)

where N is given in terms of V, by Equation (4.17). The pressure tensor component V. is,

however, not known, An approximate expression for D has been obtained by neglecting V.

in (4.24) altogether. This yields the result
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_[(_ (4.25)

Electrons emitted from the cathode are accelerated across the cathode sheath and injected into
the plasma with energies corresponding to this potential. Variation of the B field with 4 (i.e.

penetration of the B field into the plasma) is obtained from

OB OB m M 1/2

B(Z

or 'B [NZeYd ] (4.26)

where the pressure term has again been neglected. This equation may be integrated to give

(4.27)B. 3 B.3

where

= 2  

(4.28)
pN, Ze'Vd

Only the dynamics of ion flow in the plasma has been considered so far. We must now
turn our attention to the emission of electrons from the cathode, their migration across the
cathode sheath and subsequent injection into the plasma. The situation has been
investigated' for the case of non-relativistic electrons injected into electric and magnetic fields
which are assumed to be constant and uniform. This analysis shows that some of these
electrons drift radially across the plasma, but others describe orbits which eventually return
them to the cathode, i.e. they are magnetically insulated. The orbit equations are

x(t) = [sin(cot - 6) + sinS] + Et (4.29)
B

Z(t) = -a[cos(COt - 6) -cos6] + Zo (4.30)

CW

where o = eB / m and the initial conditions x(O) = O,z(O) = z. have been used. For

convenience, we shall write a = k(E / B) and normalize the electron velocity to ElB. The

normalized injection velocity (i.e. at time t = 0) is given by
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(E = B) =(k 2 + 2kcos8+ 1)1/2 (4.31)

and the injection angle 0., measured with respect to the positive z-axis, is

'r'- tan '[(kcoss+ 1) / ksin.6l ; 0 !g _< T"

o-tan-'[-(kcos6+ 1)/ ksin61 ; x'5 6< 2"4
The condition that an electron, once injected into the plasma, should not return to the cathode
(i.e. be "lifted off") is

x(t) > O,Vt

or t[ tk {sin(cot- 5) + sin6} +11> O,V/ (4.33)

Since t > 0, this means that

k{sin J- sin(8- 6) 1• > 0  (4.34)

i.e. kg(O) > - 1(0= cot > 0),

where g(6) = sin S- sin(6- 0) (4.35)
0

Let g(a) = -M be the minimum value of g. Clearly, we must have kg(a) > -1, i.e. k <km,
where

1 a
ku a (4.36)

g(a) sin 8- sin(S- a)
or kf sin 6- k, sin(6- a) = - a (4.37)
From the requirement g'(a) = 0, it is easy to see that

sin 6- sin(6- a) -1

cos(8- a)= = kM (4.38)a km
Substituting (4.38) into (4.36), we get

k. sin 8- Vi -I + 6- cos-'(- I / k) + 2 0= (4.39)

For a given phase angle 6, Equation (4.39) yields the critical value k., which in turn gives the

criical (normalized) injection velocity fl, using Equation (4.31). The angle of injection 0. is

then obtained from (4.32). For normal incidence (Oo = xr/ 2),p8, : 5.6, i.e. electrons injected
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normally will lift off immediately if their (normalized) injection velocity / < 5.6. Electrons

injected with greater velocities will experience magnetic insulation. We mention, in passing,

that P can be related to the switch parameters, as follows:

_ v , = (2e / m)" (4.40)
(E/B) jIne

Now using the bipolar space-charge-limited condition and assuming quasi-neutrality
(ne = ZeN), we get

(2ec / m)" (2Ze_ ) 1 2 V(."2
8=(M /Zim)12 V. = Vd4.1

But from (4.23) it follows that 0:5 W , Hence we obtain

U_< u (4.42)

T4

where u is the velocity of the current channel front and V, is the plasma injection velocity.

The criterion for immediate lift-off of electrons from the cathode is .8< ,O,, and this will be

automatically satisfied if the ratio u / V, is less than /?. It is therefore desirable to have large

plasma injection speeds, a condition which also favors high conduction current before the onset

of erosion and rapid switch opening afterwards.
The effect of magnetic insulation in limiting the width of the current channel may be

investigated by calculating the orbits of test electrons injected into the fields derived from the
fluid code. In the analysis carried out by Grossmann et al', a number of simplifying
assumptions have been made: non-relativistic orbit equations have been used, the loss of
energy of the electrons as they are decelerated by the E, field has been neglected and the effect
of the cathode sheath has been ignored, except insofar as it serves to determine the initial
injection velocity of the electrons. Electrons which fail to lift-off immediately describe orbits
which return them to the cathode, where they undergo specular reflection and are returned to
the system at a larger injection angle. This process continues until the injection angle becomes
so large that the injection speed is less than the critical velocity for electron lift-off. This
critical velocity for electron lift-off increases rapidly with injection angle (D. for 0. > x/ 2,

which clearly facilitates eventual lift-off.
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V. DISCUSSION

In this report, we have attempted a review of the progress that has been made so far in
understanding the basic principles underlying the operation of the Plasma Erosion Opening
Switch. A theory has been developed at NRL in which the switch operation is envisaged as a
sequence of four distinct phases: conduction, erosion, enhanced erosion and magnetic
insulation. While this four-phase theory describes the gross behavior of the switch, it fails to
deal with such important matters as cathode emission physics and the dynamics of current flow
in the plasma. Grossmann et a16 have developed a two-fluid electromagnetic code with these
deficiencies in mind. As a parallel undertaking, they have carried out a theoretical analysis of
the motion of the ions in the plasma, using the fields derived from the fluid code. As a result,
they have identified two mechanisms (plasma compression and magnetic insulation of electrons
at the cathode) which play an important role in the conduction phase. Unfortunately, the
values of the current channel width obtained by the fluid code and the analytical approach do
not agree with each other or with experimental observations. However, it is found that if the
injection energies of the electrons are reduced, the effects of magnetic insulation are
decreased, and better agreement with experiment is achieved. This lends credence to the view
that one or more energy loss mechanisms may come into play in the vicinity of the cathode.

It must be emphasized that the review presented here is far from complete. Time and
space constraints have permitted only a limited discussion of work in progress in this area.
More detailed analyses' 2' 3of the conduction phase have recently been made, and these must be
included in order to arrive at a fuller understanding of the operation of the switch.
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EXTENSION OF THE SMIRF FLARE MODEL TO
COMPLEX GEOMETRICAL SHAPES

Olin Perry Norton
Research Engineer

Diagnostic Instrumentation and Analysis Laboratory
Mississippi State University

The SMIRF flare model was written to calculate the infrared signature of flares. The existing code was

limited to flares whose shapes were simple geometric forms, such as cylinders, spheres, and rectangular paral-

lelepipeds. This work describes the removal of that restriction, and the modifications that were made to the

code to allow for more complex geometrical shapes.

The code was modified to read the geometrical data from a user-supplied data file. If an appropriate data

file can be supplied, then .MIRF will be able to compute the signature for flares of arbitrary shape. This data

file contains information describing how the surface area and volume of the flare change as the flare bums.

In addition, an approximation method is developed for modeling flares with grooved surfaces. This ap-

proximation expresses the increased surface area of the grooved surface in terms of an area augmentation ratio.

Thus, the area of the surface is calculated ignoring the grooves, and the result is multiplied by the augmenta-

tion ratio to find the area of the grooved surface.
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EXTENSION OF THE SMIRF FLARE MODEL TO

COMPLEX GEOMETRICAL SHAPES

Olin Perry Norton

INTRODUCTION

The acronym SMIRF stands for Signature Model for InfraRed Flares. The SMIRF computer program has

been under development for several years at Arnold Engineering Development Center (AEDC), where the au-

thor of this report was a participant in the summer faculty research program. SMIRF is the first program to at-

tempt to predict the infrared signatures of flares from first principles. Additional information on this code can

be found by consulting references J 11, [21, and [3 1.

Flares are pyrotechnic devices, which bum and produce intense hcat. The flares of interest here are in-

tended as infrared decoys. The burning flare produces hot combustion products, which in turn produce infrared

radiation. The infrared radiation is supposed to lure an infrared seeking missile away from the aircraft it is

tracking. Thus, the infrared output of the flare is an important indicator of its potential effectiveness. With this

in mind, the importance of the SMIRF model and its ability to predict the infrared signature is readily apparent.

Infrared decoy flares are usually composed of powdered magnesium mixed with polytetrafluoroethylcnc

(PTFE, better known as Teflon©). This mixture is held together with a plastic binder and is pressed or molded

into a solid grain. When ignited, the PTFE and magnesium react vigorously. This reaction is very similar to the

burning of a solid rocket propellant in that the burning occurs only at the exposed surface of the solid; the

burning rate of the flare will be proportional to the surface area of the flare grain. This gives the flare designer

some control over the flare signature, since the grain shape can be altered to provide a greater surface area and

thus a faster burning rate. As a consequence, some flares have complicated geometrical shapes, with grooved

surfaces and internal holes.

Clearly, since these geometrical features increase the surface area of the flare, these features will increase

the burning rate and thus the infrared output of the flare. If SMIRF is to be successful in predicting the signa-

ture of these flares, then SMIRF must have the ability to predict the burning rates of these geometrically com-

plex shapes.

The existing SMIRF model was limited to flare grains which were either rectangular parallelepipeds, cyl-

inders, or spheres. One of the tasks which the author performed during the summer of 1992 was to extend the

capability of SMIRF to handle more realistic grain shapes.
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SMIRF DEPENDENCE ON FLARE GEOMETRY

To understand how the SMIRF model can be modified to handle oddly shaped flares, it is first necessary to

understand some details about how SMIRF works, the assumptions that are made in SMIRF, and how the flare

shape enters into the calculations.

First, SMIRF finds the flare trajectory. Newton's laws of motion arc integrated numerically to find the

position and velocity of the flare as functions of time afler the flare is ejected from an aircraft. Since the flare is

burning as it falls, the mass of the flare is decreasing. The rate of decrease in the flare mass is equal to the burn-

ing rate of the flare, defined as the rate at which the solid flare material is being converted into combustion

products. The burning rate typically has units of pounds mass per second. SMIRF must correctly model the

burning rate to compute the trajectory.

The trajectory calculation includes the effects of aerodynamic drag. The drag model incorporated in

SMIRF does not depend on the geometrical details, but models the drag in terms of the volume and the surface

area of the flare. Therefore, the flare surface area and volume must be provided in order to correctly compute

the aerodynamic drag, and thus the trajectory.

Once the trajectory of the flare is found, the flow field in the flare plume is modeled using the standard

JANNAF plume model, SPF-2. SPF-2 was intended to model rocket plumes and assumes that the flow field is

axially symmetric [4]. As a result, SMIRF must ignore the geometric details of the flare shape and replace the

flar with an axially symmetric shape that is somehow equivalent to the actual flare shape.

Defining equivalence in this context depends on identifying the characteristics of the flare that are most

important in affecting the infrared signature. The SMIRF flare model calculates the infrared radiation from the

plume formed as the flare products mix with the free stream, and it is these combustion products that are re-

sponsible for most of the flare signature. Therefore, the most important characteristics to preserve when defin-

ing an equivalent axisymmetric flare shape are the velocity and mass flow rate of the combustion products.

SMIRF models the flare as a sphere that is burning and ejecting hot combustion products. The sphere di-

ameter is determined such that the surface area of this sphere is the same as the surface area of the actual flare.

This is done so that the mass flux and velocity of combustion products into the plume will be the same as for

the actual flare. Conservation of mass requires that the mass flow rate of combustion products be equal to the

rate of burning of the flare.
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To summarize, SMIRF calculations do not depend on the exact details of the flare shape, but instead de-

pend on certain gross features of the flare: the volume, the surface area, and the mass flux of combustion prod-

ucts from the flare (the burning rate). Modifying SMIRF for different flare shapes is simply a matter of

correctly specifying these quantities. The volume and surface area are clearly defined geometrical properties.

and the burning rate also depends on the geometry of the flare.

BURNING RATE CALCULATIONS

These flares are solid objects that burn at the surface, and the calculation of the total burning rate is very

similar to the procedure for solid propellant rockets, The greater the exposed surface area, the faster the flare

burns.

Letting in represent the rate of burning of the flare, it is clear that this term is the product of three factors:

th = OpA b (1)

where ft is the burning velocity of the solid pyrotechnic material that composes the flare (typically about 0.1

inches/second), p, is the density of the solid flare material (typically about 0.05 pounds/cubic inch) and A, is the

area of the burning surface of the flare (measured in square inches). In most cases, Ab will be the entire external

surface area of the flare grain, but, in cases where only part of the surface is burning, only the part of the sur-

face that is burning is included.

The determination of 0 is a weak spot in the calculation of the flare signature from basic principles. The

user of the SMIRF code can specify a constant value for fl or a power-law dependence on pressure can be spe-

cified. In either case, the user must have some experimental data in hand for the particular grain composition.

In defense of SMIRF's developers, it should be pointed out that this is essentially the same problem as predict-

ing the burning velocity of a solid rocket propellant, and this author is unaware of any success in predicting

this from first principles.

The density of the solid flare material will be known. In most cases, the volume and mass of the unburned

flare will be given, and the density can be found from these quantities. The prediction of burning rate is thus

mainly a matter of determining Ab. As the flare is consumed, the surface area of the grain changes causing the

flare output to change. Eventually, this surface area must go to zero, corresponding to the complete consump-

tion of the solid grain and burnout. Thus, Abwill vary as the flare burns and the accurate prediction of the flare

output depends on accurately modeling this variation.
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The existing SMIRF flare model contains explicit algebraic equations for the surface area and volume of

the flare for some simple geometric shapes. The shapes included in the model are:

"* Rectangular parallelepiped (overall burning)

"* Right circular cylinder (overall burning)

"* Right circular cylinder (end burning)

"* Sphere (overall burning)

The SMIRF user specifies one of these geometries and provides the initial dimensions of the flare. The

SMIRF program then calculates the varying surface area and volume of the flare as it bums.

As an example consider the first case, a flare in the shape of a rectangular parallelepiped. (This is a "brick"

shaped flare.) Suppose the initial dimensions of the flare are Xby Yby Z. Assuming a constant 0, after the flare

has burned for a time t, the flame front will have burned a distance 6 = #t. Each face of the parallelepiped will

have moved inward a distance 6, so the surface area of flare will be:

Ab = 2 ( (X- 26)(Y- 26) + (X- 26)(Z - 26) + (Y- 25)(Z - 26)) (2)

For the trajectory calculation, SMIRF also needs to know the mass of the solid flare at each instant of time.

This can be found from the flare solid density and the instantaneous volume of the flaw. For this example, the

volume will be:

V = (X- 26)(Y- 26)(Z- 26) (3)

These equations will be valid until the flare burns out. For example, if Z is the smallest initial dimension of

the flare, these equations will hold as long as ( Z - 26 ) is nonnegative.

The above equations, stated in terms of the flame bum distance 6, will still hold even if the burning veloc.

ity j3 is not constant. For time dependent 3, the bum distance is found by integrating:

a6= 0(t)(0dt (4)

and equations (2) and (3) above will still be tx..,e.

The determination of the burning area and volume are straightforward for the simple geometrical shapes

listed above. But, not all flare grains fall into one of these categories. The surface of the flare may be grooved

to increase the burning surface area and the flare may contain internal holes. These modifications will increase
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the burning surface area of the flare and thus the infrared output, Accordingly, the SMIRF flare model was mo-

dified to allow for nonstandard shapes.

AERODYNAMIC SURFACE AREA AND VOLUME

Generalizing the SMIRF flare model to include complex shapes with grooved surfaces and internal holes

requires that two additional geometrical quantities be defined. These quantities are the aerodynamic surface

area and the aerodynamic volume.

The existing SMIRF flare model uses the flare surface area in two different places in the calculations. The

first use of the surface area, as discussed above, is to find the burning rate of the flare. For this purpose, it is

appropriate to include the surface area due to surface irregularities (such as grooves) and the additional area

due to internal holes in the flare. However, in a case such as an end burning cylinder ("cigar"), only the actual

burning surface should be included.

SMIRF also uses the flare surface area in the trajectory calculation to find the aerodynamic drag on the

flare. For this purpose, the surface area should include non-burning surfaces, but probably should not include

the surface area added by internal passages and grooves.

Thus, complex shapes require that two different surface areas be defined. The first, A., the burning surface

area, is used to find the rate of burning of the flare. To find the aerodynamic drag of the flare, a second surface

area, A, is defined. This can be called the aerodynamic surface area.

Similarly, SMIRF uses the flare volume in two different contexts. One use, as described above, was to find

the instantaneous mass of the flare. The other use was to find the aerodynamic drag. Again, internal passage-

ways and voids do reduce the mass, but don't change the aerodynamic drag, so two different volumes are need-

ed for these two different purposes. Therefore, an additional quantity, the aerodynamic volume V, is

introduced.

SMIRF can then be used to compute the signature of a flare of arbitrary geometrical shape provided that

these four quantities: burning area, aerodynamic area, volume, and aerodynamic volume are somehow pro-

vided. Thus, extending the model to complex shapes is a matter of specifying these areas and volumes at differ-

ent times in the lifetime of the flare.
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This approach is practical because these areas and volumes are purely geometrical quantities which are

functions only of 6. For example, consider some arbitrarily shaped solid body. Suppose that a value of the burn

distance 6 is specified. Start at the surface of the body, and, propagating normal to the surface, move inward by

a distance 6. This action defines a new shape. Given this new shape, the surface areas and volumes can be

found.

Given some initial shape; the burninp orea, aerodynamic area, volume, and aerodynamic volume can be

found as functions of the burn distance 6 This calculation involves only geometry; starting at the original sur-

face, moving inward a distance 6, and then calculating the areas and volumes of the resulting shape. Once the

burning area, aerodynamic area, volume, and aerodynamic volume are determined as functions of the burn dis-

tance, SMIRF will be able to compute the trajectory and signature.

DETAILED DESCRIPTION OF SMIRF MODIFICATIONS

Modifying SMIRF to make these geometric calculations for an arbitrary shaped flare would be a tall order.

Even ignoring the question of how to do the calculations, it would be difficult to devise an input format that

would allow the user to specify an arbitrary initial flare shape. Thus, it was decided to separate SMIRF from

the area and volume calculations.

The plan is this: The user takes the initial flare grain shape and computes the burning area, aerodynamic

area, volume, and aerodynamic volume as functions of 6. The results of these calculations are tabulated and

provided to SMIRF in a data file. When SMIRF needs to know the burning area, aerodynamic area, volume, or

aerodynamic volume, SMIRF will compute the value of 6 and then perform a table look up and interpolation

procedure. This plan was implemented in the following steps:

The existing SMIRF flare model does not make the distinction between the burning area and the aerody-

namic area, or between the volume and the aerodynamic volume. The first step in modifying the code was to

introduce additional variables for the aerodynamic quantities. Then, each time the code referenced the flare

area or volume, this reference was changed as necessary to refer to the proper quantity. The aerodynamic area

and aerodynamic volume were used for finding the aerodynamic drag of the flare. The volume was used when-

ever the flare mass was calculated, and the burning area was used whenever the flare burning rate was

calculated.
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An additional logical variable was added to the main input file for SMIRF. When this variable is "TRUE."

then the SMIRF model will bypass the algebraic equations for simple geometrical shapes and will instead ex-

pect to find an additional input file named "geo.dat." In this input file, the variation of area and volume are

tabulated. SMIRF will read this data. Then, whenever SMIRF needs to know the area or volume of the flare,

SMIRF will look up the necessary data in the table and then interpolate.

The first step in this process is finding the right location in the table. Because SMIRF is numerically inte-

grating the trajectory equations, the subroutine that is called to perform the table look up function is called

many times. Thus, it is important to find the right table location efficiently.

The table look up problem is, given a value of 6 , and a set of tabulated values 6,, ordered such that 6,,, >

5,, find the value of n such that 6. < 6 < b,,, . This would be easy if the 6,were evenly spaced. But, to allow

the user more flexibility, this assumption was not made and another scheme was implemented instead.

Because a numerical differential equation solver is used to find the trajectory, the table look up subroutine

will be called often. Usually the value of 6 will be very close to its value the previous time the subroutine was

called, and will often correspond to the same value of n. Thus, the table look up subroutine first checks to see if

the value of n used the previous time will work again. If not, an efficient patterned search scheme, described by

Press, et al. 151, is used to find n. Once the correct value of n is found, linear interpolation is used in the interval

from 5, to 6,÷+ to find the burning surface area, aerodynamic area, volume, and aerodynamic volume.

The user must provide a file called "geo.dat" which contains all the necessary geometric data. This file is

an ASCII formatted data file. Each record in the file should contain five numbers: the bum distance 6 (in in-

ches), the burning surface area A, (in square inches), the aerodynamic surface area AA (in square inches), the

flare volume V (in cubic inches), and the aerodynamic volume VA (in cubic inches). The input format used for

reading "geo.dat" is a freeform FORTRAN read statement; these five values do not have to be in any particular

columns, but must be separated by tabs, commas, or one or more blank spaces.

When creating "geo.dat," it is important to understand that the burn distance , 6, in the first column is the

independent variable, and the values in the next four columns are the dependent variables which are functions

of 5. It is necessary that this data be provided for values of 6 from zero (the initial flare shape) to burnout

(where the areas and volumes are zero). The table must be ordered so that the value of 6 on each line is greater

than the value on the line before. However, the increment does not need to be constant.
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At present, the maximum number of lines allowed in the file "geo.dat" is 500. This limit is established by

the size chosen for the arrays that store the tables. If this number needs to be increased, the value of the pa-

rameter NTMAX should be increased in the subroutines READ_TABLE and GET_TABLE. Note that the value

of NTMAX should be the same in both places. otherwise a misalignment problem in the common block GEOT-

ABLE will result.

CONSISTENCY CONDITIONS

When preparing the input file "gco.dat," the user is constrained by the law of conservation of mass. This

law imposes a requirement that the functions Ab(#) and V(6) obey a certain consistency condition. This condi-

tion can be found by noting that the mass of the flare is equal to pV(6). The time rate of change of this mass

must be equal to -th, since the burning of the flare is responsible for the decrease in flare mass. Substituting

equation (1) for mh results in

d()d., V(5)] - pfAb(b) (5)

Because the solid flare density is constant, use of the chain rule results in

d V() d6
Ps d6 dt Ps-#Ab(b) (6)

Now the density can be canceled from each side. Equation (4) means that

d6 -3 (7)
dt

Substituting equation (7) into equation (6) gives the result

d-9 V(6) =-A b(b)( )

Equation (8) is a direct result of the law of conservation of mass. This equation means that the user must be

careful when specifying the flare voluzae and burning surface area in the file "geo.dat," and must ensure that

the numbers given there obey equation (8). Possible difficulties might arise if some approximations are used

for the geometry calculations, and the approximations used for the volume and area are not consistent. Clearly,

care should be taken in this area.
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GROOVED SURFACES

At this point, the discussion of the modifications made to SMIRF is complete. But, the problem is not real-

ly solved, because the user is left with the problem of creating the file "geo.dat." To a certain extent, this is a

problem for the user, since the algorithm for computing the contents of "geo.dat" will depend on the flare

shape.

During the summer an approximate method of handling grooved surfaces was found. Since these grooves

seem to be a common feature in flares, some space might profitably be devoted to explaining this approxima-

tion method.

Consider a surface such as the one shown in Figure 1. The flare surface contains a repeating series of

grooves, which here are trapezoidal in cross section. The dimensions of the grooves are shown in the figure.

The effect of the grooves will be expressed in terms of two numbers. The first, the area augmentation ratio,

a, is defined as the ratio of the area of the grooves to the area of the ungrooved surface. The mean surface loca-

tion, shown as 'y irt Figure 1, is the position of the "average" surface, measured from the tov surface. Together,

these quantities will be useful for finding the areas and volumes of grooved shapes. The grooved surface can

be replaced with the ungrooved "average" surface, the area and volume computed for this shape, and then the

resulting surface area can be multiplied by ct to find the burning area of the grooved surface.

a C

Figure 1. Consider a flare with a grooved surface. Here, the grooves repeat regularly and are trapezoidal

in cross section. This figure defines the groove geometry used for the derivation in this section.
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Figure 2. This is a close-up of the repeating unit of the groove geometry. The entire surface can be formed

simply by reflecting this half groove about point D to form a whole groove, and then repeating that

structure.

The analysis of the groove is simplified by examining only one half cycle of the repeating unit, as shown

in Figure 2. The results of this analysis will be valid for the entire surface of Figure 1, based on mirror image

symmetry and periodic repetition.

To get the desired result, the surfaces shown in Figure 2 must be allowed to propagate a distance 5 into the

solid, and then the area augmentation ratio and mean surface displacement must be found for the new surface

position. Figure 3 shows the situation. The surface A B C D moves a distance 5 to become the new surface A'

B' C' D'. Actually, this picture is not totally true. Convex comers such as the one at B will remain sharp comers

as the flare burns. But, concave corners such as the one at C will not. In reality, C' will be a curved surface

rather than a sharp comer. However, this will not introd, ce serious inaccuracy into the results, and the approx-

imation makes the analysis easier.
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A' B'

C D

S~D#

Figure 3. As the flare burns, the surface moves into the solid. Here, the unprimed points are on the origi-

nal surface, and the primed points represent the surface after the flame has burned for a distance 6.

The position of the line A' B' is found by requiring that it be parallel to line A B and displaced by a dis-

tance 6. A similar requirement is imposed on the lines B' C' and C' D'. This fixes the lines A' B', B' C', and C'

D'. In turn, the intersections of these lines locate points A' B' C' and D'.

Point A' will be located a distance 6 directly beneath point A. The same will be true of points D' and D.

The point C' will be located a distance 6 below and a distance 6 tan(0/2) to the left of point C, where, referring

back to Figure 2, 0 is defined as the angle BCE. Point C' is located similarly with respect to point C. Thus, the

new burning surface is (approximately) located.

From the location of the surface, expressions can be derived for the area augmentation ratio and the mean

surface location. The area augmentation ratio is defined as the ratio of the true area of the surface to the area of

its projection onto the horizontal axis. The result is:

Ct = a + b/cosO + c (9)a + b/cs + c
a+b+c6
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The mean surface displacement is found from the requirement that the mean surface represents the surface

level that would result if the surface were smoothed out, using the excess material removed from the high

places to fill in the low places. Thus, the mean suiface can be found by integrating the area underneath the line

A' B' C' D' and finding a constL,.t surface level that has the same area underneath it. The result of this calcula-

tion is:

5 + d b12 + c + 26tan(0/2) (10)
a+b+c

These equations will not be valid forever. From Figure 3, it is clear that point B' is steadily moving to the

left, while its mirror image on the other side of A' will be moving to the right. Eventually the two will meet,

and the geometry represented by Figure 3 will no longer be valid. This will occur at a value of 6 equal to

A B

A'

C 0

D'

Figure 4. For 6 > 6', the surface A' B' has vanished and the surface looks like this.
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2 tan(0/2) (11)

For all 6 > 6', equations (9) and (10) are not valid, and the picture shown in Figure 3 is not right. When

the surface A' B' totally vanishes, the surface will look like the drawing in Figure 4.

Under these circumstances. new expressions can be found that are analogous to equations (9) and (10):

a[- + bcosB+c V 6 +1 (12)

and

6= + d 0 (b/2 + (5 - 6')tan(0/2))(d + (6 - 6")(1 - l/cos0) (13)
a +b +c

In these equations, 6" is the value of 6 where point C', which is also moving steadily to the left, meets its

mirror image and the grooves totally vanish. This criterion is given by

b

2tan(0/2) (14)

When 6 > 8", the grooves have completely vanished and the surface is smooth. In this case

a = 1 (15)

and

"-= + d (16)

These equations represent the solution. The quantities a, b, c, d, and 0 arc constants, fixed by the initial ge-

ometry of the grooves. The only real variable in these equations is 5. When 6 < 6", equations (9) and (10) are

used. When 5" < 6 < 6", equations (12) and (13) arc used. When 6 > 6", equations (15) and (16) arc used. The

result is that a and -' are defined as functions of the variable 6.
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EXAMPLE

As an application of the equitions in the previous section, consider a flare which is roughly cylindrical in

shape, but with grooves on the curved surface of the cylinder. Suppose that the initial length of the cylinder is

L and the initial radius is R, where the radius is measured to the outer part of the grooved surface. For any giv-

en value of 6, the new length of the cylinder will be (L - 25) (both ends arc burning) and the mean radius will be

(R - y), where y is defined in the previous section as a function of 5.

The aerodynamic surface area is defined as the total surface area of this cylinder, given by the sum of the

areas of the cylindrical surface and the two ends:

AA = 27r(R - -f)(L - 25) + 2w(R - -,)2 (17)

The burning surface area is the same, except that the area of the curved cylindrical surface is multiplied by a.

which represents the increase in surface area due to the grooves:

Ab = a2-(R - "y)(L - 2b) + 21r(R --Y)2  (18)

For this geometry, the volume and the aerodynamic volume are the same, and are given by

V = VA = l R - ,y)2 (L - 26) (19)

In this way, the burning surface area, aerodynamic surface area, volume, and aerodynamic volume are found as

functions of 5.
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CONCLUSIONS

The SMIRF flare model was written to model the signatures of flares with simple geometrical shapes. This

limitation has been removed, and the model will work for arbitrary shapes. To use this capability, the user of

SMIRF has the responsibility of determining the variation of the flare surface arci, and volume as a function of

the distance traveled by the flame front.

To keep the surface area and volume of internal passages from affecting the calculation of the drag coeffi-

cient, two additional variables were added to the model. These variables, the aerodynamic surface area and the

aerodynamic volume, are intended to represent the gross shape of the flare and not include internal holes and

the like.

Thus, the user has to provide a table which describes the variation of the burning surface area, the aerody-

namic surface area, the volume, and the aerodynamic volume as functions of the distance traveled by the

flame. SMIRF has been modified to read this data and use a table look up and interpolation scheme to find the

geometrical quantities need to find the flare trajectory and signature.

An approximate method has been developed that allows the effect of grooved surfaces on the burning sur-

face area to be found. The burning area of the grooved surface is calculated as the area of the surface without

grooves times an area augmentation ratio.
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ABSTRACT

DOD, EPA, and DEA have quantitative and qualitative measuremen- needs for

airborne solvents used in chemical processing and combustion facilities.

These airborne solvents provide dim, extended sources for spectrometric

studies that are not temporally stable by most laboratory standards. The use

of a Michelson interferometer-based Fourier transform infrared spectrometer

(FTIR) has been used to study a dilute gaseous solvent, acetone, in the

laboratory under conditions expected in the field. Limitations of detection

and opportunities for use of new technologies have been explored and comprise

the bulk of this report.
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FOURIER TRANSFORM SPECTROMETRIC INFRARED
DETECTION OF AIRBORNE SOLVENTS

Randolph S. Peterson

INTRODUCT ION

Qualitative and quantitative field detection of airborne solvents is of

interest to many agencies. For example, the Drug Enforcement Agency (DEA) is

interested in the ability to detect airborne solvents used in illegal drug

manufacture. A field-measuring instrument that can detect and unambiguously

identify these solvents could provide the DEA with another legal investigative

tool (to complement undercover detective work and informants) to find and shut

down labs that illegally produce or refine controlled substances.

Detection of most solvents requires the measurement of absorption spectra

in the 2 to 12 micron wavelength rangel. To identify the solvents requires an

instrument with a resolution of at least 4 cm- 1 over this spectral range 2 .

The dilute concentration expected of such solvents requires an instrument with

large etendue 3 . The variable nature of field measurements necessitates the

use of a measuring instrument that is capable of quick (at most a few seconds)

measurement. The Michelson interferometer-based FTIR is a much better

spectrometer under these conditions than the best slit-source diffraction

grating instrument, even one with array detectors 3 .

Feasibility tests for swift detection and identification of airborne

solvents have been performed on a Nicolet model 7199 FTIR. This instrument is

a Michelson interferometer-based FTIR with a twelve years old computer system.

Some limitations of this particular instrument are in general not limitations

with newer FTIR models. However, the spectrometer itself is an excellent

instrument, providing a good test instrument for future field studies of
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airborne solvents.

FTIR BASIQZ

Light from a source is passed through a beam splitter, reflected from two

front-surface mirrors and recombined, as shown schematically in Figure 1. The

light waves interfere upon recombining. The interference is constructive if

one beam travels a total distance that is equal to or is an integral number of

wavelengths greater than the other beam. If the distances traveled by the two

beams differs by any other distance, then some (or complete) destructive

interference occurs. Varying this path difference in a continuous, systematic

Moveable Mirror M,

Light Source KBr Fixed
Bearnsplitter Mirror

Detector
Figure 1. Schematic diagram of a Michelson interferometer

manner, by moving one mirror linearly at constant speed along the light beam

path, produces alternating constructive and destructive interference patterns

as a function of time, known as interferograms. An example of an

interferogram is shown in Figure 2. The horizontal axis is the time axis, and

represents a continuously increasing path difference for the two beams.
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Figure 2. Interferogram from NiColet FTIR "pectrometer.

Traditionally 4 the interferogram is digitized and Fourier processed to

obtain the power spectrum3 . A typical power spectrum is shown in Figure 3.

The power spectrum displays the intensity (power) of each frequency emitted by

a source and modified by emission or absorption in gases along the path of the

50 Torr acetone

3610 3350 3090 2830 2570 2310 2050 1790 1530
Wavenumber (cm- 1 )

Figure 3. Power spectra for IR transmission through

air and acetone.
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infrared radiation from the source to the detector. By comparing the power

spectrum of the observed sample to a power spectrum of the reference light,

the absolute transmission through or absorption by the sample can be

determined, as shown in Figure 4 for transmission through acetone.

r- -
2000 1840 1680 IS20 1360 120C 1040

Wavenurnber (cm- )

Figure 4. Transmission spectrum for acetone. The spectral
resolution is 4 cm-l.

Every type of molecule has a unique emission/absorption spectrum,

allowing FTIR spectra to be compared to standard spectra for identification

and quantification of the molecules presentl. From the measured percentage

emission/absorption, the -ample pressure multiplied by the observed path

length can be determined from the Beer-Lambert law2 (either in the linear or

the exponential response regions).

Experimental Method

The FTIR spectrometer had not been operated in several years, so that

the system required recalibration and some maintenance over the eight-week

duration of this grant. The interferometer mirrors were aligned and a test of

the instrument resolution was run on the transmission spectrum of carbon

monoxide 5 . The CO spectrum is shown in Figure 5, with the two absorption
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2202 2162 2122 2082
Wavenumbers (cm"1)

Figure 5. Absorption spectrum of CO in the infrared.

near the 0-0 point displayed in greater detail in Figure 6. The spectral

resolution of the FTIR depends upon the number of interference maxima and

minima observed, which in turn depends upon the total path traveled by the

mirror. For the sampling rate used with this instrument, the resolution of

the spectrum should be 0.25 cm- 1 , which is the resolution observed in the

spectrum of Figure 6. For the purposes of the research, a resolution of only

U 040

I I I ,,I

2148.0 2146.0 2142.0 2139.0
Wavenumben (cm"1)

Figure 6. Details of Figure 4 spectrum. Instrument resolution
is observed to be 0.25 cm-1.
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4 cm-I was needed, however, the higher-resolution measurement was a good check

of proper mirror alignment.

Different sources of infrared radiation were used in the transmi~sion

measurements performed. In general infrared radiation was optically

manipulated into a collimated beam of 5 cm diameter and transferred through

the Michelson interferometer. The light from the interferometer was focused

into a small diameter (about 1 mm) spot on the detector. A 10 cm long,

cylindrical gas cell was introduced into the modulated beam of the FTIR

between the interferometer and the detector.

The interference pattern was obtained from the amplified detector output

with a 20-bit digitizer. The detector sampled the IR signal at a rate

corresponding to a mirror movement of 632 nm, which was accurately measured by

the interference pattern of visible light from a Helium-Neon laser. The

interference pattern (interferogram) was stored in a computer and was Fourier

transformed to obtain the power spectrum.

The pressure in the gas cell was monitored by a gauge accurate to a

Torr. Pressure drifts during the acquisition of a spectrum were manually

corrected since they were never more than a few Torr. The reference spectrum

was the spectrum of a 0 Torr pressure gas cell. There was never any evidence

from the power spectrum of gas impurities in either the gas spectra or the

reference spectra.

A variety of IR sources, IR detectors, gas cell windows, and beam

splitters were used with varying success during these experiments. Some

equipment had degraded over the course of two years, and had to be replaced.
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The final system used a ;ontrollable thermal emission source of varying

stable temperatures between 50 OC and 1,000 oC. The original beam splitter

was replaced with a new KBr-Ge, allowing measurements at wavenumbers down to

700 cm- 1 . Sapphire windows on the original gas cell were replaced by Irtran 2

windows for use below 2,000 cm- 1 . The detector that was used for most of the

final work was a Hg-Cd-Te detector, cooled by liqiid nitrogen.

Results

The strongest absorption lines of acetone are in the frequency range

between 1,100 cm- 1 and 1,900 cm- 1 , with weaker absorption lines near 3,000

cm- 1 and 900 cm- 1 . 1  The 3,000 cm- 1 line was studied first, because the

original optics absorbed the reference radiation in the other wavelength

bands.

100

E

101
0 20 40 60 80

Pressure (Torr)
Figure 7. The transmission of 3,000 cm- 1 IR as a function

of the gas cell pressure.

The transmission of IR through a gas cell containing acetone was studied at

3,000 cm- 1 as a function of gas pressure. The results are shown in Figure 7.

The data fits an exponential reasonably well, as expected from the

Beer-Lambert law, with an absorption coefficient of about 2/atm/cm. A sample
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spectrum for these pressure variations is shown in Figure 8.

(-

0

N--- b

N

'3610 3350 3090 2830 2570 2310 2050 1730

Wavenumber (cm"1)
rigure 8. Transmission spectrum for IR passing through a

10 cm path of 100 Torr acetone gas. The spectral
resolution is 4 c-1.

The 3,000 cm- 1 line was easily distinguished for the lowest measured

pressure of 10 Torr in a 10 cm long gas cell. The transmittance at this

pressure was about 85%. If this is accepted as the minimum detectable amount,

this represents about 3,000 ppbv for a 400 m long cloud of acetone. This is a

reasonable value, but it represents the limitations of the pressure-monitoring

equipment and not the limits of the instrument. This minimum could easily be

less than 1,000 ppbv using the 3,000 cm- 1 line, which is only a weak absorbing

line in acetone. The stronger absorption bands were not studied as a function

of pressure, but should easily provide minimum detectable limits less than 50

ppbv over a 400 m vapor region.

The strong absorption region (between 800 cm- 1 and 1400 cm- 1 ) was
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studied only briefly, since several new, nonabsorbing optical materials were

needed for this frequency region that were not available with the FTIR

spectrometer. These absorption lines were studied as a function of the

temperature of a blackbody light source, which was the source for the IR

reference beam. The results of a transmission spectrum of infrared radiation

from an 800 OC blackbody passing through a gas cell of 100 Torr acetone gas

pressure is shown in Figure 9.

8 -
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Figure 9. Absorption of IR from an 800 OC blackbody source
by 100 Torr pressure of acetone in a 10 am long
gas cell. The spectral resolution is 4 om-l.

The absorption line near 1,200 cm- 1 was easily observed (about 3%

transmittance) using IR from a 100 OC blackbody radiation as the reference

beam. Although reducing the blackbody temperature below 100 OC to near room

temperature will significantly reduce the intensity of the reference beam,

this absorption near 1,200 cm- 1 should still be visible.

Because these FTIR measurements were performed in air, the strong

absorption bands between 1,400 cm- 1 and 1,800 cm- 1 were never clearly

resolved. Water vapor absorption lines are too strong and variable to
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permit quantitative or qualitative measurements using the acetone bands in

this frequency range.

The distinguishing absorption bands of acetone were studied for single

scan FTIR spectra. Single scan spectra at 4 cm- 1 resolution require only a

few seconds for data acquisition. It was difficult to recognize any but the

strongest absorption bands for 800 oC blackbody radiation and 50 Torr of

acetone. Since only visual recognition of the acetone bands from the data

was possible at the time, other techniques will improve the detection and

recognition of acetone considerably.

Identification and quantitative detection of reasonable levels of

airborne solvents (or pollutants) using an FTIR spectrometer requires enough

resolution to be able to distinguish one organic molecule from another ( 4

cm- 1 or less), data acquisition of seconds, a minimum detection

concentration less than 100 ppbv for a 400 m path, and reference beams from

blackbody (background) sources near room temperature.

The measurement of absorption of infrared radiation in acetone vapors

has been studied as an example of the detection of an airborne solvent. In

the time available for measurements, reasonable minimum detection limits

(about 1,000 ppbv for a 400 m long cloud of acetone vapor at a frequency of

3,000 cm- 1 ) were measured. These could easily be improved by about a factor

of 50. Absorption bands of acetone were easily observed using infrared

radiation from 100 oC blackbody emissions. The strong absorption bands of

acetone were still visible from a single scan spectra. These single scans

required only a few seconds to acquire at a resolution of 4 cm-1.
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COMPUTATIONAL METHODS FOR CALCULATING
RADIATION TRANSPORT FROM PULSED X-RAY SOURCES

Richard M. Roberds
The University of Tennessee Space Institute

ABSTRACT

Calculation of the transport of radiation from pulsed X-ray sources is a necessary part
of radiation-effects testing. The characteristics of the radiation and the heterogeneity of the
transport medium provide a challenge to traditional computational methods. This paper offers
an introductory perspective of computational methods used for calculating photon transport
associated with flash X-ray machines.

A brief review of the Monte Carlo (stochastic) approach is provided, but the focus of
the paper is on the deterministic approaches of the discrete-ordinates and finite element
methods. The derivation of the Boltzmann transport equation is reviewed along with
simplifying assumptions (time-independent, multigroup) that are made. The discrete-ordinates
method of discretizing angle is described, and mention is made of the numerical problems (ray
effect and artificial dispersion) resulting from that approach. The finite element method as
applied to radiation transport is briefly explained with emphasis on its promising aspects.
Numerous references and a bibliography are provided which will enable the reader to gain an
in-depth, comprehensive understanding of the subject if desired.

It is concluded that the Monte Carlo method is versatile and reliable and an essential
backup method, but an inherently inefficient approach. Deterministic methods have specific
advantages over Monte Carlo if they can be applied. The discrete-ordinates (SN) method has
been developed to a high level of sophistication, but the finite element method shows promise
as a deterministic approach that may provide solutions to multi-dimensional problems which
are impractical for the discrete-ordinates approach. While further development is required, the
finite element method may eventually provide accurate deterministic solutions to problems
with awkward geometries, and with an efficiency that surpasses the Monte Carlo method.
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COMPUTATIONAL METHODS FOR CALCULATING

RADIATION TRANSPORT FROM PULSED X-RAY SOURCES

Richard M. Roberds

INTRODUCTION

An essential part of an X-ray radiation effects test facility is the capability to accurately
calculate the radiation field produced in and about the test article. The radiation field is
characterized by such parameters as the time-dependent radiation flux (or time-independent
radiation fluence) and radiation energy spectrum which give rise to radiation dose and dose
rate. The parameters are determined by both the characteristics of the source of the radiation
as well as the surrounding environment (geometry and materials of the medium) with which
the radiation interacts on its way to the test article.

The term "radiation transport" is meant to describe the phenomenon of radiation
propagation through, and interaction with, an arbitrary environment based upon a prescribed
source of radiation. A single equation, the Boltzmann transport equation, precisely describes
the phenomenon, and the task of calculating radiation intensities depends upon solving the
transport equation. This equation, however, is an integro-differential equation with seven
independent variables. Its exact analytical solution is not attainable, and one must resort to
approximations to bring the equation into a tractable form for solution by numerical
techniques. (An excellent reference on radiation transport and its associated computational
methods is Duderstadt and Martin.)

The Boltzmann equation describes the transport of any of several physical forms of
radiation. The radiation may be charged particles, neutrons, X-rays, gamma-rays, or low-
energy photons (thermal or optical radiative transfer). Thus, its solution is of intense interest
in many technical fields. Driven by such a variety of needs, computational methods for
solving the transport equation have continued to develop over the years to high levels of
sophistication.

While the computational techniques for solving the Boltzmann transport equation for
the various radiation forms are mutually supportive to an extent, in general the specific
problem to be solved dictates the approach that must be taken. For instance, this study is
interested in X-ray and y-ray (photon) transport. The transport of photons is very similar to
neutron transport since in each case the equation is treating neutral (uncharged) particles. This
similarity is fortunate since the nuclear community has supported a significant amount of
research in neutron and y-ray radiation transport over the years. However, the radiation
transport understanding needed by flash X-ray facilities focuses on a particular photon energy
range of interest that is at the low end of the energy range of interest for gamma ray transport.
The specific geometries and transport media which comprise the X-ray test facility are also of
interest. It is clear that the computational methods associated with flash X-ray facilities have
their own unique approaches and developmental needs.
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All radiation transport calculations have one need that is common, however -- the need
to perform accurate calculations, in sometimes very complex geometries, without consuming

excessive amounts of computer time or storage space. Even with the large super computers,

running time and memory storage are most often the limiting factors in effective numerical

computations.
Computational approaches for calculating the transport of radiation fall into two broad

classifications: stochastic (Monte Carlo) methods and deterministic methods. In some
instances the two methods may be combined to form a third "hybrid" category. Within these
three areas there exists a large variety of techniques and approaches, many tailored to specific

applications and problems.
Monte Carlo methods, if based on sound principles and techniques, may be relied upon

to provide accurate results in any type of geometry or transport medium. In fact, Monte Carlo

results are often used to represent the "correct" solution when comparing deterministic

approaches. But Monte Carlo methods provide solutions only at pre-selected positions and
require a substantial amount of computer running time to minimize statistical variance in the
results. Consequently, in general, the Monte Carlo method is used when deterministic

methods are inadequate.

The most widely used deterministic method for radiation transport analysis has been the
discrete-ordinates SN method and is applied using a finite-differenced Boltzmann transport

equation. This method is the foundation of a series of radiation transport codes which began

their development as one-dimensional codes in the 1950's. They were principally developed
for neutron and y-ray transport calculations and have reached a high level of sophistication.
Current state-of-the-art, time-independent versions are the three-dimensional codes called
TORT (RSIC CCC-543), developed by the Oak Ridge National Laboratory, and
THREETRAN (Lathrop, 1976) and THREEDANT which were developed by the Los Alamos

Scientific Laboratory. Each of these 3D codes also has its one- and two- dimensional versions
(DORT, TWOTRAN, TWODANT, respectively) (Lathrop and Brinkley).

Deterministic numerical methods provide transport solutions at each grid point

established in the process of discretizing the spatial geometry. Solutions are not based upon a

statistical determination and generally do not require the long running time needed by a

stochastic approach, particularly from the perspective of CPU time per solution location.
Discrete-ordinates deterministic methods do have their limitations however. The most

restrictive is the requirement that the problem geometry be rectangular, cylindrical, or

spherical with boundaries placed along coordinate planes. Problems with irregular boundaries
and irregular material distributions are difficult to solve accurately with the discrete-ordinates
method. As an inherent consequence of the discretization of the directions along which
radiation can travel, a "ray effect" is often created in multidimensional problems that produces

spurious oscillations in the spatial distribution of the calculated flux density. Finally, the
minimization of numerical truncation errors frequently calls for a fine angular and spatial mesh

that causes the computational effort to become very large.
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There is an emerging deterministic approach that is showing a great deal of promise as
a computational method which encompasses the associated benefits of a deterministic solution,
and it is not encumbered by the above-mentioned short-comings of the discrete-ordinates
approach. This is the so-called finite element method (FEM). In this approach, the one-, two-
or three-dimensional area of interest is divided into mesh cells or "finite elements." The shape
and size of the elements may be tailored as necessary to meet the needs of the problem. While
the sides of the elements are usually linear (or planes), a curvilinear boundary or complex
geometry can be matched more accurately using finite elements than with a finite-differencing
grid. Unlike the discrete-ordinates method, any arbitrary geometry can be treated using finite
elements. Furthermore, FEM is free from the ray effect that plagues the discrete-ordinates
technique.

The finite element method has been successfully applied to a variety of engineering
applications including structural mechanics, heat transfer, fluid mechanics, and electrostatics.
It has also been applied to radiation transport calculations (Beynon and Sehgal) of interest to
nuclear-reactor physics, but it has not yet been developed to the general extent that it provides
a practical and substantial improvement to radiation transport analysis. The problem of
radiation transport associated with flash X-ray sources in a test-cell environment (complex 3-D
geometry and media voids) presents a difficult challenge to discrete-ordinates methods, but it
may be treatable by a finite element method. This would allow for accurate solution without
the need to resort to Monte Carlo methods.

The purpose of this study was to review the state of the art of radiation transport
computation as it may be applied to the calculation of X-ray transport from a pulsed radiation
source test facility. The report is written so as to provide an entry-level introduction to the
radiation transport Boltzmann equation and a basic understanding of the numerical approaches
currently in use to solve the transport problem. The emphasis has been to review the
deterministic computational methods of radiation transport and, in particular, the discrete-
ordinates and finite element methods. For completeness, the Monte Carlo method is discussed
briefly. A bibliography and references are provided to enable the reader to acquire a deeper
knowledge of the subject areas as may be desired.

THE MONTE CARLO METHOD

The Monte Carlo method of calculating radiatiun transport is a stochastic method. Its
approach is to employ statistical trials to determine the result of competing events in the
lifetime of the radiation particle in question. By incorporating a large number of particle
histories, each of which is random in nature, an estimate of some average particle behavior
may be made. The accuracy of such an approach depends upon the extent to which the physics
of the various processes a particle undergoes is understood, and the extent to which the cross
sections (probabilities of occurrences) are known. It is important that the number of histories
followed is large enough that statistical variance is minimized, that the biasing techniques
employed are valid, and that computer round-off error is controlled. In principle, the
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technique can be as accurate as observing experimental results since nature itself reacts
according to probabilities. The Monte Carlo approach is often viewed as a computer-run,
scientific experiment.

Monte Carlo is a powerful, reliable technique. Even when deterministic methods are
unable to treat a problem due to complex geometry or unable to provide accurate results due to
undesirable material properties, the Monte Carlo approach can be employed. The major
drawbacks to Monte Carlo, however, are two-fold: 1.) it is inherently slow, requiring
relatively large computer resources (running time and memory) to follow a statistically
relevant number of particle histories through many events, and 2.) the answer is always a
statistical estimate of the correct value rather than a precise value. Furthermore, results are
obtained at preselected locations and, in comparison to deterministic approaches which provide
a solution at each grid point, they are relatively inefficient when considering computer time
and memory.

Many good references are available which explain the Monte Carlo method for
radiation transport calculations. A primer on the subject is offered by Turner et al.- and
several textbooks dedicate a chapter to the subject if the reader is interested in a relatively
succinct presentation (Chilton et al.), (Duderstadt and Martin), (Schaeffer). One of the best
in-depth references is Spanier and Gelbard.

A widely used Monte Carlo computer code for time-integrated photon radiation
transport calculations is the Integrated TIGER Series or ITS code (Halbleib and Mehlhorn),
(RSIC CCC-467). This code may be operated in one, two, or three dimensions as the TIGER,
CYLTRAN, or ACCEPT codes, respectively. Its approach is to couple electron and photon
transport with or without the presence of macroscopic electric and magnetic fields of arbitrary
spatial dependence. It may be used to calculate bremsstrahlung generation from an electron
beam in the diode of a pulsed-power source, the transport and deposition of photons emanating
from the high-Z anode (converter) of such a source, or both. It describes the production and
transport of the electron/photon cascade from 1.0 GeV to 1.0 keV.

The Monte Carlo method follows individual interaction relationships between the
particle in question and its environment, and the relative probability of the interactions
occurring. It does not seek the solution of a mathematical equation. This is not true of the
second class of computational methods, the deterministic methods. Deterministic methods
begin with the equation that mathematically describes the transport phenomenon, applies
simplifying approximations, and then numerically seeks the solution to that equation. Before
proceeding to the deterministic class of methods, then, the transport equation will be presented
along with an overview of the simplifying approximations that are applied.

THE BOLTZMANN TRANSPORT EQUATION

The Boltzmann transport equation is the fundamental equation that describes the
transport of radiation from its sources and throughout the problem domain until it ends in
escape or absorption. The essentials of its derivation and eventual simplification are presented
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below. The reader is referred to several excellent texts which cover in further detail the
-lements of the following discussion (Bell and Glasstone), (Chilton et al.), (Goldstein), and
(Schaeffer).

The equation is simply an expression of the conservation of a field of particles in
motion flowing in and out of a volume V. If N(r,E,(',t) is the number of particles per unit
volume at position r with energy E and direction Ql, the objective is to solve for the number of

particles per unit time that flow past the position r. That is, if v is the speed of the particles,

we are seeking the particle flux,

C?(r,E,fl,t) = vN(r,E,91,t)

particles
where, in SI units, I is expressed as p-rtirles

m2 - J - ster - sec"
Now if:

(a) is the net number of particles flowing out of a volume V

(b) is the total number of particles suffering collisions in V per unit time (and are hence
being lost due to their change in E and/or direction fl)

(c) is the number of secondary particles with energy E moving with direction Qi that
are produced in V by all particle/medium interactions in V in a unit time with an
incoming energy of E' and direction 0l'

(d) is the number of particles that are being created per unit time with energy E and
direction Q by a source within V (call it S(r,E,fQt)),

then the change with time in the number of particles in the volume V is

N =-(loss) + (gain)

=-(a) -(b) +(c) +(d)

vat

In mathematical terms this expression of conservation is:

1 ac(,E,,t) =V -V .D(?,E,0,t) -a(Y, E)r(,E,n, t)
v t

+f dE'f f d'o, (F, E'-E, f' )( E', ',t) + S(F, E,, t) (1)

0 4w
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Eq.(1) is the time-dependent Boltzmann transport equati, where

ot is the total macroscopic cross section for a reaction 'er unit length
Crs is the differential scattering cross section (the probability per unit length of a

particle with energy E' and direction fl' being scattered into energy E with
direction fl.)

In most instances when dealing with pulsed X-ray sources, we are principally interested
in the time-integrated X-ray flux, or the "fluence". In this instance we acquire the fluence by
integrating Eq.(l) over all time. Noting that

J-dt = 0 (since the number of particles before the X-ray flash and well after
0 a

the X-ray flash is zero.)
Therefore, defining

fD(?, E,!, t)dt =((, E,!) and fS(Y,E,f,t)dt-S(T,E, ),
0 0

the time-integrated Boltzmann equation is obtained:

V. ft(D(, E, fl1) + ot(,E) (D(, E,)

= dE' f d a,(iE'- E,f'-fD(?,E',fl') + S(Y,E,!ft) (2)
0 4x

The first term in Eq. (2) is called the "leakage" or "streaming" term. It is usually
written as f V(D which is accurate since V operates only on the spatial dependence of C and
not on fl. The mathematical form of ft. VO depends upon the spatial and angular coordinate
systems chosen. Analytical forms of fl.Vc in the most commonly used orthogonal
geometries are presented on pages 316, 317 of Chilitn and pages 58,59 of Bell and Glasstone.

Photon Transpt~rt

In many photon-transport calculations the quantity of interest is the radiation intensity
I(r,E,fl) =E?)(r,E,fl). Radiation intensity is expressed in SI units as joules/m2 (or, in time-
dependent cases, watts/m 2 ). In this case, the time-independent Boltzmann transport equation,
Eq. (2), is modified by multiplication of E on both sides:
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0. VT(?, E,O) +oF, (f, E)I(Y, E, !n)

=f dEf dn'. (?; E'-E,E'-l)I(, e',F') + ES(?,E,!f) (3)

Multigroup Approximation
The steady-state transport equation of Eq. (2) or Eq. (3) is too complex to solve

accurately even by a numerical approach. A chief problem is that the energy variability of the

cross sections, which is considerable, is not analytically known. The usual approach is to

render the energy dependence of the transport equation more tractable by an approach called
the multigroup approximation.

The multigroup method begins by dividing the entire energy range into G contiguous
energy intervals or "groups". The lowest energy of the highest energy group (Group 1) is El,
and as the group designator (g) increases, the energy of the energy groups decreases, e.g.,

E1 > E2 > E3 , etc. The transport equation is then integrated successively over each energy
group to obtain a set of G energy-coupied equations, each equation treating the flux as if it had

only a single energy or speed. The multigroup form of the transport equation is written as

G

C2. VZ,'((, h) +a;I" (T, h)= f Wd'a-'' (?j' -fl)4"( ' (r, +') + S(Y(4
I'=] 4X

where

(D ( !t) fdE DfEC-)(5)

EX

E"

S(?,fl) f dE S(?,E, f) (6)
El

1 n'd

=f S l o , (7,E)•I)(D(, E,!ft) (7)

1 S- E i,•r-,

- , f dE JdE'o,(?,E-E,•'-f)4(?,E',f') (8)
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To the extent the cross sections (group constants) can be accurately determined, the set
of G multigroup equations is equivalent to the original energy-dependent transport equation. In
the latter case, the G equations can be solved to acquire the G unknown (1g(r,4)'s.

DISCRETE-ORDINATES METHOD

The method of discrete-ordinates (or discrete directions) is described in a host of
references (Carlson, 1963), (Bell and Glasstone), (Chilton et al.), (Carlson and Lathrop),
(Schaeffer). The method was first developed for radiative transfer calculations in stellar
atmospheres (Wick), (Chandrasekhar) but was adapted for neutral-particle transport in nuclear
engineering problems by B. G. Carlson in the mid 1950's. Carlson originally developed a
discrete-ordinates method for nuclear reactivity calculations in 1955 (Carlson, 1955) which
became known as the discrete SN method and which has been successfully applied to a variety
of transport problems. The method has received continual development over the years.

The essential basis of the discrete-ordinates approach is to discretize the angular
distribution of the particle fluence by selecting specific directions along which the radiation is
allowed to flow, and evaluating the fluence 0I(rl) at these specific directions, flj. If there
are N such directions chosen, the single-group transport equation, Eq. (4), is transformed into
N equations of the form

S N

•'1 V>S L•Ij) o (rq~ (L j)= • 27c wio, ''(i,', )-i ,)4 5c'(,l•,) + S' (,f)j) (9)
l'--I i=1

where the integral over all angles in the scatter-in term of Eq.(4) has been represented

by a Gaussian quadrature:
N

f-_ 2n w4o:'-g(? , i - f~j)0 2' (F ,f ,)

where wi and f2i are known.
These N equations can be discretized in space by a finite-difference approximation

technique. By considering enough directions and by using an appropriately fine spatial mesh, it
is possible, in principle, to obtain a solution of the transport equation to any desired degree of
accuracy.

Following the finite differencing of the spatial variance, the multigroup transport
equation in three-dimensional rectangular coordinates with spatial cells of width Ax, Ay, and
Az would be (g notation suppressed for ease of notation) (Badruzzaman):
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X+ (+ (10)

where (D represents the average directional flux at a pre-chosen direction on the appropriate
mesh cell surface (the subscripts R, L, F, N, F, and B represent the right, left, far, near, top,
and bottom surfaces of the mesh cell, respectively). Following the convention of the TORT
code (Rhoades and Childs), 91, ýj, and Tij are the direction cosines in the x, y, and z

directions. if and S are the cell-averaged fluence and toa source (S(r,f~j) + scatter-in term),
respectively.

Auxiliary relations which relate the cell-averaged fluence as a weighted-average of the

cell-surface fluences are then used to solve for all the unknowns. These auxiliary relations take

on various forms and are used to provide the most accurate value of the cell-averaged flux
(fluence) based upon considerations of the particular problem.

The TORT code uses the auxiliary relation known as the method of weighted difference

if the R,E,Z geometry is used. If the X,Y,Z geometry is chosen, there are three methods
available: weighted difference, linear nodal, and linear characteristic (Rhoades and Childs).
The linear nodal and linear characteristic methods are more accurate, but require greater

memory requirements and longer CPU time since the number of unknowns is greater in the

calculating scheme. In each case, the trade-off between using a higher-order flux solution
method or simply using a finer grid mesh must be made. Further discussion of these methods
is found in RSIC CCC-543, pages 32,33,37.

The problem to solve, then, can be seen to be a set of GxNx(IxJxK) coupled
simultaneous equations, where G is the number of energy groups, N the number of discrete

directions, and I,J,K is the number of spatial mesh points in each dimension, respectively. The
equations may be represented by a large matrix equation which is solved by inverting the
matrix through a successive iteration scheme to reach convergence.

A Comparison: Discrete Ordinates Versus Monte Carlo
An interesting piece of work illustrates the time comparison between the discrete-

ordinates and Monte Carlo methods. A one-dimensional discrete-ordinates code, ONETRAN,
was used to perform coupled electron-photon transport calculations and were then compared to
an equivalent Monte Carlo (TIGER code) calculation (Lorence et al.). Both a benchmark
problem and a realistic shielding problem were treated with the two codes. The work forms an
excellent comparison between Monte Carlo and discrete-ordinates methods in a one
dimensional application since the same electron-photon coupling scheme was used in both
codes. (The discrete-ordinates approach was a S8/P7 approximation.) The energy deposited

at mesh-point locations was calculated by both computational methods which agreed to within
one-sigma standard deviation. The SN solutions were not only accurate but were obtained
with more than an order of magnitude less computation cost. (For the benchmark problem,

the SN calculation required 37 minutes of CPU time on a VAX 11/780; the Monte Carlo
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required 20.5 hours. The shielding problem required one hour for the SN and 30.5 hours for
the TIGER code.)

Limitations of Discrete Ordinates
While the fundamental principles of the discrete-ordinates approach are straight

forward, the user must be cognizant of certain limitations to apply the method effectively. One
such awareness was discussed above in choosing mesh spacing and an appropriate nodal flux-
solution method. Others are an awareness of two important problems which the discrete-
ordinates approach may encounter in multidimensions--the ray effect and artificial dispersion.

As mentioned earlier, the ray effect may become dominant when computing fluence in
or through large areas of low-density material (voids) such as vacuums, air, or gas
atmospheres. Attempts to mollify this effect (Lathrop, 1968 & 1971), (Miller and Reed) have
not been entirely successful, yet this is a very important class of Poblems for discrete-
ordinates codes. Mesh sizes must typically be chosen to be large for this .. ass of problems due
to the large, sparse nature of the geometry, and this causes the problem to be susceptible to
numerical approximation errors.

While ray effects are well known, if not well controlled, another phenomenon, artificial
dispersion,, is less known. This phenomenon is described in Appendix G of RSIC CCC-543.
Dispersion occurs when a monodirectional source flows past a sharp-edged, opaqu:
obstruction. A shadow should be cast on the lee side of the obstruction, but due to the
numerical representation of the flux, a portion of the flux appears within the shadow. This is
lateral dispersion and occurs whether there is scattering or not since it is a numerically induced
phenomenon.

The user may minimize the effect of dispersion by choosing an appropriate method for
calculating the cell-averaged flux. However, while the TORT users manual offers some
suggestions for which nodal method to use when employing TORT, depending upon the
problem to be solved, experience will likely be the best teacher.

These difficulties are mentioned to emphasize two points:
1. The development of an effective computational ability to apply discrete-

ordinates methods to the radiation transport problems of radiation effects testing will require
knowledge of radiation transport theory coupled with a mature level of experience using the
discrete-ordinates codes.

2. Computational development by the testing facility should be an ongoing
activity to increase understanding and improve computational methods associated with
radiation transport calculations.

FINITE ELEMENT METHOD

Deterministic computational methods have several advantages over Monte Carlo
methods, but they are not always suitable for use. The discrete-ordinates method represents a
very high level of sophistication in deterministic methods, yet it is limited to geometries which
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can be modeled by spheres, cylinders, or slabs. As mentioned in the preceding section, the
method may also be hampered by areas of material voids which create dispersion effects and
ray effects.

A deterministic method that has enjoyed a high-level of success in the fields of solid
and fluid mechanics shows promise for also being able to treat radiation transport problems on
systems of awkward, if not intractable, shapes, and it is not susceptible to the ray effect. This
method is the finite element method (Chandrupatla and Belegundu).

The success of the finite element method (FEM) within structural mechanics led to its
application to fluid mechanics and eventually to electrostatics and heat transfer. It was,
however, fairly belatedly introduced to radiation transport calculations in nuclear reactor
physics. Its reluctance to enter the radiation transport arena has been largely due to the

dimensional problems involved. In radiation transport, in contrast to the earlier applications
mentioned, there are three additional dimensions in the phase-space of the field variable--two

for the particle direction and one for particle energy. This has presented an added complexity
to its practical application to neutron or photon transport.

The finite element method began to receive serious interest by the nuclear engineering
community in the 1970's, but it was not until the late eighties that the method reached a stage
where it could undertake precise practical calculations on systems of irregular shape (Akroyd,
1987).

An excellent overview article, "The Why and How of Finite Elements" was written by
R. T. Akroyd (Akroyd, 1981) in which he lists several attractive attributes for finite element
methods. Of the seven he lists, five are significant to the application of this review:

1. The ability to treat awkward shapes
2. The ability to obtain approximate solutions which are optimal in some well-

defined sense for the whole system
3. The freedom from the spurious solutions (ray effect) which can cause problems

with discrete-ordinates methods
4. The ability to combine accuracy and versatility by achieving very high accuracy

for a wide range of problems.
5. The ability to vary the degree of sophistication of a transport approximation used

across a system according to the physics of the problem, e.g., the ability to interweave the
simpler diffusion equation approximation in areas where it would provide accurate results.

The particular interest of this study is the computation of photon transport in complex
geometries and in a medium which contains areas of minimal photon scattering, "void" areas
which are conducive to dispersion and ray effects. The Monte Carlo method is currently the
only practical approach that is available to treat such a problem system with any acceptable

degree of accuracy. However, recent activity in the area of finite elements indicates a
potential for developing FEM for use in such problems. For instance, developments of the
finite element method have been concerned with irregular arrays and the minimization of the

mismatch between the behavior of the continuum and its discrete model (Ackroyd, 1981); this
is the problem issue that must be bridged by deterministic methods in treating difficult shapes.
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In a more recent practical development, a complete code based on FEM was used to study the
attenuation of dy-rays in lead and water systems (Wood and de Oliveira). These developments
support the notion that the finite element method would be fertile ground for exploring a
deterministic approach to provide accurate calculations of photon transport in complex
geometries.

Essentials of FEM
The essentials of the finite element method are these: The domain of the problem of

interest is partitioned into a number of contiguous sub-regions (finite elements) by use of
points (ID), lines (2D), or surfaces (3D). The surfaces may be curved if required, but they
are specially tailored to meet the boundaries of the media and the physics of the problem.
Figure I illustrates how the finite element mesh, using triangles to model a two-dimensional
problem, can match the boundaries of a problem domain. Areas where large flux gradients are
expected can be more finely meshed in a selective manner. Since the problem shown is
rectangular, a finite-differencing scheme would also be able to match the boundaries, but a
finer mesh is not able to be selectively placed. This results in less efficiency (greater storage
and CPU running times). If there were curved geometries involved in a rectangular coordinate
system, the finite-differenced mesh would not be able to match the boundaries, whereas a finer
finite element triangle mesh would do much better.

The field variable (the unknown which is being sought) is described by a "local"
approximation (an approximation within each element). In the case of multigroup radiation
transport, the field variable is ý(r,fl). This local approximation is almost always given by a
polynomial which, in turn, is expressed in terms of the value of * at the nodes:

ý(x) = jN•(x)ýj. By way of illustration, and for simplicity, assume only a spatial variation
I

and a one-dimensional problem with a node at each end of the finite element (in this case a
line),

x=O d x=d
0

node 1 node 2
- X

In particular, the field variable ý may be expressed as

x x
*(x) = (1-d)-A, + (d)ý 2

d d

where y' and k2 are the values of ý at node 1 and 2, respectively, and
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x x
(1 - -) and ( ) are the (linear) polynomials.

d d
This approximation provides a linear change in 4) from 01 at node 1 to 4)2 at node 2.
However, a quadratic, cubic, or higher degree polynomial may be used.

A mismatch (residual) is defined for each element between the approximation 4) and the
exact solution 0, and one of several possible mathematical means of minimizing this mismatch
is used. For instance, if R(4)-4) is an indication of the residual between the true value (1) and
its approximation 4), the condition to minimize R for all the elements collectively, or to cause
R-->, is imposed on the system. This minimizing of the residual results in a set of equations
that may be simultaneously solved for the expansion coefficients of the polynomials (4 1 and +2
in the above illustration).

The separate, specially tailored elements are then assembled into an interconnected
whole as a model of the entire system. As the elements are joined, the continuity condition
requires that the value of 4) at each node of an element be the same as that for the adjoining
element, since the node is the same physical point.

In summary, then, the general approach is that:
1. boundary conditions are placed on the global system (()'s defined at the

boundaries),
2. an interconnection of each element's nodes is made by continuity conditions at the

element boundaries,
3. the variance between element nodes within each element is described by

polynomials that are optimized by the condition that R(4)-Cbo) is minimized, and
4. a system of simultaneous equations emerges that can be solved for the nodal

values of 4.
These simultaneous equations are algebraic and may be expressed in the form of a large

matrix equation. The numerical solution of this finite element equation in a computationally
efficient manner often provides a considerable challenge. Fortunately, the finite element
method usually results in sparse matrix systems which are often banded in such a way that
computational and storage advantages can be realized (Martin et al.).

Mathematical Description
The finite element method is well grounded in mathematics. A thorough development

of the mathematical foundation of a finite element treatment of the transport equation is
provided by -Will. Simply stated, the problem is to solve an equation of the form

LC = f (11)

where L is an operator
(D is the dependent variable for which a solution is sought, and
f is a function of the independent variables.
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In the case of time-independent, multigroup radiation transport, Eq.(l1) is the
multigroup Boltzmann transport equation, Eq. (4), where:

Lf---iVo ,GYJ)

f Z f dn'o'g (?,) C-f))4'(T, CT) + S9(ff) and
&'=I 41

In mathematical terms, the desire is to project the exact solution of Eq. (11), including
the boundary conditions, onto the approxirmating subspace of finite elements that describe the
problem domain. This can be implemented using either a variational calculus approach (the
Rayleigh-Ritz method) or by a more general approach, the method of weighted residuals (the
most common form being Galerkin's method). It can be shown that these two methods are
identical if the problem (operator) is self-adjoint (which is the case with the diffusion equation

approximation of the transport equation). The so-called first-order transport equation (Eq. (2))
is not self-adjoint, and it must either be cast into a self-adjoint form (the "second-order" form
of the transport equation), or the Galerkin method must be applied. Both approaches have
been used (Martin et al.). For mathematical simplicity, the Galerkin approach will be outlined
for a one-dimensional problem.

Weighted residual methods have been used for both the first- and second-order
forms of the transport equation. The finite element approximation 4 of D in Eq.(11) is found
in the following way. O(x) is approximated by 4(x) within each element:

a

4(x)-- = j Ni(x)o, (12)
i=1

where Ni(x) are the approximating (trial) functions, usually polynomials of an appropriate
degree, and 4i are the unknown expansion coefficients. The Ni(x) may be viewed as basis
functions that form 4(x).

Equation (11) states that LO - f = 0. However, since 4--., then we'd expect
L4 - f not to be zero but to have a residual, R. That is, 14 - f = R. The desire is to
minimize R in a mathematically sound way, and through the minimization process, solve for
the expansion coefficients. The method of weighted residuals defines a set of weight functions
Wi in such a way that

f[I4-f]i dD=O i- ,2,...,m (13)
D

where D is the problem domain.
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The specific method of Galerkin is to choose a weighting function that is the same as
the approximating (trial) function. So the Galerkin form of Eq. (13) is

f[L4-f]Ni dD = 0 i1,o2,...,m

This set of m equations can be solved for the unknown Oi's which can then be used to define
4(x).

The finite element approach is to perform this method for each finite element that
comprises the global or problem domain. Hence, the spatial variable x is the local coordinate
system of the element and not the spatial coordinate of the global system, which might be
called X. The two coordinate systems must, of course, have a mathematical relationship when
the elements are finally assembled to form the entire problem domain. This formalism results
in a matrix equation which may be solved for the unknown 1i's.

CONCLUSIONS

As the state of the art of computational methods is viewed against the nature of the
radiation transport problems encountered in pulsed-power X-ray test facilities, certain
conclusions emerge.

1. The Monte Carlo method, while being less efficient than deterministic methods, is a
versatile, reliable technique that can supply solutions in any well-defined problem scenario. It
may also be used to supplement deterministic methods and as a comparison calculation. It is
an indispensable tool for the computationalist interested in performing radiation transport
calculations.

2. The discrete-ordinates method has been developed to a high level of sophistication
and is the mainstay of deterministic methods. It has primarily been used for neutron and y-ray
transport and has not been used as widely in X-ray transport problems. It may experience
difficulty in describing X-ray radiation transport in a test-cell environment or other problems
associated with radiation effects testing. However, the advantages it has over Monte Carlo
calculations and the maturity of its development require that it be available and applied where
appropriate in performing X-ray transport calculations.

3. The finite element method has demonstrated promise for efficiently treating the
radiation transport problems of radiation effects testing facilities. The advantages of the FEM
approach is that it enables a deterministic treatment of the awkward geometries which are
likely to be found in the problems faced by X-ray test facilities. Furthermore, it could provide
higher accuracy by being able to more efficiently provide finer mesh spacing in critical areas,
and it is not susceptible to the ray effect. These advantages lead to the conclusion that an
effort should be continued to further develop the FEM for specific application to X-ray
radiation transport.
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Abstract

Seagrass meadows in St. Andrew (Crooked Island) Sound, a shallow marine
lagoon bounded by Tyndall Air Force Base, Florida, were studied from mid-June
to mid-August 1992. The study site was located at the narrowest part of the
Sound about 3 km from its eastern origin. Seagrass meadows were monocultures
of Thalassia testudinum and Halodule w_•j. Beds of the two species were
often contiguous, with little or no overlap in distribution. Water
temperatures during the study period ranged from 29.9 to 34.4 *C; salinity
ranged from 30.1 to 36.0 ppt. At the deepest station (P5 CTL) water depth
ranged from 40 to 118 cm. A pycnocline was often present at mid-depths in
deeper water. Currents in the Sound are complex, and react instantaneously to
wind stress. Seagrass densities ranged from 951 leaves m2 at the shallow T.
testudinum site (P3 CUT) to 2078 leaves m"2 at the deepest T_. testudinum site
(P5 CUT). Reliable measures of H. wrightii densities were not obtained. Growth
rates ranged from -0.3 cm day-' to 2.5 cm day-'- Fish and macroinvertebrate
species diversity was high compared to other seagrass communities described in
the literature. During a three day period a total of 57 species of fishes were
collected using a small trawl and a crab scrape. This compares to a total of
128 species caught during both day and night trawl hauls over a one year
period in the entire St. Andrew Bay estuarine complex. Heat and low tide
exposure stress caused short-term diebacks in the shallowest beds, and
contributed to a mass mortality of the sea urchin Lvtechinus variecatus.
Dominant macroepibenthic invertebrates included sea urchins, the Florida
crowned conch, the horn shell, Bittium varium. blue crabs, hermit crabs,
paleomonid shrimp, pink shrimp, mud crabs, hermit crabs, and arrow shrimp.
Preliminary lists of species are included in the report. Infaunal species were
inadequately sampled, and epiphytes were not sampled. Macroalgae were not
found in or near the sampling area, an unusual, if not singular characteristic
of the seagrass community in Crooked Island sound (CIS). Large alligators are
common in CIS both day and night, and pose some hazard to swimmers during
nighttime sampling activities. Alligators may be important predators in CIS.
Loggerhead and Kemp's ridley sea turtles were frequently observed from the
entrance to Wild Goose Lagoon to the southeastern limit of the system. Sea
turtles were presumably feeding on crabs and other crustaceans. Damage to
seagrass meadows in the sampling area was caused by boat propellers,
recreational scallop harvesting and intrusive sampling by the author. No
direct or presumptive evidence of pollution from anthropogenic activities in
the area was detected. Compared to other coastal ecosystems in the northern
Gulf of Mexico CIS is relatively undisturbed, biologically diverse, and in
many respects, appears to be ecologically unique. Results suggest that
additional long-term studies of the system are warranted.
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CHARACTERIZATION OF SEAGRASS MEADOWS IN ST. ANDREW (CROOKED ISLAND)

SOUND, NORTHERN GULF OF MEXICO: PRELIMINARY FINDINGS

Sneed B. Collard

INTRODUCTION

St. Andrew (Crooked Island) Sound' is a shallow marine lagoon located

along a rapidly developing and ecologically sensitive portion of the Florida

Panhandle. Compared to the St. Andrew Bay estuarine complex, Crooked Island
Sound has received little investigative attention (e.g., McNulty et al., 1972;

Saloman et al., 1982; Stout, 1984; Anon., 1988; Myers and Ewel, 1990; Turner,

1990). Little or no published information exists on the abundant seagrass

meadows of CIS (Collard and D'Asaro, 1973; Humm, 1973; Den Hartog, 1977;

Phillips and McRoy, 1980; Burch, 1981; Saloman et al., 1982; Phillips, 1982;
Deegan et al., 1986; Iverson and Bittaker, 1986; Dawes, 1987; Durako et al.,

1987; Fonseca et al., 1987; Virnstein, 1987; Zieman, 1987; Wolff et al., 1988;

Fonseca, 1989; Lewis, 1989; Zieman and Zieman, 1989; Shaffer, 1992).

Seagrass communities are among the most productive of all marine
ecosystems (Day et al., 1989; Larkum et al., 1989; Kusler and Kentula, 1989;

Zieman and Zieman, 1989; Kennish, 1990), and their major ecological functions
are relatively well known (Durako et al., 1987). All seagrass systems studied

to date, however, are unique in terms of their interactive physicochemical and

biological components; all are highly variable in space and time (e.g.,

Zimmerman and Livingston, 1976; Livingston, 1977; Robblee and Zieman, 1984);

and at all but very long time scales, seagrass communities are unpredictable

with respect to their ontogeny, architecture and metabolism (e.g., Greening

and Livingston, 1982; Magoon et al., 1985 et seq.; Larkum et al., 1989; Mann
and Lazier, 1991; Hackney et al., 1992). The ecological importance of seagrass

communities and their individually unique characteristics argue strongly in
favor of long-term research programs, particularly in the fundamental areas of
community production and trophodynamics (e.g., Proceedings of a Workshop: The
West Florida Shelf, in press). Information is needed on the ecological role(s)
of all major taxonomic and functional groups of microbial, floral Pnd faunal
inquilines and associates of seagrass ecosystems.

I To emphasize the distinctness of St. Andrew Sound and nearby St. Andrew Bay,

the former is referred to as Crooked Island Sound (CIS), its local epithet.
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Short-term environmental research programs have been correctly

criticized (e.g., Collard, 1989, 1991a). However, even limited sampling in

space and time can be of value in providing rapid estimates of ecosystem

health and quality. In addition, information acquired in baseline studies may

be used to determine whether further, more intensive, longer/larger scale work
is warranted (e.g., Abate, 1992). A distinction is made between one-time-only

("snapshot") sampling which is often of little value, and baseline research.

Baseline studies are precursors, not substitutes for long-term environmental

research programs. The latter are essential to increase our understanding of

marine communities (e.g., Livingston, 1977; Collard, 1991b).

Objectives
The principal objective of the study was to conduct a coarse-grained

warm-weather survey/characterization of SAV (submerged aquatic vegetation) in
Crooked Island Sound. The study was undertaken to provide baseline information
for use in the design of a long-term seagrass research program based in CIS.
Concurrent with the collection of baseline information, a second objective was

to evaluate the types and magnitudes of ecosystem-level environmental impacts
attributable to local operations on the seagrasses of CIS.
Seagrasses

"Seagrasses" are salinity-tolerant, grass-like flowering plants which

spend most or all of their life cycles submerged in estuarine and coastal
marine waters from sub-polar latitudes to the tropics (Humm, 1953). Seagrass
communities play important roles in the ecology of shallow coastal waters, and
their widespread decline in Florida is of considerable agency and public
ccncern. The decline of the commercial shrimp, Penaeus duorarum, in Florida
has been ascribed to the dredging of seagrass beds (den Hartog, 1977).
According to the Florida Department of Natural Resources (1987), "Seagrasses
are a valuable part of Florida's marine environment but they are disappearing
at an alarming zate. Dredge and fill projects and degraded water quality, as
well as other activities, are responsible for their precipitous decline." Many
fishes (e.g., speckled trout) and commercially important invertebrates (e.g.,
scallops) require SAV as nursery areas and/or sources of forage (e.g., Heck
and Thoman, 1984; Zieman et al., 1984; Wooters, 1990)). Seagrass beds are
important benthic habitats, and provide substrates for epiphytic flora and
animal periphyton. In a study in Texas bays, more than 340 animals were
reported to consume seagrasses (Fry and Parker, 1979). In estuarine
ecosystems, submerged and emergent plant communities link terrestrial,
intertidal and aquatic communities. For example, SAV is a primary source of
energy in detrital food webs. Seagrasses are slow to decompose, which may
result in a "time release mechanism" in the detrital cycle. The importance of
algal epiphytes in seagrass food webs nas been emphasized by numerous workers
(e.g., Zieman, 1987; Wolfe et al., 1988). Kikuchi and Peresk (1977) identified
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four sub-habitats associated with seagrasses: sediment fauna, rhizome and stem

biota (amphipods, bivalves and polychaetes), leaf periphyton (microbiota,

anemones, hydroids, ectoprocts, crustaceans, echinoderms, nematodes,

polychaetes, and gastropods), and nekton which swim among the leaves (e.g.,

crustaceans and fishes).

Location of Crooked Island Sound and the Sampling Area

St. Andrew (Crooked Island) Sound is located in the northern Gulf of

Mexico at approximately 300 N, 850 30'W. Crooked Island Sound is bounded to

the north by Tyndall Air Force Base (including Raffield Peninsula), and to the

south by two tombolos known as Crooked "Island". Waters of CIS and St. Andrew

Bay are not directly coupled. However, communication between the two systems

via Gulf of Mexico shelf waters clearly occurs, with possibly significant, but

undescribed geochemical and biological consequences.

Crooked Island Sound is about 14.5 km long, 0.2 to 2.0 km wide, and

about 19,300 km2 in area. From "Crooked Island Cut" to the eastern limit of

the Sound the water is shallow (< 1 m on average), with narrow, meandering

channels as deep as 3-4 m during mean tides. The location of sand shoals is

predictable only over relatively short periods of time. At present, one

navigable pass ("Crooked Island Cut") connects CIS to the Gulf of Mexico near

the center of Crooked Island. East of the central pass Crooked "Island" is

connected to the mainland. A narrow, shallow pass at the western end of CIS is

marginally navigable by small boats according to the Air Force Marine Patrol

(pers. comm.).

Crooked Island Sound was assumed to be physicochemically and

biologically heterogenous, and the portion sampled could not justifiably be

assumed to be representative of the Sound as a whole. It was considered

important, therefore, to identify the sampling sites with some precision in

order to facilitate relocation of the site.

Location of the Study Area

The study area was selected after exploration of the Sound by boat. The

site selected was between Raffield Peninsula and Crooked Island: 290 57 51"

N, 850 28' 37" W (USGS Beacon Hill 7.5 minute quadrangle map, 1982). The study

area extends from the border of a Spartina alterniflora bed (mid-intertidal

zone) backed by a Juncus romerianus marsh on Raffield Peninsula 55 m SSE Loto

Crooked Island Sound. The shoreward position of the sampling area is 390 m SI

(1400) of the Tyndall AFB (TAFB) Bench Mark on Raffield Peninsula; 540 m SW of

a public boat rar.ap at end of Rosearch Road; and 175 m S of the TAFB "Site

9700" perimeter road.
Location of Sampling Area Reference Markers

Permanent reference markers constructed of PVC pipe were driven about

1.5 m into the substrate along a straight line from the shore of Raffield

Peninsula south into Crooked Island Sound. Reference Post 2 (P2 PST) was
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placed at the boundary between a small Spartina alterniflora bed and an

unvegetated sand flat. Post 3 (P3 PST) was placed 13 m south of P2 at the

boundary between the sand flat and the edge of a Thalassia testudinum meadow.

Post 4 (P4 PST) was placed 12 m south of P3 at a very sharp boundary between

the T. testudinum meadow and a Halodule wriqhtii meadow. Post 5 (PS PST) was

placed 16 m south of P4, at the boundary between the H. wriqhtj i meadow and a

T. testudinum meadow, which extended some 18-22 m further south into CIS.

The ragged outer edge of the PS turtle grass meadow was about half the

distance between Raffield Peninsula and Crooked Island, at the narrowest part
(ca. 110 m) of CIS. Water depths measured on 3 July 1992 during a spring flood

tide were 75 cm at P3, 77 cm at P4, 98 cm at P5 and 258 cm at the outer edge

of the T. testudinum meadow.

Location of Sampling Sites

Three 1.0 m2 sampling sites ("CUT", "CLN" and "CTL") were placed in a

"trident" pattern around each reference post. P3-P5 CUT stations were located
5 m east of reference posts P3-PS; CLN stations were located 5 m west of the

reference posts, and P3-PS CLN stations were located 5 m south of their

respective reference posts. A three inch PVC pipe was driven into the

substrate at the center of each square to mark the nine stations.

Sampling site posts were fitted with PVC "T" connectors set to protrude about

20 cm above the substrate during inter-sampling periods. The use of "T"

connectors allowed the insertion of either vertical or horizontal PVC pipes of
varying lengths for ease of site recognition and for establishing transects

away from the primary sites.

METHODS AND MATERIALS

In keeping with the short duration of the project (two months), and the
exploratory-descriptive objectives of the research, basic sampling strategies

and gear were employed. The kinds of information collected or measured were

limited in scope. In spite of these limitations, data reported are accurate to

within the levels of confidence indicated. Several hundred photographs of the

seagrass communities in the sampling area were taken with a Minolta Maxxim

7000. Additional underwater photographs were taken with a Nikonos Model V. A

video camera was used to document much of what was observed in CIS. Because of

formatting requirements, these photodocumento cannot be used in the present

report, but have been archived for follow-on work. Narrative descriptions of

important observations recorded photographically (e.g., the appearance of

seagrasses in the sampling area over time; the presence of penaeid shrimp, sea

urchins and crabs on top of seagrass leaves at night) are impossible to

construct without reference to source photographs. Sampling units were 1.0 m'

and were constructed from PVC pipe.

Tides and Currents-
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The tidal prism in CIS was estimated by measuring the depth of water

with a mete- stick at fixed reference poles (P3-P5 PST) during 13 sampling

periods. This method was considered accurate to within ± 5 cm because of waves

and boat wakes. An effort was made to sample the full range of tides as

determined by frequent visual observations of CIS water levels in fringing

Juncus marshes. Tide level assessments were made both day and night.

Current velocities were estimated by the drift rate of swimmers past

reference posts while sampling in the water. The extent to which Thalassia

blades deviated from their normally upright orientation was directly related

to current flow, but reliable velocity estimates could not be made from these

observations.

Temperature and Salinity-

Temperature was measured by immersing a calibrated thermometer in a

flask of water collected at the surface or bottom. Because thermometers with

different scales were used, accuracy was judged to be ± 0.5 0C. Soak times

were approximately one minute. salinity was measured with a calibrated

refractometer considered accurate to within ± 0.3 ppt.

Seagrass Density Estimates-

Prior to estimating seagrass densities or initiating cropping

experiments, blade heights were measured in pitu (nearest cm) with a meter

stick at sampling sites P3-P5 CLN and CTL. Fcrty blades selected at random

from within each square meter site were measured from P3 and P5 (Thal1ia)

sites. At site P4 (Halodule) it was not possible to measure individual blade

lengths without cutting them. Instead, 20 "clumps" of blades at P4 CLN and P4

CTL sites were grasped by hand and their "average" length was estimated. Murky

water from suspended sediments further compromised the accuracy of

measurements at P4. It was concluded that accurate leaf height and density

measurements of both Thalassia and Halodule beds can be obtained only by

cutting leaves at the substrate surface. These measurements are inaccurate,

and are not included in the Results section.

Leaves were cut about 5 cm above the substrate surface with grass

clippers on 2 July at Stations P3-P5 CUT. Clippings were held submerged under

water until they were preserved in 10% formalin-seawater, washed in tap water

and conserved in 70% ethyl alcohol.

Efficiencies of cut leaf recovery were estimated to be roughly 95% at P3

(T. testudinum), 75-80% at P4 (H. wriqhtii) and 90% at P5 (T. testudinum). The

total number of recovered leaves plus the estimated number lost during field

collection in each of the three samples was counted to provide a gross

estimate of SAV density m'2. Forty leaf lengths from each sample were measured

to the nearest cm and counted, and modal leaf lengths were calculated.
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Cropping-Growth Experiments-

Thalassia and Halodule blades within each m2 sampling frame (P3-PS CUT)

were cut ca. 5 cm above the substrate surface with grass clippers on 2 July,

and again on 8 July to remove those leaves that were missed during the initial

cropping, and to ensure evenness of baseline blade lengths within the sampling

frames. As a result of the second cropping, some leaves were cut twice, and

this may have influenced their subsequent growth rates. On 11 July the heights

of seagrass blades were measured at CUT sites P3-P5, and recorded. on 14 July

leaves from P3-P5 CUT sites were removed at the substrate surface. These sites
were checked (for QA) on 16 July, and on 1 August, 20 leaf heights from each

site were measured to the nearest cm. It was noted that CUT sites, because

they were effectively "holes" in the surrounding meadows, trapped a thick

layer of drift Thalassia leaves.

On 14 July wire frames with 13/16th in. meshes were constructed to rest
3 cm off the substrate. A square hole 20 cm X 20 cm was cut in the center.

These "cages" were installed at each (P3-PS) CTL site on 14 July. Seagrass
leaves originating beneath the cut-out square were fed through the hole and

cropped at the surface of the wire mesh (i.e., 3.0 cm above the substrate).

Leaf heights were measured to the nearest cm with a meter stick on I August.

Sand-Mud Flat Infaunal Collections-

On 7 July a single 1.0 m 2 sampling square was placed on a sand-mud flat

50 m southwest of P2 and 10 m south of a Juncus romerianus stand at low tide

(depth of water at P3 = 16 cm). Air temperature was 32.2 C, water temperature

was 34.0 C, and salinity at P3 was 33.8 ppt.

A garden shovel was used to remove approximately the upper 20 cm of
sediments within the PVC frame. Each of 30 small substrate samples was placed

in a 1.0 mm-0.4 mm sediment sieve series, and sorted in seawater at the
collection site. Animals retained by the sieves were washed into 10% formalin-

seawater at the site. Except for large, conspicuous species, specimens were

not identified or enumerated. Ten randomly selected sand-mud flat sites within

a radius of 50 m of the e 2 site were qualitatively sampled by extracting a

small (ca. 20 cm deep, 0.2 X 0.2 e area) sediment sample with a shovel.

These sampl. were washed and preserved as above.
Seagrass Bed Sediment Depth and Infaunal Collections-

A post-hole digger was used to collect three 30 cm deep core samples

from each (P3-PS) CTL site to determine major macroscopic infaunal species and
characterize sediments at these locations. The animals collected were

preserved in 10% formalin-seawater and conserved in 70% EtOH. Specimens were

not identified to species or enumerated.

Try Net and Crab Scrape Collections-
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Multiple five and ten minute tows were made on 30 July near P4-P5 CTL

sites with a "try net". The trawl was fitted with a 1/8 inch mesh codend

liner. Trawling was done at steerage speed from the bow of a pontoon boat

(i.e., with the boat in reverse gear), and sampled a swath some 2 m wide

(Koenig, pers. comm.). A majority of samples were collected in T. tegtudinum

beds, but H. wrightii beds were also sampled. Tows were made in water depths

of less than 20 cm to about 2.5 m. The sampling period lasted from 0930 to

1430.

During mid-morning to early afternoon on 30 July and 7 August ca. 30

collections were made with a one meter epibenthic crab scrape (Leber and

Greening, 1986) to sample fishes and invertebrates in the vicinity of P4-P5

CTL sites. Towing was accomplished as described for the try net; again, more

tows were made in Thalassia than in Halodule beds. On the morning of 11 August

the crab scrape was towed by hand by M. Kuperberg and the author in the area

of P4-P5, and ca. 500 m to either side of the PS CTL post.

Juvenile lutjanid and serranid fishes were either frozen for otolith

analysis, or preserved in 5% formalin-seawater for gut content analysis by

Koenig. Two voucher specimens of each species were preserved in 10% formalin-

seawater for use in the present study.

Night Observations/Dipnst Collections-

Numerous "sweeps" were made with a long-handled 1/8 inch mesh dipnet at

sites P5 (Thalassia), and P4 (Halodule) on 8 July between 1800 and 2230 CDT.

Collections were preserved in ca 10% formalin-seawater in the field. Animals

were not identified to species or counted. A headlamp was used while walking

in the seagrasses, and an electronic flash was used to photograph/document

observations.

RESULTS AND DISCUSSION
The primary objectives of the study -- a warm-weather baseline

survey/characterization of seagrass meadows in Crooked Island Sound, and an

initial assessment of 9700 area operations on the seagrass ecosystem -- were

only partially met for reasons mentioned earlier. Limited resources

significantly impeded the work, and time constraints reduced its scope. A

lack of critical taxonomic literature at the site precluded the identification

of most infaunal animals.

Tides and Currents- The maximum tidal range measured at the deepest samptLrfg

station (PS CTL) during July - 11 August 1992 was 78 cm ("mean" depth ± 39

cm). At the shallowest station (P3 PST) the range was 71 cm. This difference

is attributed to sampling error, although cross-channel dynamic height

differences probably occur during certain wind and tide conditions.

Winds were west-southwesterly at 5-10 kt during most of June, July and

August except during local thunderstorms and weak frontal passages. Typical

monsoon-like winds inhibited the outflow of water during low tides in the Gulf
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of Mexico, and increased water levels during high tides. There was no

correspondence between predicted NOAA (1992) tides and observed tidal heights

in CIS. During the few sampling periods when winds were easterly during ebbing

equatorial tides, strong seaward currents (est. > I kt) were encountered

across the entire width of CIS at all depths. Seaward currents were generally
restricted to deeper channel waters during ebbing tropic tides. Strong

currents were not observed during flood tides regardless of wind direction or

velocity during the sampling period. However, beginning on 10 August, a week-

long period of severe storms dramatically influenced the sampling area. On 10-

11 August, a persistent anticyclonic gyre was observed just seaward of the
narrowest part of CIS (i.e., the sampling area). As winds approached (and
likely exceeded) 50 kts field observations were discontinued. Because of its

shallow depth, the waters of CIS probably respond instantaneously to wind
stress, which generates complex and variable current patterns. Currents

stronger than those observed probably occur in response to tides and wind

forcing.
Temperature and Salinity-

During the sampling period water temperature in CIS ranged from 29.9-
34.4 OC. A weak thermocline was often observed at approximately mid-depth in

the region of the sampling area from P4 PST through PS CTL. The strength and

depth of the thermocline varied with water depth, the extent of wind mixing

and tide conditions. For example, at 0930 on 22 July at P5 CTL, depth of the

thermocline was ca. 30 cm below the surface; at 1700 there was no detectable

thermocline at the station. The strength of the thermocline at P5 stations

ranged from 0.1-0.6 OC. At P4 stations, thermocline temperature differences

ranged from 0.1-0.4 OC, and at P3 stations the water column was mixed, with

one exception. On 1 August at 1300 CDT, the temperature at P3 CTL was 33.0 OC
at the surface and 32.0 OC at the bottom in water 56 cm deep.

In contrast to temperature, a halocline was often observed to be
stronger at shallow than at deeper reference stations. When a halocline was

present at one station, it was also observed at the others. While it is
apparent that the water column in CIS is partially stratified, no "clean"
explanations are justifiable at the present time. Precipitation was

insignificant during the study period (mid-June through 11 August), and other
sources of fresh water (e.g., from ponds or streams) were not observed.
Seagrass Density Estimates-

The range of leaf height measurements was large at all sites (least so
at CUT), and the selection of blades for measurements was, in spite of
attempts to collect leaves randomly, probably biased toward the largest and

smallest blades. Leaf density (the number of leaves with intact tips) at each

of the CUT stations was estimated to be: P3 T. testudinum: Total number/m2 =

[903 + (5% lost)] = 951. Remarks: Very tew dead or damaged leaves; periphyton
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coverage light. P4 H. wrightil: Total number/m2 not determined (25% est.lost).

Remarks: Counts of individual leaves proved to be impossible. Thousands of

small snails on the leaves, and many of thousands of leaves. The impression is

that H. wriohtii produces more above-ground biomass than T. testudinum. P5 T.

te§tudinum: Total number rrO = 11870 + (10% lost)] = 2078. Remarks: Fewer dead

or damaged leaves than on P3-CUT; periphyton light, about the same as P3. Much

larger number of gastropods on this sample. Seagrass densities in CIS are high

(see Bittaker and Iverson, 1976).

Sand-Mud Flat Infaunal Collections-

Square meter and randomly collected infaunal animals were not identified

for reasons noted. Observations of larger animals in the field suggested

dominance by callianassid shrimp, synaptid holothurians and polychaetes.

Conspicuously absent were macroscopic infaunal gastropods, bivalves, and

peracarid crustaceans, especially amphipods. Of those few species of

polychaetes identified in the field, Arenicola cristata, Axiothella mucosa,

Diovatra cuprca (?), Pectinaria gouL•dii, Slllg sp., Onunhis op., Qlvcera sp.

and a terebellid were common. Virtually all animals were found in the upper 15

cm of sediment. It is emphasized that unvegetated substrates are considered

effectively unsampled in this study. Superficial collections suggest that

quantitative sampling is warranted.

Based on visual observation and the absence of hydrogen sulfide odor,

the depth of the redox potential discontinuity layer was greater than 20 cm

below the surface. At increasing distances (> 10 m) from Spartina and Juncus

stands apparently living rhizomes (of Thalassia ?) were found about 10 cm

beneath the substrate surface. A 5-20 cm thick layer of non-living "peat-like"

material was found close to the edge of P3 PST, the border of a shallow

Thalassia bed. Presumably, the "peat" deposits were remnants of former

seagrass meadows. At all sand-mud flat sampling sites a very thin, diffuse

layer of reddish-colored bacteria was observed.

Seagrass Bed Sediment Depth and Infaunal Collections-

A thin layer of reducing sediments occurred just beneath the surface in

Thalassia beds; below this thin black layer sediments were oxidized. Coarse

white quartz sand was found some IS cm beneath near-surface, much finer

sediments. Sediments in Halodule beds were uniformly silt-sized and reducing

to about 30 cm, the maximum depth sampled. The root system of Halodule was

much shallower than that of Thalassia.

Upon superficial examination, the major large infaunal invertebrates of

Thalassia and Halodule appeared to be similar. Sediments and rhizomes were

dominated by the same (?) three large species of non-tubiculous polychaetes.

An ophiuroid and a nemertean not found in Halodule was abundant in ThalassiA.
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As noted for sand-mud flat infauna, the seagrass meadow infauna is considered
to be unsampled in this study.
Try Net and Crab Scrape Collections-

Of those large invertebrates identifiable in the field the most numerous
collected with the trawl and crab scape were Melongena corona, Fasciolaria
tuliva, PAqurus bonairpnjsi, Pal1emon floridanus, Hivpolvte zostericola(?),
Thor sp., Palaemonetes spp., Neopanope spp., Alpheus sp., Penaeus duorarum,
Anachis sp.(?), Tozeuma carolinense, Callinectes sapidus, Melampus sp. and
Lytechinus variecratus.

Fishes collet.ted with try net and crab scrape are summarized in Table 1.
Surface salinity on 30 July (36 ppt.) was the highest recorded during the
sampling period.
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TABLE 1
FISHES COLLECTED IN CROOKED ISLAND SOUND WITH TRY NET AND CRAB SCRAPE

SPECIES COMMON NAME
l.* Lut-ianus ariseus grey snapper (early juveniles) (c) C/F
2.* Mvcteroyerca microlevis gag (1)
3. Archosargus ...robatgcephalus sheephead (2 adults)
4. Paralichthvs albigutta Gulf flounder (c)
5** Lucania. Parva rainwater killifish (vc) Z/E
6. Sphoeroides neyhelus southern puffer (f)
7.* Opeanua beta Gulf toadfish (vc)
8. Dilctu formosum sand perch (f)
9.* Cynoscion nebulosus spotted seatrout (fc) C/F
10. Ancvloosett-a cuadrocellata, ocellated flounder (fc)
11. Achirus lineatus lined sole (1)
12. Paralichthvs scruamilentus broad flounder (r)
13. Trinectes maculatus hogchoker (f)
14. Svmphurus vlaciusa blackcheek tonguefish (fc)
15. Bairdiella chrvsoura silver perch (c) C/H
16. Cvnoscion arenarius sand seatrout (f)
17.*Hipipocampus zosterae dwarf seahorse (vc)
18.*Hiiooocampus erectus lined seahorse (1) Z/E
19.*Svnainathus 'springeri bull pipefish (c)
20. Anarcholpterus crinicer fringed pipefish (r)
21. *Svnainathus scoveli Gulf pipefish (c) Z/E
22.*Svnainathus louisianae chain pipefish (c)
23.*Svnonathus floridae dusky pipefish (fc)
24. Myroohis punctatus speckled worm eel (1)
25. Monacanthus hispidus planehead filefish (r)
26. Aluterus scriptus scrawled filefish (r)
27. Gobiosoma robustum code goby (c) Z/Z
28. Gobionellus hastatus sharptail goby (fc)
29. Chasmodes saburrae Florida blenny (fc)
30. Hvosoblennius hentzi feather blenny (fc)
31. Ophioblennias atlanticus redlip blenny (f)
32. Acanthostracion aruadricornis acrawled cowfish (f)
33. Chilomvcterus schoenfi striped burrfish (f)
34. Pomatomus saltatrix bluefish (c) (gill net)
35. Muail ceiphalus striped mullet (vc) OD
36. Orthooristis chrvsontera. pigfish (vc)
37. Syou foetans inshore lizardfish (fc)
38. Sardne~ll anchovia Spanish sardine (r)
39. Harenaula iaguana scaled sardine (c)
40. Lutianus synagris Lane snapper (f) juveni.les
41.*Eucinostomus aroienteus spotf in mojarra. (f)
42. Daevatus americana. southern stingray (vc) (dip net)
43. Gynr micrura smooth butterfly ray (f) (seen)
44.*Menidia Peninsulas tidewater silverside (vc) (dip net)
45.**aodo rhobo~ides pinfish (vc) OD
46. Muoil curema white mullet (c) OD (gill net)
47. Sciaenovs ocellatus red drum (f) (gill net)
48. Scom-beromerus maculatus, Spanish mackerel (f) (gill net)
49. Eucinostomus arula silver jenny (c)
50. Dasvatis sabina Atlantic stingray (f?)
51. Rachvcentron canadum cobia (ling) (1) (hook and line)
52. Micropooon undulatus Atlantic croaker (c?) (hook and line)
53. Carcharhinus limbatus blacktip shark (3) (hook and line)
54. Sphyr ena barracuda great barracuda Cr?) C(juvenile)
55. Gobiidae 3 unidentified species (c)
56. Sciaenidae 1 unidentified species Cr)
57. Gobiesox sp. damaged-in aluminum can
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(vc = very common; c = common; fc = fairly common; f = few; r = rare (1-3))
[H = herbivore; OD = omnivore-detritivore; Z/E = zooplanktivore/epifaunal
invertebrates; C/M = carnivore/micro-macro invertebrates; C/F = carnivore/
fishes and macrocrustaceans (Gilmore, 1987, Table 4)J [* SAY-dependent]

Note: Ogren and Brusher (1977) identified 128 species of fishes from bi-weekly
day and night trawl hauls at 12 stations in the St. Andrew Bay system during
the period September 1972 through August 1973. Day-only collections at the
study site in CIS were made on 30 July, 7 August, and 11 August using a 2 m
try net and a 1 m crab scrape. On 11 August the trawl was towed through grass
beds by hand. Gill net and hook and line records were personally observed by
the author.

Night observations/Dipnet Collections-

Space limitations preclude detailed discussion of day-night differences

in the appearance of CIS seagrass meadows. As has been reported by others

(e.g., Zieman and Zieman, 1989), many of the epiphytic grazers, herbivorous

and carnivorous invertebrates (e.g., Melongena, Lytechinus, Penaeus, Astrea,

gastropods, xanthid crabs, blue crabs) found in, on or near the sediment

surface during the day were observed at or near the surface of seagrass leaves

at night. No general statement can be made about this behavior, however, since

very great differences were observed from night to night under similar

conditions of moonlight, and between seagrass species. Far more pink shrimp

and crabs were observed on the surface of Halodule than on Thalassia at night.

The bay scallop, Arqopecten irradians, appeared to be more active at night, as

were some of the predatory fishes and their predators (raptors, alligators,

Nerodia clarkii, etc.). The Atlantic silverside was only observed at night,

while pinfish and pigfish, commonly seen during daylight hours, were not

commonly observed at night.

Significant Observations-

The sampling location was considered unusual in two respects: (1) T_.

testudinui grew in slightly shallower water than H_. wrightii, as noted in the

description of the sampling area; (2) no macroalgae whatsoever were observed

in the upper reaches of Crooked Island Sound. To my knowledge, the absence of

either drift or attached macroalgae (e.g., Gracillaria, Caulerva spp.) in an

ecologically functional subtropical seagrass meadow has not been previously

reported. Drift Syringodium filiforme was collected, but manatee grass was not

observed in the vicinity of the sampling site. A single Haloh was observed

growing at P5 CLN. Growth and turnover rates of seagrasses at sites P3-P5

increased as temperatures increased. Heat stress and extended periods of

exposure at low tides caused short-term, patchy diebacks of shallow seagrass

beds and episodic mass mortalities of (Lytechinus variegatus). Recreational

scalloping and boating activities, as well as the author's frequent, intrusive

sampling in and near the sampling area caused at least short-term damage to

the meadow as a whole, as documented in time-series photographs. Damage was

less pronounced in denser, deeper Thalassia at site P5 CTL than at other
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sites. The number of propeller scars increased from 1 July through 11 August.
Seagrasses were destroyed by propellers, and no evidence of re-growth was
observed. Hourly, diel, day-night, weekly and longer-term significant changes
in the appearance and community activity within the seagrass meadows was
observed. Changes at these time scales can only be appreciated when sampling
intervals are very short, and long, uninterrupted periods of time are spent in

the meadows.

Adult loggerhead and Kemp's ridley sea turtles were frequently seen near
the sampling area (Collard, in prep.). Sub-adult and very large adult
alligators were seen frequently near the sampling area and, contrary to
published reports, should be considered important predators in the CIS
seagrass ecosystem. Also contrary to published reports, the Gulf salt marsh

snake, Nerodia clarkii, is active both day and night in marine waters of the
Sound. On 7 August, two Tursiops truncatus were observed in the area of P5

CTL. In the area studied, meadows were dominated by single species, and
ecotones between adjacent beds were unusually abrupt, possibly indicating a
sharp change in physicochemical conditions not measured or observed during the
study period. Episodic "invasions" of the ctenophores Mnemiopsis, Beroe and

Bolinopsis, unquestionably influenced zooplankton abundance when they were
present in large numbers. No evidence of gross pollution was seen in CIS from
Air Force activities in the area. Fish and macroinvertebrate species diversity
was high; seagrass densities were high; epiphytic cover was moderate; and
tidal flushing all suggest that seagrass communities in CIS are exceptionally

healthy, but at risk because of overuse and misuse by human recreational
activities (e.g., jet skis, shallow draft boats, scallop harvesting).
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Abstract

An offline supercritical-fluid extraction method was further developed for soil samples

containing jet fuels. Supercritical-fluid carbon dioxide was used for extraction at 80 °C and 300 atm.

This method is rapid with an extraction time of 20 minutes or less and it appears to be nearly

quantitative for JP-4. Laboratory extracts were analyzed by GC with an FID detector. Modeling

studies designed to determine how jet fuel components weather at a spill site are incomplete at this

time.
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A PRELIMINARY STUDY OF THE

WEATHERING OF JET FUELS IN SOIL

MONITORED BY SFE WITH GC ANALYSIS

Larry E. Gerdom, PhD

INTRODUCTION

The isolation of organic compounds from complex matrices is a limiting step in their analysis.

A new approach to this problem is provided by analytically scaled supercritical-fluid extraction or

SFE. A supercritical-fluid is a gas that has been heated and compressed beyond its critical point. The

supercritical state has properties intermittent between those of a liquid or a gas. Thus SFE is an

isolation method for organic compounds that employs the special properties of supercritical-fluids.

Supercritical carbon dioxide has been found to be an excellent solvent for many organic pollutants

including polychlorinated biphenyls(PCB's), polyaromatic hydrocarbons(PAH's), and various

herbicides.'

SFE has several advantages over the traditional methods of isolation such as solvent extraction

or thermal analysis. Solvent extraction is generally time consuming and usually generates large

amounts of waste solvents that must be safely disposed. In addition, concentration and purification

of extracts is necessary before subsequent analysis. Thermal methods are limited by the stability of

the matrix and the analyte in question. SFE has none of the above limitations.'

DISCUSSION OF PROBLEM

The Air Force must store large quantities of jet fuel for use by its aircraft. Accidental

discharge of fuels into the environment is a normal part of storage and transport. When these spills

occur it is important to know the identity of the jet fuel, the level of contamination, and if possible the

approximate time when the discharge occurred from a storage tank. It has already been established

that each Jet Fuel has its own characteristic GC chromatogram that allows for a finger print type of

identification of any given fuel(Figure 1)." In cases where Air Force fuels are stored on commercial

air bases the ability to identify fuels has been helpful in determining liability. Furthermore, if the

weathering of fuels in the environment could be modeled it might be possible to establish when a spill

occurred and thus help in estimating the extent of contamination.

An SFE method would be helpful in the analysis of jet fuels in soil because of the above

mentioned advantages of this method. SFE had already been used to develop methods for the analysis

of coal tar contaminated soils."4 It therefore seemed reasonable that an SFE method could be

10-3



00N

CL (L a.
o 00

o .0 0

*I I,6 C

o 0
-7M:

.o 00

:o - 0

o . 0

o 0 0

N N£

o 0 0

o 0 0

o ~00
o/ .o 0-

FIGURE 1. Chromatograms of Typical Jet Fuels.

104



developed to qualitatively and quantitatively analyze Jet Fuels from soil samples.

This project involved the development of an SFE extraction procedure for jet fuel in soils, the

installation of a remote sensor weather station to gather information on weather conditions, and

preliminary data on the changes with time of JP-4 in a soil matrix.

METHODOLOGY

SFE has several parameters that can be used to enhance recovery of samples including- the

choice of gas to be used as the supercritical fluid, the pressure for extraction, the temperature for

extraction, and the use of solvent modifiers in the extraction fluid. Since supercritical carbon dioxide

has been shown to be a good solvent for most PAH's it was chosen as the extraction fluid.2

A Suprex SFE/50 extractor was used in this study. The temperature for extraction was set

at 80 0C to volatize any fuel components in the sample and the pressure for extraction was set at 300

atm. The technical support personnel at Suprex Corporation had recommended 400 atm as the

extraction pressure but the SFE/50 is designed for a maximum pressure of 360 atm. The lower

pressure did not prove to be a problem in these studies. The extraction procedure began with a 10

minute static extraction followed by a 30 minute dynamic extraction into a suitable solvent. Before

extraction, 100 gtL of the trapping solvent which contained d-10 ethylbenzene(2.50 ppm v/v) was added

to the soil sample as a solvent modifier and for use as an internal standard for quantitative analysis.

Initially extracts were collected in acetonitrile but later this solvent was changed to hexane which

proved to be a better trap for the more volatile fuel components. For work involving standard

solutions a 2 mL extraction vessel was used.

Standard solutions were prepared using benzene, toluene, isopropylbenzene, undecane,

tridecane, and pentadecane dissolved in 10.00 mL of trapping solvent. These standard solutions

contained from 1 to 25 liL of each of these standard compounds along with 25 pL. of d-10 ethylbenzene

added as an internal standard. These compounds were chosen because they are a good cross section

of the components normally found in jet fuels in terms of boiling points. A 100 jiL spike of each

standard solution was added to a previously extracted sample of beach sand. A vial containing 1 mL

of trapping solvent which was placed into a cooled aluminum block was used for sample collection.

The sample was extracted and the extract solution was analyzed by gas chromatography(GC)

with a flame ionization detector(FID). The HP 5890 GC was set for splitless injection. The injection

port temperature was 250 0C and the column temperature was initially set at 40 0C for 4 minutes.

The temperature was then ramped to 350 °C at 10 degrees /minute. The temperature was then held

constant for an additional 10 minutes.

A sample containing 100 p1L of standard solution in 1 mL of hexane was analyzed by GC/MS
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to identify the retention times for each component. Standard samples for each concentration were

similarly prepared and analyzed by the GC method. The ratio of peak area for d-10 ethylbenzene to

each component was used to quantify results.

In conjunction with the development of this method outdoor bins containing beach sand were

prepared for the weathering study. Each bin contained 78.0 Kg(172 pounds) of dried and sifted beach

sand. The sand used had been dried for 24 hours at 60 °C then sifted through a series of screens(4.75

mm, 2.00 mm, 600 g±m, 600 gim, and 4.25 gm) to remove the bulk organic material. Sand samples were

stored in closed 30 gallon plastic trash cans until needed. Jet fuel was spiked onto the sand and sand

samples were taken at regular time intervals using a sampling device built in the machine shop by

Mr. Bob Dunn. The samples were stored in capped glass bottles and analyzed as soon as possible by

SFE and GC.

A weather station was setup that monitored air temperature, soil temperature in each test bin,

barometric pressure, and relative humidity. This data was taken continuously every 20 minutes

during experiments and could be down loaded to a computer inside the research lab by use of a

connecting cable that was installed.

RESULTS

Figure 2 shows the result of extractions using standard solutions with acetonitrile as the

trapping solvent. The gas chromatograms for these compounds showed that benzene and toluene were

not being trapped as efficiently as the other components in the test solution. It was decided to use

hexane as the trapping solvent.

Figure 3 shows the results of the study using hexane as the trapping solvent. The more

volatile components of the test samples still did not seem to be trapped very efficiently. It was decided

to monitor the amount of C02 gas that was passing through the extraction cartridge by using the

density of the supercritical-fluid and the flow rate. The extraction at this point was not time

dependent but rather volume dependent and extraction was halted after three cell volumes of fluid

had passed through the extraction cell. Figure 4 shows the gas chromatograms of an extracted sample

of JP-4 fuel and a pure sample of JP-4 fuel. It is clear that there is very little loss of the volatile

components using this method. Time did not permit the resampling of all the standard solutions to

verify this new method. However, the similarity in peak heights for these two chromatograms

suggests that the extraction efficiency is nearly 100% using this method.

Two experiments using the sample bins were performed. In each case 80.00 mL of fresh JP-4

was added to the bin and stirred into the sand. A sample was immediately taken from the bin.

Subsequent samples were taken every hour for at least the first nine hours. To increase the detection
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limits of the method extraction vessels of 5 mL and 12 mL were tested. This allowed larger samples

of sand to be sampled while the amount of trapping solvent remained the same. It was found that

within 36 hours very little of the JP-4 remained based on the GC chromatograms of extracted samples.

This was very disappointing since the idea was to mimic accidental spills in the environment from

underground storage tanks. Figure 5 shows the concentration changes with time for four different

components of the fuel. The spikes in the concentration curve are not completely explainable at this

point but probably relate to the inability to thoroughly mix the jet fuel with the sand. Further studies

of this type might use a cement mixer or similar device to mix the jet fuel into the sand.

CONCLUSIONS

A quantitative and qualitative method for detecting jet fuels of interest to the Air Force was

developed using SFE offline with analysis by a GC with an FID detector. This method is quick with

extraction times of about 20 to 25 minutes. The GC analysis requires about an hour for each sample.

The effect weather plays on fuel samples is yet to be determined. It is assumed that

temperature, pressure, and relative humidity will be important considerations. Further studies may

give attention to the effect the water table plays in fuel spills. It is known that in cases were fuel has

accidentally been released into the environment that the fuel percolates down through the soil until

it reaches the water table. It then tends to spread out over the surface of the water since jet fuel is

less dense than water and does not tend to mix with it. Such studies should be helpful in the cleanup

of environmentally hazardous sites.

I wish to thank the Air Force Office of Scientific Research for supporting this study, the officers

and staff of Tyndall Air Force Base for their assistance and advice in completing this work, and Mr.

Robert Kuhn for helping in the analysis of samples.
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Abstract

The Air Force has embarked on a program of environmental restoration which

includes many sites where the groundwater has been contaminated by jet fuel or

solvents. In order to design effective groundwater remediation plans, it is

necessary to be able to predict how dissolved and immiscible pollutants will be

transported by advection and dispersion. This capability is being developed by

the Civil Engineering Support Agency. As part of this effort, the public domain

groundwater flow program MODFLOW and its associated programs were applied to

predict the groundwater flow at the site of the Macrodispersion Experiment 2 on

Columbus Air Force Base in Mississippi. The program was used in the steady state

mode with hydrologic conditions as they existed in October, 1990. Field data

were used to estimate the boundary conditions and the hydraulic conductivity

distribution. The net recharge to the aquifer was estimated from meteorological

data. The importance of accurately specifying the recharge was illustrated by

performing simulations with and without recharge. In order to interpret the head

distributions predicted by MODFLOW, particle trajectories were calculated by the

program MODPATH and plotted using MODPATH-PLOT. Among the conclusions of this

study are that realistic simulations must be three dimensional and transient, and

that our ability to visualize the results lags our ability to perform the

simulations.
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PRELIMINARY NUMERICAL MODEL
OF GROUNDWATER FLOW AT THE MADE2 SITE

Donald D. Gray

INTRODUCTION

In recent years the Air Force has devoted increased attention to the problems of

environmental pollution which have been created by its activities over the last

several decades. Among the most important and persistent of these problems are

those associated with groundwater pollution. The Air Force has determined that

there are a large number of individual locations where jet fuel or solvents have

been spilled onto the ground, either by accident or deliberately. What was

perhaps not realized then, but is now all too apparent, is that these substances

often reach the water table and foul the groundwater.

As the Air Force prepares to deal with this groundwater pollution, it has become

evident that only when one knows where the pollutants are and what their

concentration is can a rational plan of remediation be swigned. An efficient

remediation strategy requires a capability to predict where and when dissolved

or immiscible pollutants will be transported by the groundwater flow. There are

numerous computer programs which have been written to provide this capability.

My assignment as an AFOSR Summer Faculty Fellow was to implement and evaluate

some of these programs on the Civil Engineering Support Agency's workstations.

In particular, I was asked to attempt to predict the transport of pollutants

which had been observed in the Macrodispersion Experiment 2 (MADE2) at Columbus

Air Force Base, Mississippi, in 1990-91.

My first step was to inventory the set of groundwater computer programs which had

been assembled before my appointment began. Table 1 lists these programs and

some of their important characteristics. These particular numerical models had

been selected because they were public domain programs which were more or less
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well documented and widely used.

Table 1. Inventory of groundwater models on hand, June 1992.

MODEL,VERSION DATE FLOW? TRANS- D UNSAT.? PRE.? POST.? METHOD

PORT? I

M

MODFLOW, 4.2 11/91 yes no * 3 no yes yes FD

HST3D, 1.5 2/92 yes yes 3 no no no FD

SWICHA, 5.05 2/91 yes yes 3 no no no FE

SUTRA,0690-2D 6/90 yes yes 2 partial yes yes FD/FE

MOC, 3.0 11/89 yes yes 2 no yes no FD/MOC

Random Walk 81 yes yes 2 no no no FD/RW

[SAMFTID. 1.0 9/90 yes yes 1 es l? ? ID/FE

SAKFT1D , ,, I,, ,,,,, ,,o L DF

FD = finite difference, FE = finite element, MOC = method of characteristics,
RW = random walk
* Particle tracking code MODPATH is available.

As Table 1 shows, all of these programs have the ability to predict groundwater

flow. Except for MODFLOW, they also have the capability to predict pollutant

transport by solving the advection-diffusion equation. Although MODFLOW lacks

this capability, there is a companion program (MODPATH) which predicts steady

state particle trajectories, thus essentially providing an upper bound for

pollutant transport. Only MODFLOW, HST3D, and SWICHA are able to solve for three

dimensional flows. SAMFTID, although limited to one dimensional problems, can

predict the motion of up to three immiscible phases; the others are single phase

models. SUTRA and SAMFTID have some capability to predict flow in the
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unsaturated zone, but the other models are valid only in the saturated zone. The

PRE.? and POST.? columns refer to the existence of preprocessor and postprocessor

programs to assist the user in preparing the input file and displaying the output

file. Although such auxiliary programs are not essential, they are extremely

useful in practice.

Although all of these programs are written in standard Fortran, the versions on

hand had been prepared for either mainframe or personal computers. None had been

ported to the recently established RAVC Research Modeling Computer Network. This

network is based on two similar Sun Sparcserver2 workstations running Versions

2 and 3 of the Unix-based Open Windows operating system. Getting these programs

to run on the workstations proved to be more time consuming than had been

anticipated.

The Macrodispersion Experiment 2 provided an almost ideal test case for transport

modeling because it was one of the most intensively monitored groundwater

experiments ever conducted; and because the Air Force, as a participant in the

experiment, had access to the data. On the other hand, the site was found to be

extremely heterogeneous, and so would provide a stiff test for any numerical

model.

The MADE2 test site was located on Columbus Air Force Base, Mississippi, and

covered an area about 300 m x 200 m. The site was covered primarily by weeds and

brush and had about 2 m of relief. There were no streams or ponds on the site.

The MADE2 investigators found that the upper layer of soil was a shallow

alluvial terrace containing a saturated zone about 11 m thick underlain by a clay

aquitard (Bogge, Young, Benton, and Chung; 1990). The soil consisted of poorly

sorted to well sorted sandy gravel and gravelly sand with minor amounts of silt

and clay. The aquifer was found to contain irregular lenses and layers having

typical horizontal dimensions on the order of 8 m and typical vertical dimensions

on the order of 1 m. Figure 1 shows the locations of the wells at which
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hydraulic conductivity was measured at 15 cm depth increments using the borehole

flowmeter method. In all 2187 conductivity measurements were reported. Most of

the other relevant aquifer properties were measured with similar

comprehensiveness. Hydraulic conductivity variations of up to 4 orders of

magnitude were found in individual wells.

With such extreme heterogeneity, it was obvious that only a three dimensional

model could provide realistic predictions. Of the trio of three dimensional

models listed in Table 1, HST3D seemed to be the most suitable, but I did not

believe that I could adapt it to the Sun workstations in the available time.

Based on my previous experience, I chose to devote most of my efforts to using

MODFLOW.

MODFLOW (McDonald and Harbaugh, 1988) is a U. S. Geological Survey (USGS) program

which solves a block centered finite difference approximation to the groundwater

flow equation on a variable cell size, three dimensional rectangular grid.

MODFLOW allows for anisotropy so long as the grid axes are aligned with the

principal directions of hydraulic conductivity. The name MODFLOW refers to the

modular structure of the program in which each optional feature is coded as a

separate subroutine. Clearly understandable coding and outstanding

documentation make MODFLOW the benchmark for evaluating other Fortran programs,

regardless of field.

MODFLOW is very flexible. It can solve either steady or transient cases and

provides options for recharge, wells, streams, and other hydrologic features.

Both confined and unconfined aquifers can be modeled. The algorithm allows the

dewatering of layers during periods of water table decline, but the version I

used could not handle rewetting due to a rising water table (a valuable

capability which has been added to later versions). MODFLOW offers three

independent solvers and has earned a reputation for robustness. As a result of

its many desirable features, MODFLOW is perhaps the most widely used groundwater
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flow code in the U. S.

As the popularity of MODFLOW has increased, a number of auxiliary programs have

been written to facilitate its use. PREMOD is a preprocessor which simplifies

the task of preparing the complex and often extensive input files. The results

of a MODFLOW execution are tables of heads and related variables written to

several output files, some in ASCII format and some in binary format. POSTMOD

is a postprocessor which converts the binary files into ASCII format so that they

can be imported into spreadsheet or plotting programs for further analysis.

MODPATH (Pollock, 1989) is a USGS program which uses the heads calculated by

MODFLOW to calculate seepage velocities. Based on these seepage velocities,

MODPATH determines the trajectories of inert, nondispersive particles. The

number of particles and their initial positions are arbitrary, but the flow

regime must be in steady state. These trajectories provide information on where

pollutants move ignoring dispersion. MODPATH-PLOT is a companion program which

can create several types of graphical displays of the MODPATH output files.

In order to run MODFLOW, the user must specify certain data. These include the

grid geometry, the boundary and initial conditions, values related to the

principal hydraulic conductivities for each cell, and the sources of water if

any. For unsteady simulations, the storage coefficients must be specified for

each cell. To use MODPLOT, the user must also give the porosity for each

cell.

Based on the MADE2 results, I chose to model a horizontal area of 340 m x 165 m

using 5 m x 5 m cells. Thus the grid had 68 rows and 33 columns. Nine layers

were used to discretize the vertical thickness of the aquifer. The bottom

boundary of the grid was idealized as an impermeable plane at an elevation of

ZI m, and t-. lower eight layers were each 1 m thick. The upper layer was an

unconfined layer whose bottom was at 59 m and whose upper boundary was the
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computed water table elevation. Thus the thickness of the saturated zone in the

upper layer was variable. Because the upper layer could not be allowed to

dewater, its bottom had to be set lower than would otherwise be desirable. The

total number of cells in the entire grid was 20,196.

Piezometric heads hac, oeen measured continuously in 15 monitoring wells scattered

over the site. In addition, manual measurements were made at about 48 wells

approximately once a month during MADE2 in order to obtain detailed "snapshots"

of the flow. Figure 2 shows the hydrograph measured at one of the continuously

monitored wells. The squares indicating the "snapshot" data are in good

agreement with the continuous record. From day 0 (June 26, 1990) until about day

180, the head declined less than 1 m in a smooth fashion. After that date the

variation was much larger and more erratic. These results, which were typical

of the continuously monitored wells, showed that a fully transient simulation

would be essential for the later portion of the test. As a first step, however,

it appeared that a steady state simulation would be adequate to predict the

regime of October 15, 1990 (day 83).

The October 15, 1990, "snapshot" provided piezometric heads at 45 points

scattered around the site. The kriging option in the commercial program SURFER

was used to interpolate head values at the midpoint of each cell of the

computational grid. All of the heads were assumed to represent water table

elevations, and head variations with depth were ignored. These krigged heads

were input to MODFLOW. The heads in the cells around the boundary of the grid

were specified to be boundary values and were held constant during the

computations. The heads in the interior cells were merely used as initial

guesses and were changed by the calculations. The Environmental Protection

Agency (EPA) program GEOPACK (Yates and Yates, 1990) was less satisfactory than

SURFER for this application.

Although borehole hydraulic conductivity tests were reported at 67 wells, there
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was time to reduce data from only six wells. It is clear that by using all of

this data, more accurate simulations can be performed. At each well, horizontal

conductivities were reported for vertical layers with thicknesses of about 15 cm.

These data were used to calculate effective horizontal conductivities for each

layer of the grid. Values ranged from 10*7 to 1.2 x 10'3 m/s. Where data for

the top or bottom layers were not reported, the value for the vertically adjacent

cell was used. The values derived for each well were assigned to all the cells

in the nearest rows of the grid. Thus the values from well K49 were used for

rows 1 through 18, the values from well K40 were used for rows 19 through 35, and

so on. The hydraulic conductivities were entered directly for the unconfined top

layer, but had to be converted to tranumissivities for the lower layers. The

layers were assumed to be horizontally isotropic.

Equivalent vertical conductivities between vertically adjacent nodes were based

on the equivalent horizontal conductivities of the cells weighted by the node to

cell boundary distances. This procedure assumes that each soil layer is locally

isotropic, and that all anisotropy is due to layering. The node to boundary

distance for the unsaturated top cell was arbitrarily assumed to be 0.5 m. These

conductivities were converted to leakances for input to MODFLOW. The values

ranged from 104 to 7.8 x 10' s"-.

Except for flow through the lateral boundaries (the lower boundary was assumed

impermeable), the only physical process by which water could enter or leave the

site was through recharge. Because no lysimeter data was available, recharge was

estimated from meteorological data. Daily temperature and precipitation data

were measured at the CAFS weather station, less the 2 km from the test site.

Figure 3 shows the precipitation during the test period. The nearest daily

evaporation pan data was from State University, about 35 km distant, and was

supplied by State Climatologist Dr. C. L. Wax. Missing evaporation data were

estimated from the daily maximum temperatures using the empirical equation of

Pots and Wax (1986). Figure 4 shows that the estimates based on this equation
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fit the trend of the actual measurements with tolerable accuracy. Based on

discussions with Dr. Wax, a pan coefficient of 0.8 was used to estimate the

evapotranspiration. The net recharge was the difference between the daily

precipitation and the evapotranspiration. The cumulative recharge is shown in

Figure 5. The net recharge was averaged from September 1 through October 31, 1990

(days 67 through 127), to obtain the value of -2.34 x 10' m/s which was input to

MODFLOW as the best estimate of recharge.

The porosity of each cell must be specified in order to allow MODPATH to

calculate seepage velocities based on the heads output by MODFLOW. In spite of

the seemingly exhaustive study which had been done of the MADE2 site, porosities

had been measured at only 4 core holes. The 84 samples had a mean porosity of

0.32 and this value was used for every cell in the grid. Without additional

field measurements, it will be difficult to improve upon this obviously

inadequate model of the porosity field.

RESULTS

Steady state MODFLOW simulations of the MADE2 site using the October 15, 1990,

conditions described above were run using the Sun workstations. The results were

sensitive to the convergence parameters which were specified. With the

Preconditioned Conjugate Gradient Solver, the following parameters gave

satisfactory results: relaxation factor = 1.0, head change criterion for closure

= 0.0005, and residual change for closure = 0.0005. One case was run using the

recharge of -2.34 x 104 m/s, and a second case was run with a recharge of 0. By

comparing these cases, the importance of correctly estimating the recharge rate

can be seen. In principle, such sensitivity studies should be conducted for each

input parameter, but the finite time available for such studies tends to limit

sensitivity analyses to at most a few key parameters.

Both cases had a run time of about 2 minutes and required 63 iterations to

converge. MODFLOW computes a global water budget which provides one measure of
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the consistency of the calculations. Table 2 compares the water budgets for

these simulations. It is interesting to note that 63 % of the outflow occurs by

evapotranspiration when recharge is simulated. If a transient simulation were

performed, this would cause a decline in the water table.

Table 2. Water budgets for steady state MODFLOW simulations of the MADE2 site

for October 15, 1990, conditions.

Case: with recharge no recharge

Recharge rate: -2.34 x 104 m/s 0

Inflow through boundary: 0.0018782 m3/s 0.0011460 m3/s

Outflow through boundary: 0.00067908 ml/s 0.0011277 m3/s

Loss through water table: 0.0011969 m3/s 0

Discrepancy: 0.12 % 1.61%

In order to comprehend the meaning of the thousands of numbers produced by

MODFLOW, it is virtually essential to reduce them to graphical form. Figures 6

through 9 were produced using MODPATH and MODPATH-PLOT. These particle

trajectory plots reveal the highly three dimensional nature of the simulated

flow. Figure 6 shows the trajectories of a line of particles which start in row

48 in the top layer in the simulation with recharge.. The particles converge

toward the center of the grid as they move toward the north due to inflow through

the east and west boundaries. The termination of the trajectories in the

interior of the grid occurs because the particles have reached the water table

and have been lost through evapotranspiration. This can be seen more clearly in

Figure 7 which shows the trajectories of a vertical line of particles which start

in column 10, row 48. These trajectories have been projected onto a vertical

plane. The particle which starts in the top layer is seen to leave through the

upper boundary. The other trajectories terminate where the particles flow
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through the western boundary. The strongly three dimensional nature of the flow

is caused primarily because the particles tend to flow through regions of higher

hydraulic conductivity.

Figure 8 shows the trajectories of particles which started in row 48 in the top

layer in the no recharge simulation. Since there is no evapotranspiration, the

trajectories all extend to the lateral boundaries. Compared to Figure 6, the

degree of convergence is much greater. The bifurcation of the trajectories near

the northwest corner of the grid is caused by a region cf higher head on the

boundary. The refraction of the trajectories is caused by abrupt changes in the

hydraulic conductivity. Figure 9 shows the vertically projected trajectories of

particles which started in a vertical line of cells at row 48, column 10. The

three dimensional nature of the flow remains pronounced; but unlike Figure 7, all

of the trajectories terminate through the western boundary.

These plots are more informative than reams of tables, but they are only a small

fraction of the plots which could be made. It is obvious that one of the major

bottlenecks in groundwater modeling is visualizing the results. The outstanding

graphical capability of the Sun workstations should prove invaluable in this

regard.

It ii important to realize that these simulations are not good representations

of the actual MADE2 flows due to the many assumptions which were introduced in

order to obtain results in the allotted time. Perhaps the most restrictive

assumption is that the calculations are for steady state. Although the

conditions at the MADE2 site were fairly steady during the first 180 days of the

experiment, this period was far too short to reach steady state. Even if the

flow field was steady, it did not remain steady long enough for the particles to

trace out their entire predicted trajectories. For believable results, transient

simulations are a necessity. This can be accomplished, but the increase in

effort required will be substantial. In addition, it must be remembered that
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MODPATH can calculate only steady state trajectories. Other limitations on the

present results include the coarse discretization of the hydraulic conductivity

and the unrealistic specification of a uniform porosity.

CONCLUSIONS

1. Realistic simulations of groundwater flow and contaminant transport must be

three dimensional and transient. Codes such as HST3D have these capabilities.

2. No matter how much field data is available, it is never as much as the modeler

wants. Perhaps some form of tomography is the answer.

3. The ability to visualize and interpret the results lags far behind the ability

to do calculations. The graphical capabilities of the Sun workstations must be

fully exploited in the future.

4. Even programs which claim to be written in ANSI standard Fortran are not fully

portable. There seem to be few groundwater programs which have been ported to

the Sun workstations.

5. The kriging software used in this study was not entirely satisfactory.

6. A geographic information system (GIS) would be invaluable in integrating

various classes of field data and simulation results.
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DECISION ANALYSIS FOR SELECTION
OF HALON 1301 REPLACEMENT AGENTS

Charles J. Kibert
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Abstract

The U.S. Air Force program to replace Halon 1301 in total

flood applications with suitable compounds entails the requirement

to set selection criteria that will provide technical and

management decisionmakers with the basis for evaluating the

alternatives. Classic decision matrices allow a single evaluator

to both rate and provide weights for each criterion against the

various alternatives. The methodology described in this paper

allows multiple evaluators to rank the criteria in order to

generate criteria weights. A symbolic scheme to state the relative

importance of the criteria and a system for "collapsing" the

rankings are described.
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DECISION ANALYSIS FOR SELECTION

OF HALON 1301 REPLACEMENT AGENTS

Charles J. Kibert

INTRODUCTION

The Montreal Protocol of 1987 and the Clean Air Act Amendments

of 1990 have dictated that the class of chemicals known as

chlorofluorocarbons (CFC's) be banned from production by January 1,

1995 and from use by January 1, 2000. Largely used as

refrigerants, CFC's also play and important role as firefighting

agents where clean fire suppression is important. In computer and

communications facilities it is desirable to extinguish the various

classes of fires that may occur with minimal disruption to ongoing

operations and without adding to the damage caused by the fire

suppression method. Use of water sprinklers, foams, or dry

chemicals necessitate extensive and expensive cleanup operations

after a fire. A subset of CFC's known as Halons has provided clean

fire suppression capability for over two decades. Halon 1301 has

been the clean agent most frequently employed to protect

computer/communications facilities from fire damage and collateral

damage that would be a function of the fire suppression method.

DISCUSSION

In another program to select a replacement agent for Halon

1211, used in flightline firefighting and in facility and aircraft

portable firefighting units, a decision analysis matrix was

utilized rather late in the program to provide a framework to

justify the selection of the replacement agent (Figure 1.). Halon
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1211 was compared to PFC-614 and HCFC-123 to determine which of the

replacement agents should be selected for further testing.

Criteria such as agent effectiveness, acute toxicity, system

conversion costs, purchase cost, ozone depletion potential (ODP),

and greenhouse warming potential (GWP) were used as the basis for

agent evaluation. A few key features of this rating scheme can

be note in Figure 1.

First, each criterion was treated identically in terms of

weight. Fire suppression efficiency received the same weight or

emphasis as toxicity and cost. For all practical purposes it

could be said that no weighting scheme was utilized.

Second, the scoring of each alternative was accomplished by

awarding three points for the alternatives with the best

performance against each criterion and one point against each

criterion showing the worst performance. The spread of points is

not enough to significantly differentiate good performance from

poor performance.

Third, several criteria are actually counted a number of

times. The category entitled future regulatory phase-out since

ODP, GWP, HCFC's, EPA SNAP approval are all connected with this

topic. Consequently out of 16 criteria, four are counted against

possible phase-out.

This example illustrates several of the pitfalls associated
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with decision matrix methods. A set of clearly defined criteria

are necessary in order to set up the decision matrix. Each

criterion should appear once in the matrix and there should be no

interdependence of criteria. This latter recommendation may not

always be possible to implement. Nonetheless it should be utilized

to the maximum extent possible. A weighting scheme should also be

employed in order to indicate the relative priority of the

criteria. The weights should be generated using input from

several experts in the field in order to minimize the influence of

any single rater on the final weights generated.

It is this latter point that is perhaps the most difficult to

achieve. There is not at the present time any method that allows

the opinions of several expt-.cs to be synthesized into a single

outcome. In order to accomplish this synthesis, a method for

aggregating the inputs of multiple experts is required.

METHODOLOGY

The approach to solving the problem of allowing multiple

experts to generate criteria weights was to create a system in

which experts could provide their inputs in a symbolic fashion.

The symbolic system consisted of listing the criteria from left to

right with the most important criteria being in the leftmost

position and the least important in the far right position. The

following symbols are used to define the relationship of the left

criterion to its right neighbor:
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= the criteria are of about equal importance

> the left criterion is slightly more important

>> the left criterion is more important

>>> the left criterion is far more important

For a scheme with 12 criteria, the following is an example of

how a single evaluator might rank the criteria:

5>6=4>>7>>>1=2>3>>8>>>9=10>11>>13=12

Note that each criterion is used only once and that all

criteria are ranked.

Figure 2. shows the list of criteria tentatively identified

for evaluation of Halon 1301 replacements. Figure 3. shows how the

ratings from 4 evaluators could be "collapsed" in order to produce

a single, synthesized, rating. It is the synthesized rating that

would then be utilized to generate the weights. The weight

generation scheme could then use one of several standard

approaches. A simulated decision analysis matrix is shown in

Figure 4.

The final stage in the decision system is to perform a

sensitivity analysis to determine how the outcome may be affected

by variation of the weights. The sensitivity analysis can be

conducted using one of several methods, the details of which are

unimportant here.
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CONCLUSIONS

The decision analysis matrix system described in this report is a

new approach to generating weights for a wide variety of

applications. The application used to test this methodn is the

selection of a Halon 1301 replacement agent. However the main

outcome is that the general principles described herein can be used

for any cases that would benefit from the inputs of multiple

experts in the generation of criteria weights.
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LIST OF CRITERIA

; Fire Suppression Efficiency

Low Residue Level

Low Electrical Conductivity

Low Metals Corrosion

- High Materials Compatibility

S'Stability Under Long Term Storage

Low Toxicity

SVODP

SaGWP

SCost

SProduction Availability

•> Extinguishment Concentration

SConversion Cost of Facility

Figure 2.
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RATINGS INTERPRETATIONS

4 SURVEY SAMPLE

1 >>10> 7 = 8 = 9> 12 = 13> 5 > 11 > 2 = 3> 4 > 6

1>>>10 >12 > 8 = 7 = 9 > 5 w13 > 2 > 11= 3 > 6 > 4

1 = 10>> 8=9> 7 > 12 = 13> 5> 11 > 3> 2 > 6 > 4

10> 1 >>>7= 8> 9 =12 >>13 = 5 > 6 > 3 > 11> 2 > 4

Sa a, a a a, a a re a a
cii ce ci ci Is ai [a co 11 ci ce El

I >10 > 7 = 8 = 9 > 12 >13 > 5 > 11 > 2 > 6 > 3 > 4

GENERATE WEIGHTS

Figure 3.
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SIMULATED DECISION ANALYSIS MATRIX

COST 4.5: 4 4 3 3

F. F. EFFICIENCY 4.8 4 4 3 3- - i

LOW TOXICITY 3.1 4 5 4 4

ODP 2.7i, 2 4 3 3

SCORE 55to:ý: ::--6:* 48.4 48.4)

Figure 4.
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TRAVELLING WAVES WITH NONLINEAR, NONEQUILIBRIUM ADSORPTION

Valipuram S. Manoranjan

Associate Professor
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Washington State University

Abstract

The spatial variability of hydraulic conductivity is studied using the (grain-size analysis)
data collected at a tracer test site, located at Columbus Air Force Base in Mississippi.
The study involves vertical kriging ard constructing segmented planar trend surfaces. It
is shown that such an investigation can provide a better understanding of the variability
pattern of hydraulic conductivity. Further, a relationship between the results from borehole
flowmeter study and grain-size analysis study is conjectured. Lastly, a one dimensional
transport model with nonlinear, nonequilibrium adsorption is analyzed and an expression
for the travelling wave solution is obtained in a closed form employing a linear caricature
approximation of the nonlinear isotherm.
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HYDRAULIC CONDUCTIVITY VARIABILITY, KRIGING, TREND SURFACES
AND

TRAVELLING WAVES WITH NONLINEAR, NONEQUILIBRIUM ADSORPTION

Valipuram S. Manoranjan

1. INTRODUCTION

It is generally recognized that the heterogeneity of the aquifer hydraulic conductivity plays

an important role in controlling the dispersion and movement of groundwater solutes. So,

there is a great need to quantify spatial variability of hydraulic conductivity if existing

transport models are to be applied to practical problems. However, most of the time one

would not have a large number of hydraulic conductivity measurements, and the study of

quantifying variation in hydraulic conductivity will be based on a limited data set. The

main objective of this project is to carry out such a variability study on the data collected

at a tracer test site, located at Columbus Air Force Base in Mississippi. In the recent past,

somewhat similar studies have been conducted by other researchers [Rehfeldt et al., 1989

& 1991; Young et al., 1992]. These studies were essentially based on borehole flowmeter

measurements of hydraulic conductivity, and no serious attempt was made to carry out a

thorough study involving indirect measurements such as soil grain-size analyses. We believe

that our study is the first serious attempt in using hydraulic conductivity estimates obtained

from grain-size analyses to understand spatial variation in hydraulic conductivity. Our work

will also look for some kind of relationship between the results one will obtain from borehole

flowmeter study and grain-size analysis study.

The standard approach of tackling a problem of the kind proposed here is to introduce the

concept of regionalized variable (In[hydraulic conductivity] in our case), and to do kriging, a

local estimation technique which provides the best linear unbiased estimator, on the region-

alized variable over the site (a three dimensional domain) of interest. We feel, sometimes,

such a three dimensional kriging study might obscure any simple behavioral patterns the

regionalized variable might have in one particular direction or the other. Therefore, we take
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a fresh look at this approach introducing segmentation in the data. Still, using kriging,

but in one direction only, and employing the concept of trend surfaces, we find that spatial

variation in hydraulic conductivity can be better understood with a limited data set.

As we pointed out earlier, quantification of spatial variability of hydraulic conductivity is

essential for employing transport models to practical problems. IHowever, one should not

naively think that once spatial variation pattern of hydraulic conductivity is available, ap-

plying transport models is an easy task. There are various unanswered questions associated

with transport models and the one we are particularly interested in asks, how to describe

transport, analytically, with nonlinear and nonequilibrium adsorption. As a secondary ob-

jective of tile summer project we have tried to answer this question. By studying the one

dimensional transport in the positive z direction (along the depth), and using an appro-

priate linear caricature to describe the nonlinear adsorpti )n, we are able to find the closed

form solution for the concentration profile of the solute. It does not matter whether the

adsorption is Langmuir or Freundlich, the obtained solution can be easily modified to suit

our needs. Such a solution will be very useful for predicting the concentration of a solute in

any location at any given time without resorting to expensive numerical computations.

2. ANALYSIS OF EXPERIMENTAL DATA

Hydraulic Conductivity Estimates

The experimental data are from soil samples obtained from 17 separate locations at the

Columbus Air Force Base tracer test site. At each location, samples are collected at 9

different (irregularly spaced) vertical depths. An empirical formula which relates hydraulic

conductivity to grain size is used to estimate conductivity values for these 153 soil samples.

We use the formula in the form presented in [Seiler, 1973]. The formula is of the form,

K = fd
2

where, K is the hydraulic conductivity, d, the representative grain diameter and f, the
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proportionality factor. The factor f is a function of the uniformity coefficient U given as,

U = d(60)/d(lO)

where, d(m) is the grain diameter such that m% of the sample by weight is of diameter less

than d(m). Following [Seiler, 1973], when U > 5, our hydraulic conductivity estimates are

based on the formulae

If = f(U) d(1O)', 5 <_U< 17

and

K = f(U) d(25) 2 , U> 17.

The values for f(U) can be obtained from either [Seiler, 1973] or [Rehfeldt et al., 19891.

However, when U < 5, we use the formula

K = d(1O) 2

due to [Ilazen, 1892).

Punctual Kriging Over Depth

In order to analyze the spatial variability of the hydraulic conductivity estimates thus ob-

tained using the empirical formulae, we introduce the concept of regionalized variable. A

regionalized variable can be thought of as an intermediate variable between a truly random

variable and a completely deterministic one. Unlike random variables, a regionalized vari-

able will have continuity from point to point, but usually it will not be possible to know its

value everywhere, as one could for a deterministic variable. Here, the obvious candidate for

the regionalized variable is the hydraulic conductivity K. However, geostatistics requires

that the regionalized variable be normally distributed, and our hydraulic conductivity esti-

mates are not normally distributed. Therefore, a better choice for the regionalized variable

is In(K). Usual practice is to assume stationarity of the regionalized variable and to find

the best estimator (with minimum variance) of the mean value of the regionalized variable

(punctual kriging) over a two or a three dimensional domain. Thus obtaining some vari-

ability pattern of the regionalized variable. The currently available software packages such
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as GEOPACK and SURFER employ this approach too. The problem with this approach

is that, even though, one will end up with somr., kind of resulting variability pattern of the

regionalized variable after a lot of computations, interpreting this pattern may not be easy.

This pattern may not fall into the category of known simple patterns that can be described

by polynomial functions, sinusoidal functions etc. So, making any predictions based on a

non-understandable pattern may not seem a good idea.

We take a completely different approach in analyzing the hydraulic conductivity data. We

would like to investigate whether there exists any known simple patterns of either K or

hn(K) in a given direction. Therefore, to start with we will not carry out any two or

three dimensional kriging, but, just a one dimensional kriging over depth at each location

of interest. The first step in the kriging process involves calculating the semi-variogram

associated with the given experimental data. At this point, the basic assumption is that

the log hydraulic conductivity field is stationary. The semi-variogram Y will describe the

expected difference in value between pairs of samples with a given relative orientation. If

we denote the regionalized variable MI(K) by R, the formula that is used to calculate the

semi-variogram is given by

Y(h) =zi) - R(zi + h)]2

where, zi and zi + It are two different depths at a distance h apart and n is the number of

sample pairs separated by this distance h, known as the lag distance. The graph Y vs. h is

the semi-variogram. The computed Y values can be fitted by various models and in most

studies linear models are used (as in the software package SURFER) just for the sake of

convenience.

In this preliminary study, we carry out kriging at three different locations and it turns out

that the corresponding semi-variograms are nonlinear with the nugget effect (i.e. discon-

tinuity at the origin). A typical semi-variogram is shown in Figure [1]. Once the form of

the semi-variogram is decided, the next step is to do kriging itself. By doing kriging, what

we obtain is the estimated value for the regionalized variable R at any depth in a given
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location. For a detail account of kriging, the interested reader should consult (Journel &

lHuijbregts, 1991]. At a given location, if the number of points employed for kriging is m,

then the estimate value at any point p will be given by

1p = WiRi + W2 R2 + ... + WmRm.

The weights W,'s are not known at this stage and they will be evaluated by solving an

appropriate system of linear equations,

AU =b.

Variogram at (2,16.3)

0.8

0.6

0.4

0.2

0,, .

0 5 10 15 20 25

Figure 1
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The elements in the matrix A, and the vector b are calculated using the semi-variogram and

the unknown vector U is composed of the weights Wi's and the Lagrange multiplier A. The

interesting aspect of kriging is that, if we choose the point p to be any one of the known

points I to m, the estimate we obtain will be exactly the same as the given value. (i.e. for

example if p = 3, the kriging process will give the weights as [WI, W2 , W3 , W4 ,.. , Wm] =

[0, 0, 1,0, .-. 0, and thus the estimate is obtained as R3 exactly). In our study, by doing some

simple mathematics we are able to prove the correctness of this nice kriging characteristic.

Kriging at (-6,9.3)
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Figure 2

13- 8



At each of the chosen three locations, we carried out kriging at equally spaced depths and

the final results are presented in figures [2], [3] and [4). It is interesting to note that the

qualitative behavior seems to be the same in all these figures. (i.e. with the increase

in depth, hydraulic conductivity increases for a while, then sharply decreases and slowly

increases again). In figure [51 we present all three graphs in one frame. Now, comparing

the curves corresponding to the locations (2, 16.3) and (7, 14.6), we may conclude that the

variation in the hydraulic conductivity becomes smaller as the x value increases for a nearly

constant y value. However, we hasten to add that it is necessary to carry out further work

on this aspect before accepting this tentative conclusion.

Kriging at (2,16.3)
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Figure 3
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Kri~ging at (7,14,6)
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Kriginq at three different locations
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Trend Surfaces

The way we have applied kriging gives us only the variability pattern of hydraulic conductivi-

ty in the z direction (depth). In order to investigate the spatial pattern in the z, y directions,

we divide the tracer test site into three segments. We call these segments nearfield, midfield

and farfield depending on how close or how far they are from the point of tracer injection.

Now, picking one of these field segments, at a chosen depth we can construct a trend surface

for hydraulic conductivity based on the sample data collected just in that field segment. In

figures [6], [7] & (81 we present such typical trend surfaces obtained for nearfield, midfield

and farfield, respectively. Initially, linear trend surfaces were tried, but the percentages

of goodness of fit were not good enough. However, for second order trend surfaces, in all

three segments, the coefficients of determination turn out to be approximately equal to 0.99.

Therefore, we feel that the second order trend surfaces are the best possible low order trend

surfaces for the experimental data we have. One might ask, what happens if a trend surface

is constructed to the whole tracer test site without segmenting it? In order to answer this,

we tried a second order trend surface for the whole site, at a depth of 28.5 feet, and the

corresponding value of the coefficient of determination was about 0.44, which is not a very

good value. Then we tried a third order trend surface and obtained the value 0.80 for the

coefficient of determination. Although 0.80 is a better value than 0.44, it is still not that

good compared to 0.99 obtained for segmented trend surfaces. One can always go another

order higher and hopefully find a better trend surface for the whole site. However, it is not

advisable to go to higher and higher orders, because that will increase the complexity of

the problem. Further, when one has only a limited number of data points, fitting higher

order trend surfaces may introduce unwanted artifacts. Therefore, it is our contention that

segmenting the test site and fitting a trend surface in each of the different segments is how

the z - y spatial varability of hydraulic conductivity should be studied.

This approach we have taken constructs second order trend surfaces in the z - y plane and

kriges in the z direction. This means that we are able to see nice second order polynomial

patterns of hydraulic conductivity in the z - y plane, and a simple looking variation of
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K in the z direction. Based on the limited analytical study we carried out this summer,

our approach seems a simple and reasonable way of characterizing the spatial variation of

hydraulic conductivity. However, we should point out again the necessity to carry out more

work before making any firm conclusions. Also, one should remember that kriging is a local

estimation procedure, and the kriged estimates are valid only in the neighborhood of the

data points considered. Similarly, the trend surfaces cannot be extended to regions far away

from the points employed in these surface constructions.

Before we close this section, a couple of important points should be made. The first relates

to the grain-size data we have used in our study. One may wonder how good the results

obtained from these data are compared to the results from borehole flowmeter data. In fact,

in a recent paper (Rehfeldt et al., 1991] on hydraulic conductivity variability, the argument

was made in favor of borehole flowmeter data. The argument was based on the fact that the

estimates of log hydraulic conductivity variance and the horizontal & vertical correlation

scales obtained for grain-size data did not fall within the confidence limits of the estimates

from borehole flowmeter data. For borehole flowmeter data the respective estimates were

found to be 4.5, 12m and 1.5m; whereas, for grain-size data these values were 2.9, 15m and

0.8m. These estimates were found assuming second order stationarity of conductivity field.

However, in the same paper at a later section, the authors argue about the need to intro-

duce trends in hydraulic conductivity analysis, because of the observed large-scale spatial

variations in the mean ground water velocity. This will invalidate the earlier stationarity

assumption for conductivity field, but now log conductivity residue field will be assumed

to be stationary. Analyzing further, the authors introduce a third order polynomial trend

to represent conductivity drift based on its compatibility with groundwater flow field. Un-

der these circumstances, working with borehole flowmeter data, the values they obtain for

variance and the horizontal & vertical correlation scales (for log conductivity residuals) are

respectively 2.8, 5.3m and 0.7m. The values 2.8 and 0.7m for variance and vertical corre-

lation scale are almost the same as the respective values 2.9 and 0.8m they obtained using

grain-size data! Also, the value 5.3m for the horizontal correlation scale is nearly the same
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as the value one will obtain when (grain-size) horizontal correlation scale 15m is divided by

3, the order of the polynomial trend!

This clearly demonstrates that there exists an interesting relationship between the results

obtained fr6m grain-size data and the de-trended flowmeter data. However, further exten-

sive study is needed to make any concrete statements on this. But, at least this simple

argument shows that one should not discard grain-size data as useless for the study of hy-

draulic conductivity variability.

The second point we would like to make is that, although our work in this summer project

has employed only the grain-size data, the approach we have taken (segmented trend sur-

faces in the z - y plane and vertical kriging) is equally applicable to any other hydraulic

conductivity data that can be generated using either direct or indirect methods.
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Figure 6
Near Field Trend Surface for Hydraulic Conductivity (Second Order; R2 = 0.999)
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Far Field Trend Surface for Hydraulic Conductivity (Second Order; R 2 =0.999)
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3. CONCENTRATION PROFILE/NONLINEAR ADSORPTION

The second part of our work was on a one dimensional transport model. The investigation

was motivated by the need for analytical expressions of solute concentration profiles in order

to make long term predictions with minimum computational cost and effort. In the past,

various authors [van der Zee, 1990 and references therein] have studied transport models

with the aim of obtaining analytical expressions for concentration profiles. Their efforts

have been only partially successful, because analytical expressions were found possible only

under local equilibrium assumption or when there was linear sorption.

In our study, we analyse a solute transport model with nonlinear sorption, when sorption

kinetics is described by a first order rate expression. In a non-dimensionalized form, the one

dimensional model in the positive z direction (depth) can be described as,

[Rate of change in concentration] =[(Dispersion)/(Peclet number)]-[Convection]

-[(a parameter) * (Rate of change in adsorbed amount)]

with

[Rate of change in adsorbed amount] =[a rate constant] * [Nonlinear sorption - Adsorbed

amount].

The nonlinear sorption in the above model can be Langmuir, given as,

KQC/(I + KC)

or Freundlich of the form,

KC-,

where C is the solute concentration, K, the nonlinear adsorption coefficient, Q, the Lang-

muir adsorption maximum and n, Freundlich sorption exponent.

We investigate the possibility of constructing travelling wave solutions for solute concentra-

tion C. In order to do that, first, we replace the nonlinear sorption function in the model
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by a suitable linear caricature which has the same qualitative behavior. In particular, we

use the linear caricature of the form,

KIC, C < Co
I(C) = {

A + K2C, C> C"

with appropriate values for the constants A, K, and K2. It is obvious that when we choose

K2 = 0 with suitable values for A & KI, f(C) will have the Langmuir behavior. The

concentration value C* is chosen based on experimental evidence.

Our study involves introducing the travelling wave coordinate

Z = z - vt

and solving the resulting third order differential equations in the segments (-0,0] and

[0, co) respectively. By using the matching conditions at the origin, we are able to obtain

the continuous concentration profile we were seeking. For the parameter values of [van der

Zee, 19901, the concentration profile is as shown in Figure [9]. The corresponding linear

caricature is given in Figure (10].

It should be noted that one can further improve the choice of the linear caricature. For

example, by constructing one with three line segments instead of two. Our mathematical

treatment can still be applied in such a situation, but, with some extra amount of work.

The mathematical ideas employed in this part of our study will be very useful for long ter-

m predictions of solute transport over large distances or times. We should point out that

comparitive studies using experimental data are needed for further validation of the results

obtained here.
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4. CONCLUSIONS

Although, the hydraulic conductivity variability study conducted here is just a limited, pre-

liminary study, we are able to make the following two important conclusions:

The idea of vertical kriging and segmented trend surfaces can pro-
(i) vide a simple and understandable view of hydraulic conductivity

variability pattern.

The grain size analysis data should not be discarded as useless
in the investigation of hydraulic conductivity variability, since the

(ii) use of grain-size analysis data in such a variability study can give
results which can be related to the results one obtains from the
(supposedly more accurate) borehole flowmeter data study.

In the work on the transport model with nonlinear, nonequilibrium adsorption, a closed form

solution is obtained for the concentration wave. An expression of this nature will be very

useful for predictive purposes and will help experimenters avoid costly numerical computing

associated with nonlinear isotherm problems.
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5. FUTURE WORK

As noted in the section on punctual kriging, when a limited study of kriging was carried

out over depth in the near field, it was observed that the variation in hydraulic conductivity

became smaller with an increase in z-value when y-value was held nearly constant. In order

to decide whether this is a global behavior or not, one needs to carry out further kriging "n

mid and far field locations.

In the section on trend surfaces, based on a deductive argument we made a conjecture

relating the results from borehole flow meter study and grain-size analysis study. Again,

this conjecture can be justified only if a thorough study of borehole flowmeter data is

conducted in conjunction with our grain-size analysis data and compared.

One of the major problems with the kind of kriging-trend surface analysis carried out in

this work is that our variable (bhydraulic conductivity) may not have been sampled suffi-

ciently to provide estimates of acceptable precision. In such circumstances, the estimation

may be improved by considering spatial correlations between our variable and some other

sample variable. One may be able to perform such a co-kriging analysis combining both the

hydraulic conductivity data and TOC (toxic organic content) data.

Finally, when obtaining a model for the variogram, maybe ideas such as hole effects and

nested-variograms could be incorporated to get a better fitted variogram model.
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Abstract

2,4-Dinitrotoluene (DNT) is an EPA priority pollutant that is found in wastes

from the manufacture of 2,4,6-trinitrotoluene (TNT) and toluenediisocyanate.

Treatment of DNT-containing waste by activated sludge processes is usually difficult

owing to the high toxicity of this compound. In this work, removal of DNT from

aqueous solutions was achieved with a bioreactor containing immobilized Pseudomonas

PR7. This microorganism, which is able to use DNT as its sole source of carbon and

energy and degrades DNT oxidatively, was isolated by the Microbiology Group of HQ

AFCESA at Tyndall AFB.

Studies using suspended cells showed that Pseudomonas PR7 is able to degrade

DNT concentrations as high as 1500 WM, the solubility limit at 25 'C, although

concentrations above 1000 g±M lengthened the lag phase in batch growth. Higher cell

densities were obtained on a growth medium containing both succinate and DNT than

when DNT was the sole carbon source, but 12-fold higher specific rates of DNT

degradation were obtained in succinate-free cultures. High concentrations of nitrite

(>5000 gtM) inhibited the growth of this microorganism but did not affect the specific

DNT degradation rate.

The packed-bed bioreactor contained diatomaceous earth pellets to which the

microorganisms were attached. The feed to the system contained DNT (from 500 to

1200 gM) as the sole carbon source in a minimal medium containing phosphate,

ammonium, and other nutrients. During a 712-hour test of this bioreactor, various

studies were carried out to characterize the system. When the system was configured to

emulate a continuous well mixed reactor, the maximum performance was 325 gmol/L-h

(based on total liquid volume) or 470 g.mol/L-h (based on the column volume). The

comparable rate in a continuous suspended cell reactor was 25 11mol/L.h. The

bioreactor also demonstrated resistance to large perturbations and the ability to

function stably for long periods. When fed a mixture of DNT and TNT, both were

degraded, and the rate of DNT consumption was unaffected by the presence of TNT.
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IMMOBILIZED CELL BIOREACTOR FOR
2,4-DINITROTOLUENE DEGRADATION

Kenneth F. Reardon

INTRODUCTION

A. Bioracltor ftr Pollution Control
Many hazardous organic pollutants can be degraded to innocuous compounds

by microorganisms [1]. This concept forms the basis for the set of technologies called
"bioremediation". of which two major types can be identified: in situ bioremediation, in

which the contaminated soil and water is treated without being moved, and bioreactor

treatment, in which microorganisms contained in a reactor are used to treat flows of
contaminated soil and/or water. For the clearup of large areas or deep aquifers, in situ

bioremediation approaches are often better; however, soil-wash streams, industrial
waste streams, and some aquifers are more appropriately treated in bioreactors.

Bioreactors are divided into those containing either suspended (free) cells or

immobilized cells [2]. Suspended cell reactors, by far the more common, can be

operated in batch (including fed- and sequencing batch) or continuous flow modes
(Figure 1). For biotreatment of waste streams, the former has the advantage of
simplicity of operation but disadvantages stemming from the time required to fill and

drain the reactor vessel and, since the concentration of pollutant is relatively high at the
start of each run, lowered activity due to substrate inhibition (a common phenomenon

for most molecules of interest in waste treatment). On the other hand, continuous-flow
reactors (generally continuous stirred-tank reactors), require no fill and drain time and

can be designed to avoid substrate inhibition problems. However, the operation of

these systems can be more complex and is always limited by the specific growth rate of

the microorganisms serving as the biocatalyst. That is, since the gover iing equation for
a steady-state continuous stirred tank reactor (CSTR) is g. = D, where g is the specific
growth rate and D is the dilution rate (flow rate divided by volume), the maximum flow

rate for a given system is dictated by the rate at which the cells are able to grow;

excessive flow rates lead to washout of cells from the reactor vessel. Microbial growth
rates on many organic pollutants are slow and thus this constraint is a significant one.

A further disadvantage of most suspended cell reactor systems used in wastewater

treatment is that the low concentrations of carbon sources (pollutants) in the feed
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streams can support only small populations of cells, resulting in a low volumetric

reactor productivity (amount compound degraded /reactor volume/time).

A B

C D

Figure 1. Bioreactor types. (A) suspended cells, batch stirred tank; (B) suspended cells,
continuous stirred tank (CSTR); (C) immobilized cells, plug flow (PFR); (D) immobilized

cells, CSTR.

Many of the problems with suspended cell bioreactors can be overcome with the
use of immobilized cells, which are defined as cells that are confined within a reactor by

attachment to the surface of small particles (e.g., sand), entrapment within a porous

polymer (e.g., calcium alginate), flocculation, or retention behind a membrane [3].
Bioreactors based on any of these techniques contain high cell densities and thus
provide a higher volumetric productivity than comparable suspended cell systems. In

addition, the optimization of continuous-flow immobilized cell reactors is not restricted

by the specific growth rate of the cells (since they are retained within the reactor), and
the effluent from one of these reactors contains a very low concentration of cells.
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Immobilized cell bioreactors can be run in a batch mode but are usually used in a

continuous-flow configuration. A common example of this type of bioreactor is the
packed column, in which pellets of adsorbed or entrapped cells are loaded into a long,

narrow tube. The liquid feed may be conditioned (e.g., aeration, pH adjustment) before
flowing upward through the cell bed. Continuous-flow packed bed reactors are
frequently operated in a single-pass mode that approximates a plug-flow reactor (PFR)
system (Figure 1C). Alternatively, the packed-bed reactor can be operated in a recycle

mode that approximates a CSTR system (Figure ID). While the PFR system is simpler

and can result in an effluent containing no contaminant, it is subject to substrate
inhibition or toxicity problems since the substrate concentration is high at the column

inlet. In the packed-bed CSTR system, this substrate inhibition problem is avoided
because the feed is diluted when it is mixed with the liquid content of the system.

However, a zero concentration of contaminant in the effluent from a CSTR is not
possible since this stream has the same composition as the liquid recirculating in the

bioreactor. It can be shown that a reactor system consisting of a CSTR (in which the
contaminant concentration is reduced from a high to a relatively low level) followed by
a PFR (in which the contaminant concentration can be reduced to a very low or zero

concentration) results in the highest overall volumetric productivity [4].

D. 2.4-dinitrotoluene ONT

2,4-Dinitrotoluene (DNT) is an EPA priority pollutant that is found in wastes

from the manufacture of 2,4,6-trinitrotoluene (TNT) and toluenediisocyanate.
Treatment of DNT-containing waste by activated sludge processes is usually difficult

because of the high toxicity of this compound to most microorganisms and the
fluctuations in the DNT concentration entering the treatment plant. Periods of high

inlet DNT levels inhibit the growth of the DNT-degrading cells in the reactor and a
significant proportion of them may be washed out, lowering the ability of the system to
remove DNT. A similar problem occurs when periods of low inlet concentration

(during which fewer DNT-degrading cells can be maintained in the reactor) are
followed by periods of high DNT feed levels (when the concentration of DNT-degraders
is too low to remove DNT to the desired concentration).

DNT has a molecular weight of 182.13, and thus a 500 gM solution is equivalent
to 93.9 ppm. The maximum solubility of DNT in water is 1438 p.M at 22 °C [5].
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PROJECT GOALS

The goals of this project were to develop and test an immobilized cell bioreactor
capable of high rates of DNT degradation. To attain these goals, several specific tasks
were performed:

# microorganism selection
# investigation of the biodegradation kinetics
* selection of the immobilization method

* design and construction of the bioreactor system
* characterization of the bioreactor system, including

MATERIALS AND METHOQID
A.Media

The microorganisms used in this work were grown in solutions of DNT in
Spain's Mineral Salts Base (SMSB), which contains (mg/L): MgSO4.7H20, 112.5;
ZnSO4-7H20, 5.0; Na2MoO 4.2H20, 2.5; KH2PO 4, 340; Na 2HPO4-7H20, 670; CaC12, 13.8;
FeC13, 125; NH4Cl, 500. This medium was occasionally supplemented with 10 mM
sodium succinate. Strains were maintained on plates containing SMSB, 500 p.M DNT, 10
mM succinate, and 18 g/L Bitek agar (Difco) or on plates made from tryptic soy broth
(Difco) (3.75 g/L), 500 IiM DNT, and 18 g/L Bitek agar.

0, Analytical Methtods

The concentrations of DNT, its degradation intermediate 4-methyl 5-
nitrocatechol, and TNT were determined by high pressure liquid chromatography
(HPLC). Separations were achieved on a phenyl column (Bio-Rad) with a 1.5 mL/min
gradient of acetonitrile and trifluoroacetic acid (13.5 mM) as the mobile phase. The

elution gradient began with 40% acetonitrile/60% aqueous trifluoroacetic acid and was
changed to 60% acetonitrile over 3 min, where it was held for an additional 5 min.
Compound detection (230 nm) and identification were performed using a diode array
detector. The injection volume was 100 gL.

Nitrate concentrations were measured using the sulfanilic acid/sulfanilamide
method [6]. Succinate concentrations were determined by ion chromatography. Cell
densities were estimated by measuring the optical density at 600 nm.
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RESULTS AND DISCUSSION

A. Alicrooranisnm Selection

Several DNT-degrading strains have been isolated by the Microbiology Group of

HQ AFCESA. Three of those, Pseudomonas DNT-1, Pseudomonas PR7, and Pseudomonas

R34, were screened for use in the bioreactor. All three strains can utilize DNT as their

sole source of carbon and energy via an oxidative metabolic pathway that has been

partially elucidated (Figure 2) [7]. As can be seen, the two nitro groups are eliminated

as nitrite, which can be used to verify the amount of DNT that has been degraded [7).

Although there appear to be some differences among these strains in the regulation of

this pathway, the necessary enzymes in all three can become uninduced in the absence

of DNT. When DNT is reintroduced, the sequential induction of enzymes results in the

temporary accumulation of 4-methyl 5-nitrocatechol (MNC), a bright yellow compound.

Transient accumulation of MNC was also observed when the concentration of DNT was

increased rapidly. The length of time required for reinduction of the complete pathway

could be problematic for treatment of fluctuating feeds.

N[ N o2

112L NONj00
'C.2

Co2

Figure 2. Oxidative metabolic pathway for DNT degradation [71.

In order to compare their activities, the three strains were grown at 32 °C in flask

cultures on SMSB medium containing 250 gM DNT; some flasks also included 10 mM

succinate, which had been observed to increase the growth rate of cells on plates. The

results are summarized in Table 1. For strains DNT1 and PR7, the presence of succinate

led to higher specific growth rates, higher cell densities, and thus higher overall DNT

degradation rates (by factors of 1.4 and 1.9). However, for all three strains, the specific

(per cell) rates of DNT consumption were found to be 6 to 22 times higher in the absence

of succinate. These results provide strong motivation for the use of an immobilized cell
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reactor: high densities of cells growing on succinate-free medium should result in a
high volumetric productivity.

Strain PR7 was selected for use in the bioreactor because it had high overall and
specific DNT consumption rates and because it accumulated only low levels of MNC for
relatively short times.

maximum value of:

overall DNT specific DNT
ýL consumption rate consumption rate

culture (h 1 ) (WM/h) (gM/h-OD)

DNT1-S 0.04 9 1200
DNTl+S 0.09 13 200

PR7-S 0.04 13 1700
PR7+S 0.18 24 140

R34-S 0.08 11 2600
R34+S 0.09 11 120

Table 1. Results of screening experiment. Each flask was started with 5% (v/v)
inoculum of a two-day culture on the same medium. "+S" and "-S" refer to the

presence and absence of succinate in the medium, respectively.

B. DNT Biodegradation Kinetics

For a microorganism following the metabolic pathway shown in Figure 2, the
rates of cell growth and DNT degradation are likely to be affected by the concentrations

of DNT and nitrite, the presence of succinate (as a readily degradable carbon and
energy source), and pH.

1. DNT Concentration

The effects of DNT level were evaluated in flask (batch) cultivations using
suspended cells of strain PR7. The inoculum (10 vol%) came from a CSTR cultivation
running at D = 0.09 h-t and the flasks were incubated on a 250 RPM shaker at 32 0C.

The results of this experiment are shown in Figure 3 in terms of nitrate
concentrations, which are stoichiometrically related to the concentration of DNT
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degraded. Since cell concentrations were not measured in this experiment, no

quantitative description of the kinetics can be made. However, two important

qualitative observations are apparent: first, that exposure to higher initial levels of DNT

lengthens the lag phase of the culture, and, second, that Pseudomonas PR7 is capable of

degrading concentrations of DNT as high as 1500 gM.

2500- --e-600 iMDNT= --o- 1000 RM NT!
v .,,•&- 1250 g.M DNT|

2000- --a- o1500 M DNT

Ca
S1500-

"0 1000-

C0

.:: 0--

0 40 80 120 160
time (h)

Figure 3. Nitrite released as a function of time during cultivations of Pseudomonas PR7
growing on SMSB + DNT (initial concentrations shown in legend).

2. Nitrite Concentration

Nitrite is a potent inhibitor of many microorganisms. Since the degradation of

one mole of DNT releases two moles of nitrite, cultures degrading high levels of DNT

could be subject to nitrite inhibition. Two sets of flask cultivations of Pseudomonas PR7

were performed in SMSB initially containing about 250 gM DNT and different levels of

nitrite. After inoculation (5 vol%), the flasks were incubated at 32 'C.

The results of the first set, in which the medium contained 10 mM succinate in

addition to the DNT, are shown in Figure 4. It is apparent that nitrite inhibited growth

(increased lag time, lower specific growth rate and cell yield) at 5000 4M; however, the

effects of 500 gM (initial) nitrite on growth are negligible in comparison to the control.

Interestingly, high levels of nitrite did not lower the specific rates of DNT degradation.

The results of a similar nitrite inhibition study are shown in Figure 5. In this

case, DNT was the only carbon source. High levels of nitrite had a stronger effect on

14-9



growth in this case than the previous, but again the specific rate of DNT degradation

was unaffected by the addition of nitrite at these levels. For the degradation of DNT,

the performance of a suspended cell reactor would suffer when high conversions were

achieved, owing to the decrease in growth rate. However, an immobilized cell system,

in which the performance can be independent of growth rate, would be unaffected.

250- - 0.30.. -.....-.. '7-"

200- . . ... 0.25

.".2 - 0.20
150- 0

.,.% " * -0.15 0
100- 0. ." nitrite0

-.- A.- W NM nitrite -0.10I-- ~ ~-415- ..0.- 500RM nitrite

k - o

z 0-. 0.05o - -4... -- oo
Ii I I I

0 10 20 30 40 50
time (h)

Figure 4. Results of batch nitrite inhibition studies with Pseudomonas PR7 (with
succinate). Solid symbols: DNT concentration; open symbols: biomass (OD600 ).

250- - 0.020
""I !÷ --0-no added nitrie

'=L2 0 0 - 4---500 p•M nitrte

"C I -- ],-. 5000 LM nitritel 0.015
0

-@150-
0.010

o 100-
-8 0.005

t- 50-Z

0- - 0.000

0 20 40 60 80
time (h)

Figure 5. Results of batch nitrite inhibition studies with Pseudomonas PR7 (without
succinate). Solid symbols: DNT concentration; open symbols: biomass (OD600).
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3. Succinate

Although the screening experiment had shown that the primary effect of

succinate on the degradation of DNT was to increase the growth rate and thereby raise

the volumetric degradation rate, it was not known if succinate and DNT were degraded

sequentially or simultaneously. A flask culture (SMSB + 10 mM succinate + 250 .IM

DNT, 32 0C, 5 vol% inoculum) was analyzed for both DNT and succinate levels. The

results (Figure 6) indicate that both substrates are consumed at the same time, although

succinate is degraded at a higher rate.

250- 0.30

200- u.25

"15 .. - DNT 0.20.2 A50 "...Z.. OD6oo

.. ..)K-- O.01"succinate - 0.15
100- 0

CD 50 ..,. 0.10

Q 50- 0.05

0 h-.. " 0.00

0 10 20 30 40 50
time (h)

Figure 6. Succinate, DNT, and biomass concentrations during a batch cultivation of
Pseudomonas PR7. Succinate values have been multiplied by 100 to fit the DNT scale.

4. pH_
Since the nitrite groups are actually released as HN0 2, lowering of the medium

pH might occur during periods of high rates of DNT conversion. The effects of low pH

were investigated by comparing two flask cultures, one buffered at pH 6.9 (the control)

and the other at pH 5.75. Both flasks contained SMSB + 250 gM DNT, were inoculated

at 5 vol%, and were incubated at 32 *C. The results (Figure 7) show that cell growth is

slower at pH 5.75. The specific DNT degradation rate, however, was unaffected.
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Figure 7. Effects of pH on batch DNT degradation by Pseudomonas PR7.

C Immobilization Method
The immobilization method was surface attachment to Manville R635

diatomaceous earth pellets. These porous pellets are about 0.25 in. (diameter) by 0.5 in.
(length); most pores are in the range of 8 - 40 pn [8]. This method was chosen for its

simplicity and because strain PR7 had been observed to form biofilms.
The initial biomass loading in the bioreactor system was achieved by

recirculating a growing PR7 culture through a column of pellets. Scanning eiectron

micrographs were used to confirm the presence of cells on the surface of the pellets.

SBioreactor System
The bioreactor was initially configured as a continuous-flow, packed-bed, CSTR

(Figure 8A). To assure that the system emulated a stirred reactor, the recirculation rate

between the column and the mixing vessel was always at least 20 times greater than the

flow rate through the complete system. Since no axial concentration gradients existed

in the column, the activity of the cells was independent of their location in the column.
Data interpretation and reactor scaleup were thus much simpler than in the case of a

single-pass column, in which activity is a function of position in the column [2,31.
This bioreactor system was constructed from a Pyrex chromatography column

(Ace Glass), a Virtis fermenter vessel, and two peristaltic pumps. The tubing connecting

14-12



the two was primarily stainless steel, except for small pieces of silicon tubing in the

pumps and at certain connections. The feed to the system contained DNT in SMSB.

After the recycle reactor system had been operated for 464 hours, a single pass

(PFR) column was added to the system to achieve evaluate its ability to remove DNT
from the effluent of the recycle (CSTR) system. This column was not inoculated directly
but was allowed to capture cells in the CSTR effluent. A schematic diagram of the
complete reactor system is shown in Figure 8B.

immobihzed immobilized

cel cofumn coil column

immobilized (recyce) (single PM)

cell column
(recycle)

pump pump

feed mxngwsfeed mixing reservoir vesselreeorreservoir vessel

waste 
PM

reservoir Pump pump

A

Figure 8. (A) Continuous-flow, packed-bed recycle reactor system that simulates CSTR
operation. The total system liquid volume was 500 mL, the column dimensions were 60
cm (height) by 2.5 cm (diameter), the total (unpacked) column volume was 345 mL, and
the liquid volume in the column was 135 mL. (B) Bioreactor system consisting of
recycle (CSTR) and single-pass (PFR) immobilized cell columns (dimensions as above).
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E. Characterization Qf The Bioreactor System
Figure 9 shows results for the bioreactor system (CSTR portion) for the entire

712-h period of operation. During this run, variations in the feed composition, feed rate,

and pH were imposed on the reactor to ascertain their effects (described below).

SDNT (csTR e"')1
120J-MNC (CSTR effl.)I ' a 0.5
120[ -- DNT feed conc. | 'I

.... dilution rate |.

8 0I , I .. ..

1000 - --J -- ... -0 .4---

o 0.3
8 00-

I -
.. , i 0.3

CZ 400 aastfe

C) 0.1 ""

200

0 0.0

0 100 200 300 400 500 600 700
time (h)

Figure 9. Results from the CSTR portion of the immobilized cell bioreactor.

1. Maximum Loading And Performance

In the first part of the bioreactor experiment, the loading (gmol DNT fed/L'rx/h)

was increased stepwise via increases in the dilution rate and feed concentration in order

to test the performance of the system (CSTR portion) (Figure 10). As the loading

increased during the first 250 h, the reactor performance increased proportionally and

the concentration of DNT in the effluent remained relatively low. However, when the

column loading was increased to 380 Lmol/Lrxr/h at about 250 h, the performance did

not increase to the extent expected and the effluent level of DNT increased. It appears
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that some change occurred in the column at this time, since a return to a lower loading

(200 igmol/Lrxr/h) did not produce the same level of performance. When the medium

buffering was increased after 600 h to correct pH changes due to HN0 2 production (see

below), performance rates returned to their original values.

reoa rate (CSTR)
°C 5500 -o- DNT: CSTR effliuerI 400 0S... DNT loading (CSTR) I i" " -

E 400-

30 300
o 200300 .............

0 .. ......: ................. 2 0 '

j 200- "

0 0- 0

0 100 200 300 400 500
time (h)

Figure 10. Performance (removal rate), loading, and effluent DNT concentration for the
CSTR portion of the bioreactor system during the first 500 h of operation.

For scaleup purposes, these data can be rearranged as shown in Figure 11A. It is

clear from this plot that the maximum performance of the CSTR portion of the

bioreactor system is about 325 gmol/Lrxr/h for loadings greater than 325 gmol/Lr/h.

Although this removal rate value is based on the total CSTR system liquid volume

(mixing vessel plus column), the value used for scaleup would be based on the total

column volume since a very large column would require only a small mixing vessel.

Thus, these removal rates should be multiplied by 1.45 to reflect this different

volumetric basis, and the maximum performance based on the column volume is 470

gmol/Lrr/h. For comparison, an analogous plot for a suspended cell CSTR (also using

PR7 and SMSB) is shown in Figure 1IB. Although the removal rate vs. loading curve

does not plateau in the loading range tested, it is clear that the maximum performance

of this reactor is far less than that of the immobilized cell system.

14-15



rt e 400 25 rate 80
2- 300- I concentration (n --- I t

S20 Z"-- 20-
.~250- -300 o 0 60 0

Z E Z
TO200- - 15
C 0 0-

0200
10 200 o -40 °

S150 -- M - o-o|U * = 10- C

0100 0-.
"100 " o 5- 20

50- 5 -
Z tubrl•

0- -0- 0

0 200 400 0 10 210 310

loading (gM/h) loading (gmol/L-rx'h )

Figure 1 1. Performance and effluent DNT vs. loading curves for (A) the immobilized
cell and (B) suspended cell CSTR systems.

The performance of the second (PFR) column was also assessed (Figure 12).

Although this column did degrade DNT, it was not able to lower the DNT

concentration in the CSTR effluent to a large extent. This was not due to oxygen

limitation, since effluent from the second column contained dissolved oxygen at 97% of

air saturation. Instead, poor cell loading is suspected to be the primary reason; this

column was not inoculated as was the CSTR column but was connected to the process

with the assumption that biomass shed from the CSTR system would colonize the

diatomaceous support. Problems with low pH, due to high levels of DNT conversion,

may have also contributed to the low performance of this column. This was corrected

after 602 h by increasing the buffer capacity of the feed. Further study of the PFR

portion of this bioreactor system is required.
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Figure 12. Data for the single-pass (PFR) column of the bioreactor system.

2. System Stability
An important characteristic of any reactor system is its ability to perform stably

over time. The CSTR portion of the bioreactor was tested by maintaining a constant

feed concentration and flow rate for more than 120 h. As Figure 13 indicates, this

system was very stable under these conditions. The fact that the whole reactor system

operated for more than 700 h under a variety of loadings also attests to its stability.

1200- - 0.5

" 1000 ----------------------------------- 0= - 0.4 E:
-*. C)

S800- -- o"
0 -- ONTfev -- 0.3 :. 60 - ....... dilution rate
ca 600- L~r~

0.2 (D
a) 400-

C:0.1 =
0 200- , 1
0

0 -1 - 0. 0

300 320 340 360 380 400

time (h)

Figure 13. Results of stability test for the CSTR portion of the bioreactor system.
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3. Effects Of Feed Fluctuations

Another important characteristic of a reactor system is its response to

fluctuations in the loading. This is a special concern in this system, since DNT

starvation could lead to uninduction of the necessary enzymes; when DNT feed levels

increased, the reactor performance would be poor during the reinduction period. This

bioreactor system was subjected to a perturbation in feed concentration: from 522.5 h

until 547.5 h, the 1200 ý±M DNT feed was exchanged for one with no DNT. When the

DNT feed was reintroduced, some MNC was observed in the effluent (indicating

incomplete pathway induction) but no overshoot of DNT in the effluent occurred

(Figure 14). Thus, the system withstood this severe loading fluctuation well.

500 - ------------- -
* * ~-0- ONT (CST1R)0

40 .Q.MNC(CSTR) 400 Z
400o- ONT (PF)... ONT ioadnmg (CSTR)0

C i300 a
o 300-

2 0 0  200• 2000-
C, 0'- 100- - 100"-r

0

0 0
III I I

520 540 560 580 600
time (h)

Figure 14. Results of feed fluctuation study. From 522.5 - 547.5 h, the feed
concentration of DNT was lowered from 1200 ýiM to 0.

4. Response To Mixed Feed Streams

Since 2,4-DNT does not occur as a pure waste product, it was of interest to study

the response of a column to a mixed waste stream containing DNT and 2,4,6-

trinitrotoluene (TNT). PR7 will not grow on TNT alone but some preliminary

experiments suggested that this strain would degrade TNT in the presence of DNT.

During a 50-h period, the 2-column bioreactor system was fed a mixture consisting of

500 •iM DNT and 100 jtM TNT at two dilution rates. The results (Figure 15) show that

both DNT and TNT were removed from the feed. The appearance of metabolites
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(detected by HPLC) was further evidence that TNT was undergoing degradation.

However, it was not clear from nitrite assays that TNT was degraded by a nitrite-

releasing pathway similar to the one used by this organism for DNT; further study

should be performed to determine this. An important result is that TNT did not affect
the performance of the bioreactor toward DNT.

100- ..... . ...... .---------- 25
a z

=. 80- 1 20
C Is=0

2 60 15 r

0 40 - I ..-. .... ....... , 10 03
C0

0

I - TNT in feed !" ."

..... TNT loading (CSTR)
0 -- J 0

I I i I I ! Ii

640 650 660 670 680 690 700 710
time (h)

Figure 15. Results of the TNT/DNT mixed-feed study during the bioreactor
experiment. Data for DNT consumption are not shown (see Figures 9 al_ 12).

SUMMARY
In the project, a bioreactor s-,,tem for 2, 4-dinitrotoluene degradation was

developed and tested. This system was based on two packed columns of Pseudomonas

PR7 attached to diatomaceous earth pellets; one column simulated a CSTR and the other
was run in a single-pass mode. This bioreactor system operated continuously for more

than 700 h. The CSTR portion of the system was studied in detail and was found to
achieve degradation rates of 470 g±mol/Lr.r/h (based on total column volume), much

higher than a comparable suspended cell system (25 pýmol/L/h). Other tests showed

that the system operation was stable and could withstand large fluctuations in DNT

loading. Finally, the system was able to degrade DNT in the presence of a second

contaminant (TNT) and also removed TNT, although at a slower rate.
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UNIAXIAL STRESS-STRAIN BEHAVIOR OF UNSATURATED SOILS

AT HIGH STRAIN RATES

by

George E Veyera, Ph.D.
Associate Professor

Department of Civil and Environmental Engineering
University of Rhode Island

The Split-Hopkinson Pressure Bar (SHPB) at AFCESA/RACS was used to study the uniaxial stress-

strain behavior of compacted moist soils under one-dimensional, undrained, confined compression loading at

high strain rates (1000/sec and 2000/sec). Three soils, Eglin sand, Tyndall sand and Ottawa 20-20 sand were

tested. Each sand was compacted to a constant dry density at varying degrees of saturation between 0% (air dry)

and 100% (fully saturated). General features of the uniaxial stress-strain results indicate: a) an initially steep

loading portion associated with the initial rise in the loading pulse which appears to be strain rate independent;

b) the slopes of each curve are about the same after the initial steep portion up to lock-up; c) the initial

saturation affects the point at which lock-up occurs; and d) after lock-up the slope is approximately that of pure

water. Lock-up refers to the sharp increase in the slope indicating a stiffening behavior at some compressive

strain after the initial steep loading portion of the curve. The results suggest that the stress-strain response is

dominated by the water phase from the lock-up strain and beyond, while the soil skeleton dominates the

response from the start of loading up to the lock-up strain. It appears that there may be some strain rate effects,

however, the data are insufficient to adequately demonstrate this and further investigations are required.

The research described in this report has demonstrated that the SHPB system is a viable technique for high

strain rate dynamic geotechnical testing of unsaturated, saturated and dry soils, and provides a framework for

conducting further studies using the SHPB with soils. While the saturation dependent uniaxial stress-strain

behavior observed in this study has been theorized and hypothesized in the past by other researchers, these results

appear to be the first detailed measurements of this phenomenon for undrained uniaxial confined compressive

loadings at high strain rates. The results of studies such as that described herein will lead to a better fundamental

understanding of the load transfer mechanisms in unsaturated soils and have direct applications to groundshock

prediction techniques including stress transmission to structures. The research is important to the U.S. Air

Force since there are currently no theoretical, empirical or numerical methods available for predicting the

dynamic uniaxial stress-strain response of unsaturated soils from loading environments such as those produced

by conventional weapons effects.
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UNIAXIAL STRESS-STRAIN RESPONSE OF UNSATURATED SOILS
AT HIGH STRAIN RATES

by

George E. Veyera, Ph.D.

I. INTRODUCTION

Current empirical relationships for predicting soil pressure as a function of standoff distance from a buried

explosive typically have a variation of ± 50% or more and use material properties data based on conventional

weapons effects in ftxsoils. However, most soils, whether naturally deposited or placed as select engineered

fill, exist with moisture at saturations somewhere between 0% and 100%. The reaction of a structure to a

specified loading can usually be determined, however, there are no theoretical, numerical or empirical methods

available for predicting the groundshock energy arriving at a structure in unsaturated soils. This arises from the

fact that dynamic load transfer mechanisms in soils are not well defined especially when moisture is present. In

addition, there is little if any actual data available for the transient dynamic behavior of unsaturated soils,

particularly at high strain rates.

The ability of a soil to transmit applied dynamic stresses (energy) is of particular interest to the U.S. Air

Force with respect to military protective construction and survivability designs. Typical engineering analyses

assume that little or no material property changes occur under dynamic loadings and in addition, analyses do not

account for the effects of saturation (moisture conditions) on the stress-strain behavior of soils. This is

primarily due to an incomplete understanding of soil behavior under transient loadings and uncertainties about

field boundary conditions. Results from U.S Air Force field and laboratory tests with explosive detonations in

soils have shown that material property changes do in fact occur and that variations in soil stiffness (or

compressibility) significantly affect both dynamic and static stress behavior. The research described in this

report is important to the U.S. Air Force since there are currently no theoretical, empirical or numerical methods

available for predicting the dynamic uniaxial stress-strain response of unsaturated soils from loading

environments such as those produced by conventional weapons effects.

Recent research (2, 3, 9, 25-29) using the SHPB facility at AFCESA/RACS to study unsaturated soil

behavior has shown that: (a) the presence and amount of moisture significantly affects the dynamic and static

response of soil specimens; and (b) the amount of stress transmitted, stiffness, wave speed and compressibility

in unsaturated soils varies with Cie amount of moisture present during compaction. Experimental evidence from

a number of researchers suggests that such behavior for both dynamic aad static loading conditions can be

attributed to variations in soil compressibility and soil microstructure as a result of conditions during

compaction including the compaction method used and the amount of moisture present during compaction (2, 3,

5, 9, 15, 16, 18-23, 25-29, 32). While the effects moisture on soil behavior as described above have been

observed experimentally, a clear and concise explanation of the phenomenon is not currently available. This is
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primarily due to the fact that the multiphase behavior of unsaturated soils, the interaction between the individual

phases (air, water and solid), and the mechanics of load transfer mechanisms in soils are not well understood.

The research described herein was performed as a part of the 1992 Summer Faculty Research Program

(SFRP) to investigate the undrained behavior of unsaturated soils subjected to dynamic confined uniaxial

compression loading at high strain rates using the Split-Hopkinson Pressure Bar (SHPB) at AFCESA/RACS.

The SHPB device can be used to examine the influence of selected parameters on the dynamic response of many

engineering materials including soils. With reference to this research, the term "dynamic" defines large

amplitude, high strain rate loadings as opposed to the low strain oscillatory frequency pulses used in wave

attenuation studies. The results of studies such as that described herein will lead to a better fundamental

understanding of the load transfer mechanisms and constitutive relationships for unsaturated soils and have direct

applications to groundshock prediction techniques including stress transmission to structures.

11. RESEARCH OBJECTIVES

The primary objective of the summer research was to study the uniaxial stress-strain behavior of

compacted moist soils under one-dimensional, undrained, confined compression loading at high strain rates using

the SHPB at AFCESA/RACS. The SHPB testing system has been successfully used to evaluate metals,

concrete, composites and foams at high rates of strain and the work described herein included the development of

special equipment and techniques for using the SHPB with soils for which limited testing has been done.

Particular emphasis was on examining the influence of saturation and strain rate on dynamic soil behavior. The

research described is important to the U.S. Air Force since there are currently no theoretical, empirical or

numerical methods available for predicting the dynamic stress-strain response of unsaturated soils to

conventional weapons loading environments and such information is needed for more rational military protective

construction and survivability designs.

III. BACKGROUND

Differences in the stress-strain response for dry and moist soils under both dynamic and static one-
dimensional loading conditions have been observed experimentally by a number of researchers at various strain

rates. Farr and Woods (6) accurately describe the current state of affairs with regards to the uniaxial stress-strain

behavior of soils: "It has long been recognized that the one-dimensional or uniaxial strain response of most soils

subjected to high intensity transient loads differs from the response measured under static conditions. As the

time to peak pressure decreases, most soils exhibit a stiffening of the loading stress-strain response. The

stiffening is usually referred to as a time or loading rate effect. Some researchers (14, 30) have suggested that,

as the time to peak pressure approaches the submillisecond range, a drastic increase (up to tenfold) in the loading

constrained modulus occurs for partially saturated granular soils under unconsolidated-undrained conditions. The

existence of this effect has been the subject of much debate." A number of researchers have attempted to address

the controversy surrounding the issue of strain rate effects in both dry and unsaturated soils.
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Hendron (12) conducted one-dimensional confined compression tests on dry sands at very low loading

rates, noting that the shape of the stress-strain curves became more S-shaped with increasing stress levels.

Whitman et al. (31) also observed the typical S-shaped curve for dry sands and propose the following order of

events with increasing applied load to describe this behavior: initially, deformations occur at the grain contact

points as the individual grains deform; this is followed by a decrease in resistance to straining as the grains slide

relative to each other, finally, an increase in resistance to straining occurs as the grains rearrange into a denser

packing. Such behavior has been demonstrated theoretically from an analysis of a regular array of elastic spheres

and has been shown to be dependent on the confinement boundary conditions (24). For a condition of zero

lateral strain, the stress-strain curve exhibits a "strain hardening" effect with increasing stress (curve is concave

towards the stress axis). In addition, Whitman et al. (31) noted an increase in modulus with decreasing time to

peak loading for rise times ranging from the millisecond to seconds range attributed the stiffening response to

strain rate effects.

High pressure static uniaxial confined compression tests were conducted on moist specimens of sandy silt

at various dry densities by Hendron et al. (13). They observed increases in stiffness with increasing saturation

(Figure 1) and from their results, concluded that the key variables in uniaxial stress-strain behavior are void ratio

and saturation. Wu et al. (32) tested moist silty soils at small strains in the resonant column device and found a

significant increase in the dynamic shearing modulus for specimens compacted moist at saturations in the range

of from 5 to 20% (Figure 2). Whitman (30) indicated that rate effects become very important at submillisecond

loading times and theorized that at high saturations, the pore phase of the soil is much stiffer than the soil

skeleton (pore fluid compressibility dominates), while at lower saturations the skeleton matrix is stiffer than the

pore phase (skeleton compressibility dominates). Jackson et al. (14) conducted unconsolidated-undrained one-

dimensional confined compression tests on several different air dry soils at various loading rates and observed

loading rate effects at submillisecond loading times, with the constrained modulus increasing by an order of

magnitude in going from 0.1 to 1.0 ms rise time to peak stress. Farr and Woods (6) used a modified version of

Jackson et al's (14) experimental apparatus to conduct similar tests on moist carbonate sand. They observed a

progressive stiffening in the stress-strain response with faster loading times to peak stress and noted rate

dependent effects occurred even at multi-second loading rates for the carbonate sand.

Limited research has also been conducted using the Split-Hopkinson Pressure Bar to study the uniaxial

stress-strain behavior of compacted moist soil under one-dimensional confined compression loading at high

strain rates (7, 8, 11). The results of these studies indicated that the uniaxial stress-strain response is primarily

governed by the initial gas filled porosity of the soil specimen, and that strain-rate effects did not occur at strains

less than the initial gas filled porosity. However, it should be noted that the specimen container boundary

conditions were not for completely undrained conditions and therefore, this may have had significant effects on

the results. The SHPB at AFESC/RACS (9, 25-29) has also been used to study stress transmission

characteristics of unsaturated soils for conditions of u confined uniaxial compression. The
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quipment were used in the research described in this report to examine the undrained uniaxial compressive

behavior of unsaturated soils at high strain rates. Detailed information about the SHPB device at

AFCESAIRACS and results of recent investigations to study dynamic soil behavior can be found in the

references cited above.

IV. EXPERIMENTAL INVESTIGATION:

A. Degerintion nfI Spls Tested

Three different granular soils were tested using the AFCESA/RACS SHPB facility: Eglin sand (from

Eglin AFB), Tyndall sand (from Tyndall AFB), and Ottawa 20-30 sand (commercially available from the Ottawa

Silica Company). Representative soil samples were randomly obtained for analysis and testing from bulk

quantities of each material using standard sample splitting procedures. The Eglin sand is a medium to fine,

angular to subangular sand with about 7% fines; the Tyndall sand is a fine, uniform, subangular sand with no

fines; and the Ottawa 20-30 sand is a uniformly graded, subrounded to rounded, medium sand with no fines.

Various physical index properties data were obtained for each sand and the results are summarized in Table 1. A

comparison of the grain size distributions is shown on Figure 3.

TABLE 1. Physical Properties of Eglin, Tyndall and Ottawa 20-30 Sands.

Eglin Tyndall Ottawa 20-30

USCS Classification SP-SM SP SP

Specific Gravity 2.65 2.65 2.65

D50 Particle Size (mm) 0.26 0.19 0.70 mm

"bCu 3.41 1.18 1.40

cc 1.29 0.95 1.03

dPercent passing #100 sieve (%) 12 2 < 1

dpercent passing #200 sieve (%) 7 0 0

eMaximum dry density (kg/m3 ) 1,670 1,630 1,720

fMinimum dry density (kg/m3 ) 1,450 1,450 1,560

Maximum void ratio 0.817 0.817 0.705

Minimum void ratio 0.590 0.621 0.545

Note: aUnified Soil Classification System (1) dU.S. Standard Sieve
bCoefficient of Uniformity eASTM 1)4253 (1)

cCoefficient of Curvature fASTM D4254 (1)
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FIGURE 3. Grain Size Distributions for Eglin, Tyndall and Ottawa 20-30 Sands.
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FIGURE 4. Schematic of Compacted Soil Specimen in the Split-Ilopkinson Pressure Barn
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B. Preparation of Comnacted Soil Snecimens

Specimens of the Ottawa 20-30 sand were dynamically compacted to a constant dry density at varying

degrees of saturation (different initial moisture contents) in a 7.62 cm (6.00 inches) long, 2.54 cm (1.00 inch)

thick seamless stainless steel container which had an inside diameter of 5.08 cm (2.00 inches). The thick-walted

stainless steel tube was used to simulate the one-dimensional, confined uniaxial loading condition typically

encountered near explosive detonations in the field. Soil specimens are held in the container by two 0.635 cm

(0.250 inch) thick stainless steel wafers fitted with o-ring seals used to prevent drainage of pore fluid during

compaction and testing. One wafer is inserted prior to compaction and the other one after compaction is

completed. Special care is taken when placing the second wafer after compaction to ensure full contact with the

specimen. Figure 4 shows a compacted specimen prepared for testing in the SHPB.

A Standard Proctor hammer, ASTM D-698 (1), was used to consistently apply a controlled amount

of compacuive effort per impact to each soil specimen (7.5 Joules or 5.5 ft-lbs per impact). All test specimens

were formed using a single individually compacted layer such that a final specimen length of 1.27 cm (0.50

inches) or 0.635 cm (0.25 inches) would be obtained at the maximum dry density for each soil. Saturations

were varied from 0% to 100% for each soil.

In preparing moist specimens, the required amount of water for a given degree of saturation (at final

compacted density) was added to the originally dry soil, thoroughly mixed in and then allowed to equilibrate

before compacting. Although the dry density was constant for each specimen, the amount of compactive effort

required varied with the amount of moisture (saturation). For specimens ranging from 0% to about 80%

saturation, the tests were conducted on unsaturated specimens which implies that both continuous air and water

phases exist in the soil (e.g., there are no isolated air or water pockets in the grain matrix). For most soils,

this generally occurs at saturations less than about 85% (4). Fully saturated specimens (no air), were also

prepared. For dry specimens, the dry soil was poured directly into the tube and then compacted.

C. Snoit-Honkinsnn Presgure Bar

Figure 5 shows an overview of the AFCESA/RACS Split-Hopkinson Pressure Bar testing facility

which consists of several separate but intimately related components: (a) a dynamic loading system which

includes a nitrogen pressurized cannon used to fire 5.08 cm (2.00 inch) diameter stainless steel projectiles

(striker) of varying lengths at the incident bar; (b) a stainless steel incident bar 5.08 cm (2.00 inch) in diameter

and 3.66 m (12 feet) in length; (c) a stainless steel transmitter bar 5.08 cm (2.00 inch) in diameter and 3.35 m

(11 feet) in length; (d) electronic strain gage instrumentation with power supplies and amplifiers; (e) a digital

storage oscilloscope for data acquisition; and (f) a desktop computer for data reduction and analysis.

A series of tests was conducted on the Eglin, Tyndall and Ottawa 20-30 sands at varying degrees of

saturation between 0% and 100% and at two different strain rates (Tyndall sand was only tested at one strain rate

- 1000/sec). Strain rates were approximately 1000/sec and 2000/sec which were obtained by testing compacted

specimens of two different lengths: 1.27 cm (0.50 inches) or 0.635 cm (0.25 inches), respectively. In all tests,
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a 0.653 m (25.7 inch) long striker was ftred at a cannon pressure of 690 kPa (100 psi), which produced a square

wave input stress of approximately 225 MPa (37,000 psi) with a rise time to peak stress on the order of 50

microseconds and a 257 microsecond pulse width. The same cannon pressure, striker bar length and specimen

container were used in all tests for each sand.

V. RESULTS AND DISCUSSION

The SHPB system provides measurements of the incident, reflected and transmitted strains in the incident

and transmitter bars through electronic strain gage instrumentation and therefore, direct measurements of stress

and strain within the specimen itself are not made (Figures 4 and 5). The average strain, average strain rate and

average stress in the SHPB specimen can be determined from the strain gage data using the following

relationships derived from elastic theory for ene-dimensional stress wave propagation in a rod (17, 25):

2c. I
Average specimen strain: r.: e! = (E. 1)

Average specimen strain rate: C, (Eq. 2)

Average ,pecimen stress: a. = Ee (Eq. 3)

where: L. is the initial specimen length, c. is the wave propagation velocity of the incident and transmitter

bars, E is Young's modulus, and g , e, and & are the incident, reflected and transmitted sorains, respectively.

The derivation of Eqns. 1, 2 and 3, assumes: a) the incident and transmitter bars are of same material (i.e.,

they have the same wave speed); b) loading stresses are in the elastic range of the bars; c) a uniform one-

dimensional stress state is developed in the specimen; d) the forces on each end of the specimen are equal; and e)

the cross-sectional areas of the bars and the specimen are equal. These equations are used in analyzing the raw

data to develop the uniaxial stress-strain curves (Figures 6 and 7). The data analysis includes a dispersion

correction to account for wave spreading in the bars and an FFT using 17 point smoothing (n=17).

Figures 8, 9 and 10 show the uniaxial stress-strain results for the Eglin, Tyndall and Ottawa 20-30 sands,

respectively. Data were obtained for the Eglin and Ottawa 20-30 sands at strain rates of 1000/sec and 2000/sec,

while the Tyndall sand data were only obtained at a straiia rate of 1000/sec. In addition, there were some

difficulties in obtaining reliable data for the Ottawa 20-30 sand at 100% saturation, therefore those data have not

been included. There are some general features observable in the stress-strain data: a) an initially steep loading

portion of the curves which is probably associated with the initial rise in the loading pulse and appears to be

strain rate independent; b) the slopes of each curve are about the same after the initial steep portion up to the

lock-up strain; c) the initial saturation affects the point at which lock-up occurs (the higher the initial saturation,
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FIGURE 6. Typical SHPH Data for Incident, Reflected and Transmitted Stresses as a
Function of Time for Uniaxial Compressive Loading.
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FIGURE 8a. SHPB Uniaxial Undrained Compressive Stress-Strain Response for Eglin
Sand as a Function of Saturaton (Strain Rate is Approximately 1000/sec).
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FIGURE 8b. SHPB Uniaxial Undrained Compressive Stress-Strain Response for Eglin
Sand as a Function of Saturation (Strain Rate is Approximately 20001sec).

15-14



TYNDALL SAND
LW 2.7,"nm. D=50.&nm, STRIKER=% 653m

APPROXIMATE STRAIN RATE = 1000/S
.340201 S=100%

200 S=80%
180 /

q/".• 160
0 S=60%

120 / /j - / ""
.. ,, , • S=20%

- 100 /f.

80 / " •-

60 -- - --. ,

S0 - S=40%

20-'
0 4 4 I I i 4

0 2 4 6 8 10 12 14 16

STRAIN (%)

FIGURE 9. SHPB Uniaxial Undrained Compressive Stress-Strain Response for Tyndall
Sand as a Function of Saturation (Strain Rate is Approximately 10001sec).
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FIGURE 10a. SHPB Uniaxial Undrained Compressive Stress-Strain Response for Ottawa
20-30 Sand as a Function of Saturation (Strain Rate is Approximately lO00/sec).
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the smaller the strain required); and d) after lock-up the curves exhibit a stiffening response with a slope

approximately that of pure water (Figure 11). In comparing the test results at different strain rates, it appears

that there may be some strain rate effects, however, the data are insufficient to adequately demonstrate this and

further investigations are required. The data at a strain rate of 2000/sec show increasing dispersion (waviness) in

the curves for the Eglin sand, being much less for the Ottawa 20-30 sand. The dispersion effect is most likely

due to the significant differences in particle characteristics of each soil (grain size, shape and size distribution),

and it may also be that the small specimen length is approaching some limiting value in terms of particle size

relative to loading pulse length.

In comparing the three different soils together it can be seen that: a) the slopes of the curves after the

initial steep portion are nearly identical regardless of the initial saturation and soil type; b) the initiation of the

lock-up strain is somewhat different for each soil at the same saturation; c) lock-up was not developed in the

Ottawa 20-30 sand below 80% saturation. Differences in the basic features between the curves when comparing

the three different soils are most likely due to differences in grain size characteristics (i.e., size and distribution).

The term "lock-up" as used herein refers to the sharp increase in the slope indicating a stiffening behavior

of the stress-strain curve at some compressive strain (after the initial loading portion of the curve). Since the

slope is approximately that obtained for SHPB tests conducted on pure water (the saturated soil-water mixture

slopes are slightly greater than that for water due to density differences), the lock-up strain represents a condition

of full saturation in the soil due a reduction in void space. Therefore, the results suggest that the stress-swain

response is dominated by the water phase (saturated soil-water mixture) from the initiation of the lock-up strain

and beyond, while the soil skeleton (unsatrated soil-water mixture or soil-air mixture if dry) dominates the

response from the start of loading up to the lock-up strain. Lock-up was not developed at lower saturations even

at large strains, which indicates that insufficient pore space reduction occurred (i.e., not enough compressive

strain was developed). Therefore, larger amplitude stress loadings (higher compressive strains) with longer pulse

lengths need to be applied so that the stress-strain response at the lower saturations can be determined.

Table 2 shows a comparison of the approximate measured lock-up strains estimated from the SHPB data

(Figures 8, 9 and 10) and the theoretical compressive strain required to reach full saturation (i.e., lock-up). The

theoretical calculations only account for the amount of air-filled void space in each soil based on initial void

space and initial saturation. The results generally do not agree with the measured compressive strains at lock-

up. However, the interaction of the various components of the soil-water mixtures are not accounted for in

these calculations. Since the soil-water mixture represents a multi-phase material, a complete description of the

problem becomes very complex since in general there are four different interacting components contributing to

the bulk response: a) the soil skeleton; b) the pore air; c) the pore water, and d) the individual grain stiffnesses.

While the individual stress-strain response of each component can be determined separately, it is their

interrelationship that determines the overall behavior. A further complicating factor is that the dominance of

any one (or combination) of these components changes depending upon the initial conditions and those during
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loading (i.e., strain magnitude). However, these interrelationship are not well defined or understood, particularly

for transient dynamic loading conditions.

Even though this investigation is not exhaustive in extent, it does shed some new light (and poses new

questions) on the undrained dynamic behavior of unsaturated soils at high srain rates and represents an important

first step towards establishing an understanding of this phenomenon. In addition, this research has also

demonstrated that the SHPB system is a viable technique for high strain rate dynamic geotechnical testing of

unsaturated, saturated and dry soils, and provides a framework for conducting further studies using the SHPB

with soils. While the saturation dependent uniaxial stress-strain behavior observed in this study has been

theorized and hypothesized in the past by other researchers, these results appear to be the first detailed

measurements of this phenomenon for undraiWA uniaxial confined compressive loadings at high strain rates.

TABLE 2. Comparison of Approximate Measured Compressive Strains at Lock-Up and
Theoretical Compressive Strains to Reach S=100% Based on Initial Void Ratio and Initial
Saturation.

EGLINa TYNDALLb OTTAWA 20-30O

pd ed ~ e ft 5  5S (%) I d Ie efd e ef de ef

0 33.8 (g) (g) 39.5 (g) (i) 35.3 (g) (g)

20 27.0 (g) (g) 31.6 (g) (i) 28.2 (g) (g)

40 20.3 (g) (g) 26.7 (g) (i) 21.2 (g) (g)

60 13.5 7.5 6.0 15.8 10.5 (i) 14.1 (Q) (g)

80 6.8 3.0 2.0 7.9 6.5 (0) 7.0 6.0 1.5

100 0.0 0.5 1.0 0.0 0.5 (i) 0.0 ? (h) ? (h)

Note: a Eglin sand at initial void ratio = 0.5 10
b Tyndall sand at initial void ratio = 0.654
c Ottawa 20-30 sand at initial void ratio = 0.545
d Theoretical compressive strain required to obtain S=100% based on initial void space and

saturation. For S=0%, this represents a condition of zero air voids
e Approximate lock-up compressive strain from SHPB data for strain rate = 1000/sec.
f Approximate lock-up compressive strain from SHPB data for stain rate = 2000/sec.
g Unable to obtain lock-up strains using the 0.653 m (25.7 inch) projectile at 690 kPa (100 psi).
h Unable to obtain reliable data for Ottawa 20-30 sandat S=100%.
i Data not obtained for Tyndall sand at this strain rate.

VI. RECOMMENDATIONS

The understanding of load transfer mechanisms in unsaturated soils is very limited at present. Further
investigations are necessary and will provide important information to the U.S. Air Force with respect to

military protective construction and survivability designs. Recommendations for further research include:
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1) The fundamental aspects of load transfer mechanisms, material phase interactions and tLL effects of

boundary conditions in compacted unsaturated soils should be examined for both static and dynamic loading

conditions in a comprehensive experimental testing program. Such a program should include the following:

a) A more detailed investigation should be undertaken to study strain rate effects in unsaturated soils

using the SHPB. In addition, centrifuge tests using scaled explosive charges should also be

conducted. Based on the results of such studies, data will be available for numerical and theoretical

model development and a better fundamental understanding of the phenomenon can be obtained.

b) Numerical experiments should be conducted to model the behavior of dynamically loaded

unsaturated soils using techniques such as the Distinct Element Method (DEM) in which load

transfer mechanisms and material phase interactions can be examined. The modeling effort would

be guided by the experimentally derived stress-sorain data from SHPB and centrifuge tests.

2) A series of fully instrumented, carefully controlled small scale field explosive tests should be

conducted in close coordination with additional laboratory studies. Test parameters should include variations in

saturation, compaction methods, boundary conditions and applied energy. Field instrumentation should provide

measurements of input energy, soil deformation and stress and transmitted energy as a minimum. Results will

be useful for relating laboratory and field measured soil behavior, providing valuable input for material models.
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APPLICATION OF FIBER-OPTIC LASER FLUORESCENCE SPECTROSCOPY TO
ENVIRONMENTAL MONITORING
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Recent acquisition of a fiber-optic laser fluorescence spectrometer

in the Environics Division of the Headquarters Air Force Civil

Engineering Support Agency (HQ AFCESA/RAV) has opened up possibilities

for rapid characterization of model aquifers and contaminated Air Force

Sites. The goals of this project were to familiarize research personnel
with the operation of the spectrometer, characterize spectrometer

response, incorporate new computer and optical components into the

system, optimize fiber-optic probe design, employ the instrument in a

model aquifer study, and document the principles underlying the

instrument and its application for distribution to Air Force personnel

not familiar with the system.
All but two of the goals were achieved. Problems with laser

cooling were diagnosed and resolved. Spectrometer response to

naphthalene was characterized over a range of conditions. Several

modifications of fiber-optic probe design were considered and tested. A

prototype of the most promising design was designed, constructed, and
tested. A refined and scaled-down version of the prototype was designed,

constructed, tested, and found to be highly successful in monitoring not

only analyte fluorescence, but also light scattered by turbidity

introduced into samples. Results indicate that it may be possible to

correct fluorescence signals for the effects of turbidity. Difficulties
with procurement prevented the incorporation of additional computer and

optical components into the system. There was not enough time to employ

the spectrometer in P model aquifer study.

Recommendations were made concerning refinements in probe design

and construction, further studies dealing with turbidity, studies dealing
with potential interferences, and the application of the system to model

aquifer studies. Additional recommendations were made as to how to
accelerate the development and transfer of this technology to the field.
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APPLICATION OF FIBER-OPTIC LASER FLUORESCENCE SPECTROSCOPY TO
ENVIRONMENTAL MONITORING

Brian S. Vogt

TNTRDUCZQT

The Environics Division of the Headquarters Air Force Civil
Engineering Support Agency (HO AFCESA/RAV) is aggressively exploring and
applying new technology to the problems of monitoring and remediating
environmental contamination at Air Force sites throughout the world.
Ongoing research into the fate and transport of ground-water contaminants
is being carried out using model aquifers. Mathematical modeling of the
results gives greater insight into how contaminant plumes are distributed
throughout spill sites and thus contributes to more cost-effective site
characterization and cleanup. Many such studies have been performed
using chromatography and/or liquid scintillation counting to analyze
samples from model aquifers. Unfortunately, these methods require the
removal and preparation of samples prior to analysis, resulting in
relatively long analysis times for each sample.

A fiber-optic laser fluorescence spectrometer was installed at HQ
AFCESA/RAV in May, 1992. This system was designed and assembled by G.D.
Gillipsie and his research group (1]. A fiber-optic probe coupled to the
laser can be placed into a small-scale monitoring well in a model
aquifer. Fluorescence measurements acquired in only 10 to 60 seconds are
sufficient to obtain the concentration of a given contaminant without
removing a sample for analysis. This not only enables faster data
acquisition, but also more thorough characterization of a given system.

A transportable version of this spectrometer will allow rapid.
cost-effective analysis of contaminants in existing monitoring wells at
Air Force Sites. Laser spectrometer field analysis of toluene
contamination in wells at Tinker Air Force Base (Oklahoma) was highly
encouraging [21.

Use of a transportable laser spectrometer system in conjunction
with a cone penetrometer provides further cost savings. A cone
penetrometer is a truck-mounted system that hydraulically pushes a
hardened steel tube into the ground at a rate of one meter per minute.
The tube contains a variety of sensors or soil and groundwater sampling
tools. Cone penetrometry allows for the determination of soil type and
stratigraphy with littli or no prior site preparation. Including a
fiber-optic probe in the penetrometer tube permits rapid spectroscopic
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characterization of the site without drilling monitoring wells.

The long-term application of the HQ AFCESA/RAV laser spectrometer

is not only to facilitate model aquifer studies, but also to enable the

development and refinement of analytical procedures to be applied in the

characterization of contaminated Air Force sites. Short-term goals for

the Summer of 1992 were as follows:

1. Familiarize research personnel with the operation of the

spectrometer.
2. Characterize instrumental response.

3. Incorporate new computer and optical components into the

system, install the relevant software, and phase them into

use.

4. Optimize fiber-optic probe design.

5. Employ the instrument in a model aquifer study.

6. Document the principles underlying the instrument and its

application for distribution to Air Force personnel not

familiar with the system.

Figure 1 shows the layout of the laser spectrometer. The primary

laser is a 20 Hz Surelite Series 20 Nd:YAG laser (Continuum, 3150 Central

Expressway, Santa Clara, C21 95051). The 1064 nm fundamental is frequency

quadrupled to give 266 nm output. The dye laser illustrated will be

installed in the future. A portion of the collimated 266 nm output is

directed through a launch fiber (600 pm core diameter Superguide fiber

from Fiberguide Industries, 1 Bay St., Stirling, NJ 07980) to excite

fluorescence in the sample to be analyzed. A fraction of the

fluorescence is directed by a collection fiber to a monochromator. Two-

fiber probes were used because current application of this system

requires that probes be as small as possible (0.25 inch or less in

outside diameter). Light selected by the monochromator is sent to a

photomultiplier tube powered by a Model PS325 digital power supply

(Stanford Research Systems, Inc., 1290 D Reamwood Ave., Sunnyvale, CA

94089). The monochromator used this summer was on loan from North Dakota

State University [Il and will be replaced by a computer-controlled

monochromator in the near future. Output from the photomultiplier tube
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Figure 1. Environics Fiber-Optic Laser Fluorescence Spectrometer

is sent to a Model 2440 digital storage oscilloscope (Tektronix, Inc.,

P.O. Box 500, Beaverton, OR 97077) for digitization and display. Various

waveform parameters can be calculated and displayed by this oscilloscope.

The photomultiplier tube power supply, oscilloscope, dye laser, and new
monochromator will be controlled remotely by the computer. This will
permit data acquisition and analysis to be performed in a semi-automated
fashion.

RESULTS

One of the Summer goals was to document the principles underlying

the laser spectrometer system and its application to environmental
monitoring. A paper [3] has been written for distribution to Air Force

personnel interested in learning more about the instrument.
Severe drift in laser power was encountered early in the summer.

Because a laser power meter was not available, laser output was monitored
by measuring the intensity of the water Raman signal at 293 nm as a
function of time. It was found that this signal would drop with time but

revert to its initial value after the laser was allowed to cool down.
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The laser system operates with two cooling loops. The internal

loop is a flow of cooling water from the laser power supply to the laser

head. Tap water flows through the the external loop, cools the water in

the internal loop, and goes down the drain. It was found that the tap
water temperature in the laboratory reached 85* F, far too warm to

satisfy cooling requirements. Tap water flow was replaced with a flow of
ethylene glycol circulatet. through a Model HX-50 constant-temperature

bath (Neslab Instruments, Inc., Newington, NH, 03801) thermostatted at

20*C. This stabilized laser output for a short period of time, after

which it again degraded. Partial disassembly of the internal cooling

loop revealed that a screen mesh filter was substantially blocked with

algae deposits. In keeping with the manufacturer's procedure, the entire

internal cooling system was cleaned with hydrogen peroxide and flushed

with distilled water. Subsequent output was reasonably stable, as is

illustrated in Figure 2.

* Inadequate External and Internal Cooling
1.4. O Adequate External Cooling, Inadequate Internal Cooling

A Adequate External and Internal Cooling

>. 1.2-

CY

.8

.7-

0 2000 4000 6000 8000 10000

Elapsed lime, s

Figure 2. Laser Performance with Different Levels of Cooling.

Naphthalene was the primary organic investigated in this work

because naphthalene is a component of jet fuel (JP-4, JP-8, eLc.) and is

often found in the ground-water at contaminated Air Force sites.

Once a naphthalene decay profile was acquired and displayed, the
oscilloscope easily calculated peak height, peak area, and many other

parameters. It seemed desirable to use peak area as an indication of
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naphthalene concentration. Unfortunately, a quirk in the scope made it

necessary to perform some inconvenient and time-consuming interpolation

to obtain accurate peak areas. Peak-to-peak heights, which are the

signals at the maxima of the fluorescence decay profiles, and accurate

peak areas were obtained for a series of naphthalene solutions ranging in

concentration from 2 ppb to 20 ppm. Figure 3 is a plot of peak height as

a function of peak area. Each point, therefore, represents a peak height

and area for a single naphthalene solution. As can be seen, the peak

heights and areas correlated extremely well, permitting us to use easily

obtainable peak heights instead of peak areas.

3

> 2.5.

C

S2

0 .
C
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Peak Area at 335 nmn nVs

Figure 3. Correlation Between Peak Height and Peak Area.

It was also questioned whether signals at points later than the

maximum of the naphthalene fluorescence decay profile would prove as

useful. Signals were acquired at the maximum of the decay profile as

well as at 12 ns, 25 ns, and 40 ns past the maximum. Figure 4 shows

calibration curves constructed from these data. Although signals at any

of these times can be used, <ýne peak-to-peak height at the maximum is

clearly the most sensitive measure of naphthalene concentration. New

preliminary data, however, suggest that one of the later times might be

more suitable if turbidity in the sample scatters excessive laser

excitation light into the collection fiber [4].

Data were signal-averaged with the oscilloscope. The effect of
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s~ignal acquisition time was investigated by measuring signal as a

function of time for several naphthalene solutions. Triplicate runs for

a 0.0201 ppm naphthalene solution were performed and averaged-the results

1.4.

1.2. r Peak-to-Peak

1 40 nsPast Peak

S.

C. 4

.2

0.

-.2. 
1

Naphthalene Concentration, ppm

Figure 4. Data Obtained at Different Points on the Decay Profile.
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Figure 5. Signal versus Data Acquisition Time.
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are shown in Figure 5. In this case it is clear that data a,:quisition

times of about 20 seconds or longer give the best data. Consideration of

other data suggested that 30 second acquisition times would be the most

prudent. However, these data were acquired before the inadequate laser

cooling situation was remedied. These measurements need to be repeated

now that laser output is stable.

Some of the signals measured were sensitive to the position of the

probe in the sample vessel. It seemed likely that this was due to the

reflection of light off the walls of the container. This would adversely

affect measurements in wells in model aquifers.

Furthermore, turbidity is often encountered in the water contained

in monitoring wells in both model aquifers and field sites. Turbidity

can scatter both excitation light and fluorescence and thus alter

fluorescence decay profiles.

Several efforts were made to design fiber-optic probes that would

not be sensitive to reflection. Figure 6 shows the designs that were

considered and tested. Laser light reflected into the collection fiber

in design 0 was so intense that the design had to be abandoned. Design

0 may have worked had it been possible to put a sharp enough point on

the teflon rod. Design 0 showed some promise in that it did cut down on

the amount of laser light that entered the collection fiber. However, it

would have been impractical to mount and position the beveled brass rod

on the end of the fibers. Design 0 is a variation of design * that

permits easy construction and alignment. Initial results were so

encouraging that design 0 was refined to permit construction of a more

durable probe. An aluminum prototype 1/2" in diameter was designed,

built, and tested before constructing a 1/40 stainless steel probe.

Details of the construction of this probe, hereafter referred to as the

Onew probe," are shown in Figure 7 The term nold probe" will be used to

refer to the simple two-fiber probe without the modifications depicted in

Figure 6. It will be seen that the geometry of the open section is

designed not only to give the fibers access to the solution, but also to

direct the path of nonabsorbed excitation light.
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Figure 6. Probe Designs.

The detail it. Figure 7 shows that the fields of view of the two

fibers overlap. According to the manufacturer, the numerical aperture of

the fiber in air is 0.4, from which it is easily calculated that the cone

of acceptance is about 47*. In water, however, the refractive index is

1.333 [5], and thus the cone of acceptance in water is about 350. The

highly collimated laser light enters the launch fiber parallel to the

long axis of the fiber This results in far lower dispersion of the light

coming out of the launch fiber than would be observed if the light were

noncollimated or if it entered at an off-axis angle. Laboratory

measurements indicated approximately 150 and 110 cones of laser light

exiting the launch fiber in air and water, respectively.
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Figure 7. New Probe Construction.

The fact that the excitation light leaves the launch fiber in an
I11 cone but the collection fiber views a 35* cone is illustrated in

Figure 8, which is a more accurate and detailed illustration of the light

path through the new probe.
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Figure 8. Important Parameters and Light Path in the New Probe.

A good way of obtaining square, smooth fiber ends is to embed the

fiber end in epoxy and cut and polish the end after the epoxy is dry.

This procedure could not be followed because the polishing kit on order

did not arrive on time. Consequently, all of the fibers used in this

study were hand cleaved by scoring and snapping the fiber, which results

in imperfections on the fiber core surface. This procedure also

invariably stretches and tears some of the nylon buffer around the fiber

at the point of cleavage (this is easy to see under a microscope). Both

of these factors may influence the shapes of the light cones, which

should be checked when new probes are constructed with polished fiber

ends instead of cleaved ends.
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The launch fiber must be placed some distance from the probe wall

to ensure that all of the excitation light hits the glass mirror and that

none of it strikes the probe wall. Excitation light striking the probe

wall would be scattered and probably introduce an undesired background

signal. The distance between the launch fiber and probe is designated d,

and is illustrated in Figure 8 (B). Even with the launch fiber placed

properly relative to the probe wall, it must be close enough to the

mirror to further avoid scattering at the wall. To accomplish this the

tip of the launch fiber cannot be placed any further away from the mirror

than dm, which is illustrated in Figure 8 (A).

In this research it was found convenient to construct the probe

with a spacer of known thickness placed between the probe wall and the

launch fiber. This fixes dk at a known value and permits easy

calculation of dM. Basic geometry shows that tanef=dw/dm, where Of is the

half angle of the light exiting the launch fiber-see Figure 8 (B). The

launch and collection fibers were epoxied together before positioning

them in the steel body of the probe. Before attaching the fibers to the

steel tube, the tube was beveled at the mirror angle, 0m. This angle is

illustrated in Figure 8 (A). To be on the safe side, the mirror must be

attached at an angle that guarantees that none of the excitation light

will be reflected directly into the collection fiber. Additional

geometry shows that this condition is met when eM<( 9 0 -0f). The probe used

in this study had ef=5. 5 *, dw=0.7 mm, dM=7 mm, and Om= 6 0 *. The

orientation of the fibers relative to the glass mirror and probe body can

be discerned by looking at the ellipses of light projected onto the

mirror in Figure 7. After the fibers were fixed in position, the mirror
was epoxied in place. With the mirror firmly attached, the open section

was cut by grinding on a wet grinder equipped with a fine diamond wheel.

Excess glass at the edges of the mirror was ground off with the same

wheel. Heat shrink was used to protect the fibers where necessary and

also to connect the two fibers together to make a single cable. The heat

shrink was applied carefully to avoid melting the nylon buffer.

Figure 8 illustrates the angle followed by nonabsorbed excitation

light that is reflected off the glass mirror. The glass mirror is angled

so that any nonabsorbed excitation light exits the probe at an upward

angle to prevent it from being reflected back into the probe by the walls

of the sample container. Furthermore, measurements indicated that the

glass used absorbs 266 nm light efficiently 141. Consequently, any

excitation light that enters into the glass mirror (instead of being

reflected off the surface) is not transmitted into the sample below the

probe and as such has no opportunity to be reflected back up into
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collection fiber. Notice that excitation light passing out of the probe

passes through the field of view of the collection fiber. This is

beneficial because it can excite additional fluorescence in front of the

collection fiber and thereby improve the signal. This arrangement is

highly effective: measurements of naphthalene fluorescence at 335 nm in

water indicated that most of the background problem experienced with the

old probe was gone. However, even this arrangement is not perfect:

tuning the monochromator to 266 nm revealed that excitation light was

still picked up by the collection fiber. It is itot known if this is due

to scattering within the probe or crosstalk between the fibers.

Crosstalk could be easily eliminated by painting or putting UV-absorbing

heat shrink around one or both of the fibers.

It was also found that fluorescence measurements with the new probe

were essentially independent of the probe position in the sample

container. This is attributed partly to the path of nonabsorbed

excitation light, as discussed above. Another reason may be that much of

the view of the collection fiber is the controlled environment inside the

probe. There is a fairly high probability that any light that does

bounce around inside the sample container will be deflected away from the

collection fiber by the steel probe jacket and che glass mirror.

Turbidity can be quantified by measuring the amount of light

transmitted through a solution (turbidimetry) or the amount of light

scattered by a solution (nephelometry). The latter is easily done not

only in a conventional fluorimeter, but also with the new probe. Figure

9 shows the response of the new probe to varying concentrations of clay

(Ca-Montmorillonite, OCheto," from Apache County, AZ) obtained through

the Clay Minerals Society/Source Clay Minerals Repository (Department of

Geology, University of Missouri, Columbia, MO 65211).

The response to the laser light is encouraging. It had been

suggested that the Raman scatter of water at 293 nm might be sensitive to

turbidity, but Figure 9 shows that this is not so.
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Figure 9. Response of the New Probe to Turbidity.

Figure 10 shows that the linear range of naphthalene calibration
data acquired with the old probe extends to about 0.1 ppm. It was
observed that the plot curved downward at concentrations higher than
shown in Figure 10: this behavior is commonly seen in fluorescence
calibration data. Each point is the average of four separate runs of the
appropriate concentration. Different concentrations correspond to
different naphthalene solutions in different volumetric flasks. The old
probe was inserted about 1 cm into the liquid before taking fluorescence
measurements.

There is scatter around the fitted line even though the relative
standard deviations were comparatively low. This may have been due to
the fact that different flasks had different heights and internal
geometries, which in turn could have reflected varying amounts of light
back to the collection fiber.

Similar data acquired with the new probe are shown in Figure 11
[4). These data also curve downward at concentrations higher than shown
in the Figure. In contrast to the old probe, the linear range of the new
probe extends to approximately 0.4 ppm naphthalene.
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Figure 11. Naphthalene Calibration Data: New Probe
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Comparison of the new probe design to designs in the literature

reveals some interesting differences. A fiber-optic probe has been

designed and used successfully to perform particle sizing by measuring

the scatter of white light [6]. However, the geometrical design of this

probe is not amenable to being scaled down to meet Environics size

requirements. An apparatus consisting of fibers placed in front of

various reflective surfaces was constructed and tested [7]. The fibers

were perpendicular to the surfaces. Not surprisingly, it was found that

signals were increased due to reflection. The fibers and reflective

surfaces in this apparatus were not fabricated into an integrated probe.

A simple probe was constructed and tested with suspensions of latex

spheres (8]. One end of a short stainless steel rod was bored out so

that it looked much like a thimble. The fibers were inserted into a hole

in the other end of the rod so that their acceptance cones projected into

the hollow portion of the rod. This probe was applied to theoretical

studies of light scattering but not to fluorescence or turbidity

measurements.

It is felt that the probe designed in this research compares

favorably to those in the literature and that it offers a unique

combination of size and capability.

All but two of the Summer goals were reached. It was not possible

to incorporate new electronic or optical components into the laser system

because of procurement difficulties. Application of the laser

spectrometer to a model aquifer study might have begun had it not been

for the significant amount of time spent on diagnosing and rectifying

problems with laser cooling.
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RECQMMENDATIQNS

Probe design needs to be refined to give more durable probes. The

current design probably would not stand up under use in model or field

wells because the glass mirror is exposed. This could probably be

remedied by adding a steel sleeve around the bottom of the probe and

filling the space below the mirror with epoxy. This is illustrated in

Figure 12.

1~ Steel sleeve.

Epoxy plug.

Figure 12. Probe Modification to Increase Durability.

Work needs to be done to see if the probe can be scaled down from

an outside diameter of 1/40 to 1/8*. This will probably require changes

in probe construction techniques.

Use of the new probe to measure turbidity has been encouraging.

However, further research needs to be done to see how the response to

different scattering agents (sand, titanium dioxide, etc.) compares.

Furthermore, experiments with different excitation wavelengths should be
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performed once the dye laser is incorporated into the instrument. Data

show that naphthalene fluorescence decreases with increasing turbidity

[4]. The relationship between fluorescence signals and turbidity needs

to be determined so that turbidity measurements can be used to correct

fluorescence signals.

Quenching, energy transfer, exciplex formation, and excimer

formation are processes that can affect the fluorescence spectra and

lifetimes of fluorescent substances. Whether these processes are

significant or not depends on the fluorescence lifetimes and

concentrations of the species involved. Unfortunately, sample matrices

at contaminated Air Force sites have the potential of being very complex.

Jet fuel contains many components. Various types of solvents may have

been spilled. It would be useful to see how realistic concentrations of

potential interferences affect the emission properties of important

contaminants such as benzene, toluene, naphthalene, etc., in simple

solutions and in complex matrices such as jet fuel.

Model aquifer studies should be performed not only to model the

transport of contaminants in the environment, but also to obtain valuable

information about the potential performance of the system in the field.

If adequate funds become available, several things could be done to

accelerate the development and application of this technology. A second

laser system could be acquired and dedicated to the development of

analytical fluorescence procedures. If this is done, the current system

could be dedicated to model aquifer studies. A third system could be

acquired and dedicated to the development of analytical Raman procedures.

Additional personnel would have to be brought into Environics to operate

the additional laser systems. Periodic field demonstrations would give a

realistic assessment of where the technology is at. Taken as a whole,

doing all of this development work simultaneously would very likely get

the technology to the field in one-third to one-half the time it will

take at the current rate of development.
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Abstract

The concept of Superconducting Magnetic Energy Storage (SMES) had been examined

by government agencies and utility industries for several decades. However, in the public

domain, we could not find publications dealing with the applications of SMES in Air Force. In

the past eight weeks, we carried out a technical study. Besides an extensive literature search, we

discussed various issues with the leading experts on SMES, and talked to personnel related to

electricity usage in different Air Force installations. Our findings are summarized in this report.

In section I, development of SMES is briefly introduced. In section HI, operational principles of

SMES is described. In section III, seven possible areas of the applications are examined: (1)

regular base, (2) bare base, (3) communications squadron, (4) air traffic control, (5) Sector

Operational Control Center (SOCC) Radar stations, and (6) energetic weapon. Other six possible

areas are also suggested for future studies, including space command and intelligence command.

In section IV, discussions and recommendations are presented. The recommendations include

both short and long term plans. In the Air Force applications, SMES can be used as an energy

storage unit, or a power cenditioning unit. The required energy of SMES can be divided into

three ranges: 20 MW-Hr (72 GJ), 100-500 MJ, and 1-20 ML The 20 MW-Hr unit is stationary,

and similar to that of an Engineering Test Model (ETM) currently being studied by the Defense

Nuclear Agency (DNA). The 100-500 MJ unit may need more development due to lack of

previous experiments. The 1-20 Mi unit is mobil, and similar to that of commercially available

products. In most SMES applications, magnetic field has to be confined to insure the Air Force

operation. It is suggested that further research should be conducted to transform existing

technologies into practical SMES units suitable for the Air Force environment.
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APPLICATIONS OF SMES IN AIR FORCE

Xingwu Wang

IL INTRODUCTION

Since the discovery of superconductivity in 1911, the idea of Superconducting Magnetic

Energy Storage (SMES) had been proposed and studied many times.' Between 1983 and 1984,

a 30 MJ SMES unit was installed and tested at the Tacoma Substation of the Bonneville Power

Administration.2 When high temperature superconductors were discovered several years ago, the

concept of SMES was much more widely evaluated."' Up to date, small units (less than 10 MI)

are commercially available."'

As far as the SMES research is concerned, the driving force is mainly in the United

States." Within the Department of Energy (DOE), several National Laboratories have evaluated

the energy storage capabilities of SMES.5 Electrical Power Research Institute (EPRI) has

conducted independent research, and assisted government agencies on various SMES projects.!

Within the Department of Defense (DOD), different branches have looked into the SMES

applications.7 Several years ago, the White Sands Missile Range examined the possibility of

using SMES as a pulse energy source for the free electron laser, which was a part of the "star

war" plan. The Navy studied the functions of SMES in ships; and the Army evaluated a

conceptual design of SMES tanks. Currently, the Defense Nuclear Agency (DNA) is managing

a feasibility study on an Engineering Test Model (ETM) of SMES (40 - 75 GJ range).' The

Army Corps of Engineers may play a major role in the design and engineering of the SMES

ETM facility.! From existing publications in the public domain," we could not find any

document dealing with the SMES applications in the Air Force, which is much more needed now

as the SMES technology gradually matures."' The objective of this paper is to provide

preliminary information on the possible applications of SMES in the following six areas: (1)

regular base, (2) bare base, (3) communications squadron, (4) air traffic control, (5) Sector

Operational Control Center (SOCC) Radar station, and (6) energetic weapon. Other seven areas

are considered, including space command and intelligence command.
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II. ENERGY STORAGE AND POWER CONDITIONING

In an electrical system, a primary power supply normally provides electricity to the load.

Occasionally, the primary supply may not be able to deliver the required quantity and quality of

power due to various reasons. In order to maintain highly reliable power delivery, a secondary

power supply or system should be activated, which may be another set of power lines, another

generator, a power conditioner, or an Uninterruptible Power Supply (UPS). The emerging SMES

technology also offers a cost effective approach to store energy and to improve power quality

within a range of technical limits.

A. EXISTING UPS

There exist two kinds of UPS devices, rotational and stationary."" In the rotational UPS

device, mechanical energy is stored in a flywheel. While in the stationary device, electrical

energy is stored in a stack of batteries. Since 1988, the Air Force has installed battery UPS

devices in more than one hundred air bases. The power of these devices varies from I KW to

I MW,"*-b and the battery discharge time varies from 10 to 20 minutes. The energy storage

efficiency is approximately 70%. The lifetime of batteries and equipment is between five and

fifteen years respectively. These devices are playing crucial roles in several areas including

communication and Radar operation. The implementation of battery UPS technologies provides

an opportunity to examine another complementary technology - SMES technology. In

comparison with UPS batteries, SMES has following advantages: (a) high peak power output, (b)

large energy storage capability, (c) long lifetime, (d) no chemical leakage, (e) no environmental

problem.

B. SMES

In a SMES unit, a direct current (DC) flows in a superconductive coil, and energy stores

in a magnetic form. The stored energy can be released to an external load via conventional

AC/DC switching devices. The storage capability can be measured by the power and discharge

duration. Based on existing studies, the SMES power varies from 460 KW to 1 GW, and the

duration time varies from 0.25 seconds to I I hours.4" 12.13 (Other power levels and durations

outside these ranges are also possible.) The response time to the load is usually less than 20

milliseconds. Energy dispatch efficiency is approximatel:N ;5%, and estimated lifetime is longer
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than thirty years. 3 The superior performance of the SMES is mainly due to the excellent

properties of superconductors.

C. SUPERCONDUCTORS

A superconductor possesses two distinct features: zero resistance and Meissner effect at

a temperature below its superconductive transition temperature, called critical temperature Tc."

When a current is induced in a superconductive ring, a magnetic field is produced and the energy

will be stored without loss. For a coil with inductance L, the stored energy, E, is given by:

E =L 2/2 (1)

where I is the magnitude of the current. As the current flows in magnetic field produced near

the coil, Lorentz forces will be exerted onto the coil. In a solenoid, the coil will be pushed

outward along radial directions, and inward along axial directions.

The magnetic field produced is not confined in a solenoid. To reduce magnetic field in

solenoid configuration, even numbered solenoid coils can be assembled as shown in Fig. 1, where

current flow in a coil is opposite to that of an adjacent coil. Besides solenoid, coil shape can be

toroid, where magnetic field is confined.

If the current density in a superconductor exceeds a limit, called critical current density

Jc, the superconductivity will be destroyed. The upper limit of Jc is approximately 106 A/cm2

in zero magnetic field. If the magnetic field surrounding a superconductor exceeds a limit, the

superconductivity will also be destroyed. There exists one critical magnetic field, Hc, in a type

I superconductor such as a metal material." However, there exist two critical fields, H-,, and H,2,

in a type II superconductor such as an alloy or oxide material. In a type U superconductor,

superconductivity is partially destroyed as soon as the magnetic field exceeds H,,. Beyond H,2,

superconductivity is completely destroyed.

Therefore, several parameters should be considered when we select a superconductive

material for SMES applications, i.e., Tc, J% Hc (HI-, Hc2), and mechanical strengths.

Commercially available materials for SMES coils are alloy superconductors including NbTi and

NbSn.'6 Rapid progress has been made on conductor technologies based on high Tc (oxide)

superconductors. It is projected that we are at least 2-5 years away from making wires that are

reliable enough for SMES coil applications." However, high Tc superconductors may be used

as leads between low Tc superconductors and normal conductors in the very near future."''
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Since high Tc superconductors may reduce the cost and enhance the performance of SMES,181
Sa continuous support to the research is needed."^

D. MAJOR COMPONENTS OF SMES

To illustrate operational principles of SMES, a block diagram is shown in Fig. 2. There

are several components in a SMES unit, including superconductive coil assembly, DC-AC

conversion assembly, cryogenic system, external system, and control system. The cryogenic

system provides coolant to the superconductive coil assembly. The external system is normally

an AC power grid. When the grid has excess electricity, an AC current is converted into a DC

current via the DC-AC conversion system. The DC current is then supplied to the coil, and

magnetic field is produced. When the current reaches a desired value, a switch closes the coil

loop and the current will be circling along the loop. Thus, magnetic energy will be stored in the

superconductive coil without loss. When the grid is overloaded, energy will be released from

the superconductive coil assembly via a reversed process. Both storing and releasing processes

are coordinated by the control system.

IH. APPLICATIONS OF SMES

Traditionally, SMES is regarded as an energy storage unit, in which excessive electricity

may be stored for late usage during a heavy load period. Alternatively, SMES can be used as

a high power pulse source; in which electric energy provided by a conventional power supply

is first accumulated over a period of time, and a high power pulse is then delivered. Recently,

SMES of 500 KJ - 10 MJ is being used as a power conditioner, in which electric energy is stored

and released to improve power quality. Traditional electrical devices do not require high quality

power, while modem computers and electronics require high quality power since semiconductors

are susceptible to changes in voltage and/or currer.'.'' Poor power quality costs billions of

dollars every year in the U.S. industry."" 2

As far as the Air Force is concerned, power quantity and quality are important issues.

The power quantity is normally regulated and maintained by the civil engineering personnel. 7c

As of today, the power quality is mainly monitored by individual users. Since the power of a

sensitive electronic equipment should have extremely high quality and reliability, a policy on

power conditioning and continuation was issued four years ago."'7 Due to the nature of the Air
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Force operation, problems in a power grid or distribution center are far more severe than that of

an ordinary commercial site. In an Air Force installation, following problems need to be solved:

(1) low quality in an original power source, (2) overload, and (3) interferences.'7' One of the

solutions is to use SMES as an energy storage device or a power conditioner.

Applications of SMES include following items: (1) to reduce peak power load, (2) to

prevent power outage, (3) to prevent voltage sag or swell, (4) to stabilize or alter frequency, (5)

to prevent voltage surge, spike, or impulse, (6) to regulate voltage level, (7) to reduce harmonic

distortion, (8) to eliminate electrical noise, and (9) to change the phase relation between voltage

and current. Usually, SMES is connected to a power grid in a standby mode. It takes less than

20 mS to activate SMES, and the operation time of SMES varies from several millisecond to

several hours depending on the nature of the usage. Some of these items will be discussed when

we search for potential users in the Air Force.

A. REGULAR BASES

The electricity usage of a regular base can be obtained from the Defense Energy

Information System (DEIS H) database. As an illustration, the energy consumption of 1991 is

shown in Fig. 3, where the number of air bases is plotted as a function of the energy usage for

170 air bases. There are 63 bases with energy consumption less than 10 GW-Hr, in which 15

bases are in the range between 4 to 5 GW-Hr, see a blowup in Fig. 4. Referring to Fig. 3, there

is a wide spread between 10 and 140 GW-Hr, in addition to a scattering in the higher energy

region.

As an example, let us look at the Tyndall Air Force base, where the electricity usage in

1991 was 9.9356 GW-Hr. In Fig. 5, electrical power is expressed as a function of time for a

typical summer day. The average power is approximately 15,500 KW, with peak load hours

mainly in the day timt. and light load hours mainly in the evening. To reduce the peak load, a

SMES of 20 MW-Hr may be connected to the power grid. The SMES receives energy during

lignt load hours, and releases energy during the peak hours.

Since the erergy storage requirement of 20 MW-Hr is very close to the ETM capacity (10

MW - 2 Hr), existing ETM studies should be applicable for our studies. For example. the

diameter of the ETM coil is estimated to be 100 meters,"' which is shorter than the length of an

airport runway. Thus, a regular base would be able to accommodate a SMES facility. If the
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space above the ground is limited, the SMES could be installed beneath the runways.

Besides the peak load reduction, SMES can also be used in a regular base to prevent

unexpected power outages.'8 For example, during the storm seasons, bases in Florida, California,

and other states experience power outages due to lightings.' 9 Most of these outages are

momentary. If a SMES of 20 MJ is connected to the Tyndall grid, it will provide the emergency

backup power to the base for 1-2 seconds.

In a regular base, the weight of a SMES unit is not limited. However, the magnetic field

in the SMES has to be confined. The coil shape can be toroid, solenoid with magnetic shielding,

or an assembly of even numbered solenoid coils.

B. BARE BASES

Guidelines for a bare base electrical power system are available in several publications.20

A nominal electrical generator has a power of 750 KW, a voltage of 2400/4160 volts, and a

frequency of 60 Hz, with three phases. The number of generators of each base depends on the

load. The electrical wiring configuration also depends on the load. Usually, a normal bare base

requires four generators in parallel, in addition to a standby generator. The Al Kharj base built

for the "desert storm" has seventeen generators. The weight and size of any electrical system

should be restricted to the limits of a C-130 aircraft, which is responsible for military

deployment. The maximum payload of the plane is 44,000 pounds, the maximum per-axle load

is 10,000 pounds.2" The length of the cargo space is 40 ft, and both width and height are 8 ft.

In a bare base, the coolant for SMES, liquid helium, is not available and has to be produced by

a close cycle refrigerator.

In a bare base power system, a backup generator is usually available to maintain reliable

power. Before the backup takes over the full load, there may be a momentary power sag or

outage. To avoid the power interruption. a SMES may be connected to the power grid in a

standby mode. Its power level should be higher than 750 KW, and the discharge duration should

be longer than 6 seconds.

Let us consider the existing commercial product as candidates for the application.' First,

the maximum energy storage capability of the product is ipproximately 2.5 MJ, which meets the

minimum requirement. Second, the magnetic field surrounding SMES is large due to the design

of an unshielded solenoidal coil, which is not acceptable in the bare base operation. To
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overcome the problem, magnetic shielding may be used, even numbered solenoids may be used,

or the toroidal coil may be used. However, the weight of SMES may be increased substantially.

Based on a theoretical analysis, the coil assembly weight will increase 100% when a solenoidal

design is changed into a toroidal design.2' The total weight of the existing commercial product

is 25,000-30,000 pounds, which is below the load limit of the C-130 plane." 2 If the coil weight

is going to be increased, the weight of other equipments (such as air condition, control, and/or

cryogenic assembly) should be decreased accordingly.

C. COMMUNICATIONS SQUADRON

Functions of a communication squadron include command, control, communication, and

computer. Average power consumption of the squadron is approximately 300 KW. As more and

more electronic/electrical equipments are being added, demand on electricity increases. If the

main power supply fails, a standby or backup generator may be used to sustain the power supply.

However, there will be a power-outage moment of approximately 6 seconds during switching.

Existing commercial SMES products (2.5 MJ) should be able to provide energy during

momentary power outage. Ideal energy storage capacity for the squadron is 100 MJ. Since the

energy requirement is relatively low, a hybrid system of SMES and battery UPS should be tested

in the future. In a situation where battery disposal is prohibited, SMES may play an essential

role. Magnetic field of SMES should be confined, and SMES facility could be installed in an

underground compartment.

D. AIR TP AFIC CONTROL

The average power of an air traffic control is 150 KW. If the control center is mobile,

the major constraint is the weight. Existing commercial products should be able to provide

energy when the primary supply is temporary out of service. If the center is stationary, the ideal

energy storage capacity should be 20 - 60 MJ. The SMES could also be installed beneath the

airport runway.

E. SECTOR OPERATIONAL CONTROL CENTER (SOCC) RADAR STATION

The main function of a SOCC Radar s-ation is air surveillance in a specified region.

Electricity supply to a critical load has to be continuous. The minimum power requirement is
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approximately 540 KW. In order to provide this amount of the power for several seconds to

several minutes, the energy capacity of a SMES should be in the range of 1-150 MW. Magnetic

field has to be confined near the SOCC stations.

F. ENERGETIC WEAPON

Several different kinds of modem weapons require substantial amounts of electrical power

and/or energy. For example, a rail gun system has to discharge a large pulsed current within a

short period of time. The power of a small rail gun is 1-2 MJ, with a peak current of 3 KA and

a discharge time of 0.5 mS. While the power of a large rail gun is 500 MJ, with a peak current

of 5 MA and a discharge time of 5 S. The existing power supply contains many batteries and/or

capacitors, which is cumbersome and inefficient. In a large rail gun, capacitor banks need to be

charged several times to reach peak power. Thus the gun fiing speed and repetition rate are

limited. If a SMES is adopted, the size of the power supply will be decreased, and the charging

time will also be reduced. The required energy level of a SMES unit is in the range of 1-500

MJ. Magnetic field has to be confined in the rail gun applications.

G. OTHER AREAS

Since this study was carried out within eight weeks, we were unable to cover all important

areas. Following examples are merely illustrative for future studies.

The first example is related to the large power applications in the space command, which

is in charge of at least 18 bases and many sites. One of the responsibilities of the command is

the satellite communication and/or operation. A conventional means for the satellite

communication is a pulse Radar. The maximum distance between a satellite and a Radar is

approximately 22,500 miles, and the minimum power required is approximately 6-20 MW. It

is difficult to reach the peak power requirement with existing battery and/or capacitor banks.

When a pulse Radar is in operation, the power grid may be overloaded and other electronics may

be affected. A study for SMES applications could be carried out in Cheyenne Mt. AFB, Falcon

AFB, or Onizuka AFB.

The second example is related to the small power applications. In every air base, there

is a command post which is a focal point of the operation. The average power of the post is

approximately 100 KW. A case study should be carried out to examine the compatibility of
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SMES and battery UPS.

The third example is related to frequency stabilization and alteration where SMES is used

as a direct current source. The frequency stabilization is a part of power conditioning processes.

While the frequency alteration is required when an Air Force unit is operating in Foreig,.

countries where frequency is 50 Hz with voltages of 230/380 or 240/416 volts.

The fourth example is related to a SMES unit for an aircraft. Since 1960's, several

inductive energy storage techniques have been tested for pulse power applications.9" 2 In a

modem surveillance airplane, more electronic instrumentations are being added, and more

generators and batteries are being added accordingly. As a result, the power quality deteriorates,

and ultumate surveillance goal may not be reached. To improve the power quality, a SMES may

be used as a power conditioner to generate high power pulses. The maximum SMES energy

should be I MJ or less. The weight and size of SMES should be less than that of a battery unit.

An earlier study sponsored by NASA could be used as a reference, where SMES was considered

for an application in a space shuttle.24"'

The fifth example is related to the overseas installations such as Pacific Air Forces and

United States Air Forces in Europe. In comparison to the domestic bases, power quality is

usually poorer. and power quantity is usually larger. For example, the power of a consolidated

or centralized computer may be 1 MW or larger. At this power level, SMES would be much

more suitable than the battery UPS. Furthermore, if battery disposal is prohibited in a Foreign

country, the shipping cost would be very expensive. A case study may be carried out in

Ramstein AFB or Yokota AFB.

The sixth example is related to the intelligence command, where information gathering

and distribution are heavily dependent on the computers and electronic instrumentations. The

power of a critical load is estimated to be 500 KW - 2 MW, or higher. A case study should be

carried out in Kelly AFB.

The seventh example is related to the prevention of high-altitude electromagnetic pulse

(HEMP). These pulses are produced by radiations of nuclear device (such as gamma rays) in the

atmosphere at altitudes above 20 km. The peak value of a pulse is approximately 50 KV per

meter. When the HEMP strikes an electrical network or system, the maximum current can be

as high is 8,000 A, the pulse duration can be as long as 100 S. Usually, a HEMP filter is

connected to the electrical network to dissipate the pulse energy.2 4b2 If SMES is used, the HEMP
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energy can be stored for late usage.

IV. DISCUSSIONS AND RECOMMENDATIONS

After examining several areas, we believe that the SMES technology is applicable in the

Air Force. The required energy will be in three ranges: 20 MW-Hr (72 GJ), 100-500 MJ, and

1-20 MJ. The required discharge time will be from several mS to several hours.

Our recommendations to the Air Force include both short and long term plans. Since this

study is mainly concentrated on the technology availability, the cost of a SMES unit is not the

deterministic factor in the recommendations.2 "c (The cost would be decreased as the industry

matures.)

A. SHORT TERM PLAN

(1) The Air Force should continuously monitor the progress of SMES applications in other

government branches and industries. In particular, the Air Force should follow the ETM studies

(10 MW - 2 Hr), which would be applicable in a regular base. There are several sites proposed

for the ETM installation: Monahans, Texas; Baraboo, Wisconsin; Orogrande, New Mexico; White

Sands Missile Range, New Mexico; and Richland, Washington. Some of these sites are close

to the existing Air Force bases including Cannon AFB, Holloman AFB, Kirtland AFB, and Reese

AFB. After the demonstration experiment is completed, the ETM unit will be useful for the

nearby Air Force base.

(2) The Air Force should look into the design of a small SMES in the 10-20 MJ range, which

would be movable by a C-130 plane. The objectives are: (a) to reduce the weight and size; (b)

to reduce the magnetic field leakage; (c) to enhance the structure integrity.

(3) In the SBIR programs, the Air Force should support a small scale experiment which must

be unique to the Air Force applications. If results in phase I are fruitful,"0 the Air Force should

support a phase II study, in which the experiment could be carried out. An ideal base for the

study should be located in a state where lightings occur often, such as California or Florida. To

simulate a realistic situation in the air force, the SMES unit should be installed in a training

center, a research laboratory, and/or a mainframe computer room. As an example. the power of

a mainframe computer at Tyndall Air Force base is 40 KW, with three phases and 208 volts.

During the experimentation, engineers from aforementioned units should be invited to inspect
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SMES operations. If phase I1 project is successful, phase IMl project may be conducted in one

of the aforementioned units, where engineers are familiar with the SMES.

B. LONG TERM PLAN

The effort on SMES should benefit to the ultimate goals of Air Force operations. If the

SMES technology is implemented in the near future, following problems should be considered

during engineering design stages.

(1) Magnetic field confinement of a SMES facility should be considered to secure a military

operation even though there is no military standard available. In addition, human health may be

affected by strong magnetic field as reported in several publications. Without a safety guideline

from health organizations, the reference of the exposure level can be earth magnetic field which

is 0.5 - I Gauss. We suggest that the field should be lower than 10 Gauss at a distance of 1

meter away from the enclosure of the SMES coil. This limit is achievable with existing

technologies.2 5

(2) Since movable SMES units will be carried by cargo planes, we suggest that existing

military standards for electrical generators should be used as references for the design of an air

transportable SMES unit.21'
21 During initial experiments with ground transportation, existing

military specifications for truck and trailer transport of mobile electric generators should be used

as references.2' A SMES standard should be proposed before the permanent implementation

takes place.

C. COMMUNICATIONS WITH OTHER AGENCIES IN THE FIELD

Because SMES is a new technology, the Air Force should exchange information with

other agencies in the field. The R&D manager(s) should attend following SMES meetings. A

meeting organized by DOE for DNA will be held in September 1992 (Milwaukee, Wisconsin).

Another meeting, organized by EPRI, will be held in October (Palo Alto, California). It is

desirable to set up a SMES government interest group meeting due to sufficient demand in

militaries, national laboratories, energy administration offices in both federal and state

governments. Either DOE or DNA could take a lead to organize the meeting.

The Air Force should also keep in touch with following companies which are associated

with SMES designs and fabrications: General Electric; Westinghouse; Intermagnetics General
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Corporation; General Atomic; Superconductivity, Inc; General Dynamics; Bechtel National, Inc.;

Advanced Cryomagnetics, Inc.; EBASCO Services Incorporated; American Superconductor Corp.,

W. J. Schafer Associates; etc.

Connections between the Civil Engineering Laboratory at Tyndall Air Force base and the

Aero-Propulsion Laboratory at Wright-Patterson Air Force base are beneficial. Even though the

responsibility of each laboratory is different, both laboratories are pursuing superconductor

applications in the Air Force. Two laboratories may consider collaborative research on

superconductivity in the future.

Regarding to the electricity management system, existing civil engineering support is

suitable for the power delivery as far as the quantity is concerned. However, power quality

control may be a potential problem, and may require a parallel study in connection to SMES

applications.
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Abstract

This report presents the development and experimental verification of a distributed parameter

model for a slewing beam system with piezoelectric actuators and sensors. The beam is pinned

at the proximal end, an endpoint motion sensor is attached at the distal end, and patches of thin

piezoelectric laminates attached to its surfacc. The differential equation of motion for this system

is transformed to Laplace domain transfer functions after application of the appropriate boundary

conditions. Transfer functions relating the various actuator/sensor pairs are developed. The

transfer functions are rationalized using a Maclaurin series expansion so that there is no need to

assume mode shapes. Experimental results, which verify the model, are presented using a beam

experiment at the US Air Force Academy, Frank J. Seiler Research Laboratory. The existing

clamped beam experiment was modified through the addition of a hinged joint and appropriate

instrumentation to carry out this work.

The transfer functions are eventually to be used to develop and experimentally validate a

simultaneously opt:mal active and passive damping design for the experimental system. A pre-

liminary damping design is discussed and initial experimental results presented.

'This work performed in collaboration with Dr. H.R. Pota of the Australian Defenc.e Force Academy.
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MULTIVARIABLE TRANSFER FUNCTIONS AND OPTIMAL PASSIVE

DAMPING FOR A SLEWING PIEZOELECTRIC LAMINATE BEAM

Thomas E. Alberts & Travis V. DuBois

1 Introduction

Piezoelectric laminates are under investigation as actuators and sensors for vibration control in flexible

structures. Piezoelectric materials in current use include poiy-vinyiidene flouride (PVDF), a semicrystailine

polymer film, and lead zirconate titanate (PZT), a piezoelectric ceramic material. These materials strain

when exposed to a voltage and, conversely, produce a voltage when strained. This property exists because

of a permanent dipole nature of the materials, induced by exposing it to a strong electric field during

manufacture. Detailed discussion of the unique electro-mechanical nature of these materials is available in

[21. Piezoelectric layers bonded to the surface of, or manufactured into flexible structure members can act

as either control actuators or sensors. A unique characteristic of PVDF and PZT actuators and sensors is

that they are spatially distributed over the surface which is being controlled. This is in contrast to discrete

actuators and sensors more customarily employed in the control of structures. Perhaps due to this spatially

distributed nature, piezoelectric laminate structures are seldom analyzed using classical transfer function

models. However, because the spatial distribution of the control influence or sensing capability is fixed once

the laminates are applied, each actuator is associated with a discrete input variable and each sensor a discrete

output variable (both are voltages) thus transfer functions can be derived.

One of the first published accounts of research using piezoelectric laminates for structural control was

produced by Bailey and Hubbard [4). They developed a dynamic model for a cantilevered beam with a

PVDF film actuator, by incorporating the piezoelectric electro-mechanical relationships into the Bernoulli-

Euler beam equa-iion. Finite element analysis was applied by Baz and Poh [5] and the assumed modes

method by Garcia, Inman, and Dosch [7], to model piezoelectric laminate beams. Pan, Hansen, and Snyder

[6) analyze a pinned-pinned flexible beam with one piezoelectric element covering only a part of the beam

surface. The system is modelled using two separate Bernoulli-Euler equations, (for x such that 0 < z < z,

and z2 < x < 1, cf. Figure 2) with no forcing input, and the effect of the piezoelectric element is incorporated

as eight separate boundary conditions. In a previous work [31 the first author presented transfer function

models for a cantilevered beam with PVDF film actuator/sensor pairs covering its entire surface. This report

firstly extends that work to a slewing beam with actuator/sensor pairs which cover the surface partially and

secondly presents experimental results demonstrating the validity of this modelling technique.

This report is organized as follows. In the next section the electro-mechanical relationships required for

modelling piezoelectric laminates are reviewed. In section 3 these relationships are incorporated into a dy-
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Figure 1: Schematic of Piezoelectric Laminate

namic model for the piezoelectric laminate beam. This model is used to derive exact transfer functions, given

as transcendental functions of a modified frequency parameter ), for a general flexible slewing piezoelectric

laminate beam. Section 4 gives a finite truncation of the exact transfer functions, derived in the previous

section, as rational functions of the Laplace operator s. In section 5, the 2 m long experimental piezoelectric

laminate beam at the US Air Force Academy, irank J. Seiler Research Laboratory is described. Section 6

presents the experimental results which verify the exact transfer functions derived in this report. Section 7

presents some preliminary passive damping results.

2 Piezoelectric Laminate Electromechanical Relationships

Figure 1 illustrates a typical section of the beam/piezoelectric layer laminate. The subscripts a, b, and c

correspond to the top piezoelectric layer, the base structure and the lower piezoelectric layer respectively.

In the present development, the a layer will serve as actuator and the c layer as s.nsor. A voltage V,

applied across the actuating layer a induces a longitudinal stress 07 given by:

a, (X,t) = E, V-,(x,t)
t,

where d3 l is the electric charge constant of the film (m/v), and E,. is the Young's modulus of the film (N/rm).

This stress in turn generates a bending moment MAl about the composite system's neutral axis, given by
[5]:

M (It)dy = Ed 3ib(t, + tb)V.(x, t = CIV(x, t) (2)

ojyd 2(2

where C. = !E~d 31 w(t,, + tb) is a geometric constant, the form of which is determined by the geometry of

the composite beam-actuator-sensor system. V.'ie constant changes if, for example, both the a and c layers

are used as actuators with opposite polarity, then Cd = Edd3lw(td + tb). It is also worth noting that the

expression for Ca ',s significantly simplified by the fact that the laminated beam's neutral axis coincides with

its center due to the symmetry of the added piezoelectric elements.
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Next an expression is obtained for ýhe voltage across the sensing layer. Note that the strain t, is related

to the curvature of the beam in the following way:

Due to the piezoelectric effect this strain gives rise to a charge distribution per unit area, q(z, t), which is

given by:

q(,,9) ) (k(\,97-) Eo(,•,t) (•

where k 31 is the piezoelectric electromagnetic coupling rrastant and 931 is the piezoelectric stress constant.

The total charge developed on the sensing layer is obtained by integrating q(z, t) over the entire surface area

of the piezo element,

Q(t) = jwq(z, t)dx = -w + Jt k38 2 aY(Z, t) ()

The piezoelectric material is similar to an electric capacitor and the voltage across the two layers is given by

the following formula:

s() Q(t) _c ay(,t) I '
c( - ) , (6)

where C, is a constant incorporating various structural and piezoelectric constants in (5) and (6), C is the

capacitance per unit area, and w(z 2 - nI) is the piezoelectric element's surface area. In the next section

a dynamic modelling method for piezoelectric laminate beams is presented using the relationships given in

this section.

3 Dynamic Modelling

Figure 2 illustrates the configuration of the system under consideration. It is regarded as a generic model

representing slewing flexible beams with piezoelectric actuators and sensors. The beam is mounted on rotary

base, actuated by a torque motor, and rotating in the horizontal plane. The piezoelectric patches are attached

to both sides of the beam. In this development, one side acts as an actuator and the other acts as a sensor.

Thus the system inputs consist of voltage V. applied to the actuating layer and the torque T applied by the

torque motor. Outputs include the voltage V, sensed by the sensing layer, motor hub angle 0 and beam tip

position Ytip.

Using the usual assumptions for technical beam theory, the differential equation of motion for the com-

posite beam-film system can be expressed as a Bernoulli-Euler beam equation with an additional term due

to the actuating layer [41. The equation is given as

a2 El a 2[ ' - CaVa(X,t)] +p a -2 y(0 t (7)
LX2 O 8 at2
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Figure 2: Schernatic of Slewing Beam System

where E and I represent respectively the eifective Young's modulus and area moment of intrtia for the

composite system. Notice that if the piezoe!ectric laminates do not cover the entire beam surface, then

both ELI and pA are functions of z. In the laminated portions of the beam, the product El is given by

El = Ej. + E6Ib + Ejh, and the product cn" the effective mass density p with the composite system's cross

sectional area A is pA = paAa + pbAb + pmAc. Since the piezoelectric layers are often thin by comparison

to the base structure, the present analysis is simplified by assuming that El and pA are uniform over the

length of the beam. The boundary conditions are:

y(Ot ) = 0 (8)

a2 Y(O' 1) a3 aY(o, t)
El & -ý -2 + T(t) = 0 (9)

6Z
2  atiaxa3y(I, t) asy(l, 0)

EI w-- - It t) = 0 (11)19X3 a-•t- 2 x

To allow conversion to transfer functions, the differential equation (7) and boundary conditions (8)-( 11) are

Laplace transformed. Letting ,&' = -pAs 2 /EI, (7) becomes

y,,(z, s _ 0 4y(X, 3) = C-V"(, s) (12)

El

with boundary conditions:

Y(0, s) = 0 (13)

EIY"(o, s) - lhs 2 1"(O,1S) + T(s) = (14)

EIY"(1. s) + IhsY'(1, s) = 0 (15)

EIY"'"(, ..) Aft s 2Y(1, S) = 0 (16)

where the primes indicate spatial derivatives. Together, equations (12)-(16) constitute a linear ordinary

differential equation in z with mixed boundary conditions - two at z = 0 and two at z = I. The differential
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equation (12) is a Laplace transiormed version of a classical Bernoulli-Euler beam equation with the second

spatial derivative of V•(z, s) as a forcing input. Notice that when the spatial distribution of the actuatnng

layer is uniform with respect to x, then the voitage term has a non-zero contribution only at the boundaries

of the actuating layers. The actuating voltage V, is constant in the interval x, < z < x2 , but undergoes a

step change at each of the boundaries of this interval. Thus, the second spatial derivative of the actuating

voltage function yields,

V'"(X, s) = [6'(X - zX) - 6'(z - z 2 )]v,(s) (17)

where 6'(.), the spatial derivative of the dirac delta, represents the unit dipole function. It can be seen that,

in effect, the actuating layer applies moments to the beam at its endpoints z, and z2. For a system with N

piezoelectric actuator/sensor pairs a state-space type representation can be formed:[Y'(z,) 0 1 0 (z,s) 0
Y"(',,) 0 E 1 0 Y'(l., Z) 0 C.v.(S)(1
Y"'(X,s) - 0 0 0 1 '"(X,s) + 0 C8 V'(-x -)+Y'"'(•, .S) •'4 0 0 0 Y "( X, 3) l

Defining

Z(Z, s) & [Y(X,.S) r'(X, S) y"(ZS) r'"1(z, )IT

and
V 2N

U(z, S) A- Cooa ) '6" - ,)5E1

equation (18) can be written in compact form with appropriate definitions of A and B as follows:

Z'(x, s) = AZ(z, s) + BU(x, a) (19)

Then using the fact [101 that,

TOO 6'(x)•O(x) dx 1)'"(0)

equation (19) can be expressed for N = 1, (i.e. only one piezoelectric actuator/sensor pair) as:

Z(', 3) = eA1Z(0, s) + [AeA(I-z)B - AeA( 1-z,)BI C. V.(S) (20)
El

Now combining (20) with the boundary conditions (13)-(16) yields 8 linear algebraic equations in 8 unknowns,

which can be solved simultaneously for the elements of Z(0, s) and Z(1, s). Once the end conditions Z(0, s)

and Z(l, s) are known a general expression for Z(z, s) can be written as follows:{eAxZ(0, 5), 0 < Z < X
Z(XS) CeAZ(O, S) + AeA( B)--.('-,)

El~ ~ E I 1X< 2(1
eAZZ(0, 8) + A[eA(rri) - el 1-7< 2  (21)
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The matrix exponentia: function eAr corresponding to (18) can be expressed as

Az di (.z) j'"(X) f"(X) f'(X)e = L 'f'! Jif(' (x) f..() P () (22f)

Xj`f(x) 3 3"(X) 0(f(() f'"(Z)

where, f(z) = "sinht'f3) - sin(,3x)].

The solution expressed above by (21) has been derived for a single piezoelectric element, however, because

of the system's linearity, superposition allows the same analysis to be applied to systems with any number

of piezoelectric elements. In the analysis which follows, transcendental expressions are developed for the

transfer functions of interest. To reduce the complexity of the expressions, the tip mass M, and inertia 1,

are set to zero for the remainder of the report.

3.1 Transfer Functions

The system under consideration has two discrete inputs, V. and T, and three outputs, Ytip, 0 and V,. Thus,

the transfer matrix can be expressed:E B(s) ] [ G•v.v.(ss)C ] T(s) (23)

Yip(s) ( Gy..(s) Gyr(S)

The subscripts p and q of each element Gpq(s) = Np,q(s)/D(s) identify the associated output and input

variable respectively. Each of the six transfer functions for this system have the common denominator D(s)

given below.

D(s) = 2 02 El (pA (cos(,Bl) sinh(,6 1) - cosh(flt) sin(/1)) _0 3 Ih (1 + cos(ijL) cosh(3 1))) (24)

The individual numerator functions are given below.

N,.v.(,) = -PC.pAx (25)

((cos(P 1) + cosh(P 1)) (cos(fi (I - zI)) - cos(P (I - z2)) + cosh(i6 (I - zr)) -

cosh(O (I - Z2))) + (sin(f3 1) + sinh(AO 1)) (sin(C (I - zr)) - sin(a (L - x2)) -
sinh(Q (I - zt)) + sinh(13 (I - X2))))

vr.C(.) - N.,v.(8) (26)

)= (27)
C. (2 pA ((- cosh(# Xt) + cosh(•3X2)) sin(# 1) + (- cos(,O i) + cos( =z2 )) sinh(,6L)) +

,0 Ih (cos(3 (Q - M,)) - Cos(j3 (I - Z2)) + (cos(P Z,) - cos(O Z2)) cosh(P I)-
cosh(O (1 - i)) + cosh(i (I - Z2)) + Cos(f 1) (- cosh(#, xz) + cosh(,oz 2 )) +

(sin(3 zX.) - sin(P Z2)) sinh(f3 1) + sin(/3 1) (sinh(P zt) - sinh(,6 z2))))
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Nv,.v. = ý,3C.C,x (28)
(p A((-4 cos(6 Z) - cos,( (I - 2 , ,)) - (I - 2z2)) 2•(cos(o( (L - z-))
cos(O (I + x ý - z,)))) cosh(13 1) + 4 -os(nO Z k) .-r cos(3 z 2)) cash (0 z I ) +,
cos(• ', ) (- cosh(O (I - 2 z i)) - coash(8 (1 - 2 x 2)) + 2. (cosh(O (I - x,. - Z=) .

Cosh(03(1 + X. - Z2 )))) + 4(cos(O 0z,) - cos(O z2)) cosh(O z 2) + (- sin(3(1 - 2 ))-
sin(O (I - 2 x2)) + 2 (sin(O (I - z - x2)) + sin (3(1 - z - 2)))) sinh(3 1) +

sin(ý3 1) (sinh(,3 (1 - 2 z I)) + sinh(C (I - 2 x2)) + 2 (- sinh(3 (1 - - 22)) -

sinh(l (I+t x I - Z,))))) +
03 I,, ((cosh(,O (I - 2 xj)) + cosh(6 (I - 2 Z.2)) - 2 cosh(,3 (I - x, z2-))) sin(.a 1) -

2 cosh(O Z2 ) sin(O x, ) + 2 cosh(Q3 1) (sin(3 1) - sin(f (I - z, - x-2))) +

2 cosh(O zi) (sin(# zi) - sin(• z 2 )) + 2 cosh(,3 z2) sin(/ Z2 ) + (cos(3 ( - 2 zi)) +

cos(a (I - 2 Z2)) - 2 Cos( (Q - Z- - x2))) sinh,(j ) - 2 Cos(O Z2) sinh(O z:) -

2 (-(cosh(,O (I - x. )) sin(,3 (I - zt))) + cosh(3 (I - z2)) sin(O (I - z-)) +

cosh(6 (I - Z-)) sin(O (I - z-2)) - cosh(P (I - Z2)) sin(f3(l - z2)) - sin(O (t, - Z2)) -

cos(6 (I - xL)) sinh(O (I - zi)) + cos(# (I - X2)) sinh(3 (I - z,)) +

cos(3 (I - zi)) sinh(,3 (I - z2)) - cos(. (I - z2)) sinh(P(I - z2)) - sinh(O (ZI - Z2)))

+2 cos(O 1) (sinh(O 1) - sinh(13 (I + z, - -2))) + 2 cosOe3 z) (sinh(g zi) -

sinh((Q z2 )) + 2 cos(16 Z2) sinh(fl x2)))

The duality of Ne,v.(s) and Nv.,T((S) which is expressed in (26) has interesting physical implications. Note

that the procedure used here also yields the previously known numerator functions NeT(s) = 2,3 pA (1 +

cos(i/3) cosh(613)) and NY, T(s) = IpA[sin(/3L) + sinh(PZ)] in agreement with [8].

4 Rational Laplace Domain Transfer Functions

The transfer functions presented above are exact relationships (for the model used) in terms of transcendental

functions of i3. The desired form of the transfer functions (23) is in terms of ratios of polynomials in the

Laplace operator s. For this purpose, the numerator and denominator transcendental functions can be

rationalized as shown by Schmitz [8] using the Maclaurin series expansion,

) = f(O) (1 + k04 + +..)(29)

p! dO3

or in equivalent product form

AM_--- 3dýP 1 (30)

The derivative term in the leading coefficient ) is obtained by differentiating the function f(03) until a

non-zero constant is obtained. The p is the index of that first non-zero derivative and N corresponds to the

number of modes to be retained in the rationalized representation. This procedure leads to the following

rational expressions for the elements of (23) in terms of s.

Gv, v. (a) = CC,(XI - Z2) f ((S/l,2 + (31)
G.l ((/Q,)2 + 1)
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Gv.'r(,) = C4 Ic (z-)a-iI- £))- ((- - (1- 2).)) p ( ((I'-)+ + 1) (32)

C'
_ 11 ((s!,AT,) -•

G =,-(s) _21, (34)

G9,T(s) (35)

N

Gyv.(s) = 24 1 - El (12 Ih (-£I + Z2)(Zl + x2 - 21) + Ip A (2L2(: - z2) - Zt + :Z2) +i(°/• ' 1) (36)
a + +oA

where the total rotary inertia IT is defined IT = +3

The transcendental equations (24)-(29) which form the various transfer functions in (23) may seem too

complex to be of practical utility, but it is the finite truncation (31)-(36) of these transcendental functions

that is of ultimate interest for control purposes. To get an N mode finite truncation first N roots of these

transcendental equations must be obtained num,.-ically, and once numerical methods are resorted to the

complexity of the transcendental equations is really not an issue as long as it is practical to obtain the roots

of these equations.

5 The Experimental Beam

The transfer functions were verified using a beam experiment at the US Air Force Academy, Frank J. Seiler

Research Laboratory. The experiment consists of a 2 m long uniform aluminum beam of rectangular cross

section (76.2 mm x 6.35 mm), hanging vertically from a very low friction hinge. The hinge is in a knife

edge arrangement as illustrated in Figure 3, and is situated in such a way that the root of the flexible beam

is coincident with the hinge axis. This also allows PZT actuator/sensor pairs to be located with one edge

coincident with the hinge axis. The hinge arrangement has effectively zero inertia, however, a hub inertia has

been added in order to increase pole-zero separation. Although the system has no torque motor, for purposes

of modal testing, torque inputs are achieved by applying impulsive force to a rigid moment arm extending

from the hinge axis. A PCB Piezotronics force hammer is used to provide the force. Because the angular

displacements of the hinged joint are very small during modal testing, it was possible to get an adequate

measurement of hub angle by measuring translational displacement of a point on the arm extending from the

hinge. A Kaman KD-2300-10CU non-contact displacement measuring system was used for this measurement.

This sensor has a rated 3dB frequency response range of static to 50 kHz., a measurement range of 25.4

mm, and 0.254 mm midrange resolution. The piezoelectric ceramic elements are Vernitron PZT5A patches

mounted in pairs on opposite faces of the beam. A 63.5 mm long by 38.1 mm wide piezoelectric material
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Figure 3: The Experimental Beam

patch is attached to each side of the root of the beam so zx. = 0, z2 = 63.5 mm, and w - 38.1 mm. A second

pair is located roughly midway down the beam at x, = 1.048 m, X2 = 1.111 m. The PZT patches used for

both actuation and sensing are identical, and hence t. = tr.

Unlike the idealized sensing relationship given in (6), a more precise model of the PZT sensing behavior

includes an RC high-pass filter characteristic which can be expressed (in the Laplace domain) as follows:

V,()sC ( 3  R. 1 ) Oy(Z' s) (37)v. (S) C. (s RCt + I) ax =

where R, is the resistance of the measurement process (data acquisition system or oscilloscope) and Ct is

the effective total capacitance of the PZT patch (as opposed to C in (6), which is capacitance per unit area).

In order to force the sensor response to behave as (6) in the frequency range of interest (i.e., flat frequency

response) it is desirable to introduce a large measurement impedance R,,. For this purpose, the output of

the PZT sensors is processed through a high impedance (1012 S) unity gain buffer amplifier. This moves the
1

high-pass break frequency I to well below 1 Hz. Beam tip motion is measured using a PCB Piezotronics

Model 336A02 accelerometer. The rated +5% amplitude sensitivity deviation range for the accelerometer

is 1-2000 Hz. A Tektronix model 2630 Fourier Analyzer is used for modal testing. The parameters for

experimental system are tabulated in Table 1. Table 2 contains the parameters of the piezoelectric material.
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lHub inertia. Ih, 0.0348 N-m-s I Beam iength, 2 .Om
Volumetric mass density, p 2"712.6 K•g /m Cross sectionad a:ea, A 483.87 10- m

,Yung's Modulus. E 69.0 1O• N/n Area moment of inertia, 1 1.63 x 10-"mn

Table 1: Experimental Beam Parameters

Charge Constant, d31  -171 x 10-' 2 m/iv ]Voltage Constant, g•, -11.4 x U-3 V'm/N ..
Coupling Coefficient, k31  -0.340 1 Capacitance, C 68.35 &F/m2

SSurface area, w x (z2 - zi) 0.0024 m2  Thickness t. 3.05 x10O-' m
Young's Modulus, E., 69.0 x 10- N/m'

Table 2: PZTSA Parameters

Roots for the various transcendental equations (24)-(29), needed to model the system, are given in

Table 3. These roots, which give a theoretical estimate of the system poles and zeros, are obtained for

the experimental beam for which the parameters have been listed in Table 2. Note that the system poles

and zeros do not depend on the particular piezoelectric element chosen-they depend only on the location

and size of the element (in the case of the zeros) and the beam parameters. The transfer function gains

are dependent on the particular piezoelectric material as can be seen from the relations (31)-(36). Upon

consideration of the various poles and zeros in Table 3 some interesting observations can be made regarding

the system from a controls point of view. The transfer functions:

"* Ge,T(S), Gv.,,v.,(s), and Gv..,v..(s) have colocated and compatible actuators and sensors, and ac-

cordingly have only minimum phase zeros, [3], [8], and exhibit the well known pole/zero interlacing

property [9].

"* Gv,2 ,v.,(s) has an exact pole/zero cancellation at 27.55 Hz (the third mode), due to actuator/sensor

location. Thus, that mode is uncontrollable using this colocated pie.oelectri' actuator/sensor pair.

The first mode of Gv,•,v.,(s) also has a near pole/zero cancellation.

"* Go,v.,(s) and Gv.,,,T(s) exhibit the well-known pole-zero interlacing property [9] characteristic to

mode A(S) Ne,7(a) N, v.((s) Nv.T(,) N•..(s) Nv.,,v.,(s) Nv,.v..•. () Nv.,T(,)( 0 i) ) (- Ti)I • , ( • -,) (•A•, (711) ( -7 ,)
1 ±j5.477 ±j1.313 ±jS.851 1 ±4.176 ±5.544 ±j5.487 ±j5.624 j±j5.851
2 ±j15.33 ±j-8.226 ±j-18.97 T±22.57 ±24.06 ±j 15.84 ±i15.595 ±jI8.97
3 ±j27.55 ±j23.03 ±j39.59 ± ±55.73 ±58.29 ±j30.08 "±j27.55 ±j39.59

4 r ±j47.31 ±j45.14 ±j67.73 3 ±103.6 ±108.1 -j5l. 622 4868 ±j67.73

5 ±j75.84 '-674.61 ±.!03.4 ±166.3 ±173.5 j81.91 -j7r.46 .103.4

Table 3: Roots of Various Transcendental Equations in Hz
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transfer functions for systems with colocated actuator/sensor pairs. This is somewhat unexpected, as

one might anticipate some non-minimum phase zeros due to the fact that Z2 is not coincident with tche

hinge point. Plotting Nov,,(s) and Nv,,,T(s) for real values of s in the interval {O, 35000Hz} reveals no

zero crossings in that interval, which supports the conclusion of no non-minimum phase zeros, however

this conclusion would be difficult to verify experimentally.

" Gj,T(S), having noncolocated actuators and sensors at the extreme ends of the flexible beam, has only

non-minimum phase zeros, as is well-known [81.

" G•,v., (s) has only non-minimum phase zeros in the interval ý'f primary interest {0, 10OHz}. However,

analytically, minimum phase zeros are predicted at 1,935 Hz, 11,205 Hz, and 27,641 Hz, for s in the

real interval {0, 35000Hz}. Experimentally, zeros can be detected at about 1500 Hz, and 8,150 Hz,

however accurate experimental data was difficult to obtain at these frequencies. These zeros are well

beyond the frequency range for which the Bernoulli-Euler assumptions 2 are considered accurate. Note

that 1,935 Hz is beyond the 20th mode. The existence of these zeros, while quite interesting, is not

entirely unexpected, since X2 is not colocated with the hinge point.

" Gv.,,v.,(s) and Gv,.,v..(s) have closely spaced poles and zeros, which suggests that these colocated

transfer functions will allow very little control authority over the oscillation modes. When Ih is in-

creased, the separation increases, particularly at the higher frequencies, thus higher modes become

more controllable as Ih is increased.

6 Experimental Results

The results of the experiments conducted to verify the various transfer functions are presented as Bode

magnitude plots. The measured values and the theoretical values, for a particular transfer function, are

both plotted on the same graph. The results for the tip position transfer functions Gy,T(s) and Gy,v.(s)

(Figure 6) are in fact presented in terms of the measured output variable, tip acceleration. From the plots,

the accuracy of the theoretical predictions can be easily verified. A damping ratio of 0.2% is added to each

complex conjugate pair of poles and zeros in the theoretical plots to approximate material damping. For

this three input (T, V.1, and Va2 ) and four output (0, Vi, V,2, and Ytep) system there are actually twelve

transfer functions of interest. Here we present plots for only the seven transfer functions which have either

all minimum phase zeros, or all non-minimum phase zeros. Noncolocated actuator/sensor pairs, with at

least one actuator or sensor located away from the beam's endpoints, can yield transfer functions which

exhibit both types of zeros. Preliminary results for these special cases are presented in the subsection which

2
Generally considered applicable for the first 10 modes of long slender beams.
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follows. For all of the plots, the predicted pole and zero frequencies are seen to agree well with experiment.

The third mode pole/zero cancellation in Gv.•,v.,(s) and the first mode near cancellation in Gv,,v.,(s) are

also verified by the experimental results. Non-minimum phase zeros cannot Ie observed directly as peaks

or valleys in frequency response plots, however they do have a substantial influence oi. the curve shapes.

The general agreement between the shapes of the corresponding analytical and experimental curves provides

evidence of the accuracy of the predicted non-minimum phase zeros. The experimental data (Figures 4a and

4b) for the transfer functions GOT(S) and Gv.(s) becomes noisy at higher frequencies so that the zeros

appear truncated. This is due to the resolution limitations of the Kaman sensor employed. Similarly, for

the transfer functions Gv,T(s) and Gv,v.(s) (Figure 6) the data quality is reduced somewhat at the lower

end of the frequency range, due to weak response of the accelerometer at low frequencies. Some difficulty

was encountered in obtaining data for which the predicted and measured magnitudes matched well for the

colocated voltage to voltage transfer functions (Figures 4b and 4c). The data presented represents the best

match in magnitude achieved, however it shouid be noted that varying the input voltage amplitude by a

factor of 100 can cause frequency response plot magnitude variations of as much as 7 dB. The explaination

for this uncertainty is unknown to the authors. The data presented uses a peak input amplitude of 60 volts.

6.1 Transfer Functions with Minimum Phase and Non-minimum Phase Zeros

Colocated and compatible actuator/sensor pairs, always yield minimun phnse transfer functions with pole/zero

alternation. For the system we have considered, when noncolocated actuator sensor pairs are located at the

beam's extreme endpoints, the transfer functions have only non-minimum pha!e zeros. Noncolocated actu-

ator/sensor pairs, with at lest one actuator or sensor located away from the beam's endpoints, can yield

transfer functions which exhibit both types of zeros. Experimental validation of this effect has been ob-
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tained. Here we present experimental results oniy the Gv,,v.,(s) due to space limitations. As of the present

time, the analytical results have riot been prepared for comparison, however, the poles and zeros have been

comptited and are in excellent agreement with the experimental results obtained.

7 Optimal Passive Damping Design

A long range goal of this work is to ultimately develop a simultaneousiy optimal active and passive damping

design for the experimental beam system. The active damping will incorporate closed-loop feedback control

of selected actuator/sensor pairs. The passive damping measure will be a constrained viscoelastic layer

surface treatment. A procedure has been developed (11] whereby the dctive and passive damping designs

can be simultaneously optimized. Based upon the models developed in this report it will be possible to carry

out this procedure. As a firEt step toward this goal, a damping treatment was designed which is optimized

to damp the 3rd vibration mode of the experimental beam. The passive damping optimization procedure

involves selecting a constraining layer section length which optimizes the damping at a designer prescribed

frequency. A method developed by Plukett and Lee [121 has been employed for the design and analysis. This

beam will be used as a suboptimal design case for comparison to the simultaneously optimal design. The

beam also serves to provide data needed to evaluate our ability to accurately predict the damping achieved

by the treatment. This predictive ability will be crucial for the simultaneously optimal design.

The materials selected for the prototype damping treatment include, mild steel shim stock (0.012 in

thick) for the constraining layer, and 10 mil S,:otchdamp 3 SJ-2015X Type 1010 Viscoelastic Polymer. Steel

was chosen for the constraining layer, due to its relatively high stiffness, low cost, well known mechanical

properties, and ease of workability. For space applications, where weight is of concern, graphite fiber layers

may be used very effectively. The 10 nil th.ickness Scotchdamp rendered optimal constraining layer sections

of practical length for easy construction. An optimal section length of 3.65 inches for the constraining layer

was obtained for the targeted third mode. Mechanical data for the viscoelastic polymer was extrapolated

from a nomogram provided by 3M, for a temperature of 18'C 4. Experimental damping ratios were evaluated

from the Gy,T(s) frequency response data (Figure 8) for the damped system. The half power method was

used to compute the damping ratios. The thieoretical data resulted in damping coefficients on the average of

40% lower than experimental values. Computational errors on the order of as much as 100% are not unusual

for passive damping analysis. The authors have no explanation for the higher actual damping coefficient,

but it is certainly better than getting less than the predicted value of damping. The treatment just worked

too well. Usually, accurate predicitions are primarily a matter of having the proper viscoelastic material

property data. It is our intention to seek updated Scotchdamp property data to permit improved predictive

'The viscoelastic polymer materials used in these experiments were contributed by 3M Corporation.

4 Unfortunately, this is about as warm as the lab ever gets.
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Mode Index 1 2 2 4 5 1

Nf!ode Frequency (Undamped)tt1 1z 5,188 15.31 28.25 47.25 75.75

j Experimental Damping Ratio 0.071 0.070 0 062 0 047 0.056

[ Predicted Damping Ratio 0.050 0.037 0.032 0.027 0.023

Table 4: Experimental and Predicted Damping Results

60

so ..................... . . ........ .. ..... .... . . . . ...... ........... ..

2 0 ....... . .... •l . .

0 7 1 0 --. ; .... ..... r ,.............. ..- ...... . ... ...i r • ":... . . . . . ..: . . .. -: . . . . .. • . .? - . - -- -40

-10. . . . . . .. . . . . . . .

-20
1 10 100

Frequency in Hz

Figure 8: Comparison of Damped and Undamped GyT(s). Solid-Undamped, Dashed-Damped

abilities. It is interesting to note that the natural frequencies of the beam were changed very little by the

addition of the damping treatment. One might expect the natural frequencies to increase due to the added

stiffness, but the added inertia counteracts this effect.

8 Conclusion

A method to obtain exact transfer functions for a flexible slewing piezoelectric laminate beam has been

presented. The resulting transcendental forms of transfer functions represent multi-input, multi-output pair

combinations for the slewing flexible beam. The transfer functions have been reduced to rational form using

Maclaurin series expansions as in [3]. These transfer functions have been experimentally verified using the

beam experiment at the US Air Force Frank J. Seiler Research Laboratory. The exact transfer functions,

derived based on certain simplifying assumptions, can be obtained with relative ease, and the experimental

verification of the derived transfer functions indicates that the presented modelling method along with the

resulting transfer functions can be used to design controllers for active and passive vibration damping.

Preliminary passive damping results for the experimental system show the effectiveness of the proposed

passive damping treatment, however it will be necessary to improve our analytical damping prediction

capabilities before the simultaneously optimal active/passive design can be applied effectively.
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Abgtract

The velocity and vorticity distribution within a transient oscillatory separating boundary

layer was investigated using a single-component Laser Doppler Velocimeter System. The flow

was initiated above a flat plate test model by means of a computer-controlled rotating spoiler

(flap), mounted above the model surface. The tests were conducted in a water tunnel test

facility, and dye injection was also utilized for visualization of the flow separation phenomena.

The rotating spoiler subjected the plate below to a time-dependent spatial pressure gradient,

inducing periodic flow separation and vortex shedding from the region near the plate and

downstream of the spoiler. Measurements of both horizontal and vertical velocity components

were made by rotating the optics of the LDV system. These profile measurements were obtained

for discrete angular flap positions, thus mapping out the spatial and time-dependent flow field

downstream of the flap. From the separate velocity component profiles, a computerized scanning

algorithm was implemented to obtain both scan-averaged velocity and velocity gradient fields.

Using this technique resulted in remarkably smooth results, in spite of the limited spatial

resolution of the transient measurements. Clear evidence of reverse flows and flow bifurcation is

indicated from the measurements near the region of boundary layer separation. The effect of flap

frequency on the separation phenomena was also investigated.
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VORTICITY AND VELOCITY MEASUREMENTS
IN

TRANSIENT OSCILLATORY SEPARATING BOUNDARY LAYER FLOWS

B. Terry Beck

Paul K. Berg

1. INTRODUCTION

Areas of active research in fluid mechanics presently include unsteady flows, separating

flows, and dynamic stall. In each of these flows, the vorticity is a very useful parameter. In

dynamic stall, the central focus of research has been the characterization of the movement and

shedding of the bound vortices.

In the study of unsteady separating flows, Reynolds and Carr (1985) have suggested that

understanding the transport of vorticity is the key to understanding the mechanisms that control

these flows. In an adverse pressure gradient, the wall becomes a source for vorticity to diffuse

into the boundary layer. The roll-up and shedding of these vortices has been the subject of much

research. In general. however, these studies have been largely qualitative in nature due to the

difficulty of measuring vorticity.

The motivation for the current research effort relates to the unsteady boundary layer

separation on an airfoil undergoing rapid changes in angle of attack. It has been shown that

under such circumstances the angle of attack asociated with a rapidly pitched airfoil is extended

well beyond the stall condition for a static airfoil. After separation occurs, the separation point

moves upstream toward the leading edge, resulting in the formation of a leading edge vortex.

This dynamic vortex is subsequently shed from the airfoil carried away downstream. Initiation

of boundary layer separation in the presence of an adverse pressure gradient is of considerable

importance to the dynamic stall phenomena. and to boundary layer control (Lovato, 1992).

Recent research efforts have focussed specific attention on the formation (on-set) of flow

separation in transient boundary layer flows, in an effort to enhance understanding of the

physical mechanisms associated with this phenomena, and to identify the governing parameters

and the appropriate separation criteria. Detailed local measurements of the vorticity field may

also be key to further developments in this area; in fact, the Scanning LDV Vorticity

Measurement System of Beck and Humphreys (1991) was developed specifically for the purpose

of providing direct and accurate vorticity field information.

The vanishing of wall shear stress, while adequate to characterize steady-state

separation, has been shown to be insufficient for separation in unsteady flows. It has been

postulated (Sears, 1956) that unsteady separation should occur where both shear stress and

velocity vanish in a frame of reference which moves with the separation point. This is known as
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the MRS condition. Measurements of the unsteady separation associated with an impinging jet by

Didden and Ho (1985) appear to support this criteria.

IOBJECTIVES

The primary objective of this research was the investigation of the velocity and vorticity

field associated with a transient oscillatory separating boundary layer flow. Flow separation was

induced by means of a rotating spoiler (flap) attached to a secondary plate above the flat plate

test model. Rotation of the flap produced a time-dependent adverse pressure gradient in the flow

field downstream of the spoiler, resulting in periodic boundary layer separation on the surface of

the test plate. The major tasks to be accomplished were as follows:

I. Construct a flat plate test model, and utilize an existing flat plate test model with rotating
spoiler, to induce periodic boundary layer separation over the top surface of the model.
This involved establishing computer control of the micro-stepper motor driven flap.

2. Make all necessary modifications and adjustments to the existing two-component
scanning LDV system to allow simultaneous measurement of both the horizontal and
vertical velocity fields, as well as the spatial distribution of vorticity.

3. Run flow visualization tests with dye injection in the water tunnel test facility.
Investigate the effect of free stream velocity above the test model, spoiler flap rotation
frequency, and spacing between the plates on the unsteady boundary layer separation.

4. Use the scanning LDV system to map out the spatial and time dependent velocity and
vorticity fields, during unsteady boundary layer separation, for the range of test
parameters identified during the flow visualization tests.

III. EXPERIMENTAL METHOD

The experimental equipment and instrumentation used in this investigation consisted of a

scanning LDV system, a water tunnel test facility, and a modified flat plate test model with

rotating spoiler, along with associated electronics and computing hardware for data acquisition

and control. These components were modified from existing hardv.are which had been utilized

on previous research involving transient vorticity measurement ( Beck and Humphreys, 1991).

The modifications were necessary to allow specific investigation of the transient boundary layer

separation phenomenon, and to circumvent certain technical problems with the hardware which

were identified during the course of this research.

A. LDV Sysuem and Water Tunei Test Facility

A schematic of the scanning LDV system used in this investigation is shown in Figure 1.

The system was a single-component (I D), two-beam, Argon [on laser (5W) based setup, arranged

in a back-scatter configuration. It was a rearrangement of the optics associated with a full

two-component (2D) system, and incorporated rotatable optics for measurement of both

horizontal and vertical velocity components. The aged laser began experiencing multi-modal
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behavior during simultaneous two-color (blue 488.0 nm and green 514.5 nm) operation; however.

it was possible to tune the green beam alone to the desired TEMOo mode for single-component

velocity measurements. While this required double the number of experiments per test for a full

two-component measurement, and manual rotation of the optical axis, it was deemed necessary to

avoid the extensive delay associated with repair of the laser.

A TSI Model 9400 3-Axis computer-controlled traverse was used for positioning the

measuring volume (beam intersection), providing a range of adjustment of + 300 mm on all axes

and a positioning resolution of + 0.01mm. The main focussing lens had a 750mm focal length,

producing a fringe spacing of 4.374 gtm ± about 1% for the horizontal velocity component

measurements. The system incorporated circular scanning for direct vorticity measurement, as

described by Beck and Humphreys (1991); however, due to the time constraints imposed by

single-component LDV operation, an alternative post-processing algorithm was developed for

determination of vorticity. The focussing lenses, rotating mirror, and periscope, associated with

the scanning capability, also provided fine adjustment of optical axis position and beam crossing

angle. For the vertical velocity component measurements, these lenses were modified to reduce

the beam crossing angle and allow a closer wall approach (without beam obstruction by the test

model). The fringe spacing for vertical velocity component measurements was 7.480 tlnt ± about

1%. Bragg cell frequency shifting was utilized to sense flow direction.

The LDV system was located adjacent to an Eidetics Model 1520 Water Tunnel Test

Facility, within the Aeronautics Laboratory at the USAF Academy. The tunnel had a test section

opening about 160cm long, 38cm wide, and 50cm high, and was constructed of glass. The test

section free stream velocity was adjustable over the range of 0-30 cm/sec; howe .. ., the current

tests operated over only about the lower half of this range so as to ensure laminar flow

conditions. The entire system contained about 3.8 m- of water, which was recirculated and open

to the atmosphere in the test section. Seeding of the water for LDV measurements was

accomplished by adding about 4 gins of 1.5-2.0 tLm TiO. particles in a water suspension every

several hours. The tunnel also provided for flow v-Isualization by means of colored dye injection.

A. De Acqnidnm axd Comn,

The data acquisition and control stradegy for the flow separation tests is shown

schematically in Figure 2. Separate Z-248 computers were utilized during each test; one for

control of the test model operation, and another for automated data acquisition and subsequent

d-ita file storage of test results. Signal conditioning electronics associated with the LDV system

consisted of a TSI Model 1990 Counter/Processor, with 12 bit 0-10 VDC DIA output proportional

to inverse frequency. Sampling of the velocity signal from the Counter was accomplished by
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means of a Metrabyte DAS-20 A/D board installed in the data acquisition computer.

Triggering of the data acquisition was by an internal timer on-board the DAS-20.

Sampling of the velocity signal was initiated by a Gate High from one of the digital outputs

available on the stepper motor indexer that controlled the spoiler flap rotation. This Gate High

occurred at the beginning of the data acquisition portion of each flap rotation period (angle

position 25 degrees), and lasted long enough to encompass the measurement portion of the flap

cycle ja 75 degree range). The DAS-20 timer was programmed to trigger sampling at the rate of

100 samples for every 5 degrees of flap rotation; however, only the first from each 100 sample

block was recorded. The high sample rate ensurred minimal time error between the time of a

Gate High from the motor indexer and the measurement of velocity component corresponding to

that particular angular flap position.

Traversing of the LDV measuring volume was fully-automated by means of the

computer-controlled 3-axis traverse. The measuring volume was moved first to a given

x-position, then the vertical flow field was traversed over its entire range before proceeding to a

new x-position. This procedure was an attempt to minimize the total duration of each test by

reducing the transit time associated with moving the measuring, volume location.

Cycle-averaging of the velocity component at a given measurement location was achieved by

sampling two or more flap rotation cycles at each measurement location. For the standard

relolution tests, increments in the x-direction along the flat plate test model were 5.00mm;

whereas in the vertical direction they were 0.50mm. For the high resolution tests, the x positions

were 2.5mm apart and the y-position increment was 0.25mm.

CFlat Plate Test Model with Rotating Spoiler Impingement

The test model used in this investigation was a smooth flat plate. It was constructed of

aluminum plate approximately 100cm long, 37cm wide, 1.3cm thick and had a 16:1 elliptical

leading edge. The plate surface was finished with a flat-black anodized coating. This test model

was suspended below a nearly identical plate which incorporated a rotating spoiler flap on its

underside, as shown in Figure3. A computer-controlled micro-stepper motor drive was used to

supply the necessary turning torque to the dual-shaft sprocket assembly of the upper plate. This

upper module had been designed and tested during a previous URRP research appointment at the

FJSRL (Beck, 1991). It was initially developed to investigate the formation and propagation of

vortices along the underside surface of the upper plate, and to provide a dynamic flow field for

testing the newly developed scanning LDV vorticity measurement system. The rotating spoiler

was had a length of 5.08 cm, and was located 371.5 mm from the leading edge of the plates. It

was capable of being modulated in the range of 0 to 90 degrees of arc at a cyclic frequency of

slightly in excess of I Hz.
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Figure 4 shows a close-up detail schematic of the test model (lower plate) and the spoiler

flap impingement. As the spoiler was rotated from the 0 degree (flush) to the 90 degree (normal)

position, an adverse pressure gradient was set up along the surface of the lower plate downstream

of the spoiler. This initiated flow separation, along with subsequent vortex shedding from the

boundary layer region along the upper surface of the lower plate. Two different plate spacings

(89.0 mm and 76.3 mm) were investigated for the flow visualization tests; however, velocity

measurements were taken only for the larger plate spacing.

IV.RESULTS

The results of flow visualization tests, and quantitative velocity component measurements

for selected test conditions, are summarized below. More complete experimental results are

available in an associated Master's Thesis (Berg, 1993).

An unusual number of hardware problems were encountered during this experimental

investigation. These included the above mentioned laser multimodal operation, delays connected

with replacement of the stepper motor indexer which failed just prior to the initial phase of

quantitative tests, intermittancy of one of the counter/processor units (which contributed to the

decision to modify the LDV setup to single-component operation), intermittant vertical position

repeatability of the traverse (which was critical for accurate vertical positioning within the

boundary layer), and malfunctions of the spoiler flap during long duration cyclic operation. The

nature of the traverse repeatability problem resulted in a gradually increasing off-set of the wall

zero position, depending on the number of up and down movements of the measuring volume. It

was therefore necessary to limit the number of quantitative tests to a selected sample of test

conditions. This was further necessitated by a flap clearance problem, which appeared after

repeated cyclic operation of the rotating spoiler during flow visualization tests. The effect of the

problem was minimized by not allowing the flap to fully close. Closure to within just a few

degrees of the flush position significantly increased the cycle life of the test model, and a small

time delay was introduced to partially compensate for the length of time that would normally

have ellapsed if the flap were allowed to fully close and return to the partially open position;

thus preserving the same relative phasing of flap motion with respect to the cyclic flow.

A. Flow Visnalizadom Test Resula

Flow visualization tests by colored dye injection were conducted initially to aid in the

interpretation of the quantitative measurements, as well as to more effectively zero in on the

relevent range of the important adjustable parameters. A selected set of test conditions are

shown in Figure 5 and Figure 6. Figure 5 shows the observed sequence of boundary layer

separation phenomena, typical of all the tests. The boundary layer is first observed to thicken,

followed by the formation of a vortex which subsequently detaches and is convected downstream.
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A rather sharp. well-defined separation streamline is also readily observed from this sequence of

pictures, indicating that the point of detachment of the streamline remains relatively fixed in

position. The test conditions for this seqLence. referred to as the base-line condition, were a

nominal upstream free stream velocity of 7.6 cm/sec (0.25 ft/sec), a plate spacing of 89.0 mm,

and a spoiler rotation frequency of 0. 15 Hz. For these conditions, it appears that the surface

streamline begins to detach from the wall at about x-x-,= 35mm. Figure 6 depicts the effect of

upstream velocity and spoiler rotation frequency on the boundary layer separation. Figure 6(aj

depicts approximately the same relative stage of separation, but for two different levels of

upstream velocity. The increased velocity level results in a separation streamline location

further downstream, with approximately the same stage of separation occurring earlier in the flap

rotation cycle. Figure 6(b) indicates that increasing the flap rotation frequency moves the

separation point upstream, and shiifts the stage of separation to later in the flap rotation cycle.

B. LDV Measurements

Both horizontal and vertical velocity component measurements were made during this

investigation; however, due to space limitations, only a selected portion of the tests results will

be presented here. Due to the time constraints imposed by the above mentioned hardware

problems, direct vorticity measurements using the scanning LDV system were not attempted;

however, a post-processing algorithm was developed which appears to preserve much of the

character and many of the advantages of the scanning vorticity measurement technique. The

technique will be referred to as Post-Process Scanning (PPS), and is directly related to the

real-time scanning (RTS) technique developed by Beck and Humphreys (1991). The technique,

depicted in Figures 7(a) and 7(b), processes the discretc spati.&i measurements in a manner

consistant with the RTS method by scanning the velocity field in a circular path. The result is a

scan-averaged velocity component, and a velocity gradient given by

1 f 21 u(x,y)dO (I)
- 2m u(xy) sin Od0 (2)

The result is a very effective spatial filtering of the velocity profile, the accuracy of which is

dependent on the shape of the velocity profile in the same manner as with the RTS method.

For the results presented in this report, a simple linear surface interpolation algorithm

was utilized to provide local spatial velocity at positions in between the measurement grid

points. In reference to Figure 7(b). this interpolation function is given by

U(X, Y) =U1 (x + [ U2 (X) -U1 Wx)]('Y ) (3)(Y2-Y1

where
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( X--X1{4
UI(x)= u(XI,yl)+ [u(xz,y2)- u(xIl ,)]x2 -xt 4

U2(X) = WX 1,Y2) + Eu(X2,y2) - u(x ,y2 )] x7 -

Figure 81a) shows the spatial variation of the x-component of velocity at one typical angular

position (instant of time), for the "base-line" test conditions. Measurements near the wall (<

.5mm.) were subject to large error due to "dazzling" of the Photomultiplier Tube by the large

surface reflection. Hence, the near wall data was removed and a zero velocity condition was

imposed at the wall prior to implementation of the PPS method. Figure 8(b) shows the resulting

scan-averaged velocity profile processed from the data in Figure 8(a) using a scan radius of

0.75mm. which is comparable with the scan radius used in the already proven RTS method for

comparable boundary layer thickness. The LDV measurements presented below depict the

physical characteristics of boundary layer separation for only the base-line test conditions.

Figure 9 shows the spatial variation of the horizontal and vertical velocity components

for some of the selected angle positions shown in the flow visualization pictures of Figure 5.

The presence of a region of reverse flow in the x-direction is clearly evident for values of x-xo

greater than about 35 rm,which is consistant with the flow visualization tests. For these test

conditions it also appears that the u-component of velocity is significantly larger than the

v-component, as is the gradient of u compared to v. Thus u(x,y,t) provides an approximate

indication of the boundary layer flow, and au*•y approximately depicts the local (and wall) shear

stress as well as the vorticity distribution. More detailed analysis of results, which gives further

consideration to the vertical velocity cowponent, is given in Berg (1993).

An enlarged view for angle position 90°, which shows more detail of the near wall

forward and reverse flow structure, is shown in Figure 10. Figure II depicts the time

dependence of the vertical variation of the u-component of velocity for x-coordinate positions on

each side of the position of visual streamline detachment. The depressed region of the surface

plot clearly indicates the presence of reverse flows for the downstream location, but no flow

reversal is evident for the upstream position.

The development of the velocity gradient (also approximately indicative of shear stress

and vorticity) field is shown in Figure 12, for a sequence of four flap angle positions. The

appearance of a zero wall shear boundary is clearly seen to propogate upstream, eventually

remaining approximately stationary (as suggested by the approximately stationary wall

streamline detachment position); thus, suggesting consistancy with the basic MRS separatinn

criteria. Finally, the profile for the last angle position shown indicates the appearance of two

wall positions of zero gradient. This is consistant with the formation of a region of forward flow

19-13



Measurement

MMeasurement

Mne eoasuedmPont

Sca PathPat

(beai fSufc Inerolterolae on

Figure 7: ~~~~Scan-Averaging adGain eemnto

19---- ---- - .....



next to the wail downstream of the separation streamline, as is aslo apparent from the enlarged

near-wall view of Figure i0(b), The same sequence of events is also evident in the velocity

contour map sequence shown in Figure 13. The propogation of a zero velocity level region near

the wall appears to track the above zero wall gradient location described above.

V.CONCLUSIONS AND RECCOMENDATIONS

The LDV measurements in the transient spoiler-induced separating boundary layer flow

clearly indicate the upstream propogation of a zero wail shear boundary. Furthermore. this

appears to be consistant with the motion of the detached streamline, as seen from the flow

visualization test results. In spite of the somewhat limited spatial resolution, the velocity

measurements have revealed considerable detail about the flow field. Furthermore. the PPS

technique has proved to be a valuable tool in both smoothing as well as determining gradients of

the velocity field. The full potential of this technique is yet to be realized.

Further enhancement of the existing data utilizing the PPS method may reveal still

additional detail. Intermediate interpolation of the velocity data is also possible with PPS. as is

repeated application of the method to determine (and/or smooth) higher order spatial (or even

time) derivatives. However, more detailed spatial and time resolution should still be

investigated; particularly, in the near-wall region. Counter-based signal processing has very

limited capability very near the wall due to "dazzling" of the photomultiplier and the low signal

to noise ratio. Therefore, it is recommended that modern autocorrelation processors be utilized

to study the near wall phenomena. The excellent repeatability of the spoiler-induced boundary

layer separation also makes it an excellent flow field for such a more detailed investigation.
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Abstract

The microdynamics of EtAIC12 containing melts are examined by "C NMR relaxation

methods as a function of melt composition and temperature. Application of the

Dual Spin Probe (DSP) method to these systems reveals interaction between (1) the

MEI÷ methyl group, (2) the terminal CH3 of the MEI÷ ethyl group, and various

EtAlC12 containing species. Unlike MEICl-AlClI room temperature melts, there is

no indication of interaction between the MEI÷ ring CH's and EtAICl 2.
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INTRODUCTION

Room temperature molten salts consisting of mixtures of AlCl 3 and 1-ethyl-3-

methylimidazolium chloride (MEICl), are of interest as aprotic solvents for

studying a wide range of both organic and inorganic compounds (1-7]. These

chloroaluminate molten salts possess considerable potential as battery

electrolytes and various types of electrochemical agents (8-10].

The composition of a chloroaluminate melt has a considerable effect on its

physical properties. The variations in physical properties of the melt are due

to a combination of factors including ion-ion interactions [4), and Lewis acid-

base properties. Chloroaluminate melts with AlC 3 present in excess (mole

fraction, N, of AlCl 3 > 0.5) are termed acidic with AlCl 4 and Al2CI the

predominant anions.

The use of NMR relaxation methods provides useful information about the

dynamics and structure of various chemical systems and chloroaluminate systems

in particular. In a previous work 11), 13C NMR relaxation measurements were used

to investigate the motion and interactions of the MEI cation. The results

indicate that AICM4 in a Na4 0 MEI÷0 .7AlCl4" melt forms a coml lex by interacting

with the C-2, C-4 and C-S hydrogens on the MEI÷ ring. This investigation was

followed by studies (12,13] in which the Dual Spin Probe method [14] supported

the existence of MEI(AlCl 4 )1(" complexes in neutral (AlCl 3 = MEICl) and NaCl-

buffered melts. "Al, DNa and 1
3C NMR relaxation results confirmed the presence

of the chloroaluminate-MEI 4 complexes and yielded 2A1 and DNa liquid

state quadrupole coupling constants[12,13).

Application of the Dual Spin Probe(DSP) relaxation method typically requires

knowledge of 13C dipolar relaxation rates which are defined by (1), the basic

equation in which the '3C nucleus is relaxed by 'H[151:

Rj" = NH(%ycyH)'rCHT (1)

where R," (= l/Tj") is the dipolar relaxation rate, NH is the number of
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hydrogens attached directly to the carbon atom, y. and y" are gyromagnetic ratios

and reH = 1.09 A. -rj is the effective correlation time and varies exponentially

with temperature. Equation (1) is operative while under the "extreme narrowing

condition" (WTf<<l) which is usually applicable for small molecules including

the chloroaluminate melts[11].

Rl is obtained by measuring T,, the Nuclear Overhauser Enhancement factor,

q (q = y,/ 2 yc) and using eqn (2) [16]:

Rid = 1jR/1.988 (2)

The other part of the DSP method requires knowledge of quadrupolar

relaxation rates for nuclei such as "A1 and BNa. If there is a distortion from

tetrahedral or cubic symmetry, nuclei such as 'Al and 'Na will be under the

influence of an electric field gradient which produces the quadrupole

interaction. The quadrupolar relaxation rate in the "extreme narrowing region"

is given by(3) [15,17]:

R, = (3w 2(2I+3)/10I 2(2I-l)]([i+(z 2/3) [e 2Qq/h] 2T0  (3)

where I = 3/2 for DNa and 5/2 for 2A1, eQ is the nuclear quadrupole moment, eq

is the maximum component of the electric field gradient tensor, and z is the

asymmetry parameter of the electric field gradient tensor(z = 0 for AlCl3).

The quadrupole coupling constant, QCC, is given by:

QCC = [e 2Qq/h] (4)

The DSP method has been applied to chloroaluminate melts[12,13] and has

provided evidence that the ring hydrogens of MEI+ interact with the

tetrachloroaluminate anion. The existence of these complexes has been supported

by linear plots of 13C dipolar relaxation rates(R1 ¶) vs. quadrupolar 7Al
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relaxation rates(RI) that pass through the origin as predicted by equation (5):

R,1
M('C)/NH(bycyH}) 2rc 4 = R,(rAl)/aX2  (5)

where a = (3n2/10 t(21 + 3)/12(21 - 1)1(1 + (z 2/3)), and QCC = X.

During this summer research program, the DSP method was applied to melts

containing MEIl, AIC13 and EtAlCl 2. The inclusion of EtAlCl 2 provided a

"baseline" as there is a covalent bond between the ethyl group and aluminum in

EtAlCl 2. The existence of covalent bonding(or complexation) between quadrupolar

and dipolar nuclei in a molecule results in a linear plot of eqn. (5) that passes

through the origin. In the MEICl-EtAlCl 2 melts reported herein, we observed a

linear plot of eqn (5) that passed through the origin when applied to the

terminal CH3 carbon in EtAlCl 2 and one of the peaks in the 'Al NMR of the melts.

EXPERIMENTAL

Materials

The 1-ethyl-3-methylimidazolium chloride (MErCl) and chloro-aluminate molten

salts were prepared as described previously (1]. Ethylaluminum dichloride

(EtAiC1 2) was obtained from Aldrich. All materials were stored under anhydrous

helium gas atmosphere in a dry box. All molten salt preparations and

manipulations were performed in the dry box. Samples were loaded into 5 mm

sample tubes, capped in the dry box, removed, and sealed immediately with a

torch.

NMR Measurements

13C NMR spin-lattice relaxation times were recorded this summer on a Varian

Gemini-300 spectrometer at 75.43 MHz and 7A1 NMR spin-lattice relaxation times

were recorded previously on a Varian XL-300 spectrometer operating at 78.15 MHz.

Temperature measurements were calibrated against methanol or ethylene glycol and
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are accurate to within 0.5 0 C. Pulse widths(900 ) were typically 8.6 (75.43 MHz)

and 7.6(78.15 MHz) Ms. Longitudinal relaxation times were measured by the the

inversion-recovery method (180 0 -T-90 0 -T) with T>IOT,. At least 12 delay times(T)

were used and the results fitted to a three parameter exponential. I C NOE

measurements were made using the gated decoupler method[181. It is likely that

the error in the NOE measurements is in the 5-10% range(18].

RESULTS AND DISCUSSION

The ability of both AlCl3 and EtAlCl. to form C2 dimers(19,20] led us to

examine the 27A1 spectra of: (1) neat EtAlCl2 , (2) MEICI-EtAlCl, and (3) ternary

melts (N = AlCl 3/MEICl/EtAlCI 2 )(211. The neat EtAlCl, 27Al NMR spectrum contains

two peaks (21]. Peak 1 is a broad downfield peak that dominates the spectrum.

The second peak (upfield) overlaps peak 1 and is only a fraction of peak 1 in

total peak area. Peak 2 collapses into peak 1 as the temperature is lowered from

60 to 25 0 C. These two aluminum sites are consistent with the extent of monomer-

dimer formation in liquid EtAlCl 2 (21J.

The MEICl-EtAlCl 2 (N = 0.5/0.5) melt "Al NMR spectrum also has two peaks.

In this case, peak l(downfield) is very broad while peak 2 is very sharp, and has

a low peak area. Peak 2 increases slightly in area and peak 1 broadens as the

temperature is lowered from 70 to OC. We have previously(21] made the tentative

assign-ments of EtAlC13" for peak l(downfield) and Et 2Al 2Cl 5" for peak 2.

In this study, we first apply the DSP method to the CH3 carbon in EtAlCl 2 and

"hAl NMR peaks 1 and 2 from several melt combinations and neat EtAlCI2 . Fig. 1

contains the results for 2A1 peak l(downfield) and Fig. 2 contains the results

for 2al peak 2. The fact that both plots a..e linear and pass through the origin,

indicate that: (1) the DSP method is appropriate for these systems and (2) the

species associated with each peak contains EtAlCl2. Furthermore, the slopes of

these lines can be used to calculate the relative quadrupole coupling constants

for the EtAlCl 2-containing species in solution.
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The QCC values obtained from Fig. 1(Al peak 1) are 171, 119, 106 and 93 MHz

for the (.5/.5), (.35/.40/.25), (.25/.40/.35) melts and neat EtAlCI1,

respectively. The QCC values obtained from Fig. 2(Al peak 2) are 6.9, 20, 11 and

93 MHz for the (.5/.5), (.35/.40/.25), (.25/.40/.35) melts and neat

EtAlCl , (repeated).

Results of the Dual Spin Probe method (eqn. (51) applied to the (.5/.5),

(.35/.40/.25) and (.25/.40/.35) melts indicate interactions between the Al-

containing species in peak 2(102.5-103.0 ppm relative to Al(H20) 3") and both the

NCH3 and ethyl terminal CHR groups of MEI*. Fig. 3 contains the plots for the

NCH3 group in each melt and Fig. 4 contains data for the terminal CR. on the MEI

ethyl group.

The QCC's obtained from the slopes in Fig. 3(MEI NCHA) are 1.7, 2.3 and 4.4

MHz for the (.5/.5), (.35/.40/.25) and (.25/.40/.35) melts. The QCC's from Fig.

4(terminal CH3 on the MEI ethyl group) are 1.6, 6.9 and 1.3 MHz for the (.5/.5),

(.35/.40/.25) and (.25/.40/.35) melts.

Finally, there is no correlation between the ring hydrogen dipolar Rl's and

any of the "Al peak Rl's. This result is directly opposite to that found in

MEICl-AlCi3 systems (11,12).

CONCLUSIONS

Application of the DSP method to these mixed melt systems indicates a lack

of complexation between the ring hydrogens of MEI÷ and any of these aluminum

containing species. These and previous results(211 suggest that the formation

of various charged dimers containing EtAlCl2 takes precedence over the formation

of complexes between EtAlCl3 and the MEI÷ ring hydrogens. However, there is

evidence of interaction between the various Al-containing species and the CH3

groups(NCH3 and terminal CH3 in the ethyl group) of MEI÷ in these melts.
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CHARACTER1ZATION OF MATERIALS
FOR NON-LNEAR OPTICAL THIN FILMS

Thomas M. Christensen
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Abstrac
Recent progress in non-linear optical materials has opened up tremendous opportunities

for the development of inexpensive, non-linear optical devices. For this to occur, we need to

better understand the origins of the non-linear optical properties of these materials. This is

facilitated by being able to make thin films of these materials with desirable properties. We have

explored the chemical composition, defect concentration and non-linear optical properties of thin

films of GeOx and SiO-2 doped with GeOx produced by laser ablation and sputter deposition.

The GeOx films produced by laser ablation in a vacuum are laterally non-uniform with Ge

enrichment at the center while those produced in an oxygen environment are more uniform and

more like GeO2. A photoluminescence experiment was set up, but the small sample volume

available for analysis in thin films probably produced too small a luminescence to detect. A

method for periodically poling films externally to enhance second harmonic gneratdon is

presented along with some calculations of field penetration into the films.

21-2



CHARACTERIZATION OF MATERIALS

FOR NON-LINEAR OPTICAL THIN FILMS

Thomas M. Christensen

NTWRODUCTION

Second harmonic generation is an inherently non-linear optical phenomenon in which light

incident on a material with a particular frequency, Cxo, leaves the material with a mix of

frequencies, o) and 2o). It has long been known that this phenomenon is not allowed in materials

which are centro-symmetric. It was a surprise, therefore, in late 1985 when second harmonic

generation was observed [I1] from amorphous SiO2 fibers doped with GeO-2. These glass fibers

were believed to be centro-symmettic, yet a second harmonic signal was observed to grow in

over the course of several hours. It was later observed [2] that by "seeding" the fibers with the

2w) light, the second harmonic generation could be enhanced. Since the index of refraction in a

material depends on the frequency of the light, the ao and 2c0 light should propagate at different

velocities through the fiber and thus be out of phase with one another. The strong observed

second harmonic signal indicated that phase matching was occuring. This could be accomplished

by creating a spatial periodicity in the material. In the seven years since the first observations, a
great deal of effort has gone into trying to explain the source and formation of the non-linear

properties in fibers. Many models have been proposed, but no concensus has yet been reached

on the fundamental physics behind these effects.

More recently, similar effects have been observed [3] in thin films of the same material.

The observation in thin films opens up new possibilities in characterizing the materials in order to

understand the underlying physics. In this report, we examine these materials in terms of

chemical composition (including spatial non-uniformities), defect concentration, and non-linear

optical properties. The report is divided into four main sections discussing each of the four

research projects which were attempted.

CHEMICAL COMPOSITION AND NON-UNIFORMITY

Auger Electron Soectroscoov

The chemical composition of films prepared by both sputtering and laser ablation was

examined with Auger electron spectroscopy (AES) which uses a beam of electrons to excite
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atoms in a material. The deexcitation process can occur by either emitting electrons (AES) or light

(luminescence - described in the next section). The emitted electrons come off with energies

which are characteristic of the elements from which they came. Slight shifts in these energies can

be used to determine the chemical state of the atom (metallic vs. oxide). AES is a surface

sensitive technique with information coming primarily from the top 30 A of the material.

We obtained spectra using a standard Perkin-Elmer single pass cylindrical mirror analyzer.

Ge and Si emit Auger electrons at both low (40-100 eV) and high (1000-1600 eV) energies.

Charging problems associated with a beam of electrons directed onto an insulating surface forced

us to keep the incident beam energy low (1000 eV). As a result the high energy transitions were

not excited. The Auger transitions used here were GeOx (45 eV), SiO', (76 eV), C (271 eV),

and 0 (510 eV). All peaks were shifted to reference them to C at 271 eV for those spectra where

charging had caused anomolous peak shifts.

Typical spectra of a SiO-! film nominally doped with 5 % GeO2 are shown in Figure 1.

This film was produced by sputter deposition at Phillips Laboratory and was approximately 2

microns thick. The concentration of Ge in the film surface can be estimated from peak height

measurements and standard sensitivity factors [4]. We estimate that this film is 6 ± 3 % GeOx in

good agreement with the nominal value. The difference in energy between GeOQ and GeO is too

small to accurately say anything about the specific oxidation state of the material, however it is

definitely oxidized and not metallic.

I

S , a, 4, if & . 6 0. . lad I Energy (eV )
Rigure 1. AES spectrum of a Ge• doped SiO-7 film.
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Films are presently being made at Seiler Laboratory using laser ablation. This process is

known to have a deposition plume in which different species can be spatially separated. This can

lead to a spatially non-uniform film. We have examined the composition and lateral uniformity of
films produced by laser ablation in both vacuum and oxygen environments. The results are

presented w Figure 2. The peak to peak height ratios are used rather than atomic concentration

ratios because of uncertainty in the sensitivity factors. Films grown in vacuum are observed to
have a higher Ge/O ratio near the center of the film with decreasing amounts of Ge as you move

toward the edges. Films grown in an oxygen environment (100 reTorr) are much more uniform

and have an overall lower Ge/O ratio (as would be expected for GeO2 rather than GeO).

0.26

0
Z _vacuum

0.22

a 0.18

0

S0.14 oxygen

0

0.10 , • , - p , •
0 2 4 6 8 10 12 14 16

distance from center (mm)

Figure 2. Ge/O AES peak height ratio vs. lateral distance from center for film produced by

laser ablation in vacuum (*) or in 100 mTorr of oxygen (o).

We also examined several films made using laser ablation from mixed GeO2 and SiO2

targets. Several trrends were apparent All of the films which we examined showed a Ge
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enrichement at the edges of the film. All of the films produced in 100 mTorr of 02 look basically

identical, even when the target composition was changed from 80% SiO2 to 20% SiO-2. This

suggests that the surface of the film may not be representative of the bulk since IR measurements

on these samples did look different. The one film which we examined that was made in vacuum

had a much higher Ge/Si ratio.

We also observed that films made in an oxygen environment also had more carbon in the

film. This seemed to be incorporated into the film and not just on the surface, suggesting that the

chamber or gas lines might be somewhat dirty. We examined a couple of samples made at Sieier

Lab using a sputter deposition system there. These samples were supposed to be pure GeO and

pure GeO-2. We found that both had small levels of Si contamination.

DETECTING DEFECTS - LUMINESCENCE

(Part of this portion of the study was done in collaboration with Dr. Ralph Hill. U.S. Air

Force Reserves.)

Defects in fibers and films are believed to be involved in establishing the second harmonic

generating properties of these materials. We sought to be able to examine defects so that we

could understand the fundamental processes involved in the establishment of non-linear optical

properties and so that we could characterize the materials being produced. Two methods are

typically used for looking at defects in ceramic and glass materials. One of these is electron spin

resonance. This technique will be pursued by other Seiler personnel. We examined using

luminescence to detect defects in thin films.

Luminescence is another deexcitation process (competing with the Auger process) in

which an electron which has been excited into the conduction band falls back down into the

valence band with the excess energy released in the form of a photon. If the excitation is

accomplished by light, as in our studies, the process is known as photoluminescence.

Traditionally, photoluminescence, involved using a light source with an energy greater than the

band gap of the material being studied. If high power lasers are available, electrons can be

excited by less efficient, multi-photon processes. By examining the spectrum of light emitted

from the material, we seek to observe features associated with various defects in the material.

The existence of defect levels within the band gap provides alternate paths for deexcitation. At

room temperature these features will be rather broad and weak. With bulk materials, cooling to

liquid helium temperatures is common to obtain sharp, strong signals. This procedure presents
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difficulties, however, in working with thin films because of the possible differences in thermal

expansion coefficients between the substrate and film. If the two contract differently, stress may

be induced into the film which will alter the luminescence being studied.

We tried both single photon (direct) and multi-photon processes for exciting the

luminescence in the thin films. We will first discuss the multi-photon excitation and then the

direct.

Several lasers were used to attempt multiphoton excitation. Continuous lasers ranging

from low power He-Cd and Kr lasers up to an Argon ion laser (% = 488 or 514 nm) was used as

the source of excitation for most of the studies. The Ar lasere was operated at powers ranging

from 10 to 1600 mWatts, which yielded an effective power at the sample of approximately 1/8 of

the operating power due to various losses in the optics. The light from the laser was chopped to

allow use of a lock-in amplifier to detect faint signals. A 12.5x microscope objective lens was

used to focus light from the sample onto the entrance slit (250 lLm) of the monochromator. A

photodetector was placed immediately outside the exit slit (100 .u-m) of the monochromator.

Several photodetectors were used with increasing sensitiPity to detect smaller signals. The

present configuration had ample sensitivity to detect the rather large background signal of stray

light from the monochromator. This signal was substantially reduced if the laser was blocked. A

typical configuration is shown in Figure 3.

loci 1P28

amplifkin 'photodetector

monochromator

narrow pass -%

, ~ ~~~filter"-- ./

Argon ion laser a
K 0 E ---- - - sample

chopper I on

664 Hz reference stage

' detector

Figure 3. Typical photoluminescence experimental arrangement.
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Several authors have examined photoluminescence from GeO2 [5] and/or GeO2-SiO-2

[6-81 glasses. They have identified several features associated with defects. A peak around 400

nm and a broad band in the vicinity of 800 nm are observed in GeO-2-SiO2 fibers and in sintered

CeO-2 and are both believed to be associated with a Gell defect. A feature at 530 nm in 500 gm

thick sol-gel glass films was attributed to Ge ions but no 400 nm feature was observed. Another

feature around 650 nm in fibers was also believed to be related o defects associated with Ge.

We examined films of approximately 6% GeO2 in SiO27 which were about 2 microns

thick. We were not able to detect any luminescence from these thin filmsby multiphoton

processes. Even when we switched to a pulsed Nd-YAG laser operating in the fundamental or

2nd harmonic modes, we were unable to detect any luminescence. The lack of observed

luminescence excited by muir-photon processes may be caused by the very small amount of

material available to excite. Previous studies have waveguided through about 1.5 meters of fiber
or used bulk or thick film samples. Studies of thin films of other materials sometimes use

computerized data acquisition to average over hundreds of experimental runs to pull weak signals

out of the background.

In order to incresase the amount of film exposed to the incident beam, we tried
waveguiding the Ar ion laser beam into the film using a 90' prism to couple them. The

microscope objective lens was then aimed at the waveguide region to focus emitted light onto the

monochromator entrance slit. Losses associated with coupling the light into the film may have

negated the improvements in signal due to increased sample area. Two geometries were tried but

no luminescence was detected from either arrangement. One had the lens aimed at the face of the
sample over the entire wave guide region. The other turned the sample edge-on to the

monochromator and used the lens to collect the light coming out the edge of the sample.

Most photoluminescence experiments use light sources with an energy which is greater

than the energy of the transition being observed. This allows direct excitation of the material. It

might be better to try a light source with a wavelength in the 300-360 nm range such as the U7/

lines available from the Ar, Kr, or He-Cd lasers. Although all of these lasers are available at

FJSRL/NP the LTV optics which is needed in the lasers is not available at this time. Skuja [5]

examined the intensity of the photoluminescence as a function of exciting energy and found a

maximum for sources with a frequency around 335 nrm. The intensity at the Ar laser lines which

we used was off the graph but the nearest measured points were near zero. We tried using an arc
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lamp and monochromator using both Tungsten-Halogen and Deuterium lamps. We were unable,

however, to detect any luminescence most likely because of the relatively low intensity of our

light sources and the small amount of matierial we worked with. We were, incidentally, able to

see many other things luminesce using this apparatus - just not our samples.

Only one experiment yielded a possible indication of luminescence. This involved using

the Nd-YAG with a quadrupled output (266 nm). Some indication of luminescence was detected

around 400 nm from this sample. It was not clear, however, whether the source of luminescence

was the f-lm or the substrate. No blank sample of the same type as the substrate was available to

run a blank experiment. This experiment was one of the last runs of the summer. It should be

noted that several tines previously we thought we saw luminescence, but were always able to

eliminate it by correcting for artifacts in the experiment. It is possible that this observation was

also artifact related.

One potential problem of using UV sources is the possibility of creating defects. This

would be an even greater problem is a shorter wavelength (ie. excimer) laser was used. If these

UV lines are attempted, the possibility of defect creation should be considered by examining the

time dependence of the defect-related luminescence. Another problem is that the optics itself can

luminesce giving rise to a spurious signal. (Remember that the sample and the optics are not all

that different in composition.)

To improve the experiment, I would recommend using a better monochromator with less

stray light (perhaps a double monochromator). This would reduce the background signal which

is rather large across the spectrum. A more sensitive detector could then be used, if needed, to try

to pick up the small luminescence signal. The use of a better monochromator might eliminate the

need for blocking filters which are a possible source of spurious luminescence. The experiment

does seem to require extremely high powers of incident light into the sample, even for direct

luminescence. The only equipment which would seem to be feasible for this is the quadrupled

Nd-YAG laser.
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PERIODIC POLING OF THIN FILMS - electric field induced (or assisted)

second harmonic generation

FJSRL/NP personnel have been discussing experiments involving externally applying a

periodic electric field to induce or assist the second harmonic generation process. I present here

two electrode designs and the design parameters for such an experiment. I also model the

penetration of the electric field produced into the film.

Kashyap [9,101 has examined the effects of periodically poling fibers on second harmonic

generation. Using an interdigitated electrode similar to the one described below, he rotated the

electrode to obtain a quasi-phase-matching condition between the electric field periodicity and the

incident and second harmonic light. Norwood and Khanarian (11I used fixed electrodes with a

polymer waveguide film and varied the incident wavelength to obtain a quasi-phase-matched

condition for second harmonic generation. Both authors claim field strengths of 106 - 107 V/r

from applied voltages of 70 - 120 V.

Electrode design:

Two geometries of electrodes are presented here. One requires an ability to rotate the

electrodes with no translation. The other requires translation of the electrodes with no rotation.

The choice of electrode design may depend on which of these motions is easier to accomplish

and which electrode pattern is easier to have produced.

The fiber studies have used interdigitated electrodes as shown in Figure 4. These depend

on rotation of the electrode structure to change the distance between electrodes along the path of

interest. As indicated in Figure 4, the pole spacing, X, can be related to the electrode separation,

d, and the angle of rotation from parallel, 0, by

S= d/cos0

Since d is constant, varying 0 will change the pole spacing.
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Figure 4. interdigitated electrode design

The other electrode design maintains a constant angular separation between adjacent

electrodes and relies on translation of the electrode array to vary the pole spacing. This pattern is

shown in Figure 5. We see that the pole spacing relation is now

X = L tan(O)

where L is the distance from the extrapolated intrsection point ,f the electrodes and 4 is

the constant angular separation between adjacent electrodes.

L

I I

Figure 5. Constant angle electrodes
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Typical dimensions of either electrode array would be about 1 cm by I cm so that it will fit

between the coupling prisms of the waveguide. The electrodes in previous studies were 4 - 16

.um wide and were separated by 20 - 40 .mi. The electrodes were metal films (Cr, Al, Au)

deposited on a glass (or Si) substrate. A glass substrate is probably easier to work with since

you can see through it to confirm the orientation of the electrodes over the wave guide path. If we

expect periodic phase matching around 30 plmn, we should probably use electrodes separated by

around 20 pim in the interdigitated design and 20 - 50 gm in the constant angle design. The

electrodes should be about 5 .mi wide and about 10 pgm thick.

Since the wave guide conditions would be destroyed by having the electrodes in contact

with the sample, thin spacers will also have to be deposited on the electrode assembly to hold the

electrodes about 1 - 2 p= off of the film surface. It is critical to know the orientation of the wave

guide region relative to the electrodes in order to establish the zero for measuring angle or

distance.

Using the interdigitated design with a spacing between electrodes of 20 p.m, a 21 ptm

period is achieved by rotating 17.75'. A 30 pam spacing requires 48" of rotation. The electrode

array needs to be large enough to allow the waveguide region to pass through a large number of

electrodes even at these large rotations. It might be necessary to build several electrodes with

different spacings (20, 25, 30 pm) to minimize the amount of rotation needed.

The constant angle design would require electrodes designed with a separation angle of

only 0.23" to produce a 204.m separation between electrodes at a distance of 5 mm from the

intersection point. This angle would be 1. 15" if the 20 gpm spacing was achieved only 1 mm from

the intersection. For the 0.23" spacing, a I micron change in electrode spacing would be

achieved by a 250 ptm translation of the electrodes. For the 1.15" angle, this translation would be

50 pLm.

Field magnitude and orientation:

The nature of the electric field inside the film can be approximated by examining the case

of two adjacent semi-infinite plates separated by a distance, 2a, and having potentials V 1 and V2

respectively (V2 > V 1). This configuration is shown in Figure 6.
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2a

Figure 6. Adjacent semi-infinite plates

Using a Schwarz-Christoffel transformation, this problem can be solved [12,13] to vield a

complex potential function

F - iV = (1/it) (Vi - V 1) cosh-1 (z/a) - iV1

where F is the flux function, V is the potential and z = x + iy with (x.y) being the spatial

coordinates of the potential and flux. Using the identity
cosh-Iz = log (z + (z2 - 1)1/2)

we can find the potential from the imaginary part of the expression and the flux from the

real part.

I have written a simple FORTRAN program on the VAX which performs these

calculations for any spacing of the plates and potential. The program is included in Appendix A.

Using this program, we can estimate the effects of plate separation and applied potential on the

direction and magnitude of the electric field.

We first vary the plate separation from 20 to 40 pgm with a fixed potential of± 100 V on

the plates. The direction of the field is only slightly more vertical for the larger separation.

Remember that in the real case of a repeating electrode pattern, the field at the center of the

electrode will be constrained by symmetry to be vertical - regardless of spacing. The magnitude

of the electric field can be estimated from the gradient of the potential. Assuming a dielectric

constant of 3.8 for fused SiO2 and neglecting the air gap between the electrodes and film, the

field at a point 2 4tm below the plates and 2 ptm in from the edge decreases from 1.9 x 106 V/m

to 1.4 x 106 V/m when the separation increases from 20 to 40 ptm.

Changing the plate potentials from ±100 V to ±50 V for a fixed separation of 20 pm again

changes the field direction minimally. The electric field magnitude at a point 2 p.m below the
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plates and 2 pLm in from the edge of the plates is 1.9 x 106 V/m for V = ±100 V and 0.95 x 106

V/m for V = ±50 V. The only limit on increasing the potential on the electrodes would seem to be

the breakdown strength of the dielectic film. For SiO2,, this value is 6 - 7 x 108 V/rn at room

temperature, so this is not a significant constraint.

The electric field magnitude is found to decrease as you go into the film (away from the

electrode plate) as expected. Figure 7 indicates the nature of this decrease for a field in fused

SiO2 with electrode potentials of± 100 V, a spacing between plates of 20 g.m, and at a distance 2

,um in from the edge of a plate.

25

1 100V -100OV

20
S20 pm i

"L" 15

Z

10

5

0I * I I I

0 2 4 6 8 10
distance below electrode (microns)

Figure 7. Variation of electric field strength with distance below the electrode at a point 2

.um from the edge of the plate.
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SECOND HARMONIC GENERATION FROM ACTIVATED REGIONS

In waveguiding in thin films only small paths across the film are made non-linearly active.

These regions are approximately 25 pLm wide and extend across the sample. Using a Maker

fringe apparatus, I attempted to detect a second harmonic generation from these thin film

samples.

The samples were placed in the beam path of a Nd-YAG laser which was focused down to

about 10 um at the sample. The average power at the sample was typically 100-200 mWatts. A

detector was placed behind the sample and filtered to detect only second harmonic signals from

the sample. The sample was set at a fixed angle of 30, 60, or 90" with respect to the incident

beam. We hoped to detect second harmonic generation if the beam struck a non-linearly active

region of the sample and then hoped to observe the angular dependence of the second harmonic

signal. This required the film to be directly on the axis of rotation so that rotating the sample

would not move it out of the beam.

The dimensions involved were all on micron scales resulting in a need for very careful

positioning and presumably resulting in very small second harmonic signals. None of out

experiments yielded any detectable second harmonic light. We varied the polarization of the

incident beam as well with no success.

The two most likely explanations for our lack of results are insufficient sensitivity to very

small second harmonic signals or lack of fine enough positioning control to hit a non-linearly

acitve region of the sample. The first problem may require very sensitive photon counting

detectors to correct. Computer controlled translation stages with about one micron steps might

help reduce uncertainties from manually operated translation. Combined with computer control of

the detector to allow better averaging, the experiment could be completely automated.
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Modeling of the NLO properties of Silica

Ravi Pandey
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Houghton, MI 49931.

ABSTRACT

The microscopic NLO properties in terms of static and frequency-dependent

polarizabilities of pure and Ge-doped silica glasses are determined using a cluster

approximation. Both the semi-empirical and ab initio methods ame used to describe Si(OH)4

and Ge(OH)4 clusters. The semi-empirical PM3 model appears to provide a reliable starting

point for ab initio calculations. The calculated results show that the cluster configuration

induced by the presence of a defect plays a significant role in predicting a non-linear

response of the silica glass.
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Modeling of the NLO properties of Silica

Ravi Pandey

I. INTRODUCTION:

Nonlinear optics is currently at the forefront of research because it is the key

technology for optical communication, signal processing and computing. 1 Photonic

switches made out of nonlinear optical (NLO) materials have potential advantages of

wideband frequency domain, immunity to electromagnetic induction, and high speed

operation over electrical switches. Glassy materials are one of the prime candidates for

Photonic switches due to there (1) ease of fabrication, (2) high transparency, (3) fast

switching time, and (4) high chemical and thermal stability.

Nonlinear optical properties of glasses are known to be correlated with the third

order susceptibility due to the absence of ordered dipoles. However, Kester et al.2 have

observed the frequency doubling in Ge-doped silica glasses suggesting that even glasses

have frequency doubling capability. Similar observation has been made in bulk and thin

films of SiO2 grown on semiconductor substrates. 3

As part of ongoing research in AFOSR/FJSRL-NC in the Nonlinear Optics area,

the present work attempts to provide a basis to understand the origin of such NLO effects

in pure and impurity-doped silica glasses at the molecular level. We report here the results

of a preliminary study of the silica glass that is simulated by a molecular cluster treated in

either semi-empirical or ab initio meethods. Our efforts will be directed to polarizabilities'

calculations that are related to the microscopic NLO properties.

In the following section, we briefly describe the computational model. The results

are presented and discussed in Sec. III and the recommendations for the future work are

given in Sec. IV.

N COMPUTATIONAL MODEL:

The various forms of silicon dioxide (either crystalline or amorphous) are known to

share a similar short-range order 4 , consistent with the chemistry of the Si-O bond : each Si

atom is coordinated (nearly) tetrahedrally with four 0 neighbors, and each 0 atom has two

Si neighbors with a Si-O-Si angle of about 1500. The relatively flexibility of Si-O-Si / 0-

Si-O angle and the dihedral angle associated with adjacent SiO4 tetrahedra allows the

formation of the variety of structures of silica.
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Our computational model simulates the silica glass (pure or imperfect containing

defects such as Ge) by a cluster of atoms with appropriate boundary conditions assuming

that cluster wave function is well localized. In order to suppress the so-called surface

effects arising from the dangling bonds of outermost atoms 5 , we use hydrogen atoms.

Each oxygen atom at the cluster boundary is attached by a hydrogen atom in such a way

that they simulate O-Si bond directions.

In this preliminary work, we limit ourselves to 9-atom clusters, namely Si(OH)4

and Ge(OH)4 . The optimum configurations of these 9-atom clusters are obtained using

both semi-empirical kMOPAC-AMI/PM3) and ab initio (GAMESS-ECP/DZV) approaches

expecting that MOPAC configuration will provide a reliable starting point for more

computationally expensive GAMESS calculations.

MOPAC is a general-purpose, semi-empirical molecular program implementing the

semi-empirical Hamiltonians MNDO, AMI, PM3 and MNDO/3. 6 On the other hand,

GAMESS is a general atomic and molecular electronic structure program. 7 For this work

we use the Hartree-Fock approximation where the cluster atoms are described with double

zeta valence (DZV) Gaussian basis sets. We also use the effective core potentials given by

Stevens, Basch and Krauss (ECP) for the cluster atoms to see their effects on the all-

electron (DZV) results.
We note here that the nonlinearity effect in a dielectric medium may be of

microscopic or macroscopic origin. The polarization density P = N g. is a product of

individual dipole moment g.t and, which is induced by the applied electric field F, and the

number of density of dipole moments N. The nonlinear behavior may have its origin in

either g± or in N.

For the dipole moment of a molecule interacting with a static electric field (F), we

can write:

gi = gio + a 1ij Fj + (1/2) Pijk FjFk + (1/6) Yijkl FjFkFI + .... (1)

where gio is the permanent dipole moment and aij, ijjk and yijk are tensor elements of

the linear polarizability, and first and second hyperpolarizabilities, respectively of the
molecule. 8 Likewise, one can write an expression for dynamic fields relating P and 'y to

experiments such as second harmonic generation, optical rectification, and Kerr effect. 9

As shown in Fig. 1, the potential energy surfaces and then subsequently

polarizabilities at the optimum configuration of both neutral (q=O) and singly charged

(ionized) states (q=+l) of the X(OH)4 cluster (X being Si or Ge) are calculated. The q=+l

charge state is expected to mimic the defect-induced effect on the NLO properties. We also
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MODEL
Semi-empirical : MOPAC (AM1/PM3)
ab initio: GAMESS (ECP/DZV)

Geometry Optimization j

NLO properties
(a, b, g) Finite Field Calculations
Static / Frequency Dependent (ACES II)

q +l

q=0

A a,
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use the vertical approximation for calculati'-ns of the single point A' (geom A, q=+l) and

B' (geom B, q=O).

MII. RESULTS and DISCUSSION:

Table 1 shows the geometric parameters, namely the bond-length and the bond-
angles of the cluster optimum configuration. The semi-empirical Hamiltonian, AMI
appears to overestimate the bond-length in either Si(OH)4 or Ge(OH)4 cluster. The
optimum configuration obtained using either ECP's or DZV basis set turns out to be the

same. When we substitute Ge for Si, the bond-length increases in all the cases, as
expected. Further the Ge is shown to be less electronegative than Si in these clusters. For
the ionized cluster (q=+1), the optimum configuration shows the hole localizing on one of
the neighboring Oxygens resulting in an increase of its bond-length (Table 2). We note herm
that PM3 calculation predicts the hole localization on two of the neighbor Oxygens in

contrast to AM1, ECP and DZV calculations for Si(OH)4 cluster.
In order to judge the reliability of predicted optimum configuration, we calculate the

frequency of the Si(OH)4 cluster in the harmonic approximation and compare with the
experimentally known frequencies. As shown in Table 3, the calculated frequencies in
rocking, bending and stretching modes in both ECP and DZV model show a good
agreement with the corresponding experimental values. Furthermore, the total electronic
density of Ge(OH)4 cluster is shown in Fig. 2 indicating a predominant covalent bond

formation in the cluster, as expected.
Table 4 lists the calculated polarizabilities of neutral Si(OH)4 and Ge(OH)4 clusters

at the optimum configuration in the semi-empirical (AMI and PM3) and ab initio (ECP and
DZV) methods. It appears that all the models agree in predicting the trend for a and 0 when
we substitute Ge for Si. However, the semi-empirical methods disagree with ab initio
methods for y. In the following, we therefore give results obtained using GAMESS-DZV.

The NLO properties have been shown to very sensitive to the choice of basis-set.
For the case of ethylene, a sufficiently flexible valence Gaussian basis set, such as a 3-21G

or 6-31G, augmented by diffuse p and d functions on C atoms is found to be necessary for
a satisfactory description of various tensor components of static polarizabilty and second
hyperpolarizabilty. 10 Similarly, an extended, even-tempered diffuse basis-set is found to
provide an adequate description of all the components of the first hyperpolarizabilty for

H20. 11 We therefore add a diffuse d-type function for the polarizabilities calculation to the
optimum configuration obtained at DZV level.
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X(OH)4 cluster

Table I

MOPAC GAMESS
AMI PM3 RI' LTzv

Bond-length(,A)
Si-O 1.728 1.685 1.655 1.652
Ge-O 1.868 1.798 1.721 1.726

Bond-angle( 0 )
O(2)-Si-O(i), i=3.5 105.1. 118.7 107.8. 112.8 107.2, 114.1 107.3, 113.8

O(2)-Ge-O(i), i=3.5 107.1. 114.4 107.9. 112.7 106.8, 115.0 107.6, 113.3

Charge -Si +1.69 +1.20 +1.59 +2.26
-Ge +1.51 +0.94 +1.51 +2.18
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Table 2

Configuration of neutral and ionized Si(OH)4 and Ge(OH)4 clusters.

R(X-O(i), i=2,5) A(O(2)-X-O(i), i=3.5)

(A)

AM1 :
Si :q=0 1.728, 1.728, 1.728, 1.728 105.1, 118.7, 105.1

q=+l 1.694, 1.685, 1.685, 1.978 117.6, 122.3, 79.2

Ge :q=0 1.868, 1.868, 1.868, 1.868 107.1, 114.4, 107.1
q=+] 1.839, 1.841, 1.843, 2.021 116.9, 119.9, 77.4

PM3 :

Si :q=0 1.685, 1.685, 1.685, 1.685 107.8, 112.9, 107.8
q=+l 1.640, 1.706, 1.640, 1.706 112.0, 126.2, 112.2

Ge :q=O 1.798, 1.798, 1.798, 1.798 107.9, 112.7, 107.9
q=+] 1.767, 1.767, 1.767, 1.901 117.3, 118.9, 95.9

GAMESS-ECP :

Si :q=O 1.655, 1.655, 1.655, 1.655 107.2, 114.1, 107.2
q=+] 1.588, 1.597, 1.591, 1.980 117.8, 119.7, 96.2

Ge :q--0 1.721, 1.721, 1.721, 1.721 106.8, 115.0, 106.8
q=+] 1.666, 1.663, 1.664, 2.081 118.6, 119.8, 92.8

GAMESS-DZV :

Si :q--0 1.652, 1.652, 1.652, 1.652 107.3, 113.8, 107.3
q=+l 1.594, 1.600, 1.584, 1.943 117.8, 119.4, 95.6

Ge :q=0 1.726, 1.726, 1.726, 1.726 107.6, 113.3, 107.6
q=+1 1.655, 1.653, 1.654, 1.953 117.7, 118.6, 96.4
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Table 3

Si(OH)4 :Normal Coordinate Analysis in the Harmonic Approximation.

( Frequencies in cm" 1 )
------------------------------------------------------------------

MODE ECP rV OTT.
------------------------------------------------------------------

rocking 441 465 450

bending 808 828 812

stretching 1018 1041 1058

---- I ------------------------------------------

NDWU MOLFLT
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Ge(OH)4-JJZV: <Flane-3ATOMS:4 3 2>

DENDIF ONE BOHPJ-i
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Table 4

Finite Field Calculations of neutral X(OH)4 cluster.

MOPAC GAMESS
AMI PM3 EQ' DZV

CC (xI10 2 4 esu) Si 7.87 6.53 7.47 7.29

Ge 8.27 8.13 8.26 8.25

13(xIO- 30 esu) Si 0.001 0.00003 0.00064 0.00028

Ge 0.00 1 0.00001 0.00046 0.00023

y~ (X10-3 6 esu) Si 0.023 1.90 0.819 0.525

Ge 0.205 0.983 0.993 0.679
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Table 5 lists the value of Dipole moment, 03 and y for Si(OH)4 and Ge(OH)4

clusters. As we ionize the cluster (freezing the configuration at q=:0), the 13 shows a large,

noticeable increase with an increase of cluster dipole moment and y also. The optimized

configuration (for q=+ 1) retains the somewhat large 03 value. However, when we make the

cluster charge to be neutral, the dipole moment, P3 and y show again an increase of their

values. Similar observation has been made for Ge(OH)4 cluster except the case for q=+l

(at q--O configuration). For this case, there is a large increase of y with no change in dipole

moment.
It appears therefore that the cluster configuration plays a key role in predicting a

large 03 value that is related to second-harmonic generation or Kerr effect. The results show

a dependence of 03 on the cluster dipole moment resulting from the distorted configuration.

However the calculated value of y does not show such dependence.

It has been shown that the dispersion of NLO effects is of great importance for the

application of conjugated polymers to photoionic studies. But this is found to be not the

case for both Si(OH)4 and Ge(OH)4 clusters. We give the results of time-dependence

Hartree-Fock (TDIF) calculations using the program package ACES 1112 at 1064 nm in

Table 6. Although the frequency-dependent values are predicted to be about the same as

static values, they do confirm the role of configuration for a large 13 value.

IV RECOMMENDATIONS:

In the case of organic materials, the origin of non-linear optical responses is

attributed to either the existence of low-lying electronic state with a large dipole moment, or

through highly polarizable lone pairs of electrons. 13 For the present case, the cluster

configuration induced by the presence of a defect seems to determine the microscopic

chemical mechanism of the NLO effect.

Since the identification and structural models of most of the defects in SiO2 have

been achieved by EPR, the geometric and electronic structures of this diamagnetic defect

have remained largely speculative. For the future work, we propose to enlarge the cluster

size to Si(OSi(OH)3)4 so that an accurate role of defects such as oxygen vacancies and

different charge states of the impurity Ge on the NLO properties of silica glasses can be

determined.
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Table 5

Finite Field Calculations (GAMESS) of neutral and ionized Si(OH)4 and Ge(OH)4

clusters (in atomic units).

Dipole Beta Gamma

Si: q=0 0.00 0.03 1040.0

q=+l 1.41 52.7 2430.9

q=+l, opt 0.24 10.6 1442.2

q=O 1.58 61.8 1689.3

Ge: q=0 0.00 0.03 1345.1

q=+1 0.00 11.7 38123.2

q=+1, opt 1.35 38.7 2323.0

q=0 0.92 15.5 1608.5
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Table 6

TDHF results (at 1064 wrn) in atomic units : Si(OH)4

geom A geom B!

BETA: Static 0.11 60.3
SHG 0.11 63.8
Kerr effect 0.11 61.5

GAMMA: Static 1122.3 1593.2
DC-SHG 1185.7 1713.4
THG 1254.5 1848.7
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Abstract

The feasibility of using room temperature chloroaluminate molten salts for

the development of high energy-density batteries has been the focus of on-going

electrochemistry research at this laboratory. The primary objective of this

project is to determine whether lithium would be a suitable anode for a secondary

battery in l-methyl-3-ethylimidazolium chloride chloroaluminate molten salt

electrolyte. Initially several approaches were explored to ac•.ieve the buffering

of neutral melts (neutral in terms of Lewis acidity) using lithium chloride as

the buffering agent. Following this the role of protons, added as methylethyl-

imidazolium hydrogendichloride, to facilitate lithium deposition and stripping

and to extend the melt window was studied using tungsten, platinum, gold and

glassy carbon electrodes. Finally the stability of lithium in an optimized

proton-rich buffered-neutral melt and the charge-discharge processes that lithium

would undergo as the anode in a secondary battery were studied us-'g cyclic

voltammetry, chronoamperometry and othez electrochemical techniques.
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Electrochemistry in Lithium Chloride Buffered-Neutral

Room Temperature Melts

Bernard J. Piersma

INTRODUCTION

Room Temperature molten salts formed by mixing l-methyl-3-ethylimidazolium

chloride (MEIC) with aluminum chloride have been intensively studied at FJSRL for

more than a decade with the goal of developing high energy density batteries.

Alkali metals have high oxidation-reduction potentials and relatively low atomic

masses making them very attractive candidates as battery anodes. Lithium is of

particular interest because it has the highest electricity storage density of the

active metals. Thus the demonstration of a stable reversible lithium anode would

be an important step in the development of practical secondary batteries using

these chloroaluminate melts as electrolytes.

The Lewis acid-base behavior of these melts has a substantial influence on

their electrochemical and physical properties. With MEIC as donor of the Lewis

base chloride ion and AlCI 3 as the Lewis acid, the following reactions apply:

C1" + A1C13  AlCl14  (1)

A1C14 " + AlCl3  = A1 2Cl7 (2)

The melt is Lewis basic when chloride ion is present in excess (excess (MEIC) and

Lewis acidic when AlCl3 is present in excess (Al 2Cl7 is present). A melt is

neutral when the only aluminum species present is AlC14 . Melt acidity is easily

ascertained electrochemically since Al deposition only occurs from acidic melts

and the melt window (region of electrochemical stability) is significantly

greater in neutral melts than in either basic or acidic melts. Because of the

wide electrochemical window, it is desirable to work with a melt which is exactly

neutral, but as with most acid-base systems maintaining neutrality is not easily

achieved unless the system is buffered. Fortunately it was recently determined
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that this melt system can be easily buffered to the neural composition using

sodium chloride(l).

A second important observation critical to the development of reversible

alkali metal anodes in buffered-neutral melt is that protons added to the melt

as MEIHCI provides a more negative voltage window which significantly reduces

the reactivity of the active metal with the melt(2). This study demonstrated

that nearly reversible deposition-stripping behavior could be achieved in the

buffered-neutral melt with sodium when the melt was made sufficiently rich in

proton concentration. Our intent for this project is to exploit these important

discoveries and determine whether the lithium redox couple is suitable as the

anode for a rechargeable battery using a proton-rich room temperature molten salt

buffered to neutral Lewis acidity with lithium chloride.

METHODOLOGY

All eyperimenal work was performed with materials and electrochemical setup

contained in a Vacuum Atmospheres dry box system with a helium atmosphere.

Electrochemical measurments were accomplished with a Princeton Applied Research

(PAR) Model 273 Potentiostat\Galvanostat interfaced with an IBM personal computer

using PAR 270 Software and a Hewlett Packard Model 7550 Plus plotter. A three-

electrode arrangement in a single compartment cell used a Pt foil counter

electrode and Bioanalytical Systems (BAS) working electrodes of Pt, W, Au or

glassy carbon. The reference electrode was an Al wire in 0.60 MEIC\AlCI 3 melt

contained in a pyrex glass tube constructed with an asbestos tip to provide

solution contact.

Components for the melt were synthesized and purified following the

procedures developed in this laboratory (1,3). LiCl (Aldrich, 99.99+% purity)

was dried for 10 days in a vacuum oven (20 inches H20 vacuum) at 130 C. In

general melts were initially prepared to be exactly neutral by adding AICl to

MEIC and neutrality was verified by using cyclic voltammetry. Neutral melts were

then treated with ethylaluminum dichloride (Aldrich, 97% purity) to remove

protonic impurity resulting from contamination by H,0 during the synthesis and
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purification of MEIC.

Buffered Neutral Melts

We expected that the composition of buffered-neutral melts might vary

depending on the initial melt acidity. Buffering with LiCi starting from an

acidic melt should follow the reaction

MEI + Li+ + AlClj + Ci" MEI' + Li+ + 2 A1Cl; (3)

From a basic melt the reaction should be

2 MEI÷ + Li+ + AIC14  + 2 C" = 2 MEI÷ + A1C14 " + LiCl; (4)

An acidic melt (0.55 mole fraction of AlCl.) was prepared by adding the

amount of AiC1 3 calculated to give the desired colmposition to an exactly neutral

melt which had been treated with ethylaluminum dichloride. Then LiCl was added

(with a calculated 25% excess) to buffer the melt back to neutral (eq. 3). LiCl

was found to dissolve much more slowly than NaCl, requiring several days with

occasional heating to 50 C for attainment of a neutral melt. Neutrality of this

melt was demonstrated by the absence of Al deposition and stripping during a

cyclic voltammetric scan. In a slightly acidic melt Al deposition could be

observed at a cathodic potential approximately one volt more negative than in

0.55 melt. This Al deposition and stripping could be observed in buffered melts

even after several days (up to 5 days) of stirring with LiCl in the melt. As

with NaCI, LiCI was found to be insoluble in basic melt and all attempts to

buffer a melt to neutral from the basic side with LiCl were unsuccessful.

Some other possibilities for preparing a buffered-neutral melt were explored

according to the following reactions:

MEILiCl 2 + 2 AlCl 3  = MEI÷ + Li+ + 2 AICI 4  (5)

and

UiAlCl4  + MEI+ + AlC14+ MEI+ + Li+ + 2 AlCl4  (6)

Following reaction (5), equimolar amounts of MEIC and LiCd were mixed and heated.

Formation of a clear colorless melt required heating to about 125 C. This melt

was extremely viscous and exhibited a considerable range (approximately 50

degrees) of superheating and supercooling. On cooling the melt solidified as
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a clear colorless glass at about 70 C. With repeated careful heating and cooling

cycles, crystallizatiion was induced and a white crystalline solid (assumed to

be MEILiCl) was recovered. Crystals suitable for x-ray analysis could not be

obtained from this sample. When AlCl 3 was mixed with this solid in a 2:1 molar

ratio, a clear colorless melt was readily formed. Adequate proportions of the

melt were not prepared for electrochemical studies but a sample was retained for

NMR studies. This method of preparing a Li-containing neutral melt merits

further attention.

Following the outline of reaction (6), solid LiAICl 4 (Johnson-Matthey) was

added to an exactly neutral melt in eqaimolar proportions. After prolonged

stirring most of the solid had not dissolved in the melt. This method for

preparing a Li-containing neutral melt does not appear to be fruitful.

RESULTS AND DISCUSSION

After MEIC of acceptable purity had been obtained and the proton impurity

of the melt reduced to less than 5 mM by treatment with ethylaluminum dichloride,

a LiCl buffered melt was prepared as described above. The buffered melt remained

slightly acidic even after seven days of stirring with excess LiCl, similiar to

the observed behavior of NaCL buffered melts reported by Riechel and Wilkes (4).

The acidity of the buffered melt was demonstrated by the deposition and stripping

of Al as seen in Fig. 1, a and b. All the cyclic voltammograms presented in this

report were recorded at a sweep rate of 100 mV/sec using a W working electrode

( except for Fig. 5 which illustrates sweep rate dependence ). Al deposition

occurs at -1.32 V and stripping at -0.194 V ( Fig. 1,a ). The potential for Al

deposition in this melt is more cathodic than the potential for the same process

in more acidic melts by over one volt. The Al stripping in this melt occurred

at a potential over 100 mV more cathodic than that reported for a similar NaCl

buffered melt having an AIC13 mole fraction of 0.5002 (4), suggesting that the

LiCd buffered melt has a composition between 0.5002 and exactly neutral. The

deposition of Li at -1.6 V, ( Fin. l,b ) significzntly changes the Al stripping
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process with the appearance of two additional oxidation peaks related to Al. One

might speculate that the Li reacts with Al on the electrode surface to form a

Li/AI alloy which is more difficult to strip from the surface. Experiments with

a Li/Al alloy would be a logical extension of this project.

Curves c-e of Fig. 1 show the effect of proton added to the buffered melt.

The first noticable effect of added proton is the loss of Al deposition and

stripping, indicating that the melt became neutral. The oxidation peak at

-1.55V, seen in Fig. l,d, is not Li stripping but is the result of an oxidizable

species formed by reduction of MEIC at the melt limit. In this case the melt

limit obtained with a proton concentration of about 50 mM is approximately

-2.35 V. When the proton concentration is sufficiently high the melt becomes

milky with a very fine white solid suspended in solution. At this concentration

( about 60 mM ) the melt cathodic limit is significantly extended and Li

stripping ( Fig. l,e ) occurs typically at -1.76 V. The extension of the melt

limit depends on proton concentration and was observed to be as negative as

-2.80 V. Another curious effect observed consistently in melts with sufficiently

high proton concentration is that proton reduction peaks typically seen at

approximately -0.6 and -1.0 V at a more sensative current setting ( uA instead

of mA which can be obtained by terminating the cathodic sweep before Li

deposition ) are no longer observed. Instead the volammograms exhibit a linear

increase of current with potential and no peaks until Li deposition is reached.

Attempts to determine the precise proton concentration at which Li stripping

begins failed due to relatively rapid loss of proton from the melt as HC1.

Fig. 2 illustrates the change in cyclic voltammetric ( CV ) behavior with time

as proton is lost from the melt. The data presented in Fig. 2 are representative

of the changes occuring from proton loss over a one hour period, beginning with

curve (a) for a melt with adequate proton concentration. The change in melt

composition with time represents a major problem which must be dealt with before

meaningful quantitative studies can be successfully carried out. After several

additions of MEIHCI 2 to the melt the buffering capacity of the melt is exceeded

since the proton leaves as HCI and the MEIC remains to make the melt basic.
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The Li deposition/stripping behavior and extended melt limit, seen in Fig. 2,a

could be restored by suitable addition of AiCd1 and LiCl to adjust the buffering

capacity of the melt followed by addition of MEIHCl 2 . Melts which did not have

the proper composition to exhibit Li stripping and extended melt limit always

resulted in a brown ( copper-colored ) film deposited on the electrode, even at

potentials positive to the detectable melt limit. This film was easily removed

by wiping the electrode but was not electrochemically removed up to the anodic

melt limit. This film significantly influenced electrode behavior necessitating

cleaning of the electrode after every CV to obtain reproducible results. Peak

currents for Li deposition were reduced by a factor of two or more after a single

CV cycle if the electrode was not cleaned by removal of this film. With proper

melt composition the brown film was no longer a problem and electrode cleaning

was not required. In some cases when the melt composiition was intermediate

between the brown film staae and that necessary for desired CV response, Li

deposition resulted in coating of the electrode with a gray deposit that could

not be removed by wiping. This deposit also had a significant influence on any

subsequent measurments and required removal. On removal of the electrode from

the dry box this gray deposit immediately disappeared when brought in contact

with water. We speculate that this deposit contained Li strongly bound to the

W surface, hence it could not be removed by wiping but readily dissolved in

water. The reason for its electrochemical inertness is not readily apparent.

Figure 3 illustrates the CV behavior of Li deposition and stripping in a

melt of proper composition as the cathodic sweep limit is increased. The

cathodic potential limits in Fig. 3 are as follows: a) -2.15 V, b) -2.20 V,

c) -2.30 V, d) -2.40 V, e) -2.50 V, f) -2.60 V, g) -2.70 V and h) -2.80 V. The

potential for Li stripping moves less negative as the cathodic limit is increased

up to -2.4 V. At cathodic limit potentials more negative than -2.4 V, the

potential for Li stripping remains essentially constant at -1.7 V. In melts of

the desired composition the Li stripping curve remains smooth with no breaks.

The cathodic melt limit for this series is very close to -2.8 V. When the melt

composition falls below a certain minimum proton concentration other variations
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of CV behavior for Li stripping can be observed and some of these art. illustrated

in Fig. 4. This series from (a) to (f) shows the influence on CV curves of the

loss of proton with time. It would be of interest to know why the additional

oxidation peak is observed as the proton concentration decreases and why the Li

stripping peak disappears. Investigation of these questions will require steps

to stabalize the melt composition so that quantitative studies can be made. We

are convinced that the kinds of CV curves illustrated in Fig. 4 can be prevented

with proper melt composition.

The effect of sweep rate on Li deposition and stripping is illustrated in

Fig. 5. For each CV in this series the cathodic limit was -2.50 V and the sweep

rates were changed as follows: (a) 10 mV/sec, (b) 20 mV/sec, (c) 50 mV/sec,

(d) 100 mV/sec, (e) 250 mV/sec and 'f) 500 mV/sec. The unusual stripping

behavior obtained at 10 mV/sec was reproducible and appears to be real. Similar

results were obtained at sweep rates of 5 mV/sec and 2 mV/sec. CV behavior at

sweep rates greater than 500 mV/sec were qualitatively the same as for 500.

Quantitative data for sweep rate dependence have been collected in Table I.

TABLE I

Sweep Rate Dependence

Li Deposition Li Stripping
mv/sec Ebegtn Epeak Ipeak Apeak Epeak Ipeak Apeak

(V) (V) (mA) (mC) (V) (mA) (mC)

5 -2.09 -2.23 0.85 91.3 -1.94 0.80 17.4

10 -2.10 -2.34 1.13 53.9 -1.90 1.20 18.4

20 -2.10 -2.34 1.51 34.6 -1.82 1.88 17.9

50 -2.11 -2.35 2.07 18.6 -1.80 2.77 12.7

100 -2.12 -2.44 2.67 12.8 -1.76 3.16 9.00

250 -2.14 * 3.53 6.21 -1.67 4.01 4.71

500 -2.16 * 3.67 3.36 -1.67 4.14 2.45

1000 -2.16 * 3.52 1.55 -1.68 4.13 1.16

Cathodic limit was set at -2.50V to avoid reduction cf melt.
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The pctential at wh-ch Li deposition begins shifts slightly more :.athodic with

increasi'ng sweep rate. The difference in peak potential for deposition and

strippinq shows a marked dependence increasing from 290 mV at 5 mV/sec to 680 mV

at 100 mV/sec. The variation of deposition peak current with square root of the

sweep rate is constant within experimental error, indicating that Li deposition

is diffusion controlled. These observations are consistent with those reported

by Carlin (5). The charge ratio for stripping/deposition increases from about

0.20 e' 5 mV/sec to a more or less constant value of about 0.75 at sweep rates

greater than 100 mV/sec. The charge ratio is also influenced by the cathodic

limit of the CV and this is summarized in Table 1I. The efficiency for stripping

appears to reach a maximum at a sweep limit of -2.50 V.

TABLE II

Dependence Of Qstripping /Qdeposition

from Cyclic Voltammetry on Cathodic Sweep Limit

Cathodic Limit Qstripping/Qdeposition

(V)

-2.20 0.33

-2.30 0.66

-2.40 0.70

-2.50 0.73

-2.60 0.59

-2.70 0.60

-2.80 0.22

Charge Ratios are valid to +0.05
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Double pulse chronoamperometry was used to further study the stability of

deposited lithium. Fig. 6 illustrates typical results for Li stripping at -1.SV

after deposition for 3 sec at: (a) -2.15 V, (b) -2.175 V, (c) -2.30 V and

(d) -2.40 V. The results summarized in Table III show that the efficiency of Li

stripping is greatest following deposition at -2.25 V. We also see that the Li

deposit is highly unstable as demonstrated by the marked effect of a time delay

between deposition and stripping.

TABLE III

Double Pulse Chronoamperometry

Dependence of Qstripping/Qdeposition on deposition

potential and delay between deposition and stripping.

Deposition Q Time Between Pulses
Potential sat Open Circuit

Qdeposition

-2.15 V 0.40 0 sec

-2.175 0.65 "

-2. 20 0.73 "

-2.25 0.76

-2.30 0.73

-2.40 0.70

-2.50 0.56

-2.60 0.41

-2.20 0.75 10 sec

" 0.62 30 "

" 0.37 60 "

"" 0.12 300 "
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The instability of the deposited lithium in the buffered neutral melt is a

troubling problem that must be solved before Li can be considered as a viable

battery anode. Li deposits equivalent to 30-50 monolayers (calculated from

electrode area, deposition current and time) appear to be lost from the electrode

surface in less than 5 minutes. The open circuit potential established at a W

electrode after Li is deposited maintains a fairly constant potential of

approximately -2.00 V for only 60-90 sec. After 90 sec. the open circuit

potential falls rapidly to -. 35 to -. 40 V, the value established at a clean W

electrode. This change in open circuit potential is not dependent on the

deposition poential over the range of -2.2 to -2.8 V, or on deposition times from

1 sec. to 10 sec., suggesting that it is not dependent on the quantity of Li

deposited. The melt composition which yields good deposition/stripping behavior

for Li does not appear to provide equally acceptable conditions for Li stability.

The data obtained on the stability of deposited Li in buffered neutral melt is

substantially different than of deposited Na. Sodium deposited on W from NaCl

buffered melt is stable for at lea-t 5-6 hours (2).

In an initial attempt to improve melt stability Li 2CO3 equivalent to the

calculated quantity of proton was added to the buffered melt. The expected

reactions are

H+ + C0 3" + 2 AlCl. = C02 + A1 2CIsOH + 3 C1" (7)

with the C1" buffered by Li+

Li+ + C" = LiCl (8)

This procedure proved very effective for complexing the proton in the melt, but

the AlCI50H did not release the proton as we had hoped. Within 30 min. after

addition of Li.CO,, no Li stripping could be obained. The development of a stable

proton source for the buffered melt is required, not only for a Li anode, but

also for other alkali metal anodes.

This discussion is concluded with a few brief comments on the CV behavior

of Pt, Au and glassy carbon electrodes. Pt electrodes gave results qualitatively

identical to those presented here for W. Li deposition began at about the same

potential and stripping curves were identical to those recorded on W. Anomalous
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behavior similiar to that shown for W (Fig. 4) was also obtained on Pt when the

melt composition was not properly maintained. No identifiable deposition or

stripping of Li could be obtained with glassy carbon. CV behavior at a Au

electrode showed Li deposition beginning at -2.00 V, more than 100 mv more

positive than for Pt or W. Li stripping from Au was significantly different than

for Pt or W and was not reproducible. The primary feature of stripping from Au

was a primary peak at -1.45 V with shoulders at -1.65 V and -1.81 V. These three

stripping peaks were always present but their relative heights varied over a wide

range. Time limitations did not permit further work with these electrodes.

conclusions

1. The primary conclusion from this study is that Li deposited on W or Pt

electrodes is not stable under any of the conditions used for the LiCl buffered-

neutral melts. The highest efficiencies for stripping Li deposited on W were in

the area of 75%. Since no detectable traces of LS. were left on the electrode we

conclude that it was lost by another process, most likely reaction with some

component in the melt.

2. In most respects, the behavior of LiCl buffered-neutral melts is very

similiar to that of NaCl buffered-neutral melts. The one significant difference

is the much greater stability of deposited sodium. The problem of Li instability

in buffered neutral melt must be solved before Li can be considered a viable

anode material.

3. The addition of proton to the melt is a key factor in obtaining quasi-

reversible deposition and stripping of Li. The rapid loss of proton from the

melt as HCl is another significant problem that must be solved before alkali

metals can be used as reversible anodes in these melts.

4. The brown film formed on W by cathodic reduction of the melt when the

melt does not have the proper composition to give Li stripping or extension of

the melt limit is not seen when the melt composition is correctly maintained.

While the exact composition of the melt termed "proper composition" is not easily

specified or easily maintained, it can be achieved with relative ease.
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Abstract

The aim of this study was to develop both a laboratory model of closed head-injury and an analytical

model of venous blood flow from the brain to test the hypothesis that variations in venous pressure associated

with the respiratory cycle can have a dominant influence on venous flow from the brain during elevated

intracranial pressure. A young adult pig with an implanted intracranial balloon designed to manipulate

intracranial volume was used as a laboratory model. An analog electrical circuit model was used to provide

a theoretical analytical description of cerebral venous blood flow during elevated intracranial pressure.

Both experimental and theoretical results indicate that during intact autoregulation of cerebral blood flow,

respirator induced venous pressure changes systematically influence intracranial blood volume.

Specifically, intracranial blood volume increases during inhalation and decreases during expiration.

Furthermore, the difference in change of intracranial volume between the two phases of ventilation,

inhalation and expiration, increases with increasing mean intracranial pressure. However, during loss of

regulation of cerebral blood flow, venous blood flow and the resulting changes of intracranial blood volume

are not systematically influenced by respiratory induced venous pressure changes.
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ENHANCED PHYSIOLOGIC MONITORING OF CLOSED HEAD-INJURY

Michael L. Daley

INTRODUCTION:

During the routine neurosurgical intensive care of the patient with head-injury accurate monitoring of

physiologic variables is accomplished by specially trained staff with the use of precision bedside

instrumentation. The general aim of this study is to develop techniques which characterize venous blood

flow from the brain during elevated intracranial pressure from an analysis of the physiologic signals

provided by the bedside monitor. Such techniques would be of value in the recognition of the loss of

regulation of cerebral blood flow. The specific aim of this study is to use both a laboratory model of the

clinical condition and a laminar flow model of venous blood flow from the brain to test the hypothesis that

during autoregulation of cerebral blood flow, variations in venous pressure associated with the respiratory

cycle systematically influences venous flow from the brain during elevated intracranial pressure.

The return of blood from the mammalian brain generally travels the following path through the venous

vasculature to the heart: cerebral veins to leptomeningeal (bridging) veins to cranial venous sinuses to

internal jugular vein to superior vena cava to heart. Because blood is relatively viscous and under low

pressure in the venous vasculature, laminar flow is assumed. As a result an electrical analog circuit

model of the dynamics of blood flow through the brain has been proposed [I]. A modification of this

proposed model which solely describes the dynamics of venous blood from the brain is shown in Fig. 1.

The voltage generator, P,,(t), represents cerebral venous pressure. During elevated intracranial pressure,

the leptomeningeal (bridging) veins undergo a selective "cuff constriction' which increases pressure in the

cerebral veins and prevents them from collapsing [2,3]. As a result, the cerebral venous pressure is

approximately equal to intracranial pressure. The resistance, R , , represents the variable pressure

dependent resistance of the leptomeningeal veins. The capacitance, C,, ,, represents the

compliance of the venous system from the cranial sinuses to the heart. The charge on this capacitor

represents volume of venous blood. The resistor, R,.,, represents the external venous resistance from

the sinuses to the heart. Finally, the voltage generator, P,.(t), represents the change in venous pressure

associated with respiration. Under conditions of minimally elevated intracranial pressure, "cuff constriction"
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MODEL OF CEREBRAL VENOUS BLOOD FLOW

Figure 1. A Model for Venous Hemodynarnics During Elevated Intracranial Pressure. The reslstance,R.....,
represents the resistance of the bridging veins between the cerebral veins and cranial sinuses. Because these veins
selectively compress during elevated intracranial pressure, this resistance is dependent on intracranial pressure.
Also, the capacitance, C,,0 =,;, , represents the compliance of the venous system from the cerebral veins
to the heart. This compliance is dependent on partial pressure of blood carbon dioxide.

by the bridging veins is minimal. However, as intracranial pressure increases, "cuff constriction* by the

bridging veins results in reduced cranial sinus pressure, and changes in venous pressure associated with

respiration begin to influence venous flow. In particular, the model predicts that during inhalation cerebral

blood volume increases and during expiration cerebral blood volume decreases. Furthermore, as

intracranial pressure increases, the difference in cerebral blood volume change between the two phases

of respiration will increase. The purpose of this study was to experimentally test the validity of the

proposed model.

METHODS AND MATERIALS:

Animal Model of Closed Head Injury:

Nine adult pigs ranging in weight from 15 to 40 kg were used in this study. The procedures used were

similar to those described for other animal studies employing this model [4-7]. Animals were anesthetized,

intubated, paralyzed, and placed on a ventilator. A pressure recording via a fluid-filled catheter inserted

in the brachial artery and a three lead electrocardiographic signal were used to record arterial pressure

and ECG activity. In addition, a catheter was also placed in the internal jugular vein to record venous

pressure. To control intracranial pressure, the skull was trephined and a small inflatable balloon was

extradurally placed. Intracranial pressure was recorded using the Camino fiber optics system.
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Recording Techniques:

An IBM compatible 486, 33 MHZ, with four analog to digital channels was connected to an EVR

Physiologic Monitor. The four physiologic signals, ECG, arterial pressure, intracranial pressure, and jugular

venous pressure, were simultaneously acquired at a rate of 250 samples/sec.

Analysis of Physiological Signals:

The procedures used for digitizing and screening out artifacts, which were minimal because of the

experimental setting, were similar to those previously described [8,9]. A recently developed method

for deriving an estimate of pulsatile cerebral blood volume change from the intracranial pressure signal

was used [10]. The theoretical basis of this method is based on the assumption that the pressure volume

characteristic of the craniospinal sac can be reasonably approximated by a closed-volume system with a

pressure volume relationship described as:

P(V(t)) = P0* exp(E(V(t) -Veq)) (1).

The derivative with respect to time of this relationship is

dP(V(t))/dt = E*P0*exp(E*(V(t)-Veq))*dV(t)/dt (2).

By dividing equation (1) into equation (2) and rearranging the terms, an expression for the time derivative

of volume is obtained:

dV(t)/dt = (1/E)*(dP(V(t))/dt)/P(V(t)) (3).

Using standard numerical methods, the above expression is determined from the digitized clinical ICP

recording. Integrating the above expression, eqn. 3, with respect to time, yields a signal proportional to

volume. One series of published measures of the elastance constant for adults indicates an average value

of about 0.25/ml [11]. The validity of the assumption that an exponential relationship exists between

intracranial pressure and intracranial volume can be tested. In particular, the pulsatile blood volume

change over each cardiac cycle represents a small volume perturbation relative to the overall volume

contained in the craniospinal sac. Thus the exponential relationship can be approximated by a first-order

polynomial. Therefore, changes in the contour of the volume signal should correspond to contour changes

in the intracranial pressure signal. Recordings of the ECG, the arterial and intracranial pressure signals

and the corresponding intracranial volume signal are shown in Figure 2. The similarity in the contour of

the two signals is evident.
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Figure 2. Electrocardiographic (ECG), Arterial, ICP, and Cerebral Blood Volume Signals. The pulsation of
intracranial pressure associated with each heart beat reflects the brief net change of cerebral blood volume caused
by pulsatile arterial flow into and venous flow out of the craniospinal sac during each cardiac cycle. This transient
change in cerebral blood volume represents a small perturbation relative to the overall volume contained in the
craniospinal sac. For this condition the experimental relationship between intracranial pressure and volume can
be approximated by a first-order polynomial. Thus the similarities of the contours of the intracranial pressure and
cerebral blood volume signal are expected.

RESULTS:

Volume Calculations:

Using the R-waves as time markers of the cardiac cycle the change of intracranial volume over one

cardiac cycle can be computed (see Fig. 3). Because of the fluctuations in venous pressure these

estimates of pulsatile volume change over each cardiac cycle would vary with respiration as shown. For

ECO, Cwarll Blood Volume, Men CP, and PUbstion Volum
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Figure 3. Electrocardiographic (ECG), Cerebral Blood Volume, Mean Intracranial Pressure, and Magnitude of
the Pulsation Volume Signals. During intact regulation of cerebral blood flow, cyclic changes in venous
pressure over the respiratory cycle influence venous flow. Because of the variation In venous pressure both
mean IntracranIal pressure over each cardiac cycle and the magnitude of the pulsation of cerebral blood
volume vary during ventilation. Both measures reach a minimum during expiration and a maximum
during inhalation.
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this example, during the inhalation phase, pulsatile change in cerebral blood volume over each cardiac

cycle reached a maximum of approximately 200 ul. In contrast during the expiration phase, change in

cerebral blood over each cardiac cycle reached a minimum of approximately -90 ul over a cardiac cycle.

Also note that peak intracranial pressure increased during inhalation and decreased during expiration. To

calculate change of volume during each phase of the respiratory cycle, characteristics of the jugular

pressure signal were used to detect the beginning and end of inhalation and the end of the expiration

phase. In addition, knowledge of the respiration rate and h:E ratio was used. Start of the inhalation phase

was denoted by the location of a minimum in the jugular trace. The end of the inhalation phase was

denoted by the occurrence of a maximum at a point in time expected from knowledge of respiration rate

and the I:E ratio. The expiration phase of ventilation was marked in time by the end of the inhalation phase

and the occurrence of a minimum at a point in time expected from knowledge of the rate of respiration.

Using this technique, changes in volume for each phase of respiration were calculated from the physiologic

signals recorded during intact regulation of cerebral blood flow and periods of steady-state intracranial

pressure (see Figure 4). As expected from the hypothesis of this study, difference in intracranial volume

between the two phases of respiration was found to increase with increasing mean intracranial pressure.
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Figure 4. Intracranial Volume Difference between the Phases of Ventilation Versus Mean Intracranial Pressure.
During intact regulation of cerebral blood flow, changes of Intracranial volume over the respiratory cycle
increase with increasing mean intracranial pressure (filled circles). During deregulation of cerebral
blood flow, systematic variation of intracranial volume with increasing mean intracranial pressure
was not evident (open circles).
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However, following deregulation of cerebral blood flow, intracranial volume changes over the respiratory

cycle were not systematically influenced by increasing mean intracranial pressure.

Recognition of Deregulation of Cerebral Blood Flow:

In these experiments, the recognition of deregulation of cerebral blood flow was based on the presence

of salient pulsations associated with each cardiac cycle in the jugular venous pressure recordings. These

pulsations occurred after the intracranial pressure was maintained above arterial pressure for a brief period.

A comparison of recordings of intracranial pressure and jugular venous pressure before and after

manipulation of intracranial volume and during normocapnia is presented in Figure 5. In some cases,

ComWalslon of bntracranlal Pressure nd Jugular Venous Presme
Reoordklge For Conditions of Regulated and derguW•aed

Cerebral Blood Flow

a) Intact Regulation
nI nturaranial PfresoaureJm

Jugular Venous Pressure

I0
b) Deregution 4

Intracranial Presure t

21

0 Second 1

Figure 5. Comparison of Intracranial Pressure and Jugular Venous Pressure Recordings for Conditions
of Regulated and Deregulated Cerebral Blood Flow. a) Intact Regulation of Cerebral Blood Flow: During
regulation and normocapnia, pulsations in jugular pressure are minimal. b) Deregulation of Cerebral Blood
Flow: This condition is marked by salient pulsations of jugular venous pressure and produced by maintaining
intracranial pressure above arterial pressure for a period of one to two minutes.

after deregulation occurred, the salient pulsations of jugular pressure sometimes disappeared. During and

immediately following the deregulation condition, respiratory induced venous pressure changes did not

significantly influence intracranial blood volume (see Figure 4). However, changes in intracranial pressure

and intracranial blood volume correlated with changes in arterial pressure. To further illustrate the

deregulated condition, a 10 minute period during which intracranial volume was manipulated by infusion

into the intracranially placed balloon was selected for analysis. For this time interval average total volume,
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arterial pressure, jugular venous pressure, and intracranial pressure were computed for each respiratory

cycle of approximately five seconds. This example illustrates the strong positive correlation between arterial

pressure and intracranial volume and the lack of a correlation between jugular venous pressure and

intracranial volume during a period of deregulation (see Figure 6). Prior to the 10 minute recording

Average Total Volume, Arterial, Jugular, and

Intracranial Pressure Over Each Respiratory Cycle

Mean Arterial P saure 17

14)
Mean Jugular Premsure

112
Mean Intracranial Presure 102

Mean Intracranial Volume

IA Ih( rin 1 I0

Figure 6. Average Total Volume, Arterial Pressure, Jugular Venous Pressure, and Intracranial Pressure Over
Each Respiratory Cycle During aTen Minute Period. Following points B and C In time intracranial volume was
manipulated by infusion of an aliquot of fluid into the intracranial balloon. Mean arterial pressure positively
correlated with changes of Intracranial volume. In contrast, mean jugular venous pressure did not correlate
with changes of intracranial volume.

period, intracrarnal pressure was elevated and briefly maintained above intracranial pressure, and

deregulation occurred as denoted by the appearance of salient pulsations in the jugular venous pressure

recording. During the first time interval denoted by points A and B, the inflated intracranial balloon was

held at a constant volume and arterial pressure, intracranial volume, and intracranial pressure decreased

while jugular venous pressure increased. Just following point in time denoted by B approximately 8 ml

of fluid was rapidly infused into the intracranial balloon. As expected intracranial volume and intracranial

pressure increased dramatically. After a slight delay marked by an inflection point occurring in both the

intracranial volume and pressure traces which reflected the time for intracranial pressure to rise above

arterial pressure, jugular venous pressure rapidly decreased to a plateau and simultaneously arterial

pressure sharply increased to a peak of over 100 Torr coincident with the peak of approximately 30 ml of

intracranial volume. The second infusion of the intracranial balloon occurred after point C in time. The rise
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of intracranial volume and pressure was accompanied by a sharp rise of arterial peak with all three signals

reaching a peak simultaneously. In contrast jugular venous pressure rose moderately to a plateau.

In summary, during and immediately following deregulation of cerebral blood flow, changes of arterial

pressure positively correlated with changes of intracranial volume. In contrast, over this same time period,

a correlation between jugular venous pressure changes and arterial pressure changes was not evident.

Model of Cerebral Blood Flow:

Preliminary work using the analytical model (see Figure 1) and experimental data has also been

accomplished. Specifically, a fourth-order Runge-Kutta method was used to solve the following system

equation describing the dynamics of cranial sinus pressure:

0%.= (Ri.+R.r a (O CV CR (4).

cit ''ep* R W C,* Rwp C,* Row(

Since the leptomeningeal network throughout the brain and the compliance of the venous system is

distributed, the corresponding resistance and capacitance of these model components were randomly

perturbed about a mean value. In this model, cerebral venous pressure, P,(t), is assumed equal to the

intracranial pressure signal, and the variation of venous pressure over the respiratory cycle, P.(t), is

estimated from the jugular venous pressure recording. An example of the predicted cranial sinus pressure,

which because of the assumption of laminar flow is directly proportional to venous flow, is shown here.

CERAL VENOU8 PRESSURE

MOME. CRANIAL ON" PRSSURE
7

JUGULAR VENOUS PRESSURE S

]4r-

L.J
a 0.1

86CONDS

Figure 7. Preliminary Predictions of Model of Venous Hemodynamics During Elevated Intracranial Pressure.
Predicted cranial sinus pressure is directly proportional to venous flow. For the condition of high values of
leptomeningeal resistance, venous flow and the corresponding changes of venous blood volume are
systematically influenced by changes of venous pressure associated with respiration.
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DISCUSSION:

These preliminary data were obtained from an animal model in which intracranial volume was

manipulated by infusion and withdrawal of fluid from an extradural balloon. For the condition in which

intracranial pressure was minimally elevated without previous elevation, changes of intracranial volume

between the two phases of the respiratory cycle were systematically influenced by increasing intracranial

pressure. Specifically, for this condition, autoregulation of cerebral blood flow was assumed to be intact.

Intracranial blood volume was found to increase during inhalation and decrease during expiration

corresponding to the variations of jugular pressure occurring over the respiratory cycle. Furthermore, in

support of the hypothesis of this study, the difference in change of, intracranial volume between the two

phases of ventilation, inhalation and expiration, was found to increase with increasing mean intracranial

pressure.

After intracranial pressure was elevated above arterial pressure for more than one to two minutes

and then lowered, generally venous pressure became elevated and pulsations of jugular pressure

correspo• iding to pulsations of intracranial pressure were evident. In addition, changes of intracranial

pressure followed changes of arterial pressure and not jugular venous pressure. The gain between

intracranial pressure and arterial pressure was also high. This physiologic condition was assumed to

represent loss of cerebral regulation of blood flow. Preliminary results indicate that during loss of regulation

of cerebral blood flow, venous blood flow and the resulting changes of intracranial blood volume were not

systematically influenced by respiratory induced venous pressure changes. These findings are consistent

with partial or complete loss of autoregulation.

Further analysis of the physiologic recordings acquired during this study will enable a more

thorough test of the hypothesis and the development of detailed parameters of the model. The preliminary

predictions of the model of cranial sinus pressure appear to be reasonable. The focus of future work in

this area will be to: 1) characterize the dynamics of compression and dilation of the leptomeningeal

network; 2) define a relationship between venous compliance and the partial pressure of CO2 in the arterial

blood; and 3) further develop the method of approximating respiratory-induced venous pressure

modulations from knowledge of intracranial pressure variation, respiration rate, and LE ratio.
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TEMPERATURE EFFECTS ON AQUEOUS POLYMER AND BIOPOLYMER
SOLUTION VISCOSITIES, ERYTHROCYTE SEDIMENTATION RATES AND

CELL VOLUMES IN MAMMALIAN BLOOD.

Professor W. Drost-Hansen

ABSTRACT

In spite of continued, extensive clinical use (especially overseas) , the dynamics and
mechanism of the Erythrocyte Sedimentation Rate (ESR) remain poorly understood.
As in previous years we have concentrated on elucidating some of the factors affecting
the ESR through studies of the effects of temperature on the sedimentation process. In
this connection we have extended the range of temperatures investigated to include far
lower temperatures than previously considered: data are now available for many

species down to about 8 0 C. For the higher temperatures it appears that the dramatic

changes with temperature seen near 45 oC in the ESR and Mean Cell Volumes
(RBC) reflect changes in the structure of the interfacial water (the vicinal water) of the
systems. For the ESR ( and possibly for the MCV)we propose that the anomalous

responses to temperature near 45 °C are most likely effected through the action of the
vicinal water on the structural integrity of the spectrin molecule. Similarly, the effects
of temperature on the rheological properties of aq. solutions of Polyvinyl pyrrolidone,
Polyethylene oxide, Dextran, Bovine Serum Albumin (BSA), Fibrinogen and
Cytochrome-c are intimately tied to the vicinal water of hydration of these polymers;
thus, more or less dramatic changes in viscosity of such solutions are seen at (or very
near) the "Drost-Hansen thermal transition temperatures," [Tk], (for instance, near 15,

30 and 45 °C.) Similar transitions are seen in the viscosities of blood plasma from a
number of mammalian species. In view of the ubiquitous nature of vicinal water it is
hardly surprising that nearly all cell-physiological parameters - including osmotic and
rheological aspects - vividly demonstrate thermal anomalies at Tk. Most likely, the

involvement of vicinal water may explain many previously poorly understood aspects
of the ESR while at the same time no doubt further complicating the kinetic picture of
this process - for instance due to a distinct shear rate dependence [and hysteresis] of the
nature and extent of the vicinal water. Finally, the thermodynamic properties of the
intracellular water are also affected by the presence of the vicinal water; thus, the
observed , anomalous cell volume changes with temperature (of both erythrocytes and
platelets) reflect the influence of the vicinal water on the osmotic equilibria controlling
cell volume regulation.
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INTRODUCTION

After more than 70 years the Erythrocyte Sedimentation Rate continues to be used
extensively in clinical and veterinary medicine (especially overseas.) However, the
detailed dynamics of the ESR continues to escape a rigorous description although in
principle many of the factors which influence the sedimentation process are well
understood. The primary factors involved are the tendency for rouleaux formation
(reflecting the RBC surface adsorption from the complex, macromoleculax chemistry of
the blood plasma), the plasma viscosity, shear rate, hematocrit. erythrocyte
morphology, and a number of other factors of less direct influence.

We have continued our studies of the ESR over a wide temperature range; thus, while.

our previous measurements were restricted to approx. the range from 24 0 to 52 0 C,
we have now extended the range down to about 8 OC for number of previously studied
species (and a few new species.) At the same time, because of the expected Stokesian
involvement of "particle size", we have continued our Mean Cell (RBC) Volume
[MCV] measurements (and also Mean Platelet Volume [MPV] measurements) as
functions of temperature. These volume measurements are highly useful for delineating
the effects of temperature on the osmotic processes involved in volume control of the
cell sizes. Finally, because of the importance of the plasma viscosity we have also
measured viscosities of aqueous solutions of a variety of polymers: both model
polymers (such as Polyvinyl pyrrolidone, Polyethylene oxide and Dextran) and some
biochemically important macromolecules (such as Bovine Serum Albumin [BSA),
Fibrinogen and Cytochrome-c.) Anomalous thermal responses continue to be observed
at the Drost-Hansen thermal transition temperatures (Tk, near 15, 30. and 45 °C)
in nearly all parameters measured!

PART I. ESR MEASUREMENTS

Erythrocyte sedimentation rates have been measured in whole blood from a number of
healthy humans and various mammals, including some not investigated in our earlier

studies. In some cases, the range of the ESR measurements have been extended to
include lower temperatures, namely to encompass the 15 0 C anomaly of the vicinal
water (i.e. the cell-associated water and the water of hydration of the aqueous

macromolecules of the blood plasma.) As in previous years, the measurements are
made using Wintrobe tubes placed in the Temperature Gradient Incubator (TGI =
"polythermostat") for varying lengths of time. The results - distance settled after X

hours -- is plotted as a function of the Well number in the TGI. The Well # is
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essentially proportional to the actual temperature (i.e. usually the temperature gradient

in the bar is approximately linear.) In all graphs shown for ESR, MCV and MPV data.

a few temperatures are indicated in the graphs; other temperatures may be estimated

by linear interpolation. A typical example of a sed. curve is shown in Fig. 1; data for

a killerwhale after incubation for 4.0 hrs.

In general, the ESR curves closely resemble those obtained previously for the "high-

temperature range" (about 24 - 54 0C.) Some variability has been observed in the case

of the non-human samples: very high sed rates have been noted in samples from

possibly sick animals as well as some cases of extremely low sed rates, - for instance

for a dog (run 92TGIIOB) with a sed rate of < 1 mm after 4 hours at 25 °C.

However, in all cases studied a dramatic decrease in sed rate occurs for temperatures

above 44 - 46 0 C, regardless of the species, suggesting as before a distinct effect of

the vicinal water. Blood plasma viscosities also change near 45 oC [please see Part 'v:
viscosity data] but not nearly enough to account for the dramatic decrease in the sed

rates. On the other hand, erythrocyte morphology does change at this critical
temperature and we tentatively propose that the effects of the structural changes in the
vicinal water is manifested via its influence on the red cell-associated spectrin. A

considerable literature now exists which strongly suggests that spectrin plays a major
role in stabilizing the red cell morphology. The spectrin molecule has a MW of about
240 000 Dalton (and may form dimers and possibly larger aggregates). Thus it is
hardly surprising if the structural aspects of the vicinal water of hydration of the

spectrin influence the stability of the spectrin. At the thermal transition temperature,

the vicinal water is believed to undergo a structural phase transition from one stabilized

structure below 45 0 to another, stable but different structure above this critical

temperature. Most likely the transition state between these two stabilized forms is

characterized by notably increased disorder, thus likely resulting in a concommitant

decrease in the stability of the spectrin conformation/association. This destabilization

of the spectrin "framework" may thus lead to morphological changes of the RBC --

vividly visualized in photomicrographs of the RBC after exposure to the higher

temperatures [see below.]. The tendency to rouleaux formation must be significantly

reduced due to the morphological changes and this in turn is likely the primary reason

for the drastic decrease in the sed rate above the critical temperature. Furthermore.

changes are also expected in the nature and extent of protein adsorption on the surface

of the RBC, again affecting the degree of rouleaux formation and thus affecting the sed

rate.
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Measurements of sed rates around the two lower vicinal transition temperatures, 15 0

and 30 0 C, sometime reveal changes at these critical temperatures but these effects are

far smaller than for the 45 0 anomaly, and in fact, sometimes not seen at all. Two

relatively typical examples of sed rates at low temperatures are shown in Fig. 2 and
Fig.3 - respectively for a dog and a Yucatan pig. The role of the vicinal water in

these cases may be primarily via the influence on the vicinal hydration of the plasma

proteins and the cell membranes. This suggestion is consistent with the frequently
observed anomalies at Tk seen in the viscosity measurements on various protein

solutions and blood plasmas. Likewise, the vicinal water may also influence the extent

of erythrocyte surface adsorption of the proteins at low temperatures involved in the

rouleaux formation.

Less pronounced suggestions of anomalies are also sometimes seen in sed rates near

21 (+/- 1) °C. Such sed rate anomalies have previously been reported also by Prof.

R. Glaser et al. (of Humbolt University, Berlin) and ascribed by these authors to

membrane bound lipid phase transitions.

Finally, in some - but by no means all - sed rate measurements, indications of

anomalies may also been seen near 37 0 C. Again it is tempting to suggest that these
anomalies, like the one near 21 0, may be the result of a (membrane) lipid phase

transition. On the other hand it is difficult to envision why anomalies should occur

near this temperature as 37 0 - 38 0 C is close to the body temperature of most
mammals. It would seem impractical during evolution to allow a homeostatic system
to operate near a critical temperature where the changes in properties over a narrow
temperature range might lead to notably different stabilities. In the future this point
deserves close attention because of the possible clinical implications of body
temperature control in the normal and febrile patient. Because of the excellent
reproducibility and precision of our sed rate measurements and Mean Cell Volume data
such measurements may prove uaiquely well suited for a detailed study of the blood
around body temperature. Thus it would be easy to program the Temperature Gradient
Incubator to allow (nearly) simultaneous measurements from, say, 32 0 C to about 42
o C, thus providing great resolution with data points spaced only 0.3 0 apart.
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PART II. MEAN (RED) CELL VOLUME MEASUREMENTS.

Mean Cell Volume (MCV) measurements have been continued this year both because
of the potential role of the cell volumes in determining the ESR and because of the
intrinsic interest of cell volumes for an understanding of the osmotic processes in living
organisms. As before, the MCV data were obtained with a Baker, Model 9000,
Hematology Counter. Usually, MCV measurements were made immediately after the
whole (anticoagulated) blood was removed from the Temperature Gradient Incubator
(the TGI) after incubation at the various temperatures. From a series of separate
measurements it was shown that -- regardless of the range of incubation temperatures, -
- the MCV (and MPV as well) remained unchanged for periods of at least two hours
after removal of the samples from the TGI with storage at room temperature. As in
earlier years, the reproducibility of the cell volume measurements was excellent,
usually better [or far better] than 1 %; this is amply illustrated by an inspection of the
rather smooth curves of cell volumes as a function of temperature.

As observed in our previous studies, the MCVs invariably show dramatic changes at

44 - 46 oC! Obviously something dramatic happens in this temperature range and the
degree of abruptness suggests that a phase transition is most likely responsible. As
there are no major lipids with a phase transition at this temperature it is almost
inescapable that the transition is due to the vicinal water with its well-documented

transition (TIk]) at 45 oC. However, in the past it was not at all obvious, on a
molecular scale, where is the "site of action" of the vicinal water. As discussed above
(under ESR) it now appears likely that the red cell structural protein spectrin is the
moiety most strongly affected by the structural transition of the vicinal water. [We wish
to thank Professor J. Stuart of University of Birmingham, UK, for this suggestion. ] If
indeed the configuration of the spectrin molecule is notably destabilized at the
temperature where the vicinal hydration structures change it would be reasonable to
expect that the structural integrity of the red cell membrane suffers.

Typical examples of the effects of temperature on MCV are shown in Fig. 4, Fig. 5
and Fig. 6 from this years series of measurements. Fig.4 shows the data for MCV
from a goat; note the rather small erythrocyte volumes. Below 46 to 47 oC, the
observed volumes are nearly independent of temperature: 17.85 +/- 0.1 U3 while the
volumes increase dramatically above 47 - 48 °C. Similarly, in Fig 5 , for the case of
blood from a seal -- nearly complete temperature independence of MCV below 45 oC
with an abrupt increase above this temperature (followed by a very distinct decrease)
Finally, shown in Fig. 6 are the results for blood from a killerwhale, Note the large
erythrocyte volumes but again no temperature variations below 44 - 45 °C, followed
by the same type of pronounced MCV increase above this temperature and a subsequent
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drop above 49 oC. Our data on humans generally show the same behaviour as for
seals, and killerwhale..

In the lower temperature range which we have now investigated it is found the MCV Is
generally quite unaffected by temperature. For blood from pigs the variation in MCV
over the range of 8 to 35 oC is within +/- 0.2 % (!) [with no discernable trend.I
Somewhat similar, Fig.7, and Fig. 8 show MCV data for blood from, respectively, a
dog and a Yucatan Pig. An inspection of these and other data obtained this summer
suggests some systematic trends:: for human subjects an apparent increase in MCV
above approx. 30 °C although this is not always seen. The MCV data for the Yucatan
Pig decrease slightly with increasing temperature while the data for the dog show a
distinct, if modest, increase up to about 25 °C followed by a slight decrease. In most
of the above cases the datas suggest that some real trends may exist but overall, for the
the cases discussed here, the net change with temperature is modest, less than 2 % -

and in some cases much less.

As mentioned earlier in this report, reasons exist to suspect the occurrence of anomalies
at or near 15 and 30 oC, related to vicinal water structure changes, while an anomaly
may exist near 21 oC because of a membrane lipid phase transition at this temperature.
Unfortunately, the total MCV changes seen here are generally too small, compared to
the precision of the data, to allow an interpretation of the current data in terms of a
structural membrane transition at (or very near) 21 °C. We hope to be able to pursue
the question of all the low temperature thermal anomalies (related to vicinal water and
membrane lipids) in cell volumes at a later time.

MM: COMflhS
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PART III MEAN PLATELET VOLUME MEASUREMENTS

Mean Platelet Volume (MPV) measurements have been made this summer in
connection with all the TGI runs (92TGIOIB through 92TG122B). The effects of

temperature on MPV previously observed at high temperatures (say, 43 to 55 °C) have
been confirmed in the experiments carried out this year. Regardless of the species
studied, the most pronounced changes are usually abrupt increases in the MPV around

44 - 48 oC followed by sharp decreases in the volumes. Part of these volume changes
likely signal osmotic effects on the platelets while part of the changes may reflect the
observed, strong tendency for "clumping" of the platelets above the critical temperature

range of 44 - 46 °C. [please see discussion of blood cell morphology, Part IV.]
Fig.9, Fig. 10 and Fig. I I show typical sets of data for MPV, respectively for a
human, a goat and a killerwhale.

A number of low temperature measurements of MPV have also been made over the

range from about 8 to 35 °C. Typical changes in MPV are about 10 % over this
temperature range which is notably larger than the volume changes observed over the
same temperature range for erythrocytes (generally less than 1 (to 2) %.) Two typical
sets of data are shown in Fig.12, Fig. 13 and Fig. 14, respectively, for a dog, a
Yucatan pig and a Rhesus monkey.
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PART IV: BLOOD CELL MORPHOLOGY

In previous studies (1991) notable changes in morphology were observed in a variety of

blood samples exposed to temperatures of 44 oC and above, consistent with the
findings in a number of reports in the literature. This summer, 1992, we have carried
out a more detailed microscopic study of heated blood samples; in particular, careful
observations have been made on blood cell morphology in two experiments on human
samples from healthy individuals, respectively from a young male and a female; [Runs
92TG117B and 92TG118B]. Blood samples for microscopic examination were taken
after two hours of incubation at the various temperatures. The microscopy and analysis
of the findings were carried out by a Hematologist, Lt.Col. Wayne Patterson [Ph.D.].
The findings from the two set of samples were nearly identical; below are presented a
synopsis of the observations made on sample 92TG1I8B.

250 to 42 oC: All cells appear normal in size and shape. Platelets are singular
and show granularity consistent with a non-activated state. Neutrophils display a
normally appearing segmented nucleus and fine, even granularity.

43.4 oC: RBC's appear to be "stacking" somewhat and some are

displaying a shape change to spherocytes and helmet shaped cells, Platelets still appear
essentially normal but with some evidence that clumping is beginning to happen.
Neutrophils have essentially normal segmentation but slight toxic granulation present in
the cytoplasm.

44.4 oC: RBC stacking and tendency towards spherocytosis are seen.
Platelets maintain granularity but beginning to aggregate. The neutrophil normally
segmented but the cytoplasm is becoming more basophilic.

45.4 oC: RBC stacking evident;, platelets are clumping. The neutrophil

shows more basophilic cytoplasm and moderate toxic granulation.

46.4 °C: RBC shape becoming more anomalous. Helmet cells more
prevalent. Platelet aggregation is evident and at least half of the platelets are granular,
indicating activation and secretion. The neutrophil nucleus is more pycnotic and the
cytoplasm more basophilic (which usually indicates cell death and degeneration.)

47.4 °C: RBC shape is even more anomalous with helmet cells,

spherocytes and acanthocytes present. "Blebs" on several of the RBC indicate
membrane reorganization, probably due to protein conformational changes
(denaturation.) Platelets are mostly agranular and aggregated. The neutrophil nucleus
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is quite pycnotic and the cytoplasm is very basophilic, displaying moderate toxic
granulation. Some platelets adhere to neutrophiles.

48.4 oC: Normal RBC shape is practically non-existent. Helmet cells,
spherocytes, RBC membrane fragments and other bizzare shapes are present, almost
exclusively. Cytoplasmic blebbing is widespread. Platelets are aggregated and mostly
agranular.. Both the nuclear and cytoplasmic membrane of the neutrophil have
disintegrated; the cell itself is likewise disintegrating.

49.4 0 - 51.4 oC: All findings resemble the observations made at 48.4 °C.

The microscopic findings again suggest that dramatic events on the molecular scale

occur near 45 0 to 47 oC. In all probability the major event is the 450 transition of
vicinal water which most likely corresponds to some kind of transition from one stable
structure below the critical transition temperature to another, stable structure above this
transition range. It is surmized that a strongly disordered state of the vicinal water
prevails right at the transition region, say within a temperature interval of one (to three)

OC. As implied in the earlier discussion in this report, the structural membrane protein
spectrin may be the major element to become destabilized at Tk. The morphological

changes observed go a long way towards explaining the observed sed. rate anomalies
and the observed changes in MCV and MPV.
ILA ODW9A25
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PART V. VISCOSITY DATA

Viscosity measurements, using a Brookfield Model LVTDV-22 variable shear rate
viscometer, have been made on aqueous solutions of the following polymers:
Polyvinyl pyrrolidone, Polyethylene oxide (PEO), Dextran, Bovine Serum Albumin
and Cytochrome-c; - as well as measurements on blood plasma from a number of
mammalian species.

The viscosities of most of these systems are sensitive to one or more of the following
variables: concentration, ionic strength, pH, shear rate, temperature, past thermal
history, age of the solutions and possibly several other parameters not readily identified
or controlled. Typical results are presented in Fig. 15 through Fig. 18. The one
persistent feature in all of these graphs (and indeed in ALL data sets obtained on aq.
polymer solutions this summer and in 1991) is the occurrence of thermal anomalies at
(or quite near) the Drost-Hansen thermal transition temperatures, Tk, of vicinal water.
Given the notable diversity of the polymers studied, it appears that the only element
these macromolecules are likely to have in common is the solvent -- or, more
specifically, the water of hydration. Thus it is proposed that consistent with our
previous prediction (Etzler and Drost-Hansen, 1983) ALL macromolecules in aq.
solution are likely vicinally hydrated and exhibit the thermal transitions of the vicinal
water. (Note that the same type of thermal anomalies were also observed in our 1991
AFOSR study of aq. fibrinogen solutions.)

We have previously demonstrated that most (or indeed likely ALL) solid interfaces
induce vicinal water structures and as living cells provide a vast amount of intracellular
interfaces they must as a result contain a great deal of vicinal water. Add to this the
conclusion reached above: that all large macromolecules in aqueous solution are also
vicinally hydrated, and it must be concluded that the effects of vicinal water must
ramify through ALL biological cells and that many of the thermal anomalies reported
above in Erythrocyte Sedimentation Rates, Mean Cell -' iumes and Mean Platelet
Volumes are indeed manifestations of the cell-associated, vicinal water.
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CONCLUSIONS

The Erythrocyte Sedimentation Rate in whole blood has been found to drop abruptly
for temperatures above 45 - 46 oC for blood from all species studied, consistent with
our findings from 1991 and 1989. This dramatic effect is believed related to the
change in vicinal water structure at that temperature (one of the "Drost-Hansen
transition temperatures", Tk.) The transitions in vicinal water near 15 and 30 oC do
not appear to affect sed. rates to any great extent although some evidence for anomalies
in the sed. rates at these temperatures have been seen.

As in previous years, remarkable changes are found in Mean Cell (Red Cell) Volumes
(MCV) near 45 - 46 oC. In some cases, notably less dramatic changes are seen also
near 15 and 30 °C but in general MCV values are remarkably unaffected by
temperature (typical changes less than 1 (to 2) % over a 30 degree interval, below 35
0C.)

Measurements of Mean Platelet Volumes (MPV) invariably show large variations with
temperature near 45 - 46 oC. At lower temperatures (say less than 35 oc) MPV
values change far more with temperature than observed with Erythrocytes (almost an
order of magnitude more) but only occasionally do the thermal anomalies near 15 and
30 °C seem to affect the platelet volumes.

Blood cell morphologies are dramatically affected by temperatures around 44 - 48 oC:
Erythrocytes become grossly distorted; neutrophiles disintegrate and platelets
aggregate. It is almost certain that these changes must reflect the thermal transition in
vicinal water at that temperature range. It is proposed that one of the major red cell
structural proteins, spectrin, may be particularly sensitive to the structural aspects of
the vicinal water.

As observed last year (1991) we have also this summer found anomalies in the viscosity
of aqueous polymer solutions near the thermal transition temperatures of vicinal water,
Tk, i.e. near 15, 30, 45 and 60 0C. In any given run, only one or two of the
thermal anomalies may been seen in the viscosity data [although in some runs all the
anomalies are seen] However, in NO case have we ever failed to see at least one of the
vicinal water transitions (1991, 1992.)
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Because of the diversity of the polymers studied (: PEO, PVP, Dextran, BSA,
Fibrinogen, Cytochrome-c and blood plasma and serum) the thermal anomalies seen
are unlikely to reflect some polymer-specific aspect. Instead, it is reasonable to
propose that the anomalies must be caused by the one element in common for all these
solutions, namely water. As bulk water definitely does not show thermal anomalies the
only possible other element must be the vicinal water of hydration of the polymers. In
view of this and the overwhelming evidence for vicinal water at all solid/water
interfaces, it is inescapable that vicinal water must ramify through ALL of cell biology
(and medicine.)

REMMONDATIONS

Let us do more! -- especially explore the role of vicinal water in clinical medicine.
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SPECIES STUDIED AT CID: 1989. 1991, 1992.
ESR, MCV, MPV

as well as viscosity measurements
on some model polyelectrolytes, biopolymers, blood plasma

and serum and Na/K distributions as functions of temperature.

For most of the species listed below, ESR, MCV and MPV data have been obtained
(with the exception of ESR data for those rather rare cases where the sed rates were too
low to yield significant information..) In nearly all cases studied, data were obtained

over the range of approximately 22 to 52 oC and during the 1992 period a number of
measurements were also made between 4 and 35 °C.

HUMANS

CHIMPANZEE
BABOON
MONKEY
PIG
YUCATAN PIG
DOG
HORSE
CAT
COW
SHEEP
GOAT
LLAMA
RAT
RABBIT
KILLER WHALE
HARBOR SEAL

As of the time of preparation of this report (Sept. 1992) five manuscripts are in
preparation for publication. These papers will deal, respectively, with: A) ESR
results; B) MCV data; C) MPV data; D) viscosity data; and E) time-of-
storage effects on sed rates and cell volumes in whole blood. In addition, a major
presentation, describing vicinal water and the hydration of polymers in aqueous
solution, was made at the Gordon Research Conference on Water, Aug. 1992.
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