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PREFACE

This volume is part of a 16-volume set that summarizes the research accomplishments of
faculty, graduate student, and high school participants in the 1992 Air Force Office of Scientific
Research (AFOSR) Summer Research Program. The current volume, Volume 5B of 16, presents
part two of the final research reports of faculty (SFRP) participants at Wright Laboratory.

Reports presented herein are arranged alphabetically by author and are numbered
consecutively -- e.g., 1-1, 1-2, 1-3; 2-1, 2-2, 2-3.

Research reports in the 16-volume set are organized as follows:

VOLUME TITLE
1 Program Management Repc.i
2 Summer Faculty Research Program Reports: Armstrong Laboratory
3 Summer Faculty Research Program Reports: Phillips Laboratory
4 Summer Faculty Research Program Reports: Rome Laboratory

5A Summer Faculty Research Program Reports: Wright Laboratory (part one)
5B Summer Faculty Research Program Reports: Wright Laboratory (part two)

6 Summer Faculty Research Program Reports: Amold Engineering Development Center; Civil
Engineering Laboratory; Frank J. Seiler Research Laboratory; Wilford Hall Medical Center

7 Graduate Student Research Program Reports: Armstrong Laboratory

8 Graduate Student Research Program Reports: Phillips Laboratory

9 Graduate Student Research Program Reports: Rome Laboratory

10 Graduate Student Research Program Reports: Wright Laboratory

11 Graduate Student Research Program Reports: Amold Engineering Development Center; Civil
Engineering Laboratory; Frank J. Seiler Research Laboratory; Wilford Hall Medical Center

12 High School Apprenticeship Program Reports: Armstrong Laboratory

13 High School Apprenticeship Program Reports: Phillips Laboratory

14 High School Apprenticeship Program Reports: Rome Laboratory

15 High School Apprenticeship Program Reports: Wright Laboratory

16 High School Apprenticeship Program Reports: Amold Engineering Development Center; Civil

Engineering Laboratory
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FNHANCEMENT OF THE TIME RESPONSE OF LINEAR CONTROL SYSTEMS
VIA FUZZY LOGIC AND NONLINEAR CONTROL

Charles E. Rall, Jr.
Assistant Professor
Department of Mechanical and Aerospace Engineering
North Carolina State University

ABSTRACT

The use of linear feedback, of either outputs or state variables, is the standard technique for control of
dynamical systems. In maay problems the gain of the feedback is a constant that was determined by asalysis
of the behavior of the dynamics. While usually this yields acceptable results for many systems it can produce
unacceptable resuits, due to either large disturbances or the invalidity of the linear approximation, and thus
gain scheduliog is used in crder to improve system petformance. The techniques of fuzzy logic control and
nonlinear control offer methods of increasing the system’s performance without the need of gain scheduling.
Fuzzy logic is a linguistic based system and accordingly it is much simpler and faster to implement than
standard control techniques. It was found that fuzzy logic controllers produce deterministic maps and thus
can be reduced off-line to these deterministic maps for real time implementation in a control system. Fuzzy
logic conttol systems are ot as linguistic based as the proponents contend. There is a large numerical
base that needs to be established for each system, which is more complex than normal control techaiques.
Analysis and simulatioas involving two types of fuzzy logic based systems were run and compared to similar
linear systems. Further examination of fuzzy logic systems were terminated since they were not producing
desirable results. Nonlinear control techniques were examined for an improved linear system response. It
was found that a linear and cubic operation on the error signal to a first order scalar differential equation
improved the system’s performance. This technique was not, by itself, applicable to higher order systems,
but since the systems of interest were for the control of aircraft, this nonlinear technique was applied to

the elevator servo for control of the short-period longitudinal mode of the Lambda URV. This method did

provide desirable results.




ENHANCEMENT OF THE TIME RESPONSE OF LINEAR CONTROL SYSTEMS
VIA FUZZY LOGIC AND NONLINEAR CONTROL

Charles E. Hall, Jr.

INTRODUCTION

The use of linea: feedback, of either outputs or state variables, is the standard technique for control of
dynamical systems. In many problems the gain of the feedback is a constant that was determined by analysis
of the behavior of the dynamics. While usually this yields acceptable results for many systems this produces
unacceptable results, due to either large disturbances or the invalidity of the linear approximation, and thus
gain scheduling is used in order to improve system performance. The techniques of fuzzy logic control and
nonlinear control offer methods of increasing the system’s performance without the need of gain scheduling.

This paper examines both of these techniques for the enhancement of the performance of linear systems.

Section 1 is a review of current fuzzy logic control theory, and the basic concepts of fuzzy logic control
are presented. Section 2 applies fuzzy logic control to two linear control systems, a Type 0 and a Type |
systemn. Section 3 develops two stratagems of nonlinear feedback control with applications to the linear
systems presented in Section 2. Section 4 presents an application of ote of the nonlinear feedback controllers

to the Lambda Unmanned Research Vehicle. Conclusions are presented in Section 5.

1. FUZZY LOGIC CONTROL

The mathematical basis of Fuzzy Logic will not be presented here as there is sufficient background
material availible [1-5]. The application of Fuzzy Logic to form Fuzzy Logic Control (FLC) is reviewed [6-7).
The concepts of FLC are understandable without a thorough understanding of ‘he mathematical basis of

Fuzzy Logic. This will present no problem to the reader.

The main advantage of FLC touted by its proponents is that it is a linguistic rule based system and
thus it does not require the elaborate anaiysis in generating a feedback control law. The linguistic rule base
is a common sense approach to controlling the system and thus knowledge of the dynamics of the system is
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a;

not required. The linguistic rule base is represented by the following rule
IF low THEN go up.

While this linguistic base is heavily emphasized in the literature, the fuzzification and defuzaification.
which requires numeric values, is deemphasized [3-7]. Analysis of the process of fuzzification/defuzzification
and the linguistic rule base interaction results in a deterministic system. This deterministic formulation of
a FLC system is further examined.

The basis of FLC is the ability of a object to have a partial membership to a set. Given an n-dimeasional
vector (which represents the input to the FLC), x, and a set of sets, A = {A;|i = 1 to k} the measure of x

being a member of a particular set A; is represented by a;.

a4 = l“‘-(x)

Each i is associated with the i'th rule of the rule base. Where a, has ailowable values in the range of {0,1].
The variable, a,, is termed a fuzzy variable, and the measurement of membership is reffered to as fuzzification
of the variable x. It is easily shown that the k-dimensional vector. A, formed from the g, is the result of a

deterministic map of the n-dimensional vector onto the space [0, 1]*.
pa:x—[0,1

Fuzzification is a unique process once decided on, but there are an infinite number of possible shapes to the
sets A;. Typical shapes are shown in Fig 1, which for clarity is shown for a scalar input x. The shapes of

the sets A; perform the same function as window functions that are common to signal processing (8}.

Fig 1. Three possible set shapes.
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If the window functions are constructed of a sequence of line segments, it is easy to show that there is
a function that maps the n-dimensional vector x into a scalar and that this map has a structure similar to
that of the equation of a line.

a, :p,‘.(x)=m.~ ‘X"'ﬁl

The operator, - is the normal inner product operator. Where m, is a vector of the local slopes, and 5, is a
vector based on the intercepts. The vectors m; and J; are piecewise constant function of x. This form of
fuzzification of the variable x will be used in the remainder of this paper, unless otherwise noted.

Let B be a k-dimensional fuzzy variable of the m-dimensional vector y. As with the inputs to the fuzzy
system, b; = pg,(y). The fuzzy vector, B represents k outputs of the linguistic rule base and thus are related

to the fuzzy inputs, A, through the rule base. The linguistic rule base is represented by a matrix.
B=MoA

Where M is a kxk matrix. The o operator is a type of matrix multiplication that is accomplished by a
max-min operation, which in the literature is called fuzzy matrix multiplication.
b,' = [max mia(a;, m‘-j)
(1gigk)
Since the various m;; are constants, they caa be represented by an equation of a line, a line of constiat

value. It thus follows that the b; are given by.
bj=m; -x+17;

Where the n; and ; are piecewise constant functions of x. This is another mapping of x onto a scalar space
with the locus of the map being line segments.

Defuzzification is the process of mapping the fuzzy vector, B, to the vector y. As with the numerous
fuzzification methods, ther are many methods of defuzzification. Two of these methods were examined,
Tsukamoto’s method and Fuzzy Centroid Defuzzification.

Tsukamoto’s method of defuzzification is the simplest and easiest applied. Tsukamoto's method is a
weighted sum of the fuzzy variables. For the j'th rule of the rule base there is an associated output vector,
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y;j. Thus to defuzzify the output, the §, is the weight applied to the rule associated output vector y,.

Tsukamoto's method is given by the equation,

2.9,

k
b
1
&
b
=t

-

Y=

A substitution for the b; can be made yielding.

:
Zx D; -xXy; +%Y¥;
i=

y= :
L nj X+

j=l

If either; 1)Only one rule is activated, or 2)The coeflicient for each component of x, z;, in the demoninator

18 zero, E;z‘ n; - é; = 0 then the resultant map of the overall fuzzy system is piecewise linear in x.
y = RKx+ko

Where K is a gain matrix premultiplying the vector x, in the usual sense of vector mulitiplication, and kg is
an offset vector. The gain matrix and offset vector are piecewise constant functions of the variable x and they
can be calculated off-line for a given fuzzy control system. A typical FLC, with Tsukamoto's defuzzification

which results in a piecewise linear system, output verses the input is shown in Fig 2.

Fig 2. Outout of a Tsukamoto FLC. Fig 3. Fuzzy Centroid Defuzzification.

The fuzzy centroid defuzzification(FCD) is based on the centroid of the area of the fuzzy output. Fig 3
shows the area in which two rules are activatied by the input to the FLC. The shapes for the particular y;
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for Fig 3 were choosen to be triangular, but this need not be the case. The shaded area is the area of which
the centroid is to be calculated. The clipping that is observed on the first triangle is due to the input for
that particular rule. For a scalar input and output to the FLC yields the overall result of the form of the

following equation where z is the input to the FLC.

_nazd+naz? +nyz +ng
daz? + dyz + do

Where the coefficients of the numerator and demoninator are solely determined by the shape and values
of the particular input and output set A and B. For triangular input and output sets the coeflicients are
complicated and will not be further expanded in this paper, but they can be calculated offline. In the general

for an output window whose shape is of order, v, FCD yields an input-output map of the form.
v+2 ,
Z niz'
- iz=0
V=4

E d;z"

=0

For triangular output windows v = 1, since the window is formed of line segments. Due to the complicated
structure of the coeficients it would be best to calculate them with a package such as MACSYMA. Fig 4
shows the function of y verses z of a FLC using centroid defuzzification method with scalar input and scalar
output to the controller and triangular output windows. The curve is between adjacent peaks of the output

sets.

@lacome ol - ——

4 [2

Fig 4. Output of Fuzzy Centroid Method.

While ounly these two methods of defuzzification were examined it, is expected that the other methods
will also yield a deterministic map between the FLC inputs and outputs. While the scalar case was primarily

29-7




examined, expansion to the case of the muitiple inputs and outputs is straight forward. With the reduction of
the FLC with either defuzzification via Tsukamoto’s method or centroid method to a deterministic map the

FLC can be implemented with the respective maps in an IF-THEN-ELSE structure with identical resylts.

The major fallacy of Fuzzy Logic Controllers is that it is a linguistic rule based systemn. From the
example rule cne must ask how is it encoded into the M matrix, since the m,, are numeric values. The fuzzy
logic proponents further qualify the rule base by adjectives such as: small, large, and very large. But what
is large low or large up? The literature that was examined did not include information on the assignment of
numeric values to the linguistic rules. If anything was mentioned about the assignment of numetic values, it
was usually done in a single sentence that related how it took a large amount of computer time, performing
simulations, to assign the numeric values to the fuzzy system in order to obtain an acceptable level of system
performance. It is easy to see that once the rule base is set, the shape of the window functions for both
inputs and the outputs leave a large number of variables to modify. The shape of these window functions
which directly affect the peformance of the system and shape of these window functions are vastly more

complex than one or two feedback gain constants.

While the determination of the fuzzy system, for acceptable system performance, is a formidable task
it does have it merits and therefore it has the ability to assist the control engineer. Use of the linguistic rule
base can, in many complicated systems, clarify the partitioning of the output or state space into regions for
application of standard control techniques, such as gain scheduling. The actual numeric values that are used
in the partitioning of the space would still need to be determined, but an initial use of easily determined
values or generic values would give the control engineer an initial concept on how to approach the problem.
This would be best accomplished by the window functions, for both input and output fuactions, to be
restricted to triangular or trapezoidal in shape. The task could be further simplied by a compiler for the
rule base. This compiler could be written in a language such as “C". The compiler would operate on a file
containing the rule base and the necessary information of the space and it would generate the partitioned
space. The control law generation should not include many of the concepts of Fuzzy Logic Control, but
should be based on the more standard control techniques.
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2. FLC APPLICATION TO TYPE 0 AND 1 LINEAR SYSTEMS

Two linear systems were used in simulation of FLC. These linear systems were of Type 0 and Type 1

structure and respresented by the following equations.

1
(s+1)(s+3)(s+4)

Go(s) =

1

Gile) = s(s+3)(s+4)

These systems were chosen for their easy analysis. Two FLC’s were designed, one employed Tsukamoto’s
defuzzification method and the other system used centroid defuzzification. These were made comparable to
a linear feedback with a gain of 10. The FLC systems were run, one at a time, in parallel with the linear
system in order to compare the results of the two systems. All simulations were run with on the EASY5
simulation and analysis package[8]. Fig 5 shows the block diagram of the simulation along with blocks to
caleulate the comparisons. Both the linear and FLC systems were started with the same initial conditions
and given the identical inputs. In the simulations in which noise was injected into the systems, there was
only one noise generator which was fed into both systems as shown ia Fig 5. For the simulations that did
not include noise, the summer junctions that inserted the noise into the feedback path from the output were
set such that the coefficient for the noise signal was zero.

The FLC using Tsukamoto’s method of defuzzification was designed so that it yielded a linear system
that was identical with the reference linear system, the results of the simulations will not be presented here.
But it was used primarily for verification of the fuzzification and rule implementation. Simulations were
then performed using the centroid method of defuzzification.

Fig 6 and 7 are typical results for the simulations conducted with a Type 0 linear system. The sign
difference on the fuzzy and linear controllers is compensated by summing junction coefficient. There was
no noise injected into the simulations results presented in Fig 6 and 7. The input to the systems for this
particular simulation was a step function selected such that the output of the purely linear system was 1. It
should be noted that the steady state etror of the system employing fuzzy logic control was a function of z.
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If the overall gain of the FLC was modified to give an error sumilar to the strictly linear system, the steady
state error would be different for other values of the inputs to the system.

One way of eliminating the steady state error was to use a Type | linear system in the simulations,
which are shown in Fig 8 and 9. Noise was injected into these systems. The noise had a standard deviation
of 0.05. The input for this particular simulation was 10. The purely linear system had. as expected, a 2eto
steady state error. The system with the FLC did not possess a zero steady state error, even when no noise
was preseat. This was due to nonlinearities inherent in the FLC. While initially this appears confusing, it
should be noted that the output of the FLC is —10 which when added to the input results in a zero error
signals.

During the simulations of the FLC and comparison linear system it was noted about the amount of
time that was required for a run. Two purely linear systems were run and the time noted. The time was
only a rough measure. The FLC system took about 2.5 times longer 1o execute that the two linear systems.
This was due to the numeric intensive centroid defuzzification. There ate several fuzzy logic engines on the

matket which would decrease the time required.
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4. NONLINEAR FEEDBACK CONTROL

The application of nonlinear control to linear control systems present a dilenuma in that the first choice
for feedback would be to generate a system that would minimize a quadratic cost function. For nonlinear
control systems this implies solving the Hamilton-Jacobi Equation. But when the Hamilton-Jacobi Equation
is applied to a constant coefficient linear system the result is the Algebraic Ricotti Equation. Thus, the
application of the Hamilton-Jacobi Equation to a linear syster results in the familiar Linear Quadratic
Regulator.

Thus application of nonlinear feedback to a linear system requires an approach that is not based on
optimal contrcl. It was desired to increase the system’s response to a disturbance, without using gain
scheduling or at least gain scheduling in the usual sense. All of the nonlinear feedback methods that were
examined were functions that possessed even or odd symmetry about zero, and were thus applied to the
error signal of the system.

One method that was examined was a feedback gain that was based on a inverted Gaussian curve. The

gain was given by the following equation.

!’[O:

k= km - k“”c'

This gain function has the characteristics that as z gets far from zero the effective gain is ko, and for z close
to zero the effective gain is koo — k4isy. The variable o relates to how rapidly the effective gain changes from
ko — kgigy to koo. This system is effectively a continuous gain schedule. Simulations of this system, with
comparison to the associated linear system given in Section 2 were run. Results indicated that this feedback
method did increase the response speed to a large disturbance, but they were not appreciably better than
that of a gain scheduled linear system. Further efforts related to these method were abandoned.

A more promising technique was linear and cubic feedback, as given by the following equation.

3
u = kinZ + keupic

For the first order system
£ =az+bu

29-13




This feedback law always increases the speed of the system'’s response as long as the feedback increases the

system’s stability. For the first order system the time response is given by.

z = Zo ela-tskian
\/—ﬂ + bkﬁn + bkcubictg \/"‘a + bklin + bkcuﬁczjo

It can be seen that the time component in the exponent is the same as that for the linear system. A nonlinear

transformation of z to z results in a linear system.

z

R rary Y Sy Y S

2 = zgela=bhialt

It is easy to show that the response of the system with the added cubic feedback is always faster than the
associated linear system. The sysiem is stable independent of the value of z.

Unfortunately, the results are not as productive with higher dimensional systems as it was with the
l-dimensional first order system. The results of the time solution for the n-dimensional first order inhomo-
geneous differential equation are either an infinite series or an extremely complicated equation. In addition,

if the root locus is examined it is seen that, for the 1-dimensional first order equation the root locus is a

real locus located to the left of the open loop pole. While for the Type 0 system given in Section 2, ignoring
the cubic feedback term, shows that the system is stable providing —12 < k < 140. With the application of
the cubic feedback, we can set k = bkin + bkcysicz? and it is seen that for large values of z the system will
become unstable. For example, with b = 1, kiin = 0 and k.upic = 0.1 the region of stability is limited on one
side to z < 37.4. The magnitude of k.yii. can be limited such that the system does not leave the desired
stability region, but the effect of the cubic feedback is reduced for moderate values of 2. This is primarily
due to the rapid increase of z3. Simulations of the Type 0 and 1 systems with the cubic feedback added
proved to be unsatisfactory, and thus it was not examined further.

It may appear that the cubic feedback was unacceptable, except for 1-dimensional first order systems or
possibly 2-dimensional first order systems that have a restzicted zero arrangement. The uitimate goal of this
program are for control system applications that are applied to aircraft systems. For aircraft control systems,
control of the aircraft is through the use of aerodynamic control surfaces that are actuated by either electric
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ot hydruc.ic servos. These surface actuators are usually modelted as 1-dimensional first order systems and
thusly they are candidates for a lincar and cubic feedback law. Initial simulations indicated that this was a
productive approach to the problem.

Servos are generally supplied as a complete package, but an add on controller can be added in order to
implement the linear and cubic control law. The modified servo system is shown in Fig 10. For the given
1-dimensional first order system, b = ~a. With u being the input to the servo and u.,m being the command
input to the servo, in order to obtain the linear and cubic control law for the servo the LC Coatrol block
must implement the following.

U = Uecom + kcubic(“:m - :)3

This control law can be modified to affect the exponential component in the time response.

w ey

,SUBHODEL

Lireor
ard Subc

Control

Fig 10. Servo with cubic feedback added.

Simulations indicated that the linear and cubic feedback implemented on the actuator servo for the pre-
viously given Type 0 and 1 system indicated improved system performance. The results of these simulations
will not be presented here, as the next section presents the results of the simulations based on the Lambda
URYV, which is a Type 1 system with one zero.

An attempt was made at solving the Hamilton-Jacobi Equation of the Type 0 and 1 linear systems that
included the linear and cubic servo. Due to the nonlinearities injected in the servo model, the Hamilton-
Jacobi Equation does not reduce to the Ricotti Equation. Unfortunately, at this time these efforts have been
unsuccessful.

29-15




4.THE LAMBDA URV APPLICATION

The Control System Development Branch of Wright Laboratory at Wright-Patterson AFB uses a re-
motely piloted vehicle, the Lambda Unmanned Research Vehicle (URV), for flight testing of new flight control
systems. The aerodynamic model for the Lambda URV[10] was used in the short period approximation for
longitudinal motion{l1]. The servo model for the elevator setvo was also obtained{10]. The servo model
included position limits, but not rate limits. Rate limits typical for servo of the type used on the Lambda
URV were implemented, 60°/s. The damping of the short period mode was lower than desired, a pitch
damper was used to make this an acceptable value{10]. This lead-lag compensator was also implemented on
the simulation of the Lambda URV.

As was the case in the previous simulations, two identical systems were run in parallel. One system
was the standard Lambda URYV, while the second system was augmented by a servo with linear and cubic
feedback. Simulations with the inclusion of noise are not included here. An acceptable value of the cubic
fee:iback term in the modified servo was used. Optimization of the servo response (ie. k.upi) Was not
conducted. The simulations were run such that the the systems started in a disturbed state and it was
the controllers goal to return their respective systems to the zero state. This was done in order to obtain
useful data from the error analysis block which employed an {! norm, to produce a positive definite value
for deviations from zero, comparisons were established so that a negative value indicated that the system
with the modified servo was closer to the desired value. Some comparisons were integrated for knowledge
pertaining to cummulative petformance instead of a instantaneous value. An {! norm was chosen for easy
comparison to the particular variable of interest.

The simulation presented in Fig 12-14 present system with the only difference being the modified servo.It
can be seen in the simulation that the modified servo increases the systems response and that the aircraft
spends less time away from the zero value, therefore less drag. Also the deviation of the elevator from zero
is also reduced. Both of these factors indicate a decrease in drag due to the disturbance, and thus a smaller

loss of energy.
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CONCLUSIONS

The Fuzzy Logic Controllers while initially appearing attractive did not provide as many advantages as
were expected at the beginning of this program. The numerical aspects of {uzzification and defuzzification,
and the numeric translation of the linguistic rule base had been highly glossed over in the literature. These
numerical aspects left many variables for the control engineer to adjust in the design of a FLC. The general
nonlipearities of the FLC also generated problems in the use of FLC. In addition the extra on-line computer
time involvad in the implementation of a FLC, neccessitates the addition of a fuzzy logic engine which implies
an increase in cost and hardware for an implementation of a FLC, unless the process under control were of a
slow nature. Implementation of a FLC onto an already existing system with a standard digital control could
be accomplished easily through the off-line processing of the FLC to a set of deterministic maps, and then
these maps could be applied either in a look-up table or an I[F-THEN-ELSE structure.

There were two positive attributes to the FLC structure. Oue would be for a partitioning of a space into
regions via the use of a “Fuzzy System Compiler”. This would allow for the input of linguistic rules, some
space and value data and the output would be the regions of validity of the various control laws. Further
refinement of the control laws could then be performed in the more standard methods. This technique would
be extremely useful for complex problems, such as carrier landings of aircraft. The other area of use is for
the situations were little or nothing is known of the dynamics of the system under investigation, but for
which rules could be established, for example spin recovety of an aircraft.

An application of nonlinear feedback to enhance the time response for a linear system did provide some
encouraging preliminary results. These techniques should be further examined as there probably exist better
functions to use. Also, the inability of the nonlinear feedback technique that was employed on the simulations
of the Lambda URV to operated on the entire system was a draw back. Other functions and methods should

alieviate this problem.
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Abstract

A Ti-23.2A1-24.4ND alloy has been subjected to long term heat treatments at
temperatures within its projected use range. The microstructure was studied by
transmission electron microscopy and the phase changes which occurred were
investigated as the heat treatment temperature was increased from 500°C to 800°C.
It was found that the alloy transformed from an initial microstructure which was
predominantly ordered beta to a predominantly orthorhombic structure containing
a few percent of beta and alpha-2 phases. Furthermore, it appears that the
orthorhombic phase undergoes an ordering reaction within the temperature range
of interest.
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Microstructural Evolution of Ti-23.2A1-24.4Nb
Ian W. Hall

1. Background

The need for new materials for high temperature applications has led to the
development of many promising intermetallic systems: titanium aluminides are one
group of such materials. Early interest in titanium aluminides quickly identified
their advantages, such as strength at high temperature, oxidation resistance and low
density, but also pointed out their disadvantages, principally low ductility and
toughness at room temperature. More recent work has shown that proper alloying
can improve the ductility and, since there is cause for believing that the properties
of monolithic aluminides can become acceptable, there is now the interest in
producing composites of these intermetallics.

Titanium aluminides were initially based on either Ti3Al or TiAl, so-called
o or 7, but more recent work has explored other compositions and the phase

relationships and stabilities are, of course, much more complex. One of the
particularly promising new intermetallic alloys is based on a variation of the o,
phase, with the composition approximately Ti,AIND (Ti-25at.%Al-25at. % Nb).
This material is being extensively studied and considerable progress has been made
in outlining its structure.

Banerjee et al. [1] first identified a new orthorhombic phase in Ti-25at%Al-
12.5at.%Nb alloy (all compositions hereafter are given in atomic %). They later
investigated the siructure, tensile deformation and fracture of the same alloy and
presented a schematic pseudo-binary Ti3Al-Nb phase diagram [2]. Rowe et al. [3]
have investigated the mechanical properties of intermetallics near the composition
Ti-25A1-25Nb and found that compositions near Ti-24Al-25Nb yielded the best
combination of properties with a yield stress estimated at ~800MPa up to ~750°C.
The optimum structure was a dual phase orthorhombic+ordered beta micro-
structure. Later, Rowe er al. [4] also showed that the creep resistance was
comparable to currently available titanium aluminides. Since these results all
indicate that alloys based upon this composition may be suitable for use as a matrix
material for intermetallic matrix composites, it was decided to conduct a
microstructural investigation of the long term stability of the alloy at temperatures
up to its maximum potential use temperature. This report presents the results of
that study.
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2. Experimental

The material used in this study was Ti-23.2%A1-24.4%Nb, corresponding
closely to the desired stoichiometric composition Ti;AINb. Initial production and
processing was by Timet® and consisted of hot pack rolling, grinding and pickling
to remove surface contamination. Thereafter, the material was further processed
to sheet by T.I. Inc. of Attleboro, Mass.. Although the process is proprietary it is
known that the alloy was reduced in successive passes at room temperature with
interstage annealing treatments at a temperature in the range 980-1010°C. The
final pass, after the last annealing treatment, consisted of a light reduction (or 'kiss
pass') to final dimensions. The sheet was 2.0mm thick and 133mm wide.

Samples of this starting material were wrapped in tantalum foil, and then
encapsulated in quartz tubes with titanium sponge as a getter. Isothermal heat
treatments of 500 and 1000 hours at 500°, 600°, 700°, and 800°C were carried out
followed by air cooling. Samples were prepared for optical and scanning electron
microscopy, X-ray microanalysis and transmission electron microscopy (TEM).
This report focuses principally upon the transmission electron microscopy study
which constituted the main activity of this investigator. Details of the other studies
can be found in a forthcoming report [5]

Specimens for TEM were prepared by mechanical thinning to ~100um,

followed by dimpling on a Gatan Dimple Grinder (merely to ensure perforation in
the center of the foil). They were then electropolished in a Fischione twin jet
polisher at 15V and -40°C using an electrolyte of 250ml ethanol, 150ml ethylene
glycol monobutyl ether and 15ml perchloric acid. It is remarked here that,
although results were satisfactory for all but the 800°C heat treatments, other
researchers report using the normal ethanol, butanol, perchloric acid electrolyte
which may provide superior results for heat treated conditions which prove
difficult to polish.

Samples were sent for oxygen and nitrogen analysis: the results, presented
below as Table 1, show that significant interstitial contamination only occurred
after the longest heat treatment at the highest temperature. The TEM study showed
no obvious effects arising due to interstitial pick-up.
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Table 1. Oxygen/Nitrogen Analyses

Sample wt% Oxygen wt% Nitrogen
As received 0.115 +0.002 0.017+0.001
500°C for 500 hours 0.116+0.004 0.018
500°C for 1000 hours 0.115+0.002 0.0170.002
800°C for 500 hours 0.11440.003 0.013+0.003
800°C for 1000 hours 0.140+0.003 0.020+0.001
3. Results

The following microstructural observations will be presented in order of
increasing heat treatment temperature and heat treatment time, after a description
of the initial material.

The structures had been previously examined by SEM to determine the major
features of the microstructure [5] and the initial structure is illustrated in Figure 1.
It can be seen that the as-received structure consisted of three phases, namely, i) the
matrix with a grain size of approximately 20pm, ii) large particles approx.mately
2-5um in length and ~2um wide, and iii) smaller needlelike particles ~1pm in
length and ~0.5um wide. The large particles were identified by microprobe
analysis as 02 and the smaller ones were believed to be the orthorhombic phase.
After ageing for 500 hours at 500°C the matrix grains were clearly delineated by a
network of otz particles and a contrast effect apparently associated with the grain
boundaries suggested the occurrence of a transformation. After heat treatment for
500hrs at 600°C, the o had spheroidized, the needles of orthorhombic phase were
less clearly in evidence and a lighter phase had begun to appear as small equiaxed
grains ~0.25pum in diameter. After treatment at 700°C the matrix appeared to have
undergone recrystallization and the light phase had increased in volume fraction
while the needles of orthorhombic phase had effectively disappeared. Treatment
for 500 hours at 800°C led to two morphologies of the (presumably) same light
phase, namely, similarly oriented needle-like precipitates within the grains and
grain boundary precipitates as illustrated in Figure 2.
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3.a) As received condition

TEM shows that the microstructure consists of three phases. The matrix
consists of large grains ~ 20um in diameter which are subdivided into smaller
subgrains about 0.5-1pum in diameter, Fig. 3. The subgrains form no doubt from
the successive roll/anneal cycles curing production. Distributed within the matrix
and aligned in the rolling direction are o particles ~2pm in width and with an
aspect ratio of ~2 as shown in Fig. 4. The third phase is present as short aligned
plates, constituting ~5% by volume of the alloy, which usually do not coincide with
the rolling direction and which, therefore, are presumed to have formed during the
interstage annealing treatment and been unaffected by the final light rolling pass.

Considering first the major (matrix) phase, selected area diffraction patterns
can be indexed on the basis of a body centered cubic cell with a lattice parameter of
3.23A. Many, but by no means all, of the patterns exhibit clear and sharp
superlattice reflections at the 010 matrix reflection positions, Fig. 5, indicating the
presence of an ordered structure and 2also show pronounced diffuse streaking along
<110>. The streaking arises from a tweed effect which is clearly visible at high
magnifications. Other patterns exhibit much weaker superlattice reflections but
show correspondingly stronger streaking in <110> and additional reflections in
positions which can not arise from B or B,. Figure 6 shows both superlattice
reflections at (100)p etc. and the pronouncad diffuse streaking in <112> and

reflections with spacings at % (112) etc.. Since the nature of the diffraction patterns

obtained from individual grains shows much variation and the appearance of what
appear be irrational reflections, it is considered probable that the matrix consists of
a mixture of disordered beta and ordered beta phases, referred to as f3 and B,

respectively, and also that another transformation is also in its early stages.

The large, clearly visible second phase grains are identified by electron
diffraction as oy, Fig. 7. The o is very heavily faulted on {1010} as shown in

Fig. 8, probably representing the early stages of a phase transformation. The
needle-like orthorhombic phase will be illustrated in the next heat treated condition

e~
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3.b) 500° for 500hrs.

The o particles are still visible and are unchanged in appearance. The small
needle-like grains are still there, apparently without transformation and are
identified as the orthorhombic phase. Fig. 9(a) shows a general view of these
particles and Fig. 9(b) shows a higher magnification view of a single one. The
particle has well-defined edges on two sides and is probably a needle which cuts

through the plane of the foil at a shallow angle. The indexed [110] zone axis
diffraction pattern from this latter particle is shown in Fig. 10.

In the matrix, a complex transformation of the matrix has clearly begun with
complex faulting and lamellar features appearing across entire grains in well-
defined crystallographic directions in four variants, Fig. 11. In some regions the
transformation occurs over a large area in a single variant as illustrated in Fig.
12(a) and the corresponding diffraction pattemn Fig. 12(b) which shows the
expected corresponding streaking of the spots.

All matrix diffraction patterns are now indexable as the orthorhombic phase,
however, the differences between this and the [ are subtle.  Fig. 13(a) is an
indexed [100], matrix pattern, still containing vestigial spots from the B matrix,
which should be compared with the [100]g pattern of the as-received matrix in Fig.
5. The similarity is striking since the two are related by only a very minor change
in lattice parameter.

Similarly Fig. 13(b) is a [110] orthorhombic pattern which, it can be seen,
closely resembles a <111>g pattern with a ~4% change in one of the lattice
parameters. Furthermore, comparison of Figure 13(b) with the pattern from the
same zone axis of the small acicular particle described just above, Fig. 10, shows a
clear difference in relative intensities between the spots which is indicative of a
structure factor difference between the two crystals even though both are
orthorhombic. This must be due to differences in the atomic configurations in the
respective orthorhombic structures, one of which arises due to a low temperature
process involving only short diffusion distances whereas the other is the result of a
high temperature annealing treatment where diffusion is much less restricted. This
gives rise to a highly ordered orthorhombic structure after low temperature ageing
and a more highly disordered orthorhombic structure after high temperature
ageing. The observation of both types of orthorhombic phase in the same
microstructure is interesting since it indicates that it is easier to nucleate ordered
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orthorhombic phase from ordered beta than to follow the disorder—order
transformation.

3.c) 500° for 1000hrs.

After 1000 hours the structure had evolved considerably and, although many
areas still showed the complex faulting and lamellar transformation product several
microns in extent, Fig. 14, many regions now exhibited discrete precipitates. These
regions were typically located near original prior 8 grain boundaries and consisted
of small, new recrystallized grains with extensive precipitation within them. This is
illustrated in Fig. 15 which shows a prior B grain boundary lying horizontally
across the center of the micrograph and 0.5-1pum grains nucleated there; extensive
precipitation is evident in the adjoining grains. The grains which have nucleated at
the boundaries are often entirely single phase orthorhombic with no trace of
intragranular precipitation, Fig. 16.

The precipitates themselves are very thin lamellae and will be further
illustrated at a later stage of their development below.

3.d) 600° for 500hrs.

The transformation is now quite well advanced and the planar faults and
striations, barely visible previously after the S500° treatments, are now well
resolved as lamellar precipitates. They are extremely thin and are ribbon-like with
partial dislocations visible along their length. Many are quite straight while others
appear to be rather wavy, Fig. 17. Despite repeated attempts, it has proved
impossible to obtain diffraction patterns from these features and their identity as
either faults or discrete precipitates is still uncertain.

The structure at the prior B grain boundaries resembles that of the
500°/1000h specimens and the transformation there again appears to be giving rise
to single phase grains and recrystallized grains with lamellar precipitates, Fig. 18.
The a7 and the small acicular particles of the orthorhombic phase, which were both
present in the starting material, are still visible and unchanged in appearance.

In summary, the structure after 600°/500h appears analogous to the
500°/1000h specimens.
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3.e) 700° for 500hrs.

Figure 19 shows a general view of the structure after this treatment,
the principal difference being a modest coarsening of the structure present after
600° treatments. Precipitation is still very heavy and fine-scale in most regions
except in the grain boundary grains where single phase grains appear to be
undergoing a discontinuous precipitation process, Fig. 20. The o grains from the

starting material can still be found but they are much reduced in size, Fig. 21.
3.f) 800° for 500hrs.

The structure had totally recrystallized, yielding a grain size of
approximately 5-10tm. The majority of the grains contained well oriented needle-
like precipitates, Fig. 22(a): the precipitates were typically 100nm in thickness, Fig.
22(b). Large regions of the matrix consisted entirely of monolithic precipitate-
free grains but these did, however, exhibit a contrast effect which may indicate an
ordering or further transformation reaction, Fig. 23. Other small equiaxed grains
are described more fully in the next section.

In addition, occasional grains of ¢; were also observed, although much less

commonly than in the 700°C treated material
3.g) 800° for 1000hrs.

The structure was basically the same as that after 500 hours at 800°C, the
needle-like precipitates had not coarsened appreciably, Fig. 24. The sample
appeared to consist of two types of grains, the first being the 5-10ym grains with
crystallographically oriented precipitates and the second being small equiaxed
grains ~0.5Sum in diameter, Fig. 25. These were both studied using convergent
beam and conventional electron diffraction. The matrix was shown to be
orthorhombic with approximate lattice parameters of a=0.605nm, b=0.961nm and
¢=0.465nm. Figures 26(a) and (b) are from [102], and [001], matrix zone axes
respectively.

The needles and the small equiaxed grains were both found to consist of j3-

phase. Figures 27(a) and (b) show [100] patterns clearly exhibiting the expected
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four-fold symmetry and, furthermore, showing no evidence of superlattice
reflections which would be present if the structure were ordered.
Again, occasional grains of a; were found, but the total volume fraction is

estimated at <5 volume%.

4. Discussion

If this material is to find use in high temperature applications, its thermal
stability and equilibrium microstructure at temperature are of fundamental
concern. The results of this investigation indicate that, for this specific
composition, the equilibrium microstructure at moderately elevated temperatures
will consist of orthorhombic, beta and o, phases. The structure present after
500hrs at 800°C appears to be essentially unchanged after a further 500 hours,
indicating that a stable three phase microstructure should be obtainable. Such a
structure should present many possibilities for thermomechanical treatment to
obtain suitable microstructures for intermetallic matrix composites.

The various transformations within the Ti-Al-Nb system have been studied
by several investigators [6-11] and a broad understanding of the processes has been
formulated. The phase transformations which occur depend, of course, upon the
precise composition, and the transformation temperature. In the present study the
transformations which have been encountered are:

i) B —  Orthorhombic (O)

i) B — O

i) ap —> O

v O - B
and combinations thereof. Of these, i) & ii) were the major ones and occurred as
the as-received material was heated up: iii) occurred as the q; present in the initial
material decreased in volume fraction: iv) occurred as the needles were
precipitated in the large O grains at 800°C.

At this point it is useful to consider the sequence of phase transformations
which may be expected as the material is heated up. The starting structure consisted
principally of B, with some disordered B, ~10vol% of o, and ~4vol%
orthorhombic phase. The latter 3 phases were presumably present at the annealing
temperatures used in production of the sheet and the 8, formed during the cooling

from this temperature. In addition, electron diffraction, Fig. 6, showed that both

30-10




the B and the 3, had already begun to transform even during the final cooling,
leading to the appearance of the tweed structure and to evidence of the ortho-
rhombic phase. With increasing time and temperature thereafter, the transform-
ation of 3 and Boto an orthorhombic phase is essentially complete after 500°/500h.
However, intensity changes continue to occur in electron diffraction patterns
(compare Figs.10 & 13(b)) indicating that transformation continues up to 800°C.
The lamellar precipitates have not been unambiguously identified, however, they
are probably precursors to the 3 needles which have been identified definitely after
treatment at 800°C. The final structure consists, therefore, of O, B and o, phases
although it is not at all clear at this point why disordered f forms instead of the
expected P,.

The diffraction patterns obtained allow orientation relationships to be
derived for most of the phases involved in the transformations, the principal one
(which can be derived from Fig. 5, for example) being as follows for either
precipitation of O from B or R, (at 500°C) and precipitation of B from O (at
800°C):

(001), 11 (011)g
[100], A [100] = 2-3°

The orientation relationship between the orthorhombic and beta phases, and
the B habit plane has been studied experimentally and theoretically by Bendersky et
al. [11] using TEM and a minimization of strain energy technique. They found by
TEM an O.R. of the type:

(110)ll (211)g
[001],11 [001]s

with a {112} habit plane. Calculations broadly agreed with these observations but it
was pointed out that the accuracy of matching and the deviation from any specific
orientation relationship is a sensitive function of precise composition and lattice
occupancy. They presented the model below showing the atomic matching to be
expected across such an interface in which [001]g A [100], is ~2-3°, a conclusion
which is corroborated by the present study.
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It appears, then, that the Ti-Al-Nb system presents the possibility of other
order-disorder transformations in the orthorhombic phase in addition to the
already well known B—f, transformation. Even the f—f, transformation
deserves further study since, as pointed out above, the needles which form in the
orthorhombic phase after heat treatment at 800°C appear to be B and not 3,

Investigation of the occurrence of such transformations could involve high
temperature X-ray or in-situ TEM studies in order to determine the phase
boundaries and structures. However, the implications for mechanical properties
should not be overlooked, especially if order/disorder transformations should
occur in the temperature regime of interest for structural applications. A
transformation of this type could make the ductility of the alloy strongly dependent
upon temperature and thermal history, especially under conditions of thermal
cycling.

Finally, it is suggested that now the microstructure of the monolithic alloy is
reasonably well understood, future work should be directed to the effects of
processing into composite form. Microstructural effects of the unavoidable
presence of residual stresses on the order/disorder transformations may may be
anticipated. Also, interstitial element solution from potential reinforcing fibers
may be a further source of influence on the microstructure.
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Microstructure of as-received material.

Microstructure after heat treatment at 800°C for 500hrs.

TEM micrograph of as-received material showing small subgrain size.
Ol grains in as-received material.

[001] matrix SADP showing superlattice reflections and streaking
along <110>.

[110] matrix SADP showing streaking, superlattice and extra
reflections.

[0001] SADP from o.

Oz grains showing heavy faulting on {1010}.
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17.
18.

19.
20.

21.

22(a).

22(b).

23.
24,
25.

26(a)

26(b).
27(a).

27(b).

Particles of orthorhombic phase, ( some are labelled O) in material
heat treated at 500°C for 500 hours (500°/500h).

Higher magnification view of an O particle.

[001], SADP from orthorhombic crystal.

Complex transformation in matrix, (500°/500h).

Large area of similarly oriented transformation product.

SADP from Fig. 12(a).

[100], zone axis pattern.

[110], zone axis pattern.

Transformation after 500°/1000h.

Recrystallization at prior B grain boundary (horizontal across center
of micrograph).

Monolithic orthorhombic crystal at prior § grain boundary.
Lamellar precipitates in 600°/500h material.

Orthorhombic grains at prior 8 grain boundary.

General view of 700°/500h material.

Discontinuous precipitation in orthorhombic phase at prior § grain
boundary.

o2 grain and lamellar precipitates in orthorhombic matrix.

General view of 800°/500h showing needle-like precipitates in
orthorhombic matrix.

Higher magnification view showing the apparently needle-like
precipitates (800°/500h).

Apparent fine-scale transformation within the orthorhombic matrix.
Needle-like precipitates after 800°/1000h.

Type of small crystal occurring at orthorhombic grain boundary triple
points, etc..

[102], SADP from matrix.

[001], SADP from matrix.

[001]g SADP from one of the needles.

Corresponding [001]s CBDP showing the expected 4mm symmetry.
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[Fig. 16. Monolithic orthorhombic crystal  Fig. 17, Lamellar precipitates m
at prior 3 grain boundary. 600°/500h materal.

IFig. 18. Orthorhombic grains at prior f3 Fig. 19, General view of 700 ;500
arain boundary. material.
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Fig. 22(a). General view of 800°/500h Fig. 22(b). Higher magnification
showing needle-like precipitates view showing the

in orthorhombic matrix. apparently needle-like
precipitates (800°/500h).
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ABSTRACT

This report contains a brief summary of work done during the 1992 AFOSR summer faculty
research program to investigate the fiow and combustion characteristics of a burner designed to
"specifically reproduce recirculation patterns and LBO processes that occur in a real gas
turbine combustor.” The Pratt & Whitney Task 150 Combustor uses a swirling fuel injector
from an actual turbojet engine installed in a sudden expansion combustor which closely
simulates the geometry of a jet engine combustor. The Task 150 burner has been configured so
the geometry around the injector is nearly axisymmetric, but incorporates quartz windows
permitting optical (laser-based) measurements to be made in the flame.

The primary effort during this summer's AFOSR sponsored research program for faculty and
graduate students was to use OH- laser induced fluorescence (LIF) imaging to investigate OH"
ion concentrations and laser Doppler anemometry (LDA) to make gas velocity measurements.
These two techniques were employed in both the Task 100 and Task 150 combustors.
Preliminary analysis of the Task 150 OH- images, combined with flow split information
obtained during last year's summer research program, revealed basic mixing patterns. The
images aiso further defined characteristic flame shapes previously measured. LDA
measurements have quantified the axial, radial, and tangential velocity components in the
combustor. Preliminary analysis of iso-axial velocity contours have identified the major
recirculation zones. This data will allow streamlines to be determined which will give a good
understanding of the flow field within the combustor. This data is also useful for model
validation. Measurements of the fuel equivalence ratio at lean blow out as a function of air flow
rate with nitrogen dilution were also obtained with the Task 100 burner.
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INVESTIGATION OF THE COMBUSTION CHARACTERISTICS OF SWIRLED INJECTORS
IN A CONFINED COANNULAR SYSTEM WITH A SUDDEN EXPANSION

Paui Q. Hedman and David L. Warren

l. INTRODUCTION

This report presents a brief summary of results of an investigation to determine the flame
characteristics of a single swirling fuel injector from an actual Pratt & Whitney jet engine
installed in a burner with a sudden expansion (Pratt & Whitney Task 150 combustor). This
work provides a bridge between the combustion characteristics of confined, coannular fuel and
air jets discharged into a sudden expansion (Pratt & Whitney Task 100 combustor) and the
characteristics of a linear array with four swirling fuel injectors installed in a rectangular
combustion chamber simulating a segment of a real jet engine combustor (Pratt & Whitney
Task 200 combustor). The advantage of the Task 150 combustor is it allows the actual
combustion characteristics of a real injector to be investigated in a simple geometry where
various diagnostic measurements (primarily laser-based optical measurements) can be more
easily made. The Task 100 and 150 combustor configurations have been specifically developed
to study the phenomenon of lean blowout (LBO) in modern annular aircraft gas turbine
combustors. The combustor has been carefully designed (Sturgess, et al. 1990) to "specifically
reproduce recirculation patterns and LBO processes that occur in a real gas turbine combustor.”

The Task 100 combustor consists of a 29 mm diameter central fuel jet surrounded by a
40 mm diameter annular air jet. The jets are located in the center of a 150 mm diameter
duct, creating a rearward-facing bluff body with a step height of 55 mm at the exit plane. The
combustor test section incorporates flat quartz windows to accommodate laser and other optical
access, but uses a metal shell with metal comer fillets to reduce the vorticity concentration and
its effect on the bulk flow field in the combustor. This box-section combustor with corner
fillets allows reasonable optical access while providing a cross section that approximates a two-
dimensional axisymmetric cross section. The bluff body provides a recirculation region which
stabilizes the flame.

The Task 150 combustor configuration utilizes the basic Task 100 hardware, but replaces the
confined, coannular jets with an insert and a swirling fuel injector from a Pratt & Whitney jet
engine. A schematic drawing of the Task 150 Combustor is shown in Figure 1. A drawing
showing the installation of the fuel injector in greater detail is presented in Figure 2.
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Two different fuel injectors were used for this study,
a high swirl injector, and a low swiri injector. The high
swirl injector used in this study was referred to by
representatives of Pratt & Whitney as a "bill of
materials injector” used in production engines. The
low swirl injector was reported to match the
characteristics of the injectors supplied by Pratt &
Whitney for use in the Task 200 combustor.

The objective of the project was to determine the
combustion and flow characteristics of the Task 150
burner over a range of operating conditions.
Specifically, the study was to characterize the broad
operating characteristics of the Task 150 burner
with both high and low swirl injectors. The initial
characterization (Hedman and Warren, 1991)
included the following experimentai work: flow
meter calibration, checkout experiments, flame
characterization experiments which were recorded
on film and video tape, lean blow out
measurements, determination of the flow

partitioning between the injector passages as a

Exhaust

Figure 1 - Task 150 Pratt and
Whitney Combustor
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Figure 2. Detail of Task 150 injector
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function of air flow rate, and measurements of wall differential pressure and wall temperature
measurements. The results of this study relate to a flame blowout modeling study being conducted by
other investigators from Pratt & Whitney (Sturgess, et al. 1990). A secondary purpose of this study has
been to collect data to be used in validating a computer code which predicts the flame phenomena and
blowout limits (Sturgess, et al. 1990).

The experimental efforts during the 1992 summer faculty research program (this study) were focused on
three areas: 1) The collection of OH" concentrations images using laser induced fluorescence (LIF) to
document the instantaneous location of the flame reaction zones, 2) The collection of extensive sets of
laser Doppler anemometer (LDA) data to quantify the velocity fiow fields existing in the burner, and 3) a
limited amount of additional lean blow out data with nitrogen dilution in the Task 100 burner to
supplement data obtained last year (Hedman and Warren, 1991) in the Task 150 burner.

The page constraints of this report prevent a detailed summary and discussion of all of the experimental
results obtained. Consequently, only example resuits are presented. A more complete compilation of the
data collected has been prepared in the form of an appendix which has been supplied to the Air Force
sponsor at Wright Patterson Air Force Base. A complete analysis of the data obtained during the 1991
(Hedman, and Warren, 1991) and 1992 summer research programs (This study), and the data collected in
two AFOSR research initiation grants (Pyper and Hedman, 1991; Pyper, Warren, and Hedman, 1992) will
be analyzed in detaif and reported in the Master of Science theses of Mr. David L. Warren ( Warren, 1993)
and Mr. David K. Pyper (Pyper, 1993).

Il. RESULTS
Laser Induced Fluores (LIF) Imaging of OH"

LIF (Laser Induced Florescence) is a single photon process. A dye laser is tuned to a frequency which
causes a particular ion or molecule to fluoresce at a different frequency. Some of these emitted light
photons are then recorded and their image preserved with a camera. In these experiments, OH" ions were
excited with an ultra-violet (283 nm) sheet produced by a tunable dye laser pumped with a 10 ns pulse
from a Nd-Yag laser. This laser sheet passed through centerline of the reactor. An intensified CCD
camera, located normal to the laser sheet, captured the 75 mm high two-dimensional uv (308 nm) image.
This nearly instantaneous map of OH" concentration was then stored by a Macintosh computer (Figure 3).

OH" ions are commonly chosen for LIF because they are important markers in hydrocarbon flames. These
ions are produced in large quantities during the combustion process, therefore being a good indicator of
flame fronts. However, in some circumstances, these ions may persist long distances downstream of the
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actual flame front, limiting their usefulness
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solely on OH" LIF images are clearly

suspect.

The experimental behavior of the Praft & )
Whitney Task 100 combustor is quite Computer
different than the predictions by
computational fluid dynamics (CFD)
programs. These computer codes predict

Figure 3. Setup for OH * Imaging

the flame to be anchored in the jet shear layer for all tuel equivalence ratios (Pratt & Whitney Aircraft Co.,
1991). However, the flame has been experimentally observed (Roquemore, et al. 1991) to attach to the
backward facing step just outside the air tube at fuel equivalence ratios { ¢) in excess of 1.08. in these
operating conditions, a small "coke bottle" shaped flame pilots a thicker flame sheet which is much lower
than the CFD programs predict. The waisting is predicted by the CFD code, but the mixture is too lean to
bum. Roquemore postulates a discrete and intermittent process is responsible for the entrainment of the
fuel into the step recirculation zone. This type of transport would require passageways in the flame in
order to deliver the unburned fuel from the fuel tube to the step recirculation zone. These passageways
would appear as a region with little to no OH" ions present.

Much of what Roquemore observed can also be found in the OH- images collected in this study of the
flame in the Task 100 burner. As he observed in the well-attached flame (¢=1.56), the OH" ions appear in
vortex structures being shed off the backwards step. These structures were very clear in the images
collected. Once again, in the lean condition, OH" ions were not observed below 150 mm in the reactor,
with relatively small amounts between 150-200 mm and very large amounts beyond. It cannot be said
Roquemore's theory was either definitively validated or contradicted by any data collected in this study.
The Task 100 OH" images were not included in this report because of limited space but will be further
analyzed (Warren, 1993).

Although theoretical work for the Task 150 in all its complexity does not exist, swirl stabilized flames have
been studied extensively by both empirical and theoretical methods. This research has shown the funnel-
like structure shown in Figure 4. The swirl causes the gases to be flung outward. These gases are
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replaced by other gases drawn from
downstream. The OH" images taken of the
Pratt & Whitney Task 150 burner (Figures /

5,6, and 7) dramatically illustrate these

characteristics of swirling flames and the

highly variable nature of the ﬂame shape, \

:>/
particularly with high swirl nozzle at the lower w /

\
flow rate. In addition, the effect of the insert %/

jets is conspicuous. 1t is informative to
correlate these OH™ images with the l
information known about the partitioning of l
the air flow rates through the various
passageways of the nozzle obtained in earlier '
studies (Hedman and Warren, 1991). The

Figure 4. Swirl Stabilized flame.
local fuel equivalence ratios shown in

Table 1 were calculated from the air flow

through each of the different passageways and the total fuel flow. Implicit in these calculations are two
assumptions. First, the fuel is assumed to mix uniformly within each combination of partitions before
mixing with remaining air. Second, the fuel blockage effects (which would change the partitioning as a
function of fuel flow) observed previously (Hedman and Warren, 1991) are assumed to be negligible. At
this air flow (500 sipm), LBO occurs at a fuel equivalence ratio of about 0.5.

Table 1. Local Fuel Equivalence Ratios. These ratios were calculated from the total fuel flow and the
combined air flows for each combination.

Primary Swirler | Primary+Secondary | Prima:y+Secondary
Phi Swirlers Swirlers and insert Jets |
Phi Phi
0.62 4.17 1.11 0.80
7.26 1.94 1.39
10.02 2.67 1.92

With these assumptions in mind, and knowing the flammability limits (¢) of propane are roughly 0.5 to 2.5,
some conclusions can cautiously be applied to these images. In every case, the air in the primary swirler
alone does not provide sufficient oxidizer to permit combustion. Thus, the fuel must mix with at least the
secondary swirled air before combustion is possible. As shown in Figure 5, with a fuel equivalence ratio of
0.62, the funnel structure expected in a swirl stabilized flame is clearly evident. The equivalence ratio of
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Figure 6. OH Image for Task 1S0-HS, Air SO0 slpm, Phi 1.08
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Figure 7. OH Image for Task 150-HS, Air 500 sipm, Phi 1.48
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the two swirled jets is 1.11, indicating little air from the insert jets is needed to complete the combustion.
Although Figure 5 shows high concentrations of OH" ions extending above the funnel, visual
observations reveal the visible flame region is apparently only a thin sheet, much like a homn, or funnel,
with a rounded cusp.

As the overall fuel equivalence ratio is increased to 1.08 (Figure 6), the swirled air/fuel mixture was still
within flammability limits. What changed was the amount of fuel left for {0 mix with the insert jets. This
additional fuel, as shown in Figure 6, apparently bumed on the shoulders of the funnel. Comparison with
Figure 5 highlights the increase of OH" ions in this area.

Finally, as the overall fuel equivalence ratio is increased to 1.49 (Figure 7), the fuel-rich swirled air can no
longer support combustion. The characteristic funnel of a swirl stabilized flame is no longer visible. The
combustion is only taking place in the presence of air from the insert and dome jets. This can be illustrated
by superimposing Figure 7 with Figure 5. These two images are negatives of each other--where one is
black the other is white. This supports the original assumption of the fuel mixing with each passageway in
tumn from the inside-out.

A laser Doppler anemometer (LDA) was used to make extensive measurements of gas velocity in the
burner at five separate experimental conditions. The experimental conditions used are summarized in
Table 2.

Table 2. Summary of Experimentai Conditions for LDA Measurements

Hardware Flow Condition | Air Flow rate| Propane Nitrogen Equivalence
Configuration slpm(70 F) Flow rate sipm| Flow rate sipm Ratio
(0C) (0 C)
Task 150-HS | Cold 500 14 0.72
Task 150-HS | Hot 500 14 0.72
Task 150-HS | Cold 500 29 1.49
Task 150-HS | Hot 500 29 1.49
Task 100 Cold 1000 23 0.59

The tocus of the LDA measurements made during this years summer faculty research program was the
Task 150 burner with the high swirl injector installed. Measurements were made near lean blow-out
(¢=0.72), and also fuel rich conditions (¢=1.49) with the flame attached to the dome and insert jets. LDA
measurements were also obtained in isothermal, non-reactive flows where nitrogen was substituted for
the propane fuel. This has allowed the effect of the flame temperature on the flow field and gas velocities

to be determined at least two of the test conditions used.
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Figure 8. LDA Setup

A series of LDA measurements in the Task 100 burner were conducted as part of a previous summer
faculty research program (Hedman, 1990). Subsequently, researchers at SRL, Inc. conducted a more
complete set of LDA measurements on the Task 100 burner (Post and Vilimpoc, 1992). These earlier
LDA data were thought to be somewhat in error because the LDA filters had not been set to measure
negative velocities correctly. The problem in the LDA system was corrected for this summer's program.
Consequently, one set of cold flow LDA data was taken at a geometry (Task 100) and fiow condition
(1000 slpm air, 23 sipm N2) which was identical to the earlier experiments (Post and Vilimpoc, 1992) in
an effort to determine the extent of error in the earlier sets of LDA data. It was hoped much of the earlier
data (Hedman, 1990; Post and Vilimpoc, 1992) could be appropriately used.

A schematic of the LDA experimental set-up is presented in Figure 8. The beam from the argon-ion laser
was split into two beams, frequency shifted (40 and 34 MHz), polarized, and focused into a diagnostic
volume in the test section. The forward-scattered LDA signals for the radial and axial velocity components
were focused into fiber optic cables and passed to a photo muttiplier tube to be amplified and converted to
electrical signals. These electrical signals were collected with TSI, Inc counters and analyzed with a
Macintosh llifx computer. A Le Croy 9314L Quad 300 MHz oscilloscope was used to monitor the
Doppler bursts to help in the alignment of the LDA system and to insure quality data was being collected.
Even with careful alignment, there was still optical noise which had to be filtered using data analysis
programs prepared by researchers at SRL, Inc. (Goss, 1992)

31-12




A brief experimental study
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9m hree different Figure 9. Effect of Number of LDA Data Points Taken
sets of data are shown, a (2=11.3 mm, Task 150-HS, 29 sipm C3Hg, 500 sipm Alr, ¢=1.49)

set with 5000 points
collected at each radial location, a set with 2000 points collected, and a set with 1000 points collected. In
general, there was little difference observed in the mean axial and tangential velocities determined from
the ditferent number of points in the data sets. However, the fiuctuating velocity components (i.e. rms
veiocities) are expected to be better described by the data sets containing the fargest number of points.
Nevertheless, for this study, it was deemed advisable to use 1000 data points at each test location. This
allowed a greater number of experimental conditions and geometries to be evaluated during the fimited
time period afforded by the 12 week summer faculty research program. Detailed analysis of this data
should give considerable insight and direction into future experiments where increased accuracy of the
ms velocity data may warrant data collection with a larger number of samples.

The axial and tangential velocity data shown in Figure 9 were measured in close proximity to the
discharge of the high swirl injector. The sharp peak in axial velocity between about 2 mm and 11 mm
corresponds to the outlet of the secondary swirler (See Figure 2). A corresponding strong tangential
component exists in this same location. The second peak in the axial velocity between 11 and 17 mm is
associated with the flow through the insert jets. Since the insert jets were set at discrete intervals around
the burner, it was possible to measure velocities between the insert jets which did not show this sharp
peak. It is interesting to note the tangential velocity in the region of the insert jets is significantly reduced
from those directly in line with the discharge from the swirl vanes.
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Two component velocity data were obtained for each of the test conditions described above (Table 2).
The burner was translated with respect to the laser diagnostic volume in an X, Y, and Z coordinate system.
Translation in the Z coordinate direction allowed variation in the axial location. Translation inthe X or Y axis
allowed variations with radius to be determined. For these tests, the X or Y translations were done along a
coordinate centerline. Translation in the X coordinate direction along the Y coordinate centerline allowed
axial and radial velocity data to be obtained. The edge of the windows limited translation in this coordinate
direction to about + 30 mm. Translation in the Y coordinate direction along the X coordinate centertine
allowed axial and tangential velocity data to be obtained. As the diagnostic volume was brought near the
quartz windows, significant optical noise was added to the Doppler signals. The quantz windows were
approximately + 76 mm from the center of the reactor. The optical noise from the windows generally
limited data collection to + 65 mm, aithough with especially clean windows, it was sometimes possible to
get good data at + 70 mm. Typically, data was collected at 0.5 or 1.0 mm radial increments where the
velocity gradients were large. Data was collected at up to 10 mm increments where velacity profiles were
relatively flat. A typical set of data was taken at axial locations of 10, 15, 20, 25, 50, 75, 100, 125, 150,
200, and 240 mm above the dome of the reactor. Occasionally, other intermediate locations were
examined where large velocity gradients or other interesting behavior were found. A small error in the
location of the reactor center caused some of the data to be taken at locations slightly removed from the
prescribed test location. Correction of this location error has caused some of the data to be reported at
other than the desired integer number test locations. The X, Y, Z positions as reported in the data sets are
the corrected locations. In general, it was felt the reactor location was known to atout 0.5 mm in the Y
ditection and about 0.1 mm in the X and Z directions. This error was mostly due to the size and shape of
the diagnostic volume where the laser beams were focused. Hard copies and electronic files of ali LDA
data collected were provided to the laboratory focal point, Dr. W.M. Roquemore.

An example of the LDA data is presented in Figure 10. This figure presents representative axial velocity
profiles collected for the Task 150-HS combustor burning 14 slpm propane with 500 slpm air (¢=0.72).
Only six of the eleven radial plots collected are shown. Nevertheless, the sharp peaks associated with the
burner in the region near the injector (discussed above) are clearly evident. The decay of the high velocity
region associated with the injector as one moves from one down stream to the next is also apparent.
Although the radial profile is becoming fiatter at each down stream location, it has not reached the classic
flat turbulent profile by the 201.3 mm location. Although not shown, the strong tangential velocities
associated with the injector (See Figure 9), rapidly decay and diffuse to the outer edges of the reactor
becoming nearly uniform (ca -1 m/s) across the duct by the 201.3 mm axial location.
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reporting deadlines.
This analysis will be made and reported in the Master's Thesis of David L. Warren (Warren, 1993). In an
effort to get some understanding of the flow patterns in the burner, an analysis of the zero axial velocity
contours for one of the experimental cases (Task 150-HS, 14 sipm N2, and 500 slpm Air) was prepared.
The results are shown in Figure 11. The zero axial velocity contours are shown as solid lines on a
projection of the burner and reactor chamber. Although uncertain at this point, dashed lines have been
used to show the outline of the recirculation zones. This analysis shows four separate recirculation zones
in the reactor. There is a recirculation zone located directly over the injector, which seems to be
associated with the swirlers. There is another recirculation zone at the bottom edge of the reactor driven
by the dome jets. A major recirculation zone is associated with the zero axial velocity line the begins at the
edge of the injector and angles upward to the wall of the reactor. These recirculation zones are consistent
with the visual observations and video images taken of the reactor (Hedman and Warren, 1991). There is
also a fourth recirculation zone located high up in the reactor. The velocities in this zone are rather low,
but it clearly exists and brings fluid from the outer edges of the reactor back to nearly the center of the
reactor. The recirculation zone near the primary swirler and downstream recirculation zone create a region
of nearly zero axial velocity between them which may contribute to the stabilization of the flame.
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Lean Blow Qut Experiments

An extensive set of lean blow out (LBO)

experiments were conducted during the
previous summer faculty research / \ / \
program (Hedman and Warren, 1991) in —= )

y i
|
the Task 150 configuration, with and \ /
without the addition ot nitrogen to the air \ V|
stream. The added nitrogen affects the \ L I
|

loading parameter, and also simulates a \\ ;
reduced ambient pressure (i.e. a reduced \ < =) 1
partial pressure of oxygen). A limited set ‘\ Qé %’/’

of lean blow out experiments were \ \ \\ 2% / / j

conducted in this summers program in

the Task 100 burner in order to \ \ /

complete the data set. Figure 12 \ /
presents the results of this LBO
investigation. Lean blow outs were J(—- v .
measured at air flow rates of 500, 1000, -
2000, and 3200 sipm air flow rate with
various levels of nitrogen dilution up to |
about 870 slpm. The test facility limited
the maximum amount of nitrogen which

could be flowed without major facility

iticati _ ;
modification to about 900 slpm. This Figure 11. Zero Axial Velocity Contours,
data will be used to complement data Task 150-HS, 14 sipm N2, 500 slpm Air

being taken at Brigham Young University

(BYU) under last year's research initiation

grant (Pyper, Warren, and Hedman, 1992). The fuel equivalence ratio at lean blow out without nitrogen
are consistent with the recent data taken at BYU, but are somewhat higher (ca 0.55 to 0.65) compared to
previous data (0.45-0.55) taken at Wright Patterson AFB (Hedman, 1990). Investigation into these
differences is continuing.
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Hil._ RECOMMENDATIONS:
Suggestions for Follow-on Besearch,

There have been considerable insights into the operational characteristics gained from this
summer's faculty and graduate student research program, the previous two summer's faculty
research programs (Hedman, 1990; Hedman and Warren, 1991), and from the two companion
research initiation studies (Pyper and Hedman, 1991; Pyper, et al., 1992) aiready completed.
There is yet much to be done before a full understanding of the burner is achieved. There are
several suggested investigations to further these insights. Additional work needs to be done on
the flow partitioning and fuel blockage effects in the low and high swirl nozzies. The air flow
rates to the primary and secondary swirlers were thought to have a major impact on the
operation of the combustor. Much needed data on this characteristic could be obtained if the
facility were modified to allow the air flow to the various injector passages to be independently
controlied.

31-17




Work needs to be done to quantify the volume of a flame and the amount of air and fuel which is
actually entering the flame zone. This is needed in order to define an appropriate loading
parameter for the Task 150 burner, and to better determine the actual fuel equivalence ratio in
the "well mixed" flame zone. Additional laser sheet lighted images (Mie scaftering from a seeded
flow) would be very useful to provide qualitative mappings of the flow fields. This information
is essential in order to better understand the characteristics of the eddies and other turbulent
structures. Local gas temperature data and mixture fraction measurements from the Task 100
and/or Task 150 Combustors would be very useful information for comparison to model
predictions. The temperature data could be obtained using the CARS diagnostic system and
Burner already in place at BYU. Gas mixture fraction is difficult to obtain with laser-based
diagnostic techniques, but could be done with gas sampling probes. This area needs further
investigation.

Eventually, it would be desirable to investigate the feasibility of introducing a liquid fuel into
the Task 150 combustor. The facility modifications to accomplish this task would be very
simple. Whether the windows would remain clear enough for laser diagnostics when operating
with a potential sooting fuel is uncertain and needs to be investigated.

Application for a Mini R h Initiation G

An application for a mini research grant will be prepared as a resuit of the summer fellow
research, program. The proposed project would include the measurements on the Task 150
provided to BYU and installed under previous research initiation grants (Pyper and Hedman,
1991; Pyper, et al., 1992). The proposed study will include: additional flame characterization
measurements using film photographs and video images, CARS gas temperature measurements,
sheet lighted film photographs from MIE scattering from a seeded flow, and investigation into
the feasibility of using liquid fuels in the Task 150 combustor. The proposed BYU project would
fill a need to investigate the swirling burner in a single burner configuration. In addition, to
basic combustion measurements, a future program at BYU could begin to investigate the
performance of advanced combustor designs, and the formation of NOx poliutants at the higher
fuel equivalence ratios associated with higher performance gas turbines.
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ABSTRACT

The object of this study was to determine the stress wave (or pulse) propagation through the
thickness of a graphite-epoxy laminated plate. This was part of an overall study to understand the
damage of these plates under normal projectile impact. Upon a sharp impact by a tiny spherical
steel ball, the stress wave propagated from the impact point into the rest of the material. It was
found that the embedded polyvinylidene fluoride (PVDF) sensors enabled prediction of the wave
velocities and wave attenuation.

INTRODUCTION

The impact behavior of laminated plates is an important topic because composite plates are
known to respond to impact loading and energy dissipation in a very different way than metallic
plates. In fact, impact resistance is one of the most serious weaknesses of composite material
plates. Excellent recent survey articles on this topic was reported by [1] and [2]. The impact of
metallic plates by spherical balls was reported by [3], [4] and more recently by [5].

The concept of embedded strain gages was employed by [6, 7] to study the deformation and
damage of composite laminates under impact loading. The characteristic features of the strain
records are associated with specific failure modes of the laminates. The load history, imparted
energy and transient strains at various locations through the thickness were obtained. Wave
propagation in transversely impacted composite laminates was obtained by [8] and [9].

The objective of this work is to examine the wave velocities and wave attenuation in the
thickness direction using the PVDF sensors that are embedded in the interior of the laminate. Upon
a sharp impact, the stress wave propagates from the impact point into the rest of the material.
Immediately below the impact point over a small area, the stress wave can be assumed to propagate
with a plane front in the thickness direction. A plane pressure sensor of relatively small dimension

Dr. David Hui, University of New Orleans, Dept. of Mechanical Engineering, New Orleans. LA 70148

Dr. Piyush Dutta, U.S. Army Cold Regions Research and Engineering Laboratory, 72 Lyme Road, Hanover, NH
03755

32-2




will respond to this propagating stress wave front. A series of such sensors embedded in various
depths in the interfaces of the laminate will respond to this incoming stress pulse in the sequence
at which the sensors meet the pulse. A measurement of the time difference between the start of
successive pulses, divided by the distance between the sensors, would give the velocity of the
stress wave between sensors.

The present impact problem is concerned with an extremely short duration pulse so that the
wavelength is shortrelative to the thickness of the individual lamina. Such short-wave length pulse
is especially needed in laminates that contain relatively few layers, because one needs to examine
the reflection, transmission and superposition of wave through a laminated plate.

The present work is concemned with the impact of tiny spheres on laminated plates. Such
impact does not cause damage of the composite plates. The validity of the techniques of using
embedded sensors is demonstrated. Further, knowing the velocity of the stress wave will enable
one to measure the Young's modulus in the thickness direction, which is known to be hard to
measure. The drop test enables one to determine the compressive stresses of a particular lamina
as the wave propagates toward the free back surface and the superposition of the tensile stresses
as the wave is reflected from free back surface.

The use of piezoelectric polymer as a material that transforms an electric field to a small
mechanical deformation directly through a readjustment of internal polarization is well known
(10]. The polyvinylidene fluoride (PVDF) piezoelectric sensors are embedded in the interior of
the laminated plate. The purpose of these sensors is to enable one to “look™ inside the composite
specimens and to determine the sequence and propagation of the stress waves. Of particular
concern is the duration of the stress wave as it crosses a lamina due to impact and the reflection
of waves from the back free surface. It appears that the data collection instruments (CREATEC
and NICOLET) were sensitive enough to measure the stress pulse through the charge in the PVDF
and hence the force applied to the sensor within the {aminate.

The wavelength of the pulse is assumed to be short relative to the lamina thickness but long
relative to the diameter of the individual fiber. Thus, the material is governed by the effective
properties of the equivalent homogeneous material. The “interface” effects are neglected and the
analysis is thus identical to that of the homogeneous material.

The laminated plate consists of four sets of layers (each set consists of seven layers). The plate
dimensions are 4 in. by 4 in. The plate is clamped in a fixture so as to become a circular plate with
a diameter of 3 in. The fixture was used in previous experiments involving Hopkinson bar tests

[11].

WAVE SPEED AND ATTENUATION

As a first approximation, the “interface” effects are neglected and the composite plates can
be modeled as transversely isotropic materials. The wave speed in the thickness direction [9] is

12
[ERER

112

112
where C3 = (G 13/p) = (G 12/9)

)
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and  Cp3 = (G 23/p) {2p( 1+ st)) >

In the above, E37 is Young’s modulus in the direction perpendicular to the fiber, G2, G3 and Ga3
are the shear moduli, v;3 is Poisson’s ratio and p is the density of the material. Further subseripts,
1,2, 3, refer to the fiber direction, in-plane perpendicular to the fiber and out-of-plane perpendicu-
lar to the fiber, respectively. Note that the above velocities are independent of the frequency so that
for plane waves, a pulse shape composed of a spectrum of frequencies can propagate without
distortion of its shape. The laminae are manufactured with a 28-layer stacking sequence (07, 457,
907, 7).

The experimental wave speed was measured by any two of the three embedded sensors. The
wave speed, measured by the two sensors that are seven plies apart and with the pulse duration of
0.5 ms (that is, S00 ns) can be found from

v = lamina thickness/propagation time
= (0.041/12)/(500x10-%)
= 6833 ft/sec

For an eight-layer stacking sequence of (02/+45)s graphite epoxy specimens, the wave speed in
the thickness direction was calculated by [9] to be 6525 ft/sec. This value agrees well with the
present experimental result. The wave propagation is accompanied by attenuation of its amplitude
for three major effects: (1) geometric attenuation, (2) interfacial friction between fibers and matrix
and (3) the interlaminar friction between adjacent plies. Geometric attenuation is due to the

-, spreadingout of the wave in a spherical direction stamng from the point of impact. Normally, the

 geometric q;te_nuanon xg predommant over the remaining effects. However, since the distance of
wave propagation in  the thickness direction is so small compared to the planar direction, it is not
necessarily the dominant factor.

The dispersion effects are expected to be small because all layers (with different stacking
orientation) are identical in the thickness direction. Careful calibration of the PVDF sensor is
needed. Since the forces on the PVDF sensors are proportional to the charge, proportional
constants are determined that are a function of the applied force.

The analysis is confined to the transient stage since one wishes to determine the process of
damage in the first crucial nanoseconds. The subsequent vibration problem in the transition from
a transient to steady-state stage may also be important. Since one is interested in the initial process
of damage, particular emphasis is placed on the wave velocities and attenuation in the transient
stage. The subsequent steady-state vibration problem is also of interest as it gives the complete
damping process involving wave attenuation; this will be investigated in the future.

EXPERIMENTAL WORK

The experimental setup for the drop test is shown in Figure 1. The sample square plate is
clamped in a fixture to produce a circular plate with diameter being 3 in. A schematic diagram for
the impactor and the clamped circular plate is shown in Figure 2.

The PVDF sensors of 28 um (1 pm = 10-% m) thickness are embedded at every seven-ply
interval where adjacent plies change the orientation. Two thin lead wires of diameter 41 standard
gauge are soldered onto each PVDF sensor and extended out to the edge of the plate and are
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T connected to the dlgltal oscilloscope. The velocity measurements are made by monitoring the

pressure sensed by two consecutive sensors with a high resolution digital oscilloscope capable of
sampling at 50-ns intervals. Attenuation and energy of the stress pulses are monitored with a four-
channel oscilloscope having a sampling rate of 500 ns.

The stress waves are generated by dropping spherical steel balls of six different sizes (0.038-
in., 0.219-in.,0.250-in., 0.344-in., 0.500-in., and 0.563-in. diameters). The resulting stress vs. time
curves for each of these balls are presented in Figure 3. The wave forms are recorded on the high
speed digital oscilloscope. The repeatability of the wave forms from the PVDF sensors from eight
consecutive drop ball impacts is demonstrated in Figure 4.

RESULTS

Figure 5 shows the front part of the plotof two waves generated by the drop of a0.038-in.-diam.
steel ball. The time difference between the start of the two stress waves shown in Figure 5 is the
time that the wave has taken to propagate from the first sensor to the next sensor through a thickness
of seven plies (0.041 in.). The velocity is computed by dividing this distance by the time interval.

Figure 6 shows the amplitude decay of the stress wave as it propagates through the three
consecutive sensors located at seven-ply intervals. It can be seen that as the wave propagates, the
peak amplitude decays. These tests are repeated with six different sizes of steel balls. Foreach ball,
five measurements of the wave form decay are made. This figure depicts the wave form recorded
from the drop of a single size ball (0.039 in.). One vertical division represents 0.292 x 10-3 psiand
a horizontal division represents 1.953 us.
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Figure 1. Experimental setup for drop ball stress
waves measurement.
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Figure 2. Schematic diagram of the embedded sensors and the clamped circular
plates and typical stress versus time as sensed by each of the embedded sensors.
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Figure 4. Wave forms from the PVDF sensors show repeatability of the test in eight
consecutive drop bail impacts.
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Figure 5. An enlarged photograph from the oscilloscope showing the
delay in the starting times from the two sensors.
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Figure 6. Amplitude decay of the stress wave as it propagates through the three consecutive
sensors located at seven ply intervals.
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CONCLUSIONS

The embedded PVDF sensors were found to be effective for studying the wave propagation
in the thickness direction of the laminated plates. The interference from reflected waves can be
minimized or even eliminated by reducing the size of the impactor balls. The method provides a
way todetermine Young’s modulus in the thickness direction from the measured wave speed. This
method also allows an estimation of the wave attenuation in the thickness direction.
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APPENDIX Al. THE PVDF SENSORS
The PVDF sensor being used has the following properties:
Thickness =28 x 10-6m = 1.102 x 103 in.)
Lead wires =41 swg
Readout = digital oscilloscope
Speed = 50 X 109 sec/div

Nuniber of channels = 2 (for velocity study)
= 4 (for attenuation study)

Lamina thickness (seven plies) = 1.04 x 10-3 m = 0.041 in.
Sensor to lamina thickness =1/37.2

A schematic diagram of the PVDF film is shown in Figure Al. The PVDF sensor measurement
principle is shown in Figure A2. The applied stress ¢ can be found from

o = Q/(Ad)
where Q is the charge, A is the sensor area and d is the charge sensitivity. Further,
do/dt = (1/(Ad)) dQ/dt
and the current I can be found from
dQ/dt=1=V/R
where V is voltage and R is resistance. Finally,
do/dt = V/(RAd).
Integrating, one obtains,

ot)=(1ARAG) [ v

0

L For application purposes,
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R = 106 ohms

d =33 x 1012 (C/m2)/(N/m2)

A=1.88x104m2

Thus, one obtains

oft) =6.119 x 108 (1/(RAd))]

t

0

induced T+

Voltage °-

v dt (Pa)
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Figure Al. Schematic of the PVDF film inducing electric charge
from an applied mechanical stress.
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PRELIMINARY MISSILE AUTOPILOT DESIGN
USING REACTION JETS AND AERODYNAMIC CONTROL

Mario Innocenti
Associate Professor
Department of Aerospace Engineering
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Abstract

The feasibility of combining traditional aerodynamic control with reaction
jets is studied, in the framework of missile autopilot design. The purposes of
reaction jets are to increase the missile turning capabilities in critical phases of flight,
as well as to help the traditional aerodynamic control in configurations where the
fin size is reduced because of limited storage volume. Due to the nonlinear
characteristics of both controller and airframe dynamics during fast maneuvers, a
control strategy based on variable structure systems is used. A control law is
synthesized for the pitch loop and some initial results are presented and compared

with a traditional controller based on linear quadratic techniques.
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PRELIMINARY MISSILE AUTOPILOT DESIGN
USING REACTION JETS AND AERODYNAMIC CONTROL

Mario Innocent

INTRODUCTION
Future missile systems will possess higher turn rates and larger

maneuverability envelopes, while simultaneously requiring reduced storage and

signature volumes. In this respect, efforts are under way to develop alternate means
of missile control as opposed to purely aerodynamic control.

Several technology payoffs can be envisioned if alternate control strategies
could be implemented, among which:

- decreased stowage volume for internal carriage, espedially important for the type of
fighters currently being developed,

- increased maneuverability and off-boresight capability for improved all-aspect
defensive shield,

- high angle of attack launch capability to take advantage of improved aircraft agility,
- better end-game accuracy.

These goals pose difficult challenges to the control system in all phases of
flight. During separation, an increase in pitch-up tendendies is expected due to lack
of sufficient aerodynamic stabilization and high angles of attack. In the midcourse
phase, the system is required to perform fast 180 degrees turns to account for defense
and engagement against tail positioned threats. During the end-game, the reduced
aerodynamic control effectiveness must be appropriately compensated in order to
generate sufficient load factors.

The limitation in cross section and volume drastically reduces the amount of
aerodynamic effectiveness of the missile, which mnst be compensated and/or
improved by using alternate technologies. Primary options suggest propulsive
control in the form of thrust vectoring (TVC) and reaction jets thrusters (RCS)
leading to a generic configuration shown in figure 1.
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Reduced Aero f RCS

VG /

Figure 1. Generic Control Capabilities

In order to gain appreciation for some of the problems involving reaction jets
control and its blending with traditional aerodynamic control, it was decided to
concentrate on evaluating the guidance and autopilot issues during an ” over the
shoulder ” flight task representative of the 180 degree off-boresight capability of the
system. Typically, this task would allow for defense against tail and fly-by threats as
shown schematically in figure 2.

/ Fly-by scenario

N

T
| .. o /
over the shoulder launch y« A

d

Figure 2. Midcourse Trajectory Capabilities

The challenges to the guidance and control systems are several and require a
much greater effort than the one available during the summer research program,
however some of the goals could be specified to lead to a preliminary analysis of the
autopilot. A 180 degree off-boresight trajectory is sought with turning rates of the

order of 80 deg/sec capable of pointing the missile in the opposite direction as
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quickly as possible following a minimum radius turn path and in a time frame of
the order of two seconds.

Clearly, the specifications are both in terms of guidance as well as autopilot
requirements. The guidance aspects deal with the generation of an appropriate
flight path along which the missile turns in minimum time changing its heading of
up to 180 degrees. The autopilot aspects deal with the creation of forces and
moments on the missile capable of generating accelerations and attitude rates
required by the guidance system. Appropriate blending of aerodynamic and reaction
jet controls is required since, during the trajectory, the missile will possibly
experience complete loss of lifting capabilities due to angles of attack reaching values
higher than 90 degrees.

The next section of the report will briefly develop the analytical aspects of a
representative guidance problem without actually solving it. The main results of
the work are described in the autopilot section together with some preliminary

assessment of RCS capabilities.

GUIDANCE ISSUES

In this section, the point mass equations of motion of a generic missile will be
derived, which could be used in the development of optimal trajectories for the
present problem. The maneuver of interest has been described in the previous
section and it consists of a turning trajectory from some initial condition to a final
time characterized by the missile flying in a direction opposite to that at the initial
time. The maneuver is to be performed in a minimum time, or in a time frame of
two seconds. During the maneuver, the attitude change should be caused by a
combination of RCS and aerodynamic controls, while the main engine will be used
to recover the loss of dynamic pressure due to post stall angle of attack and increase
of drag. Although a lot of work has been done with regard to this type of guidance
problem, {1}, {2], most of the results deal with coordinated flight assuming zero
sideslip and side forces. This is not the case here, where skid capabilities are allowed
and in fact may be necessary in order to reduce the time to achieve the final state.

A point mass model of the system is used and constant mass is assumed. The
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applied forces acting on the missile are due to aerodynamics, gravity, main engine
thrust (vectored) and reaction jets thrust. The coordinate systems used are standard
for this problem [3] and consist of wind, body, and inertial axes identified by [¢], [*}y
and [#]; respectively. Defining the following angular quantities

K = velocity roll angle ¢ =body rc?ll angle
y = flight path angle 6 =body pitch angle
% = heading angle v =body yaw angle
€ = TVC wind angle of attack a= apgle of attack
v = TVC wind sideslip angle P =sideslipangle

we have the following expressions for the applied forces:

?A=-DiW-YiW-LEW (1)

Ty = Ty [ cose cosv i, + cose sinv j,, -sine k,, ]
1'55=g [-sinyi,, + sinp cosyj,, + cosy cosyk,, ]

where Ty, Fa and Fg are engine thrust, aerodynamic and gravitational forces
respectively. Although the reaction jet force is negligible compared to the other

three, it can be included in the equations of motion as shown below
Tg = [-Trysinp + Tgz sina ccsP ki, + [ Tgy cosP + Trz sina sinB Jj,, + Trzcosa k,, ()

where Try and Trz are expressed in body axes. Using Newton’s law of motion the

standard set of six first order nonlinear differential equations can be obtained as:

' T
VT = -%‘- [TM cose cosv —-D - mgsm] + lxlan

= —rﬁlV_: [Tm( sine cospt — cose sinp ) + Lcosyt + Ysing — mgcosy + Trz,, cosit — Tpy,sing]

g = _‘_mVTlcosy [Tm( sine sing — cose cosjt sinv) + Lsiny - Ycosp + Tgz,, singt + Try,cosi]
x=Vrcosycosy , y=Vycosysing , h=Vysiny
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The specific energy rate of change could also be used if necessary. Traditionally, the
control variables available for trajectory computation are the engine thrust level Ty

and the velocity roll angle p. In the present case, additional control variables

include the thrust vectoring angles € and v plus the missile angle of attack and
sideslip necessary to perform the required path. The latter two angles enter in the
optimization process via aerodynamic forces L, D, and Y in the traditional form

L=1pSViCaa , D=1psvi[Cr+kclaa?d] ., Y=lpsvicy,p

1
2
A typical approach to the trajectory problem could be stated as follows: find
the control strategies for thrust, thrust direction, velocity roll angle, angle of attack
and sideslip such that the system follows a minimum time trajectory from some
initial condition to a final condition characterized by a final flight path angle of 180
degrees. Other trajectories could be generated as well by limiting a and & values

and/or by requiring the final time to be specified ( for instance t; = 2 seconds).




AUTOPILOT SYNTHESIS

The autopilot is responsible for the generation of appropriate forces and

moments in response to guidance commands, usually issued in terms of desired

acceleration time histories. In this particular case, a lot of preliminary work had to

be done because of the lack of frozen configuration, undetermined location of the

reaction jets and absence of a meaningful aerodynamic database. To this end a

working configuration had to be chosen in order to derive geometric and inertia

properties as well as some preliminary aerodynamic characteristics using the missile
DATCOM code. It must be noted that the aero properties could only be estimated up

to medium angles of attack ( & < 35 deg ). A sketch of the chosen configuration with

the flight conditions considered is shown below.

8.67
= ot
4.167

<

1.67
- Yl 1

-—1( -— —_——— =T 2:2
Sl 3
3.167

Lref = 4167 ft Flight Conditions:

Sref = .1367 ft M=3,6,8,20

m=7.0sl h = 10,000 ft

ly=1z=51slft"2 trim alpha = 30deg (SdegaaM =2.0)

Ix =.229 sl fir2 trim beta = 0 deg

X configuration

Figure 3. Missile Configuration

The following aerodynamic characteristics were obtained using the DATCOM,

where the symbols represent the standard aerodynamic derivatives. Due to the

limited time available only the pitch channel has been evaluated, in addition, no
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flexibility effects are include in the model. Future research could concentrate on this
latter aspect, together with the coupling between pitch and yaw channel at high
angles of attack, where vortex shedding will produce aerodynamic asymmetries.

Table 1. Aerodynamic Coefficients from DATCOM

Coefficient M=03 M=06 M=08 M=20
Cnalpha 18.41 16.898 14.99 8.05
Cndelta 11.683 11.368 11.151 6.429
Cmalpha -85.83 -83.887 -80.45 -24.038
Cmdelta -116.92 -113.77 -111.52 -64.067

The equations of motion for the pitch channel (short period approximation)

are given by:

a—-mCMa+q-@mCm5£+&guT

=96R—i—%5ﬂcma+ ;

QSREIFLREF CrpB + LRCSTRCS uy

3
» 3)

Tres is the amount of thrust provided by the reaction jets (1000 1bs in this
example), and Lgcs is the distance between reaction jets and center of mass of the
missile. In addition to (3), two additional equations are used to model the actuators
relative to the elevator 8g and reaction jet thrust ratio ut (ur = 1 implies maximum

thrust).

{ 85 =-adg + bS @)
ar=-4ur+fuc

Nominal values for the actuator constants are:a =b = 1/180; t = 1/500.
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Introducing the normal load factor Azas Az=Vila-q]
we can rewrite (3) and (4) in state space form

X =AX +Bu withi=[Az q og uT]T and ﬁ=[8¢uc]T ©)

Using radians to measure the angles and g’s as unit for the load factor, the matrices

A and B are given by:
1
[ ViZ ViZs  VrZp VrZs V1Zp
Za o 2 & gb &
M, M.Zs M,Zr 0 0
0 M; - Mg~
u| V1% ¥z, T Tz, B=
= 1
0 0 -1 0 b O
1
0 0 0 -1 o
J

The autopilot synthesis will be performed using the variable structure
control approach (VSC). Variable structure control has been studied since the
seminal work by Emel’yanov in the early sixties [4] and a typical aerospace
application can be found in [5].

The basic concept behind VSC consists in the design of a control law that
forces the system’s state to converge to and stay on a hypersurface in the state’s
dimensional space, such surface in called sliding hyperplane. Once on the surface,
the system is said to be in a sliding mode, it remains there and reaches the origin
irrespective of uncertainties and parameter variations satisfying Erzberger’s model
following conditions. The control law will assume a switching strategy changing
sign instantaneously so as to keep the state in a sliding mode whenever it tends to
depart the hypersufrace. Such switching leads to chattering, which is one of the
properties of variable structure systems.

There are two main problems of VSC that need to be addressed in order to

complete the design: the first step is the determination of the appropriate sliding
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hyperplane, the second step is the determination of the control law. The selection of
sliding surfaces can be made apriori thus leading to the so-called hierarchical control
structure [6], or it can result from the choice of system behavior during sliding [5],
which is the method used here. The determination of the control law structure,
again is up to the designer. Typically VSC laws can be implemented using relay-type
controllers with amplitude (gains) depending on the speed of response desired for
the system and uncertainty levels. In this work a unit vector for the control law is
used following the methodology described in [5]. The following paragraphs will
describe an example application of VSC to the problem at hand, keeping in mind the
limited effort of the work.

The autopilot synthesis deals with the determination of a control law which
would allow the system to follow a g-command. The model is tested at a flight
condition corresponding to M = 0.8 and altitude of 10,000 feet. The model of the
system is given by (5), which represent the short period approximation of a rigid
missile. The characteristics of the open loop system to a unit step control input are

shown below.

15 . . v ———r .
i .
L]
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’
¢
13 4
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]
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where the left plots indicate the response to the elevator and the right plots the
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response to reaction jets commands respectively. The main purpose of the above
time histories is to indicate the lightly damped nature of the system. In fact, the fin
size is much smaller than traditional all-aero controlled systems, thus providing
almost negligible natural damping.

In order to achieve zero steady state error in commanded acceleration, an
integrator is introduced in the loop. Define an additional state z; such as

il = Az
the augmented system becomes:

T
L=A,7+B,10 Withx={IAzdt Az q O ur ]

with A, and B, given by

1000
B, = [00}

OO o

The VSC control law is derived according to the procedure used in [5] and is
given by a linear component plus a nonlinear term responsible for getting the

system to the sliding hyperplane in a finite time.
ii(t)=Lx+[ g 0 | NZ _q, gn

A schematic block diagram of the controlled system is shown in the next two pages,
including the implementation of the control law.
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We remind the reader that, during this simulation, the reaction jet controller is
modelled as a continuous gain function with no on-off characteristics. Further
study is necessary to obtain a more precise and realistic modelling of the thrusters,
such as using relays with deadband and histeresis.

The next four plots show the capability of the system to follow a 2g command
in load factor.

2 TLoad Factor 0 : Pitch Rate '
20, el ..................... 4
8
ﬁi A0F X % ..................... »
$
.71 TN N 55000 SR, ..................... ]
80 P ;
0 1 2 3
sec sec
15 F?levatog RC§

5 S .. ....................... ..................... —
. % total thrust
0 Dbl b - 2 -‘::::;‘;‘;';‘;“.%;';';‘;';' ...... =3
- 5 1 l
0 1 2 3
sec

Figure 4. Response to Azc = 2g. Mach = 0.8 Configuration

The system is well behaved and the RCS conponent operates up to about 500
pounds.
Since the main objective of the controller is the capability of generating

enough attitude so as to rotate the missile of about 180 degrees, an ideal block
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command sequence is simulated and shown in the next four plots. The example 1s
relative to a flight condition corresponding to Mach 0.3. The speed is low in order to
reduce the drag originated by angle of attack values up to 90 degrees and higher. The
example serves feasibility purposes only since the aerodynamic properties have not
been changed from their trim values. Further study is suggested to investigate such
dynamic behavior.

1.5 Load Factor

Pitch Rate

1

0.5
0

Flight Path Angle

Figure 5. Response to a block g command. Mach = 0.3

the system is given a 2g command up to 1 second, after which the g demand is
reduced to unity. The desired attitude is achieved very quickly, however the flight
path angle follows with a delay that moves the angle of attack to value well beyond
post stall. A more accurate simulation should account for the loss of lift, speed and

the increase of drag experienced when the angle of attack passes the stall value. At
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this point, the aerodynamic control effectiveness ceases and the only effector left is
due to the reaction jet system. In this regime, flow separation and vortex
asymmetries generate significant side forces so that pitch and yaw control can not be
studied separately. The absence of data relative to these regimes does not allow, at
this point, additional speculations although some analytical models are under
investigation and will be further developed if additional funds become available.

CONCLUSIONS

A preliminary investigation of variable structure control has been presented,
applied to a missile system with aerodynamic and propulsive control. The control
system shows promise in terms of handling the ineherent nonlinearities due to
RCS actuation. Further studies are suggested to investigate the autopilot capabilities
in generating trajectories that allow the missile to change its orientation of values
up to 180 degrees.
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Abstract

The LIMAR (Laser IMaging and Ranging) project is a Wright Laboratory effort to de-
velop an advanced imaging and ranging system for robotics and computer vision applications.
LIMAR embodies a concept for the fastest possible three-dimensional camera. It eliminates
the conventional scanning processes by producing a registered pair of range and intensity im-
ages with data collected from two video cameras. The initial prototype system was assernbied
and successfully tested at Wright Laboratory's Avionics Directorate in 1992. This prototype
LIMAR system used several frame grabbers to capture the demodulated LIMAR image signals
from which the range and intensity images were subsequently computed on a general purpose
computer. The prototype software did not address the errors which are introduced by differ-
ential camera gain, misalignment, and distortion. The tasks performed during this Summer
Research Program include (1) modeling and developing algorithms to correct the distortion
introduced by using two cameras and (2) design of special purpose hardware to convert, in

real-time, the outputs from the two cameras into a fully registered range and intensity image.
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LASER IMAGING AND RANGING (LIMAR) PROCESSING

Jack S.N. Jean, Louis A. Tamburino, and Ahmed A. Coker

1 Introduction

The LIMAR (Laser IMaging and Ranging) project is a Wright Laboratory effort to develop an
advanced ima;\mg and ranging system for robotics and computer vision applications. LIMAR,
the invention of Dr. Louis A. Tamburino of Wright Laboratory and Dr. John Taboada of the
USAF School of Aerospace Medicine, embodies a concept for the fastest possible three-dimensional
camera. It eliminates the conventional scanning processes by producing a registered pair of range
and intensity images with data collected from two video cameras. The initial prototype system
was assembled and successfully tested at Wright Laboratory’s Avionics Directorate in 1992. The
prototype LIMAR system used several frame grabbers to capture the demodulated LIMAR image
signals from which the range and intensity images were subsequently computed on a general
purpose computer. In this report. we describe several efforts for future enhancements to the
LIMAR processing system.

The original intent of this research effort was to design a customized LIMAR processor to
generate both the range and intensity images in real time. This new ability is needed to facilitate
future robotic and automatic vision applications, The processor design effort was extended to
incorporate error correction for camera distortions and misalignments. This in turned required
investigations into calibration techniques and development of alignment algorithms that were not
implemented or explored in the original LIMAR prototype evaluation. In the current investigation,
a LIMAR processor was designed with an XILINX Development System to use programmable gate

arrays, in order to reduce costs and facilitate rapid implementation.

LIMAR Device Overview As shown in Figure 1, the LIMAR device contains a laser, a
polarization modulator, a beam splitter, and a processing unit. The laser shines light on the
object which reflects the light back to the modulator. The modulator changes the polarization of
the returned light. The polarization change depends on when the light reaches ths modulator, or
equivalently, depends on the distance between the object and the LIMAR device. Note that the

light considered here is not a single spot but an area where the polarization of each single spot can
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Figure 1: LIMAR system overview

be different from that of others. The beam splitter separates the light into two bundles of light,
each captured by a camera, and the degree of separation is a function of the polarization of each
spot. With the separation, some computation can be performed to extract the polarization for
each single spot, and therefore, to calculate the distance of each spot on the object surface to the
LIMAR device. In addition, the intensity, or the reflectivity, of each object spot can be obtained.

In an ideal case, the intensity image I(¢, j) and the range image R(i, j) are as follows.

I(i.j) = A(i.j)+B(i.)) (1)
o -1 [AG,])
R(i,j) = cf(tan™! B J) )+d (2)

where A(17,j} and B