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PREFACE

This volume is part of a 16-volume set that summarizes the research accomplishments of
faculty, graduate student, and high school participants in the 1992 Air Force Office of Scientific
Research (AFOSR) Summer Research Program. The current volume, Volume 2 of 16, presents
the final research reports of faculty (SFRP) participants at Armstrong Laboratory.

Reports presented herein are arranged alphabetically by author and are numbered
consecutively -- e.g., 1-1, 1-2, 1-3; 2-1, 2-2, 2-3.

Research reports in the 16-volume set are organized as follows:

VOLUME TITLE
1 Program Management Report
2 Summer Faculty Research Program Reports: Armstrong Laboratory
3 Summer Faculty Research Program Reports: Phillips Laboratory
4 Summer Faculty Research Program Reports: Rome Laboratory
5A Summer Faculty Research Program Reports: Wright Laboratory (part one)
5B Summer Faculty Research Program Reports: Wright Laboratory (part two)
6 Summer Faculty Research Program Reports: Amold Engineering Development Center; Civil

Engineering Laboratory; Frank J. Seiler Research Laboratory; Wilford Hall Medical Center

7 Graduate Student Research Program Reports: Armstrong Laboratory

8 Graduate Student Research Program Reports: Phillips Laboratory

9 Graduate Student Research Program Reports: Rome Laboratory

10 Graduate Student Research Program Reports: Wright Laboratory

11 Graduate Student Research Program Reports: Armnold Engineering Development Center; Civil
Engineering Laboratory; Frank }. Seiler Research Laboratory; Wilford Hall Medical Center

12 High School Apprenticeship Program Reports: Armstrong Laboratory

13 High School Apprenticeship Program Reports: Phillips Laboratory

14 High School Apprenticeship Program Reports: Rome Laboratory

15 High School Apprenticeship Program Reports: Wright Laboratory

16 High School Apprenticeship Program Reports: Amold Engineering Development Center: Civil

Engineering Laboratory
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MATHEMATICAL MODELING OF THE HUMAN CARDIOVASCULAR SYSTEM
UNDER ACCELERATION: ANALYSIS OF THE ARTERIAL BLOOD
FLOW USING THE THICK-WALL MODEL

Xavier J. R. Avula
Professor
Department of Mechanical and Aerospace Engineering
and Engineering Mechanics
University of Missouri-Rolla

Abstract

Recently developed high performance aircraft would expose the
human body to acceleration injury if appropriate life-supporting
devices are not incorporated in their design. The cardiovascular
system, being central to the maintenance of homeostasis, is
adversely affected by sustained accelerations produced during the
operation of these aircraft. To aid in the construction of the
needed life-support systems, and to understand the response of
the cardiovascular system in the adverse environment of high-speed
aircraft maneuvers, mathematical models of the cardiovascular sytem
are highly desirable. In this study, the proposed model consists of
a thick-walled, highly deformable elastic tube in which the blood
flow is described by linearized Navier-Stokes equations. The
governing equations, which are coupled nonlinear partial differen-
tial equations, were solved by the fourth-order Runge-Kutta
numerical scheme. The thick-wall model predicts higher pressures in
comparison with the earlier results of the thin~wall wmodel. Further
study involving the model of the entire circulation system with
realistic tissue properties, and using the finite element method is
proposed to develop a comprehensive mathematical model for better
understanding.




MATHEMATICAL MODELING OF THE HUMAN CARDIOVASCULAR SYSTEM
UNDER ACCELERATION: ANALYSIS OF THE ARTERIAL BLOOD
FLOW USING THE THICK-WALL MODEL

Xavier J. R. Avula

INTRODUCTION

The human body is well accustomed to the earth's force of
gravity. However, recent aerospace developments have occasioned its
exposure to the hazards of abnormal gravitational fields which are
manifested in the form of vibration, impact, weightlessness, and
rectilinear and angular accelerations beyond the levels of human
tolerance. Abnormal accelerations on the human body, depending upon
their severity and kind, are known to cause a variety of
pathophysiologic effects such as headache, abdominal pain,
impairement of vision, hemorrhage, fracture, and loss of
consciousness [1-4]. All these effects influence the performance of
pilots, compromising the high-performance capabilities of the new
generation aircraft they operate, let alone the loss of aircraft,
and possibly lives, by crash. In the context of space travel,
cardiovascular adaptation to microgravity is of concern: shift of
blood and tissue fluids from lower to upper body causing headward
edema, reduced blood volume, and perhaps altered autonomic control
of the circulation are significant issues.

The cardiovascular system, being central to the homeostasis of
the organism, is extremely susceptible to the hostilities of the
changes in the environmental forces. The design of protective
devices and procedures, and medical selection and physiological
training protocols which are expected to provide acceleration
tolerance and protection for the pilots during aircraft and
spacecraft maneuvers must take into consideration the response of
the cardiovascular system to the altered gravitational environment.

Therefore, a thorough understanding of the cardiovascular system




and 1its structure-function relationship in abnormal force
environments is essential to any effort directed to overcome the

gravitational trauma.

The prohibitiveness of actually subjecting the human body to
abnormal, altered gravitational forces to gain knowledge of the
cardiovascular system's response is obvious. The alternative is to
develop a mathematical model and investigate its response. The need
for mathematical models and the analysis of model features for
prediction of system performance are well recognized in view of the
cost and risk involved in testing the original system which, in
this case, is the human subject. In this report, an analysis of the
arterial blood flow is attempted using the thick-wall model with
large deformations. The mathematical formulation is general and
could be easily extended to myocardial deformations taking
advantage of the topological similarity between the arteries and
the heart.

PRESENT STATE CF KNOWLEDGE
There is no dearth of mathematical models of the cardio-

vascular system in the scientific literature. Womersley (5] and
Noordergraaf (6] presented mathematical analyses of some aspects
of the cardiovascular system by using lumped parameter models.
Taylor [7], and Kenner [8], and Attinger et al. [9] used distribu-~
tive parameter models to analyze pressure-flow relationships in
arteries and veins. Sagawa [10] described the overall circulatory
regulation and the influence of the mechanical properties of the
cardiovascular system on the control of circulation. Boyers et al.
[11] simulated the steady-state response of the human cardiovascu-
lar system with normal responses to change of posture, blood loss,
transfusion, and autonomic blockage. Porenta et al. [12] have deve-
loped a finite element model for blood flow in arteries with taper,
branches, and stenoses assuming thin wall and axisymmetry.

Complete models of the cardiovascular system under accelera-
tion stress have been attempted by a few investigators. Avula and



Oestreicher {13] presented a mechanical model consisting of
linearized Navier-Stokes and finite elasticity equations to predict
blood pooling under acceleration stress assuming a spherical model
for the heart and axisymmetric thin tube model for blood vessels.
Moore and Jaron [14], and Jaron et al. [15] have developed a non-
linear multielement model of the cardiovascular system which can
calculate blood pressures and flows at any point in the cardio-
vascular system. It includes the effects of forces caused by
acceleration as well 3as the effects of several G-protection modes.
The problem with multielement models is that the capacitive and
resistive elements introduce more uncertainties in the system model
as opposed to direct mechanical models.

The stresses and deformations in the myocardium and the
arterial wall were of concern to several investigators. Mirsky {16]
calculated the shear and bending stresses in the ventricular wall
using a thick-walled model of the left ventricle. Demiray {17}, and
Demiray and Vito [18] calculated the stresses in the arterial and
ventricular walls using the theory of finite deformations and
experimentally determined strain energy function for soft
biological tissue.

In view of the topological similarity between the blood
vessels and the heart, the present state of knowledge provides the
basis for a mathematical formulation of the blood circulation
problem using a thick-wall cylindrical tupe which is capable of
undergoing large deformations.

MATHEMATICAL FORMULATION
A. Equations of Fluid Motion
The geometry of the artery containing blood in motion is

shown in Fig. 1. Let r,gs, =z are the cylindrical polar coordi-
nates, and let u, v, w be the velocity components in




the corresponding directions. Assuming axial symmetry in flow
and tube deformation, the Navier-Stokes equations for the flow
of blood can be written as:

é_l_+u_al_‘1_+w@=—_}__a_g+v{2u+i._&é+azu~_g—
Jt or oz P, Or | 9r? r or O ? r¢
(1)
o0 L, ow . _ 1 9 Pw , 1 0w, Fw],
ECER =R A - S T I ar*azz} 3 te)

(2)
where p is the pressure, v is the kinematic viscosity, p, is

density of blood, and g(t) is the body force per unit mass
caused by the acceleration. The continuity equation is

2l
+
=i
+
|
1§
Q

3z (3)

The above eguations are non-dimensionalized using a typical
length, R,, which is the initial (undeformed) radius of the
aorta, and U, the average velocity of blood in the aorta.
Introducing the new quantities

tu T pA w
L = =, I* & —, 2% T — , WF = —
R, R, R, U
(4)
u*:E,p*=_.L, g*:.R_g,Rez UR,
U P U2 U2 v

After deleting the "stars" for simplicity, Egs. (1)-(3) in
terms of the newly defined variables become
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The boundary and initial conditions are

dR,
u = at r = R £t>2 0

dt b
w=0 at r =R, t 20 (8)
w=1 at w=0 t 20

where R, is the inside radius of the blood vessel in the
deformed state.

B. Equations of Motion for a Thick-Walled Elastic Tube

The theory of large elastic deformations is utilized to
describe the time~dependent deformation of the blood vessels.
In view of the published results on blood pooling and the
consequent cardiac insufficiency, the application of large
deformation theory appears necessary. Demiray and Vito (18]
have previously used this theory to calculate the deformation
of arteries.

The undeformed and deformed cylindrical tubes are shown
in Fig. 2. Let r, 0, z represent a point in the wall of the
undeformed tube, andA R, 6§, z in the deformed tube. r,, r, are
inside and outside radii, respectively, of the undeformed
tube, and R;, R, those at the deformed tube. Axial stretch of
the tube is neglected because of tethering caused by the
surrounding tissue. Assuming the material of the blood
vessels to be homogeneous, incompressible, and isotropic, the
stress at any point can be written as [19]:

13} = ¢pgii + yBiI + pGis (9)

where ¢ = 2(6§W/8I,), ¥ = 2(86W/S8I,), Bi = I,g" - gig G , P is a
scalar function which represents a hydrostatic pressure, W is
the strain energy function, T, and T, are the straln

invariants, and g%, g;, G¥, and G; are the contravariant and
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Fig. 1. Blood vessel geometry
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Fig. 2. Undeformed and deformed
elastic thick-wall tube




covariant metric tensors. The indices i and j taKke the values

1, 2, and 3. The equations of motion are given by:
T, + pyF! = p, f? (10)

where ﬂ denotes covariant differentiation, p, is the density
of the vessel wall, F 1is the body force, and f 1s the
acceleration. Let us neglect the body force on the vessel
wall in comparison to its effect on the fluid flowing in the
cylindrical tube. Performing the covariant differentiation on
the remaining part of the equation of motion we get

T + Dy thd + T3, dr = p £ (11)

where I'y represent the Christoffel symbols of the second kind.
It has been shown that for a biomaterial, a reasonable
strain energy function [17,18] is

w = __E‘ ca(12'3) - 1
= | ] (12)
in which a and 8 are material constants. Defining the

circumferential stretch ratio A = R/r, the stresses in the r,
0, z directions can be expressed as

1:11=P+B(1+7']-‘2-) eIz -2 (13)
R2T22 = P + B (1 + A?) ™ ? (14)
2 =P + P (__;‘-_2 +A2) @@ (15)

Substitution of the above equations and the appropriate
Christoffel symbols in Eq. (11) gives the equation of motion
in the form

d 1 all, - 3) 1 42 all, - 3) _ 82R
ﬁP+B(1+F)e ? +%(—)‘—2 Ay e™' LAy
(16)

The incompressibility condition leads to:
R2 -RZ =12 -t} (17)
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and differentiating twice yields

T e

2 2
FR _ _ Rf (dR1] + L (dRz) R, d’R, (18)
R dt?

gtz  Rr: \dt R \dt
With p,, p, denoting the pressure on the inside and outside
wall, respectively, of the blood vessel, the use of the

boundary conditions, r!! = -p,(t) at R = R, and 1! = -p,(t) at
R = R,, substituting Eg. (18) into Eq. (16) and integrating
yields
p,(t) - p,(t) = pR d’R, 1n X2
1 2 1 dt2 R1
dR 2 R 1 R; ] * 1+A2““2"£:"2’
+ 1 plln =2+ = |2 -1l - A dA
dt Rl 2 Rf J A; )-3

(19)

The relationship I, = 1 + A? + 1/A? has been used to obtain Eq.
(19) . Equation (19) is nondimensionalized using the variables

P* = P , R; = ﬁ . R,; = ﬁ , t* = _CE
p,U? R, R, R (20)
Bxg = _.E__ , p; = ﬂ!
pU? Po

The resulting equations will be in terms of the Ystarred"
(non-dimensional) variables. However, by deleting the "stars"
for convenience, these equations become

= d2R1 R, (dR1)2 R, 1 Rzz
pl(t) p2(t) —prl dt2 ln_é:+pw _a‘g ln—+—2- —— 1

A 2
- B f 2 1 +3l e +1/22 - 2) 4y
Ay A

The initial conditions are:
At time t = t,, R, = R,, dR,/dt = u, radial velocity of the
fluid.




A fourth-order Runge—Kutta numerical scheme was used to solve
the linearized version of Egs. (5) and (6) in conjunction with Eqg.
(21). The requirement of brevity and the universal familiarity of
the numerical method preclude the presentation of computaticnal
details here.

RESULTS AND DISCUSSION

As mentioned above, the solution consists of solving Egs. (5),
(6) and (21). The following constants were used in the solution:
2R = 2.94 cm, U= 11.9 cm/s, h = 0.164 cm, p» = 1.05 g/cc,
P 1.05 g/cc, VvV = 0.038 Stoke, ©® = 0.8 and B = 113,500 dynes/
sq cm. In this study, the impact deceleration profile shown in

Fig. 3 was used to determine the pressure development in a segment
of the human aorta.

Figure 4 depicts a comparison of computed pressures in thin-
wall (solid line) and thick-wall (dotted line) models. Clearly, the
thick-wall model predicts higher pressures in the vessel segment
considered as opposed to the thin-wall. Also, the thick-wall

solution deviated from the thin-wall with increasing time. The
reason for this can be explained as follows: the thick-wall blood
vessel, by virtue of its higher stiffness, is deformed less, thus
expending less strain enerqgy of deformation. Then a portion of the
impact energy is translated into greater fluid pressure. (Such an
argument can also be extended to explain hypertension in athero-

sclerotic patients). Since this is only a preliminary study, a more
careful evaluation of the solution needs to be conducted. The
deviation of pressure with increasing time is intrigquing. A closer

look at the constitutive equation of the tissue is necessary.

RECOMMENDATIONS
Most investigators working with mathematical models of the
circulatory system have addressed the tissue deformation and blood

1-11
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flow patterns as separate issues. It is desirable to incorporate
into the model realistic tissue properties and address the above
issues simultaneously. The heart and blood vessels have a complica~-
ted non-symmetric geometry. As the finite element method 1is
generally more suitable for problems with non-reqular geometry (see
Oden [20]), it is recommended that a comprehensive model of the
entire cardiovascular system be constructed using this method with
realistic tissue properties. The variable tissue properties can be
easily accommodated into the discretized elements resulting in more
realistic models. One of the recent issues in acceleration trauma
is the combined stress of subclinical cardiovascular disease and
acceleration. Particularly, the mitral valve prolapse among the
pilots manifests in lower tolerance for gravitational stress with
susceptibility to developing mitral requrgitation leading to heart
failure [21]. The finite element model of the heart can effectively
address this problem if accurate description of the ventricles and
the heart valves are available.
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GC/MS PROTOCOLS FOR EPA METHOD 1625

Stephan B.H. Bach
Assistant Professor
Division of Earth and Physical Sciences
University of Texas at San Antonio

Abstract

A Finnigan 5100 GC/MS is set-up to operate EPA Method 1625. The tuning
parameters for the instrument had to be optimized after restarting the instrument.
Application of the quantitation software available with the 5100 to operate EPA
Method 1625 is undertaken. A short description for troubleshooting various
instrumental problems encountered while making the instrument and tna software

operational are described.
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GC/MS PROTOCOLS FOR EPA METHOD 1625

Stephan B.H. Bach

INTRODUCTION

Today, in Environmental Chemistry there are numerous challenges for the
chemist. One area, that is constantly changing and growing, is Environmental
regulations. Because the regulations are being constantly updated, compliance
with the regulations becomes increasingly difficult. Compliance involves using
published EPA Methods for determining the quantities of target compounds
{unknowns in the sample} specified by the particular EPA Method in routine
samples. Our goal was to deveiop EPA Method 1625" for production runs of
waste water samples on a Finnigan 5100 GC/MS instrument. The difficulty in this
project was not the chemistry directly, since it is documented in the Code of
Federal Reguiations (CFR)," but adapting these published methods to the
requirements of the laboratory and reactivating the 5100.

APPARATUS

These experiments were carried out using a Finnigan 5100 quadrupole mass

spectrometer (MS) with a GC interface. The MS has a mass range from 4 to 850
atomic mass units (amu). We swept the quadrupoles at a rate of one scan every
0.5 seconds, and scanned a mass range from 35 to 450 amu. The ionizer was set
at 70 eV. Extraction and lens voltages were varied, as necessary, to tune the
instrument for EPA Method 1625.

The GC oven attached to the 5100 is a Finnigan model 9611. The GC
portion of this work was done using a commercially available DB-5 column (5%
diphenyl dimethyl siloxane}, with a film thickness of 1 micron, and 30 m long. The

injections were done using a modified splitless routine. The injection port
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temperature was routinely held at 250 °C. The transfer oven temperature was
held at 270 °C. Helium {99.999%) was used as the carrier gas.

TUNING

In order to meet EPA guidelines very stringent instrumental conditions must
be maintained. The instrumental parameters are not set by specific instrumental
settings, but are determined by the fragmentation pattern of perfluorotributylamine
{(CF43). The parent peak for this compound is m/z = 671. But under the
ionization conditions prescribed by the EPA Method 1625, the base peak in the
mass spectrum is m/z = 69. The CF,"* ion is a small fragment of the parent
compound which indicates very high ionization energies. The target percentages
of the various fragments which are observed when the instrument is tuned properly
are given in Table I. The major problem with the tuning procedure is that a large
variety of settings will achieve a similar fragment distribution. If the settings are
within typical ranges for the instrument (Tabie {1}, this does not pose a problem.
But when the tune settings fall outside of those settings. problems arise. These
problems are due to the electrostatic field lines created within the ionizer by the
extractor and lens voltages. Distortions can also occur when the ion program and
ion energy voitages are set 1t extremes. These problems are usually observed as
aberrations in the peak shape. Either the resolution of the peak will not meet
specifications or the peak will appear as a doublet or muitiplet. When these
problems are not detected, the mis-settings can result in poor quantitation for the
amount of the target compound present or misidentification of the compound.

Once the mass spectrometer is tuned properly with CF43, a GC run is then
be made with decafluorotriphenylphosphine (DFTPP) at 20ng/ui in either methanol
or methylene chloride. The mass spectrometer then needs to be de-tuned slightly
to give the proper fragmentation ratios for the DFTPP. The proper percentages are
listed in Table lll. The mass spectrometer is now ready to acquire data.

The EPA methods as described in the CFR seem to be straight forward

analytical techniques. Unfortunately this seeming simplicity is an illusion.
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Applying the EPA protocols to field samples results in considerable complexity. In
order to obtain reliable results one must keep the GC/MS within parameters
described in the EPA methods by verifying daily that the instrument is properly
tuned. This may seem simple at first until one considers the number of variables
which must be kept constantly in control. The most obvious variable from sample
to sample is how the sample is introduced into the GC/MS. Great care should be
taken with the injection technique in order to get reproducible resuits. Column
condition must also be monitored from sample to sample. This can be
accomplished by observing the GC peak shape and the retention times of the
respective compounds. The primary problem that we encountered with the GC
was solvent tailing. This was due to improperly setting the starting temperature of
the GC oven. Care must be taken to set the initial oven temperature either above
or below the boiling point of the solvent. Otherwise the solvent will tend to boil
off slowly during the time that the GC oven is at its initial temperature (usually 4
minutes).

The temperature program for the GC can be a variety of different sequences
of settings. The goal is to separate the target compounds sufficiently so that they
can be correctly identified from their retention time and their mass spectrum.
There are a variety of published GC oven sequences which seem to work equally
well. An important point though, is to acquire data until the final peak of the
target compounds (benzo(ghi)fluoranthene) is eluted. At this point the acquisition
of data can be stopped.

QUANTITATION?

For quantitating the target unknowns several methods are allowable,

external standard, internal standard, and isotope. We will be using the internai
standard method. This involves spiking each sample with a known amount of a
compound. The ideal compounds are deuterated species which do not coelute
with any of the target compounds and whose mass spectrum is readily identifiable.

Typical compounds used are d10-anthracene, d5-nitrobenzene, d14-terphenyl. The
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internal standards should be picked so that they elute through out the GC run and
not just in one region of the GC.

Once the standards have been decided upon, known concentrations of the
target compounds and internal standards are run. The concentration of the internal
standards are kept at 20ng/uL. The target compound concentrations vary from 20
to 200 ng/uL. The concentrations of the target compounds should cover the
expected ranges of concentrations of the target compounds that will be found in

the field samples. We used concentrations of 20, 50,100, and 200 ng/ul.

Creating a Library....

A new library should be created for each EPA method to be run on the
instrument. Be sure to set the proper library before running AUTOQUANT. To
change to the proper library, use the SET4 XX command. XX is the name of the
library to be used for the particular EPA Method. Each EPA Method to be run on
the instrument will require its own Library for quantitation. These libraries are
constructed using the chromatograms collected from the runs of target compounds
and internal standards where the concentrations of the target compounds are
known. The chromatogram is displayed using the CHRO command. The mass
spectrum of each chromatographic peak is displayed using the Y’;ED command
string. The Y’ command enhances the mass spectrum of the GC peak by
performing a subtraction subroutine to eliminate extraneous peaks and then enters
the current library. The ED command then brings up the library editor.

Once in the library editor, the mass list from the mass spectrum is displayed
with the relative intensity (1000 = 100%) of each of the masses. All but the five
or six most intense peaks are eliminated using the A -j,k command string. The "-"
tells the program to eliminate peaks between j and k. If eliminating a single mass,
use the same command string , but set k equal 1o j, otherwise all peaks larger than
j will be eliminated. Higher mass peaks should be retained preferentially over
smaller masses, because they will be more unique to the compound than the

smaller masses. For those compounds with a limited number of peaks, retain as
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many as possible even if it means retaining some peaks that are not very intense.
These peaks will be better than none at all when the quantitation program goes to
calculate fit and intensity.

With the mass table reduced to an acceptabie number of masses (5-6), the
mass spectrum can now be inserted into the Library for this method. The |
command inserts the mass spectrum and its parameters at the end of the current
library. The I’ command inserts the mass spectrum into the current slot of the
library. The software will prompt for answers to several questions. The manual is
fairly clear except for several points. The reference compound is entered as a
library location in the current library (XX.00). The XX is the two letter code for the
current library and OO is the library entry number. If a mistake is made during this
procedure, type N when asked if everything is correct (at the end of the
procedure). This will not write the responses to disk. Then use the I’ command
to insert the mass spectrum into the current library location. This will avoid
inserting erroneous duplicate entries into the library which would occur if the |
command were used in this situation. After all target compounds and the internal
standard have been inserted into the library in this fashion, check the library entries

for any mistakes. Once this is done, create the Master Library list.

....Lists

The Master Library list is used by the quantitation program to find the target
compounds in the unknown samples. It is created using the LL MASTERLIST
command where MASTERLIST is the name given to the master list. Once the
master list is created it must be saved using the W command. Two other lists
must also be created from the quantitation library, the retention time list (RT)
which contains the library location of the internal standard to be used in a limited
region of the GC spectrum, and the target compound (TC) list which contains the
library locations of the target compounds that the quantitation software will be
searching for. The TC lists should contain no more than ten compounds to operate

properly. Several RT and TC lists will have to be created for most EPA Methods.
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These RT and TC lists are then combined into a Driver List which lists the order
that the software will follow in searching for the compounds and the internal
standards to be used for those compounds. The manual contains a complete
description of how to put these files together.

The next step is to create the 11 Table which at first contains the retention
times of the target compounds and the internal standards. After running TCA, it
will be filled in by the quantitation software to produce the quantitation report.
The command string used to create the 11 Table is TCALIB FILENAME, 1 INAME,
MASTER. FILENAME is the filename of a standard GC run. The 11NAME is the
filename for the 11 Table, and MASTER is the filename given to the Master List
used for the current analysis. Before the 11 Table is used it should be checked for
accurate target compound retention times. |f the retention times are good, move

the retention times from column five to column three using the UPDATE 1T1NAME

command string. Quantitation can now be attempted.

The TCA FILENAME, 1 1TNAME, DRIVER command string is used to start the
quantitation. FILENAME is the name of the GC file to be quantitated. For the
software to function properly, the GC file name and the calibration table file name
should be the same except for the three letter endings. The 11NAME is the file
name of the converted 11 Table (correct retention times in column 3). The
DRIVER file contains the RT and TC file pairs in the sequence that the software is
suppose to perform the reverse search for the compounds in the GC scan. The
TCA software uses the reverse search subroutine to match the known peaks in the
library with the peaks found in the GC file,

For becoming familiar with the software and how to prepare the various files
for Autoquant, it is not necessary to have the instrument perfectly tuned. Once it
was apparent that the day to day reproduciblity of the 5100 was acceptable, we
went ahead and set up the files necessary for the Autoquant software. Day to day
reproduciblity was satisfactory if autotune could tune the instrument approximately

every other day.
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TROUBLESHOOTING
Autotune

If the autotune routine is not able to tune the instrument, set the default
tuning parameters by typing DF in MSDS. This will reset the tuning parameters in
the file used by autotune. Try autotune again to see if the instrument will tune up.
If not, several instrumental parameters need to be checked. First, verify that the
voltages going to the MS are correct by using the test points on the ionizer board
(located in the card cage under the GC). Before checking the voltages, use SCAN
and set the scan time to 4 or 5 seconds. This is done so that variable voitages
such as those used for the ion program routine can be checked with a standard
digital multi-meter (DMM). A short in the ionizer is usually indicated by a zero
voltage were there should be a nonzero voltage (voltages are listed in the manual.
This can be verified by disconnecting the multi-pin connector at the rear of the MS.
If there is a short in the ionizer , the zero voltage should now be at the proper
setting. The ionizer can easily be shorted because of the ion-volume slipping in the
ionizer. We inserted the ion-volume manually as the last step in putting the
instrument back together. '
lonizer Short

Another ionizer problem which effects the operation of the MS, is a short of
the heater to the ionizer. This will cause the wrong voitages to be put on the
ionizer. The usual indication of this situation, is if all else is functioning properly,
but the mass spectrum is very noisy. To check for this situation, turn the heater
off by setting the ionizer temperature to a value that is below room temperature.
A check should also be made of the pin outs from the ionizer and heater. This is
done by checking the multipin connecter at the back of the instrument. A diagram
of the pin assignments is given in the manual. A short is indicated if the resistance
between the two pins is very low (100 ohms or less). The resistance between the

two pins should be infinite.




Transfer Oven

The transfer oven temperature is critical for eluting and detecting the
compounds towards the end of the GC run. These are usually
polyaromatichydrocarbons (PAC). If the transfer oven temperature is to low, then
the PAC’s will become "trapped” in the transfer oven and will faii to elute out
before the end of the GC run. indications of this problem are either the absence of
the PAC’s when they are known to have been in the sample, or very broad PAC
peaks in the GC. The transfer oven temperature should be kept at least 20 °C

above the maximum temperature that the GC oven reaches during the GC run.

1. EPA Method 1625 Revision B, Title 40 Code of Federal Regulations, part
136, Appendix A, p 504 (July 1, 1989).

2. The current Version 8.0 software wiil not operate the quantitation programs
properly. Version 6.5 is the most recent software release that works
properly for using the quantitation software.

3. EPA Method 1625 Revision B, Title 40 Code of Federal Regulations, part
136, Appendix A, p 504 (July 1, 1989); "Reference Compound to Calibrate
lon Abundance Measurement in Gas Chromatography-Mass Spectrometry
Systems’, J.W. Eichelberger, L.E. Harris, W.L. Budde, Anal. Chem., 47, 955
(1975).
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TABLE I:  CF43 Fragmentation Ratios’

Mass Target Percentage

69 base peak, 100% relative abundance

219 30.0 to 75.0 % of m/z = 69

414 1.40 t0 4.00 % of m/z = 69

502 0.80 to 4.00 % of m/z = 69
Isotope Ratio Targets

70/69 0.80t0 1.30 %

220/219 3.50105.20 %

415/414 7.20 to 10.80 %

503/502 8.10t0 12.10 %

TABLE ll:  Typical Instrument Settings

Resolution (HI) 128+10

Resolution (LO) 128+ 10

lon Energy 5468

lon Program 105

Lens Voltage 15+10

Extractor 10+5

TABLE lll: DFTPP Fragmentation Ratios®

51 30.0 to 60.0 % of m/z = 198

68 <2 % of m/z = 69

70 <2 % ofm/z = 69

127 40.0 t0 60.0 % of m/z = 198

198 base peak, 100% relative abundance

199 5.0 t0 9.0 % of m/z = 198

275 10.0 to 30.0 % of m/z = 198

365 >1 % ofm/z = 198

441 present, but less than 443

442 >40 % of m/z = 198

443 17.0 to 23.0 % of m/z = 442
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AN INTELLIGENT TUTOR FOR SENTENCE COMBINING
Margaret W. Batschelet
Assistant Professor
Division of English, Classics, and Philosophy
University of Texas at San Antonio

Abstract

Sentence combining has became a well established technique for
teaching grammar, syntax, and some forms of punctuation. Using
sentence cambining, students practice producing syntactically camplex
sentences by adding to, deleting, and rearranging simple "kernel
sentences.” Research on sentence cambining by Frank O'Hare and
others has established that students who have sentence coambining
practice produce more syntactically mature sentences as well as
better written compositions. Some work has been done on using
camputers for sentence cambining, but only one sentence cavbining
program has been written: a drill-and-practice program for Apple |1
coarputers. The R-WISE tutor,a tutoring system aimed at improving the
reading and writing skills of high school freshmen, includes a
sentence cambining module as part of its editing tools. The sentence
combining and reduction module allows students to revise clusters of
sentences within their drafts which need to be either combined or
broken into more than one sentence. Students can work with their
sentences or go through a set of exercises designed to improve their
sentence corbining and reducing skills. Some tutoring is provided,
based in part on the number of sentence clusters or run-ons remaining
after the module is cotpleted and on student performance on the

exercises.




AN INTELLIGENT TUTOR FOR SENTENCE COMBINING
Margaret W. Batschelet

INTRODUCT | ON

Sentence cambining is a technique used ‘o teach elements of
grammar, syntax, and punctuation. Using sentence combining, students
practice producing syntactically camplex sentences by adding to,
deleting, and rearranging simple "kernel sentences."” Sometimes
students are cued as to the particular canbinations that must be
made: they are provided with clues that suggest which words are to be
added or deleted or they are given patterns to follow in producing
the finished sentence. In other cases students are given the kernels
and allowed to make whatever combinations seem most appropriate.

For example, a student might be given the following kernels:

All the English students loved their teacher.
The students were cool.
The teacher was charming. (O'Hare, 90)

Here the student is cued to use only the words cool! and charming from
the second and third kernels. The resulting combination would be

All the cool English students loved their charming teacher.
Or the student might be given the following:

Pattern: One of my favorite movies, Casablanca, is on tonight.
The little boy is in front.
The little boy is a redhead.
The little boy is my cousin.

In this case, the student would combine the kernels to produce a
sentence that follows the pattern given above. The resulting

canbination would be
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The little boy in front, the redhead, is my cousin.
Sentence corbining allows teachers to accomplish a nurber of
purposes within a relatively simple set of exercises. As Erika

L indemann points out:

We can demonstrate how sentences are constructed without beginning
with grammatical terms or singling out errors in a particular
student's paper. We can avoid terminology altogether or introduce
it after students understand how to perform the transformations.
We can describe punctuation, mechanics, and conventions of edited
American English in the context of writing, not isolated from it.
Because students will cambine sentences in various ways, we can
also point out rhetorical choices, differences in emphasis which
might work more effectively in some larger contexts than in
others. (137)

Because of these advantages, the members of the design team
working on the R-WISE (Reading and Writing in a Supportive
Envirorment) reading and writing tutor decided to incorporate a
sentence corbining module as part of the tutor s editing section.
Although the tutor could not be used for daily practice in sentence
combining, placing such a module in the editing section of the
program would allow students to use sentence cambining as a means of
revising sentence structure and improving their syntax.

In this report | will present a short survey of the research
concerning sentence combining and of other sentence cambining
caorputer programs. Then { will present an overview of the sentence
cambining module which | helped to design and implement as part of R-

WISE.
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METHODOLOGY

Sentence Combining Research

The idea of sentence cambining derives from Noam Chomsky's
theories of generative-transformational gramar published in
Syntactic Structures in 1957. A variety of studies in the 1950s and
60s had demonstrated that traditional grammar study in the English
classioom had little positive effect (see Braddock). After Chomsky's
theories became widespread, several researchers attempted to study
whether using some form of generative-transformational grammar
instruction might produce better results in the classroom. An
initial study by Bateman and Zidonis suggested that transformational
grammar instruction did just that, but subsequent researchers argued
that the size of the sample in the study (twenty students) was too
small to draw definitive conclusions and that it was possible that
the students improved their syntactic maturity not because of their
study of transformational grammar but because of the sentence
manipulations that that grammar introduced.

A subsequent study by John Mellon attempted to measure the effect
of transformational grammar and sentence cambining on a larger
student sample. Mellon divided 247 Boston seventh graders into three
groups: one group received instruction in transformational grawmar
with a heavy sentence cambining camponent, a second group received
traditional grammar instruction, and a third group studied no gravmar
but received additional lessons in literature and camwposition. At
the end of a year, the first group showed significant growth in
syntactic maturity, while the second group showed much less.
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The most significant study of sentence combining as a pedagogical
technique was published by Frank O'Hare in 1973. OJ'Hare wished to
test the hypothesis that the increase in syntactic maturity which the
students in the earlier studies experienced was the result of their
practice in sentence combining rather than their formal instructicn
in transformational gramar. The Florida seventh grade students in
O'Hare's study were given simple instructions and cues for sentence
combining, as well as the same sentence carbining exercises used by
Mellon. They were given no formal instruction in transformational
gramar and followed the normal seventh grade curriculum for
literature and camposition. A control group also followed the
seventh grade curriculum, but received no practice or instruction in
sentence cambining. The students’ writing was assessed for syntactic
maturity and writing quality in pre- and post-tests. Again the
students in the experimental groups showed significant improvement
both in syntactic maturity and in the quality of their overall
writing; their scores were also superior to those of the control
group,

in the years following O'Hare's study, other studies by
researchers such as Donald Daiker, Max Morenberg, and Andrew Kerek
have confirmed that sentence combining is a powerful tool in teaching
both grammar and punctuation. The technique has been widely adapted
in textbooks for elementary, secondary, and college students and is
seen as "a viable way to help students write cleanly focused,
grammatically correct, and thoughtfully worded sentences' (Connors

and Glenn, 1992).




Sentence Cambining and Camputers

Given the widespread acceptance of sentence cambining and the
growing use of coamputers in English classrooms, it is hardly
surprising to find that some teachers have suggested using computers
to teach combining. Several instructors have recommended using word
processors as sentence combining tools, although none have run
controlled studies of their use. See, for example, the papers by
Anne Wright, Joseph Milner, and Gwen Solomon.

In 1989 a Florida study gave fourth graders classroom instruction
in sentence cambining while allowing them to practice using data
files presented in a word processing program (Laframboise). The
final results of this study have not yet been published, but the
preliminary report was favorable.

in 1984 Ann Humes and her colleagues at the Southwest Regional
Laboratory for Educational Research and Development at Los Alamitos,
California constructed a simple branching program which allowed
elementary and middle school students to practice cambining sentence
kernels in an electronic workbook setting. The resulting program
seemed to work well for the students, but there were some problems
with slow response as a result of the branching structure.

Same “"style check” programs also give users same feedback on their
sentence structure. For example, as part of the analysis of a text,
Right Writer will give the user what are termed "Sentence Structure
Recamendat ions' which include the number of sentences with multiple
clauses and the nurber of sinmple sentences.
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Although all of these programs offer some tentative direction in
merging sentence cambining with camputer technology, they represent
only a beginning. The Humes and Laframboise programs are 1imited to
workbook exercises, while programs like Right Writer offer no real
advice on sentence combining as a revision technique, relying instead
on amibus canments such as "Most sentences contain multiple clauses.
Try to use more simple sentences” and "Few compound sentences or
subordinate clauses are being used.” Although an experienced writer
might be able to make use of such advice, it is probable that an
inexperienced writer could not.

Thus although the idea of performing sentence combining on a
computer has been explored, its full potential has not yet been

reached.

AN INTELLIGENT TUTOR FOR SENTENCE COMBINING
R-WISE

R-WISE (Reading and Writing in a Supportive Envirorment) is an
Intelligent Tutoring System which is part of the Fundamental Skills
Tutor project. Its aim is to improve the reading and writing skills
of high school freshmen. R-WISE consists of a series of individual
modules focused on various parts of the reading and writing process;
many of these modules are intelligent tutors, collecting data about
individual student performance on particular tasks and tutoring on
specific skills. The Sentence Carbining and Raduction Module of R-

WISE is one of these intelligent tools.
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The Sentence Combining and Reduction Module was planned as an
editing tool, placed in the revision section of the tutor. The
purpcse of the module is to provide students with a means of
analyzing and revising their sentences, and, to a lesser extent,
their punctuation and grammar. Thus the module is not really
intended to teach sentence combining as O'Hare did, but rather to use
it as a means of improving the prose style of a student's draft.

The Sentence Cambining Module

The tutor begins by analyzing the student's draft for clusters of
two or more "sentence clusters” meeting the following criteria:

o Length of fewer than twelve words

o No coordinating conjunctions

o No relative pronouns

o No subordinating conjunctions

o No conjunctive adverbs.

The length criterion was taken from O'Hare's study; the other
criteria were added to avoid picking up short sentences which were,
despite their length, relatively camplex. In practice, these
criteria have helped to make the module more selective, centering on
sentence clusters which need to be cambined. If the student's draft
reveals no sentence clusters meeting these criteria, then the student
is allowed to pass over the module.

The module itself consicts of three major sections: a "workboard",
a series of relationship explanations, and a "lesson.” After the
student ‘s draft is analyzed, each sentence cluster first appears on a
"Workboard"” space at the lower left of the screen. The student is
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also given a histogram representing the sentence lengths of each
paragraph so that she can see the patterns of variation she has in
her sentence length. The student is then given a choice of options:
she can press a Work button which enables her to begin working with
the sentence cluster on the Workboard, she can press an Explanation
button which brings forward a screen with explanations of seven
possible cambination types, or she can press a Pass button which
allows her to pass on making any changes in the sentence cluster.

The Work option is perhaps the simplest of the three. If the
student sees inmediately how the sentences can be cambined, she
presses Work, makes her corrections, and presses a Finished button
when they are completed. The revised sentence is then placed in her
draft in place of the original sentence cluster, and the next
sentence cluster appears on her workboard.

if the student is uncertain how to cambine the sentences, or if
she is confused about sentence combining in general, she can press
the Explanation button. On the Explanation screen she is given a
l1ist of possible relationships she might see between sentences
(addition, subtraction, alternatives, explanation, illustration,
conclusion/causal, and time); these relationships are based on work
by Ross Winterowd and Bonnie Meyer. Clicking on any of the words in
the relationship list will give her a more extended explaration of
the relationship along with examples of combinations. After studying
her sentence cluster and looking through the possible relationships,

the student can press Work to try one of the combinations on her
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sentences. Again, pressing Finished will enter the revised sentence
into her draft.

while on the Explanation screen, the student can choose the Lesson
option. Pressing this button brings her to a set of sentence
carbining exercises using the seven relationships explained on the
Explanation screen. Each exercise contains a set of kernel sentences
and a series of blanks into which the kernels can be entered to make
a new, carbined sentence; sametimes the kernels are entered in their
entirety and sometimes they must be modified to fit a finished
carbination. These exercises thus represent a kind of cued practice
in that the student is given a pattern to follow. The student can
work through all of the exercises, or she can press a Quit button at
the lower left of her screen to return to the Explanat n screen and
the Workboard.

If the student feels that the cluster of sentences is effective as
is, or if she is simply unwilling to combine them, she can press
Pass. She will then be given a message asking if she is certain that
the sentences are satisfactory as is; if she presses Yes, the
sentence cluster will be highlighted in her draft for future
reference, If she presses No, she will be returned to the Workboard
to make another choice. At the end of the Sentence Cambining
sassion, after all of the student's sentence clusters have been
examined, she will be shown the sentence clusters she passed on once
again. At this point the student will be given one more chance to
work with the sentences, with buttons for deleting them, rewriting
them, or, once again, passing.
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After all of the sentence clusters in the draft have been either
revised or passed, the tutor once again analyzes the draft to see how
many sentence clusters remain. The final count of sentence clusters
is added to the student model as another indication of the student'’s
progress on sentence combining.

R-WISE also includes a Sentence Reduction module within the same
suite of tools, although the two tools are not intended to be used
during the same session. Using this tool the tutor analyzes the
student's draft for "run-on" sentences, sentences which fit one or
more of the following criteria:

o Length more than five words above the average for the paper

o More than one coordinating conjunction

o Commas separated by groups of three or more words

The Sentence Reduction tool is organized following the same
pattern as the Sentence Cambining tool: the student has options for
working, getting an explanation of various techniques for revising
run-on sentences, doing a set of exercises for run-on revisions, or
passing on the sentence. The Explanation section presents techniques
for dealing with three types of run-on sentences: clauses joined
without punctuation, clauses joined with more than one coordinating
conjunction, and independent clauses joined by a comma (a conma
splice). At the end of the session, the tutor analyzes the draft to
find the number of run-on sentences remaining; that nurber then

becomes part of the student model.




Intelligence

The student model for the sentence carbining module (as for much
of R-WISE) is currently under design, thus its exact measurements can
only be suggested. However, some tutoring is possible. Simple,
event-driven help can be offered for situations such as excessive
time without character entry. in addition, if the student has a
certain percentage (e.g., more than 50%) of sentence clusters
remaining after she has completed the module, she can be directed to
read her draft for sentence variety, being aware of the effect that a
series of short, simple sentences may have on her reader. Within the
Lesson section of the tutor, the student can be tutored on the
various relationship types if it seems that she is having difficulty
with one type of cambination. Moreover, records of difficulty on
individual cavbinations within the lesson can be carbined with
records from other modules within the tutor to obtain some indication
of difficulties with particular organizing principles such as
description or causation (see Meyer). The student can then be
tutored on a higher cognitive level. For example, if the student is
consistently having problems with causation relationships
(corresponding to the conclusion/causal relationship in the sentence
carbining module), then the tutoring on the sentence coarbining module

can iyocus on the nature of the cause and effect relationship.

CONCLUS IONS
Obviously, the Sentence Combining tool will not teach sentence
carbining in isolation. It is intended to suggest various forms of
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sentence revision to a student; ideally, t will be used in
conjunction with classroam instruction in sentence cambining. 4and,
considering how widespread sentence cambining has became as an
instructional tool, it is not unreasonable to assume that most
students will have received some classroam experience in carmbining.

The Sentence Cambining and Sentence Reduction tools will be tested
starting in September 1992 at MacArthur High School in the Northeast
Independent School District in San Antonio. Twenty-four classes of
ninth graders will use the various modules of the R-WISE program for
a year as part of their basic ciasswork. These students, as well as
control groups, will receive pre- and post-tests in both reading and
writing; writing samples from both experimental and control groups
will be evaluated, using a standard analytical scale, on the
following criteria:

o Clear and logical organization of ideas

o Development and support of a central idea

o Appropriate response to the purpose/audience of a written

composition

o Control of the English language

o Mature syntactic structures
The final criterion most obviously involves the skills students will
ideally acquire from sentence cambining, yet the development of a
mature style will influence several other criteria as well. Sentence
combining can play an integral part in the overall success of the

tutor in improving students' writing skill.

3-14




Since the Sentence Combining tool is only one of a series of tools
within R-WISE, and since it will not be used with the intensity of
the sentence cambining exercises in O'Hare's study, we do not hope to
achieve results that rival O'Hare's. However, we hope that the
availability of a sentence combining module will help the student
users of R-WISE to work more closely with sentence structure and

uitimately to achieve a more mature and camplex syntax.
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Articulated Total Body Model Dynamics
Verification and Demonstration Simulations

by

Larry A. Beardsley

Abstract

The Armstrong Laboratory at Wright-Patterson Air Force Base, Ohio utilizes a program called
DYNAMAN, written by General Engineering and Systems Analysis Company (GESAC) for the
purpose of performing predictive simulations of human body dynamics resulting from various
external force applications. The DYNAMAN program runs on a PC based computer and uses
the Articulated Tctal Body (ATB) model program code for the dynamics simulations. Although
the ATB model code was developed to study human body dynamics, the program can be used
to simulate general coupled rigid body dynamics. The present study examined some of the basic
mechanisms in the model to validate their response against closed form mathematical solutions.
Particular emphasis was placed on studing elastic and energy absorbing impacts and it was found
the simulation results agreed very closely with the closed form mathematical solutions.
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I INTRODUCTION

The Articulated Total Body (ATB) model is used at the Armstrong Laboratory (AL) to study
human body biomechanics in various dynamic environments. especially aircraft ¢jection with
windblast exposure. The model was developed by Calspan Corporation (formerly Cornell
Aeronautical Laboratory) in the early mid-seventies for the U.S. Department of Transportation.
The model is designed primarily to evaluate human body response when modeled as a system
of rigid bodies when subjected to a dynamic environment consisting ot applied torces and
interactive contact torces.

Although the ATB model was originaily developed to model the dynamic response of crash
dummies and with later modifications, the response of the human, the ATB model is quite
general in nature and can be used to simulate a wide range of physical problems that can be,
according to Obergefell {3], approximated as a system of connected or free rigid bodies. The
model has been used to simulate such widely diverse physical phenomena as human body
dynamics, the motion of balls in a billiards game, and the transient response of an MX Missile
suspended from cables in a wind tunnel.

The approach used in the ATB model is to consider the body as being segmented into individual
rigid bodies called segments. Each segmcnt has a mass of the body between joints or, in the
case of single-jointed segments, such as the foot, the mass distal to the joint. An example would
be the left upper arm segment which represents the mass of the body between the shoulder joint
and the elbow. Segments are assigned mass and moments of inertia and joined at locations
representing the physical joints of the human body, such as the shoulder joint or the knee joint.

The model can simulate a system which is made up of one or more segments, connected or free.
The system or body is assembled as a chain of individual segments. More complex bodies can
take on a tree-like structure, with several chains branching out from several connected segments.
The limitation of this approach is that a closed loop for connected segments is not allowed. An
example of a closed loop would be the right and left lower arms being connected by a joint at
the hands.

A program called DYNAMAN was written by the General Engineering and Systems Analysis
Company (GESAC) for the purpose of executing the ATB model on a personal computer.

i. THE DYNAMAN PROGRAM

DYNAMAN is a software package written for a personal computer that allows an analyst to
simulate the dynamics of an occupant of a vehicle involved in a collision. The software consists
of these modules:

1. A preprocessor that allows an analyst to interactively set up an input file to carry out a
simulation.
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A simulation module which accepts the input file that was created using the preprocessor
and produces output files that contain various kinematic vanables that describe the three-
dimensional motion of the occupant inside the vehicle and the contact force tables.

3. A postprocessor that can be used to view the output of the simulation in pictorial,
graphical, and tabular forms.

il1. OBJECTIVES OF THE RESEARCH EFFORT

The DYNAMAN program is relatively new with updates to be considered. It is important that
the output results be accurate. To determine accuracy of the DYNAMAN program based on the
ATB model, a series of simulations were performed to verify the correctness of predictions
against closed form mathematical solutions. The etfects of inertial, elastic, and viscous forces
were examined as well as geometry based calculations. When possible, solid graphics
representations of the responses were generated.

IV. THE MATHEMATICS OF THE MODEL

The ATB model utilizes many reference coordinate systems within the program. The primary
coordinate systems used in the model are the inertial vehicle local body segment, principal, joint,
and contact ellipsoid reference coordinate systems. The specification of each reference
coordinate system requires an origin and a direction cosine matrix (usually initially specified by
three rotation angles, yaw, pitch, and roll) which relates one reference coordinate system to
another. All of the coordinate systems are considered to be orthonormal.

The ATB model assumes that the coordinates of the origin of the inertial reference coordinate
system are zero and all other coordinate systems are specified with respect to this system. The
user may equate the origin of the inertial reference coordinate system to any convenient point
from which his data are referenced. The frame of reference is arbitrary and is partially specified
by defining which way is down by the values supplied for the components of the gravity vector.
It has been customary to supply (0, 0, g) as the components of the gravity vector to specify that
the positive Z axis is pointing downward.

Up to six vehicles with specified motion can be defined. The origin of each of the vehicle
coordinate systems is arbitrary, and any convenient reference point may be chosen for the input
and output data which would be most meaningful.

Each body segment has a local reference coordinate system, and a mass and principal moments
of inertia. The local reference coordinate system has its origin at the segment mass center. The
principal moments of inertia are with respect to this origin. The principal axes for the principal
moments ~  specified with respect to the local reference system. The ellipsoidal contact surface
origin and orientation are also specified with respect to the local reference system. A body
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segment can have up to six degrees-of-freedom. A body segment is given an initial position,
orientation, linear and anguiar veiocity and its motion is then computed for the remainder of the
simulation subject to any imposed constraints. The mouon of the body segment cannot be
specitied unless the segment is also detined as a vehicle. Contact planes can also be attached to
the body segments to provide another way for the body segment to interact with the environment.
Although the orientation of the segment local reference coordinate systems can be arbitrarily
defined, the convention has been to choose the axes so that when the body is in an upright,
standing position. the positive Z axis is downward, the X axis is to the tront, and the Y axis is
to the body’s right.

The principal axes are fixed with respect to the segment local reference axis, and their orientation
needs to be specified only once. Other model input and output referring to the segments is in
terms of the body segment local reference coordinate system. The segment data is transformed
to principal axes, the equations are numerically solved in the inertial system, and the predicted
responses are transtormed to the local systems for output. When the input description refers to
the local body reference, the local and not the principal moment of inertia reference coordinate
system is implied. Mathematically what takes place is the following:

The matrix
Iy 1, I
1O-\L, L, L,
L, I, L,

is a non-zero symmetric matrix whose diagonal elements represent the respective moments of
inertia in the local coordinate system. It is diagnalized to obtain the matrix I, where

[, 0O
-0 1, 0}
00 [

which is a diagonal matrix whose diagonal elements are the eigenvalues (the solution to det (AI-
') = 0) of the characteristic equation of 1, and these elements are the principal moments. The
conversion from the local reference system to the principal reference system may be represented,
where, for example, the Z axis is the Z, axis in the local system and the Z, axis is the Z axis
in the principal reference system. The origin is at the segment mass center.

The direction cosine matrix, Ay, is 2 3x3 matrix which converts the components of a vector in

one reference system (0) to components in another reference system (1) and is formed in the
following manner:
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A A

[i, j}.i.0 Ifl.i;)
Ay - "‘1'1:7 fl-jo kx-fo ’
i vk ke Kk
where the dot product of i.i; , for example, is the cosine of the angle between the two vectors
(since the dot product is defined to be the product of the magnitudes of the two vectors times the
cosine of the angle between them). The multiplication of Aw,, and X,,,, yields a 3x! matrix

which consists of components of the X vector in the other system. Since the direction cosine
matrix is orthogonal, A A" = A" A holds.

A direction cosine matrix is assigned to each segment which defines its angular orientation. This
matrix is updated during integration by the use of quaternions |2]. The integrator integrates the
quaternion equation. The yaw, pitch, and roll angles or Euler angles are also computed at each
time step from the direct’on cosine matrices.

Problem No. |

The first problem was to model a ball which is dropped from a given height onto a plane with
given friction and force-deflection characteristics. Several simulations were run varying these
characteristics as well as giving the ball different initial velocities.

The equations used in this model are the following:

The laws of motion where "v" is the velocity at time "t", "v," is the initial velocity, "a"
is the acceleration (386.1 in/sec?), and "z" is the distance the ball falls:

(1) v = Vo+ at
@) z=vd + gt
3) vV =vi + 2z

Other basic equations used are:

YF-ma
and

W-mg ,

where F is a force acting on a body or plane, m is the mass, W is weight, and g is gravity, or
386.1 in/sec’.




The detlecton force, F(6) was initially given a value of F(§) = 208.

To validate calculations ot the DYNAMAN simulatons, time velocities were compared with
equation (8) which was derived through fundamental laws ot physics and integrauon.

Given that X F - ma, then

[~

a-—2LF

(W-F(3)] (1)

3|—3

where W is positive since the positive z-axis is pointing downward.
Also, we have that W=mg. So,

W-,ng = m-i-___.__l.lz___
8 386.1infsec?

(the weight was given to be 1 1b)

-1 386107 @
m lbsec?

Substituting this equation in (1), we have:

a - 386.lin/lbsec® . [W-F(8))lb A3)
- 386.linjsec’[W-F(3))

Substituting the right hand side of the above equation into (1), we have:

a, - 386.1 " [W-F(8)] @
secz
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Since the weight is given to be 1 Ib in the problem to be simulated, and the force 1s 20 Ibs, the

resulting equation is:

a, - 386,10 -{1-207')
SCC

where Z' = Z-Z,=6

dz’

Since a,- %‘t—, and dz’ - vdt=dr- —,

\%

equation (5) is equivalent to:

dv

& 386.1 (1-20z2")
14

=[vdv 3861[(1 ~207')dz’
Therefore —-2- -386.1 (z’-10z%)+C

&)

6

The velocity at which the ball impacts the plane is found by solving:

, - 2ay
where y=7 (since the ball falls 7 inches) and 2a=386.1
v, ~ 73.521 injsec

This result gives us the initial condition of v=73.521 when Z’' =
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Substituting (7) into equation (6), and soiving for the constant C, we tind C=2702.7. So,
equaton (6) becomes

2
l;_ - 386.1 (Z'-10Z%) + 2702.7

-y? = 7722 (Z'-10Z'%) + 54054 (8)

Of course as the torce deflection varies, the polynomial representing F(3) may be substituted in
equation (5), and will yield a new expression to integrate.

Problem No, 2

A second problem which was modeled was that of a ball(s) given an initial velocity inside a cube
and analyzing the motion and forces. The problem was divided into two parts. The first part
was (a) to model the perfect gas law and (b} to analyze the data giving the ball(s) different values
for force-deflection characteristics and an initial velocity.

(a) To verify the perfect gas law using the DYNAMAN, it may be helpful to review a concise
derivation of the perfect gas law. Present [4] offers an elaborate derivation of the law, and
Halliday and Resnick [3] arrive at the same result in 2 more succint presentation.

Briefly, the perfect gas law may be arrived at in the following way.

Given a cube having edges of length ¢, let the faces of the cube be normal to the x-axis where
the positive x-axis points to the right.

Let S, and S, be the faces normal to the x-axis of area £*. The velocity, V, may be resolved into
components V,, V., and V, for a given molecule. Assuming that each wall is perfectly elastic,
a particle will rebound after a collision with S,, with its x-component of velocity reversed. Since
there will be no effect on the velocity in the y-direction, V,, or in the z-direction, V,, the
change in the particles momentum will be

Ap~- Ps-p; '("’“’x) - (mv,)- -2mv, (D

where P, is the final momentum, P, is the initial momentum, m 1s the mass, and V, is the
velocity in the x-direction, normal to S;.

Therefore, the total momentum which S, receives is 2mv, since the total momentum is
conserved.
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Now assume the same particle reaches S, without striking another particle in the interim. The
ume required for the particle to transverse the cube is:

[

vX

When the particle impacts S,, it will have its x-component of the velocity reversed again, and
it will return to S,. Assuming there are no collisions in between, the round trip will take a time
of

2l

Ve

So. the number of collisions per unit of time the particle imparts to S, is given to be v,,/2f, and
the rate at which momentum is transferred to S, is

2
v, my,

2 B Rt
T @

The total force, the rate at which momentum is imparted to S, by all of the molecules on S,, may
be found by summing up mv,’ /1 for all of the particles. To find the pressure, we divide this
force by the area of S,, which is I*. Given that m is the mass of each molecule, we have

- + Va2 +
P = — (v 2 ) R (3)

where v, is the velocity of molecule m,. If N is the total number of particles in the container,
(2) can be rewritten as

p-i—N(vx‘z«»vxz +vx32+...) @)

However, mN is the total mass of the gas and mN/V is the mass per unit volume or the density
p. Also, the expression

is the average value of v?, for all of the particles in the container.
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This may be denoted as v.’.

. : . 2 2 2
For any given particle, v- - v, + v/ + v_.

However, since in general there are many particles moving at random, the average values of v.?,
v,’, and v,” are equal, and the value of each is one-third of the average value of v’. Also,
without loss of generality, the molecules may assume motion along any one of the three axes.
Therefore,

v2, and

pv? (3)

Equation (1), (3) and (5) are the three equations which will be used to compare with the
simulation.

Methodology for Problem 2

A cube was constructed of six planes whose normals to each plane pointed towards the interior.
For the first simulation, a ball (sphere) of weight .1 pound was used with an initially velocity
of 451.6 in/sec in the x-direction and -451.6 in/sec in the z-direction with no angular velocity
and gravity not a factor. The deflection force was initially given to be F(8) = 1006 pounds
where & is in inches and the coefficient is in Ibs/in. Friction was given a value of zero, and the
restitution characteristic was initially set to one to indicate that the total momentum is conserved.

For subsequent simulations, the number of balls was increased and/or the velocity was increased.
Later, the friction force was varied to verify that linear energy was transferred to angular energy.
Since there is a constraint on the maximum number of plane segment contacts, a maximum of
five balls was used.

\athematics. Behind Simulation 2

Since the average force on a given plane in the cube is approximately the same after a large
number of impacts, one plane could be considered for analyzing the force. For each ball impact,
F(8) = 1006 is the given force in pounds. Now, if the plane is impacted with a force F, over
a time At and F, over a time At, and so on for the time the ball is deformed, the total force the
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segment imparts to the wail is expressed by

t-t,
}: FAt ()
t=-0

and for more than one segment, the total force is given by

Segment n -t

Y Yy Far. )

Segment 1 t-o

where the average force is given by

Segmentn t-t,
FAr |t 3)
Segment 1 t-0

The pressure P is found by dividing (8) by the area, A, of a given plane.

Segment n t-t,

}: FAtftA-P 4)
Segment | t=-0

Now, this result of P should compare with the P in (5), page 4-12.

he Mathematics Behind Problem 2¢

The second part of the problem using the cube is to analyze the resuits of a ball(s) given an
initial velocity with different values of force deflection characteristics.
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First, as with problem 1. an expression had to be derived using the tfact that

a, = 386.1infsec’ [W- F(8)] ()

However, we assume gravity does not play a role in this problem. So, we have

a, - 386.1infsec’ (-F(8)) where F(5)- 1005 2)

Integrating as we did in the first problem, we find that

[ vav-386.1 [ -100x'dx" where x"-x-x, - & (3)
v? .2
find
Imually, v, = 451.6 in/sec. at x’ = x-x,. Therefore, substituting the initial conditions, we¢

that C = 101971.28. So,
2

1’2—-386.1(-50x'2) + 101971.28 (5)

v - -38610x'% + 203942.56 (6)

which is an expression of velocity in terms of the detlection x’. This expression was used to
validate the results of DYNAMAN.

I.V. RESULTS

Data from the first simulation was collected and compared with results one would expect to
obtain tfrom the closed form equations derived.

4-14




With the first simulation of a free falling ball, different values of the deflections. Z’, for given
times were matched with the corresponding velocities using the time history tables generated by
DYNAMAN. Using the equation (8) of the first problem, v' = 772.2 (z’-10z'}) + 5405.4,
which gives the velocity as a function of deflection, the velocity was calculated for a given
deflection value. The calculated value for velocity was then compared to the velocity given in
the table. For example, using the closed form equation above, the calculated velocity for Z' = .4
is 66.923 in/sec to the nearest thousandth. The corresponding velocity for Z'= 4 isatt = 196
msec (see table 1) and is 66.939 in/sec (see table 2). Using the error tormula

v,-v,]
vl

where v, is the expected velocity and v, is the observed velocity, we find the relative error is
approximately .02 percent. Similarly, using a value of 2’ = .641 in the equation. we find the
value for the velocity should be 52.226. Using the time history table, the value for the velocity
corresponding to z' = .641 is 52.260 at t = 200 (see tables | and 2 again). The value
generated by DYNAMAN was again accurate to .06%. This verification was made to ensure
that the time history table was yielding accurate values after full deformation but before the ball
left the plane.

- relative error,

Other verifications were made, such as the magnitude of the greatest deflection generated by
DYNAMAN compared to the value one obtains from the closed form equation. Of course, this
verification was made by letting the velocity equal zero in the equation and solving for z'. The
table value was accurate to within .1 percent. Validation of the numerical integration was also
reinforced by observation of plots generated by DYNAMAN. For example, a parabolic curve
indicates the symmetry of the normal force curve representing when the ball impacts the plane
and then leaves it (see Figure 2) for the case where the restitution factor is 1.0. Figure 1
represents the velocity curve for the first model. Also, Figures 3 and 4 represent the output for
model 1 with a restitution factor of .5.

Several other simulations were run using different force deflection characteristics. For example,
using a restitution factor of .5 versus a factor of 1.0 in the first simulation, a loss of energy is
expected. The tables indicate this as well as the plots. When higher degree polynomial functions
were used for the force of deflection, integration was performed again to derive closed form
equations. These equations were again analyzed to validate the resuits generated by DYNAMAN
in the same manner as the first simulation mentioned before. Due to the requested brevity of
this paper, these results will be given in a supplemental paper and sent to the laboratory.

The results of the second problem using closed form equation were again very close to the resuits

of DYNAMAN. Due to the limitations of the cumber the plane segment contacts, the problem
could not be simulated with a larger number of balls.
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VI. CONCLUSIONS AND RECOMMENDATIONS

Using the two models mentioned in this paper, the DYNAMAN generated results were very
close to what one would expect from the closed form mathematical solutions tor most cases.
However, in some instances where the restitution tactor was given a value ot a number greater
than .9 but less than 1.0, the unloading curve was above the force deflection curve, which is
physically not possible. Also, when the restitution factor was given a value less than |.0, tabular
results did not compare as close as one would expect with respect to the loss of energy. These
differences may be due to numerical error using a certain method of approximation. This should
be analyzed in more depth to see if better results may be obtained, or to see if there may be an
error in the algorithm. In any case, a more detailed analysis should be carried out using the
same models, and some new ones to analyze all possible physical forces.

Since the DYNAMAN program is based on the ATB model, and the ¢lements ot this model are

fairly well documented, a more detailed study of the previous simuladons, as well as new ones,
can be carried out.

It is the researcher’s opinion that a more in depth study of the ATB model using DYNAMAN
would be very useful in making sure that the accuracy of results is optimized.
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(MSEC)

189.000
190.000
191.000
192.000
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TIME
(MSEC)

189.000
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191.000
192.000
193.000
194.000
195.000
196.000
197.000
198.0G0
199.000
200.000
201.000
202.000
203.000
204.000
205.000

206.000

207.000
208.000

209.000

210.000

CONTACT FORCES - SEGMENT PANELS VS. SEGMENTS

TABLE 1

) VS. SEGMENT 1

FILE: B:ONE4.008
PANEL 1 (ground
DEFL- NORMAL FRICTION RESULTANT
ECTION FORCE FORCE FORCE (1t
(IN ) ( LBS) { 1LBS) { LBS) X
-0.104 0.00 0.00 0.00 0.000
-0.031 0.00 0.00 0.00 0.000
0.043 0.85 0.00 0.85 0.000
0.116 2.32 .00 2.32 0.000
0.189 3.79 .00 .79 0.000
0.261 5.23 0.00 5.23 0.000
0.332 6.63 0.00 6.63 0.000
0.400 8.00 0.00 8.00 0.00Q0
0.465 9.31 0.00 9.31 0.000
0.528 10.55 0.00 10.55 0.000
0.586 11.73 0.00 11.73 0.000
0.641 12.82 0.00 12.82 0.000
0.691 13.81 0.00 13.81 0.000
0.7386 14.71 0.00 14.71 0.000
0.77% 15.51 0.00 15.51 0.000
0.809% 16.19 0.00 16.19 0.000
0.838 16.7% 0.00 16.75 0.000
0.860 17.20 0.00 17.20 0.000
0.876 17.51 0.00 17.51 0.000
0.885 17.70 0.00 17.70 0.000
0.888 17.77 0.00 17.77 0.000
0.885 17.70 0.00 17.70 0.000
TABLE 2

FILE: B:ONE4.008
POINT REL. VELOCITY (IN / SEC)

POINT

0.000
0.000
0.000
0.000
9.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000

0.000

0.000

0.9000
0.000

0.000

0.000

( 9.00, 0.00, 0.00) OM

SEGMENT NO. 1 - 1t

IN VEH REFERENCE

Y Z RES

0.000 72.973 72.973
0.000 73.359 73.359
0.000 73.660 73.660
0.000 73.433 73.433
0.000 72.639 72.639
0.000 71.284 71.284
0.000 69.379 69.379
0.000 66.9139 66.939
0.000 63.983 63.983
0.000 60.532 60.532
¢.000 56.615 56.615
0.000 $2.260 52.260
0.000 47.502 47.502
0.000 42.378 42.378
0.000 36,927 36.927
0.000 31.1%0 31.190
0.000 25.213 25.213
0.000 19.042 19.042
0.000 12.723 12.723
0.000 6.306 6.306
0.000 ~0.159 0.159
0.000 ~6.623 6.623
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CONTACT LOCATION (IN

REFERENCE)

Y 7
0.000 0.000
0.000 0.000
c.000 0.043
0.000 0.116
0,000 0.189
0.000 0.261
0.000 0.332
0.000 0.400
0.000 0.465
0.000 0.528
0.000 0.586
0.000 0.641
0.000 0.691
0.000 0.736
c.000 0.775
0.000 0.809
0.000 0.8238
0.000 0.860
0.000 0.876
0.000 0.885
0.000 G.a88
0.000 0.885
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A STUDY OF THE EFFECTS OF LOW U'PDATE RATE
ON VISUAL DISPLAYS

Jer-Sen Chen
Assistant Professor
Department of Computer Science and Engineering

Wright State University

Abstract

This report contains a study on the effect of low and incompatible update rate to a 60 Hz refresh
visual display and propose solutions to remove the undesired artifacts. Since the contrast sensitivity
of human eves drops significantly above 60 Hz, visual display devices usually operate at 60 Hz refresh
rate. If the refresh rate is low. for instance at 30 Hz, the undesired flickering artifact will be detected
by human visual perception. Due to limitation of technology, even though we are exploring very
high definition video signals it is just impossible to achieve the 60 Hz requirement. Simple remedies
to the problen: of lower update rate, such as to display the same {rame multiple times or to blank
out the non-updated frames will introduce undesired artifacts of muitiple iinages or flickering. This
report proposes approaches to alleviate the problem by either an algorithmic scheme to interpolate the
missing frames or by a field sequential scheme on binocular displays. A spatially interpolative scheme,
though computationally efficient. is not a solution to generating the missing frames. A temporally
interpolative scheme should be employed to generate the correct frames though it is computationally
extensive and sometimes not feasible for real time applications. The binocular field sequential approach
provides an alternative to solving the problem of low update rate, though the temporal integration

behavior of binocular perception is yet to be further studied.

5-2




A STUDY OF THE EFFECTS OF LOW UPDATE RATE
ON VISUAL DISPLAYS

Jer-Sen Chen

1 Introduction

Temporal anti-aliasing has long been studied in the research of computer-generated animation [Maxx),
Korein®3. Potmesil83]. Aliasing is an artifact when the sampling rate is not fast enough to handle
the rapid change of signals. either spatially or temporally sampled. The Nyquist sampling rate to
avoid aliasing is at least twice the maximum of the signal frequency. In the temporal domain. the
aliasing is usually observed in the presence of fast moving objects. A typical anti-aliasing technigue
involves certain degree of smoothing or averaging, either pre-sampling or post-sampling. And a
typical approach for temporal anti-aliasing s using motion blur algorithm. When a camera films a
fast moving object, motion blur is generated through the integration process during the time pericd
when the shutter is open. The techniques of generating motion blur are often employed to computer
generated animation to produce more natural and realistic video.

Since the human eyes are less sensitive at high frequency. in particular beyond 60 Hz [Carterett75],
the usual display refreshing rate is set to 60 Hz to avoid artifacts such as flickering. If the refreshing
rate is low. for instance at 30 Hz or lower, the undesired flickering artifact will be detected by human
eves. However, due to the limitation of technology, the update rate of the video signals is usually lower
then the 60 Hz refresh rate. For instance in a flight simulation computer program, the complexity
of the simulated scene may be so complicated that a new frame can only be generated every 1/10
second. namely the update rate is only 10 Hz. When the 10 Hz updated images are displayed on a
60 Hz refresh rate visual display, different artifacts are detected by the human eves depending on the
techniques emploved to accommodate the 60 Hz refreshing speed.

Even though very high resolution video displays. such as 1000 scan fines and 1000 pixels per scan
line, are becoming more and more popular these davs. it is usually impossible to achieve the 60 Hz

update rate especially certain processing is involved. With a display resolution of one million pixels
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{1000x1000). 80 Hz processing means 60 million pixels of processing per second. Even with the fast
advances of computing technology. it is besond the reach of the capability of most computers with
the possible exception of massively parallel computers that have thousands of processors.

So the question is: suppose we have an update rate helow 60 Hz. say 30 Hz or 15 Hz. how are we
gotng to present the signal to a 60 Hz refreshing rate display? Motion blur technigues. nufortunately,
can not be directly applied to this turverse problem. That is. what we have are the images derived
from lower update rate output instead of the object models and their motion in the real 3-dimensional
world. The problem is therefore more image processing rather than computer graphics oriented. A
study on the effects of lower update rates on flight simulation visual displays was conducted by Kellogg
and Wagner [Kellogg®8]. They tried to determine the maximum acceptable display velocities when
the display starts to degrade significantly. We shall conduct some experiments and study under the
assumption of 30 Hz update rate and G0 Hz refresh rate unless otherwise specified.

We first illustrate the artifacts exhibited by some naive display oriented approaches to present
30 Hz updated signals on 60 Hz refresh rate displays. We then proceed the study of algorithmic
approaches which aims at regenerating the missing frames due to low update rate through some
interpolation schemes. And finally, a field sequential display oriented approach is studied through
binocular displays to investigate the temporal intergation characteristics of human eyes. In summary.,
this report consists of two different approaches to investigate the removal of artifacts introduced by

incompatible update rate and discuss their feasibility. The two approaches are:

¢ monocular interpolated scheme: In this scheme we conduct our experiment in mounocular
environment. The visual stimuli are presented on a usual monocular display such as the nioni-
tor of a computer workstation. We use computer graphics and image processing techniques to
investigate the feasibility and visual effect of regenerating the missing frames hy interpolative
schemes. We shall see simple spatial interpolation. though computationally simiple and efficient.
1s not all a solution to this problem. On the other hand. the correct solution should he ob-
tained by temporal interpolation. Temporal interpolation. however, involves the calcultation of
optical flow which is very computationally extensive. Feasibility and robustness of temporal

interpolation scheme needs further studied and justification.

» binocular field sequential scheme: The visual stimuli are presented on binocular displays
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that feed separate iput to two human eve channels. For instance. we use two compuater work-
stations to generate separate stimuli to left and right eves through a svnchronization mechamsm
at hoth electronic scanning and frame generation level. The experiment in this scheme focuses
on presenting different stimuli in terms of time delay to left and rvight eves. Through the study
of the behavior of temporal integration, we ai at reducing the computational cost of exact

temporal interpolation while alleviating the artifacts introduced by the low update rate.

All the following experiments are conducted using IBM PC for siiiple stiniult, and Silicon Graph-
ics IRIS-4D VGX machines for high performance shaded or colored graphics. The hinocular field

sequential study is conducted through the Helmet-Mounted Dispiays (HMD).

2 A Simple Experiment

We first conduct a simple experiment illustrating the artifact introduced by stmplistic approachies
dealing with the cases of lower update rate than dispiay refresh rate. A simple tested graphics is
shown in figure . the equally spaced short line segments in the middle of the screen mark the
transiational amount of every 1/60 of a second. That is, the moving line segment shown above the
markers smoothly moves from left of the screen to the right and it moves from one marker to the next
at each refresh of the screen. When a 60 Hz update rate is employed, no artifact is detected when

the eyes track the moving line segment. We then proceed the experiment to investigate the artifacts

itroduced by lower update rate.

2.1 Display the Same Frame Twice

At the update rate of 30 Hz, a new frame arrives only at every other refreshing period. For instance.
if the first frame arrives at time 0/60, the second frame arrives at time 1/30 (or 2/60 of a second).
There is no frame arriving at the time tick of 1/60 second. So a naive way of displaying a 30 Hz
undate rate signal would be simply showing the same frame twice. That is. we show the same frame
of time 0/60 at time 1/60 second again, and show the same frame of time 2/60 at time 3/60 agamn.
and so on.

This scheme works for a static scene, that is when there is no motioun from either the viewer or the
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Figure 1: Original display

environment. Since the refreshing rate is 60 Hz. no artifact or flickering is perceived. For a dynamic
scene, however, a very undesirable artifact arises. The most significant artifact is that. when the
eves are tracking the moving vertical line, TWO lines are perceived as shown in figure 2. We can
also observe that the contrast reduced in both perceived lines. The reason for this artifact can be
explained as follows:

When tlie eyes are tracking the moving line, they anticipate certain amount of motion from the
position perceived at time N/60 second to time (N+1}/60 second. The amount of movement is of
course the distance between two adjacent markers. Since we are display the same {rame twice, the
line in the second frame is not displayed at the position it 13 suppesed {0 be. Instead the second frame
displays the line at the same position of the previous frame which create a lag and therefore present
a false line to the eyes. The spacing of the two lines is exactly one marker apart.

We then lower the update rate even further. say 20 Hz. For the refresh rate of 60 Hz. we have
only one updated frame arrives every 3 refreshed frames. If we display the same frame three times.
thal is. the moving line segment is displayed at the same {ocation 3 times, we can detect the artifact
of three moving hne segments instead of one. The perceived contrast of three moviug line segments
are further reduced.

We also conduct similar experiment using color graphics. For the 30 Hz update rate, we first
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Figure 2: Perceived display when tracking the target

present the line segment in RED color and at next frame refresh we draw the line segment at the
same location, but with a different color, say GREEN. When the eyes are not tracking the moving
line segment, it is perceived as a single YELLOW (red plus green) line segment, even though only
for a very brief moment since it is not tracked. When the moving line segment is tracked, again we
observe two moving line segments. In particular, one is RED and the other is GREEN, and the RED

one leads the GREEN one by exactly one marker.

2.2 Display One Frame and Blank Out The Other

The other naive approach of displaying a low update rate video is to display the true frame once and
display nothing (BLANK or average grayscale) for other frames. For instance, if the update rate is
30 Hz then for 60 Hz refresh rate we display the newly updated frame first and blank out the second
frame. If the update rate is 15 Hz, we display every one out of four frames and black out the other
three frames.

This approach, although removing the mulliple image artifact of the previous approach. has several
drawbacks. Since the display is now virtually the update rate (15 Hz or 30 Hz) instead of 60 Hz refresh
rate, the eyes can easily pick up the low frequency flickering artifact. Furthermcie. since the true scene

is only «lisplayed every one out of several frames. it also reduces the contrast of the images.
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Figure 3: Two flickering moving line segments

We also conduct the following experiment of displaying two moving line segments, one above the
markers, the other below. Each one is presented in the same fashion above that we display every
other frame and blank out the other. However, the upper line segment is displayed first followed by
a blank one: the lower line segment is just the opposite. that is, the first frame is blank. followed by
the frame with the line segment. The observed result is shown in figure 3. The upper line segment
leads the lower one by exactly one marker. Of course, both moving line segments are flickering and

their contrast is reduced since they are both at 30 Hz.

3 Algorithms for Interpolating Missing Frames

The display approaches of bridging the incompatibility between lower update rate and the 60 Hz refresh
rate. either displaying the same frame multiple times or displaying one frame and blanking out the
rest introduce various artifacts. An algorithmic approach aims at generating the missing frames for
60 Hz through some interpolative schemes. The algorithmic interpolation schemes. however. involve a
great deal of computation to generate the missing frames and are definitely subject to the feasibility

consideration in real time applications.
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3.1 Spatial Interpolation

To display a 30 Hz updated signals on a 60 Hz refresh rate display. an interpoiated artificial frane
need to regenerated for every two consecutive real updated frames. Let Fi(r.y) and Fu(r. y) he two
consecut:ve updated frames arriving at time ¢, and {- respectively, the time difference t4 —f, is 1/30
of a second for a 30 Hz update rate. In order to accommodate the 60 Hz vefreshing rate display. a
frame, say Fyg(r.y). at ;5 = '4%‘3 is generated by interpolation. In the case of repeating the same
frame twice, Fy s(r, y) is set to be exactly Fi(r.y). while in the case of blanking every other frame,
Fys{r.y) is set to be background color.

One naive way on generating Fy s(£. y) is spatial interpolation. i.e.. every pixel of F, 5 is generated
by the average value of Fy and F: at the same pixel location. The spatial interpolation scheme.
though siimple and computational efficient. does not produce true interpolated results. Furthermore.
the artifact remains. Consider a simple square moving from left to right. Figures 4{a} shows an
one-dimensional tested intensity plot extracted from a thermal image shown in figure 5(a). The total
number of points (pixels) is 364, the marker at the bottom of the plot is equally spaced =1 20 pixels.
We assume that the object in the scene is moving horizontally from left to right at the speed of 20
pixels per 1/30 second. The true frame at next 1/60 second is the signal in figure 4(a) translated to
the right by half a marker. Suppose that we have an update rate of 30 Hz, so the next updated frame
is the signal in figure 4(a) translated to the right by a full marker. A spatial interpolation scheme
generates the result of figure 4(b), where the intensity at the left and right boundaries being averaged
as well as the span of the signal being extended by one marker.

One noticeable distortion can be observed at both leading and trailing edges of the nonzero intensity
region. For the trailing edge on the left, a spatial interpolation scheme averages the pixel values
therefore creating a band, which is exactly a marker apart (20 pixels), of averaging values between tlie
signal and the background. A discontinuity from the background to the sginal is interpolated as two
discontinuities of half of the original differential. This effect is also noticeable in the two-dimensional
image of figure H(b) which shows the result of two-dimensional spatial interpolation. The artifacts are
definitely not removed on the visual displays using spatial interpolation schetne since the interpolated

unage already contains multiple objects.
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3.2 Temporal Interpolation

A true interpolated frame should be generated through temporal instead of spatial interpolation.
For instance. the trailing edge of the signal in the first frame Fy is at pixel location 78 and for F
is at 98, then the truly interpolated frame £ 5 should contain only one single trailing «dge at pixel
location 88, Temporal interpolation, involving an inverse problem of the computation of optical flow. is
computational much more extensive and furthermore the exact solution may sometimes be nnpossible
to derive [Horn&6]. The optical flow is represent by a vector image V'(x, y) in which the vector at each
pixel location identifies the motion of the pixel therefore the resulting location of the pixel at next
frame can be computed.

Temporal interpolation starts with the computation of optical flow of the imagery to recover the
motion field of the moving objects as well as background. Let u{x.y) and v(x.yj be the x and y
componeits of the optical flow vector at that point. namely u = % and v = % Also let E(x.y. 1)
De the intensity of the iniage frame at spatial location (z.y) and temporal instant . ther, the optical

flow constraint equation [Horn86] is

Esu+ Eqv+ E,=0

where £, = %’f. Ey= %%, and Ey = %1;2 It expresses a coustraint on the components « and v of

the optical flow.

In the case of one-dimensional signal, the optical flow constraint equation reduces to

EIU+E1 =10

The translational velocity u can therefore be solved from

Since the noisy nature of the real signal. a smoothing stage is employed before the computation
of the optical flow. There is also limitation in recovering the motion field from optical flow. lustde
a homogeneous region of a moving object. no apparent spatial or temporal intensity gradient will be
detected. therefore no optical flow is detected. Fortunately. for the purpose of visual display, these

potuts can be trivially set to the same intensity value of the pixel at same location. Ounce we recover
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the transiational vefosy i terms of pixels per apdated frame of the moving object o we thien proceed
the temporal nterpolation to generate the nssing friune. Formstance f the transiation of paxed o
Fiu = Bowe then set the geayseale vidue of pixed 1 od Fyg to be the average of the pixel @ — 2ol )
and the pixel ¢ 4+ 2 of oo ldeally. of conrse. the puxel « = 2 08 #) and the pivel v+ 2 o 1 <hondd b
the same gravscale value, but i practice there is alwass certam amount of error The error can b
reduced throngh relaxation scheme which adds another degree of computanonal complexity [Hornso

The temporally mterpolated signal using the same example of figure 4ia) is shown in Hgure Jie)
We can observe that the temporally interpolated signal is much more resemble to the onginal signal
compared to the spatially interpolated signal. The temporal interpolation algorithun is sunply applying
an extensive spatial smmoothing to the oniginal signals first then followed by a motion estanation s g
o= —Yl"f We have 1o point out this simple temporal iterpolative schiemne works for our rxampte
hecause the motion is only translational tn known direction . namely from teft to right. lu the real
two dimensional imagery. even with only translational motion. the recovery of optical flow and motion
field is much more tedious. The translational amount as well as the direction has to be recovered.
The spatial smoothing stage before the computation of optical flow can not he emuployed in a radially
symunetric fashion. at least uot to a large degree of sincothing.

Figure 5 shows the romparison of the application different interpolation scliemes to the two-
dimensional image. The image is actually processed scauline-by-scanline independently  Figure 5ia)
shows tue original image, figure 3(b) shows the result of spatial interpolation. where figure 3(¢) shows
the result of temporal interpolation through a very sitnple scheme of estimating optical flow. We then
playback the interpolated images and compare two interpolated schemes. The spatial interpolation
scheme still exhibits the artifact of nmltiple images. Only the other hand. the artifact of multiple
response is very much alleviated in the tempecral interpolation scheme except at regions whete the

recovery of the motion field is incorrect.

4 Field Sequential Approach

Integration of the visual tinput tiom hoth eves has long been stadied. Spanal wstegration of oo
eves i evident from the randon-dot stereoprany analy<as hileszT1 A pair of random dot spaues

whiteh are a stereopair can be fused 1o vield a square popimg out i front of a reference plane.
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Temporal factor 1 visual perception can be traced back to the basic law underlyving a lot of

temporal perceptual phenomena. namely the Bloch’s law i 1385 [Carteret1 75
I <1 =k I <r

where [ s the threshold intensity. ¢t is the duration of the test. & is a constants. and r s the crifiead
duration. Visual motion perception which studies physiology of human eves perception of moving
stimuli can also be traced by to the early 60°s. Temporal integration. the study of integrating hehavior

from the two eye channels. however, is much less explored due 1o the limitation in technology.

4.1 Repeated Monocular Experiments

A fiekd sequential approach can be employed for binocular displays. The stimuli to the left aud right
eves can be arranged in a fashion to remove undesired artifacts. The study of field sequential approach
was conducted using two IRIS-4D V(X stations to generate the stimuli. The synchronization o! the
video signal of two channels is done by utilizing the Broadcast Video Options (BVO) provided by
Silicon Graphics Inc.. at the electronic scanning level package. The synchronization at the franie level
is done by a client-server mechanism through logical links among running processes.

We first conduct the same experiments in the previous section of monocular cases to check our
binocular configuration. The synchronied 60 Hz updated video was first fed into both eye channels.
The result is the smoothed moving object on the helmet-mounted binocular displays. We then proceed
to conduct the experiment of 30 Hz update rate video. Again identical and synchronized video was
sent to both eyes. When we use the strategy of displaying the same frame twice. we perceive the
DOUBLE moving objects as in the case of monocular case. When we display one frame and blank

out the other, we see the flickering and contrast-reduced video. Suppose Fy, F3, F3. .... tepresent the
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30 Hz updated frames, the siguals are presented as ollows for the double display-

tue | L/60 } 2760 3/60 | 4/60 .’),"(i()it;/ﬁl)

H

left I Fy £ R A £y

vight | £ L Fo | Bl B | R | By

where the synchronmized display of oue frame and blanking out the other is as tojlows:

7

time | 1/60 | 2/60 | 3/60 | 4760 | 5760 | 6/60

left Fy Blank Fa Blank Fy Blank

right | Fy | Blank | Ff2 | Blank | F; | Blank

4.2 Field Sequential Experiment

We then proceed to conduct a simple test on field sequential approach. That is. to the hoth eyes, the
30 Hz video is preseuted with blanking of every othier frame and the signals send to botl eves have
a time difference of 1/60 of a second. Again. suppose Fy. Fa. Fa. .... represent the 30 Hz updated

frames, the signals are presented as follows:

time | 1/60 | 2/60 | 3/60 | 4/60 | 5/60 | 6/60

left | Blank F Blank Fa Blank Fa

right Fy Blank Fa Blank Fa Blank

The result of the binocular field sequential stimuli is that no more doubling artifact is olserved.
Flickering. as a result of 30 Hz update rate. still remnains. The above configuration. however, seems 1o

exhibits a iess degree of flickering artifact than the synchronized 30 Hz video with blanking of every

other frame.

5 Conclusion and Future Directions

A preliminary study of the artifact introduced hy incompatible update rate to the display refresh rate
as well as intuitively proposed solution is presented in this report. The artifact. can be in general

categorized into:

o multiple images: when displi ing the <ame frame multiple times, and
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o flickering: when displaying the updated frame only once and blanking the missing frames

I'he proposed solution i this report as well as for future research direction can be either algorithnne
or display oriented. The algorithmic approach is to generate the missing frames due to the low update
rate. The display oriented approach. without greuerating the missing [rames. tries 1o bridge the gap
between update rate and refresh rate by directly employing the characteristics of hunian exe responses
to various display configurations.

We have demounstrated that simple repetition of the same frame several times to accommodate the
refresh rate will generate ihe artifact of multiple responses of the single eve-tracked nioving ohject
Another display oriented approach that simply to blank out the miissing frames will produce the
flickering artifact since the eyes are virtually looking at the update rate video. say 30 Hz. mistead
of refresh rate video at 60 Hz. Field sequential approach is also display orieuted since we are not
generating any mussing frames. By utilizing bisiocular display devices, like most of the Head-Mounted
Displays. we can present different visual stimulus to two human eye channels. In particular. we have
conducted an experiment by simply presenting the 30 Hz updated video to hoth eyes hy introducing
an 1/60 second delay from one eve to the other. The resuit is that the muitiple-object artifact is
removed but the 30 Hz flickering is still present, although seems to be at a lesser degree.

Algorithm approaches are basically schemes to regencrate the missing frames. for instance. every
other frame for 30 Hz update rate and 60 Hz refresh rate. Simple spatial interpolation by averaging
two consecutive updated frames to generate the intermediate frame. though computationally simple
and efficient. is by ;2 means a solution to remove the artifacts. It actually introduces more artifacts
gince it creates more inconsistency such as one line becoming two lines.

On the other hand. temporal interpolation provides a better algorithmic approach for removing
the artifacts. The computation though. involving at least the optical flow up to the true recovery
of the motion field. is very extensive and expensive. We have shown sonie simple temporal interpo-
lation involving only translation in known direction. The result is satisfactory though still far from
robustness. A combination of algorithmic and display oriented approaches provides another pronising

direction tn find solution to removing the artifacts,
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Abstract

The purpose of this research project was to develop a research paradigm to
investigate the collaborative process of design in multidisciplinary teams. Two phases of task
development are described. The initial phase involved identifying a design problem that
could be used to create the ex-erimental task. The problem selected was the design of a
navigation system for an automobile. The second phase involved collecting knowledge about
the problem to make the task as realistic and interesting as possible. Knowledge was
collected from design experts using a concept mapping technique. The resuits highlighted
many tradeoffs and design issues that could be integrated into an experimental task. Future
steps necessary for producing the design paradigm are described.




Development of a Research Paradigm to Study
Collaboration in Multidisciplinary Design Teams
Maryalice Citera and Jonathan A Selvaraj

Recently a great deal of enthusiasm has been generated for the multidisciplinary team
approach to design (e.g., Sobieski, 1990). This approach is in direct contrast to the
conventional approach to design. The conventional approach typically involves designers
from different disciplines working independently and sequentially on the same project.
Sequential designs can be costly in terms of time and money. The inefficiencies result from
viewing the problem from a single, narrow perspective. For example, user requirements and
needs may not be fully considered early in the design process if human factors experts
become involved only after the design is complete. Their role then becomes one of design
evaluation. Unfortunately, at this point, there may be a reluctance to make the recommended
modifications or changes. From the user's standpoint, the outcome may be a less than
adequate design. Similarly, finished designs are often given to manufacturing engineers to
produce. If manufacturing issues were not considered earlier in the design process, the
design may be impractical or difficult to mass produce. In addition, when coinponents of a
design are designed independently, the parts may not be integrated easily. Thus, the
conventional approach to design has several drawbacks and may result in poor designs or
costly redesigns.

A multidisciplinary teamwork approach allows for the integration of inputs from various
disciplines. Teamwork allows the team to partition the design problem so that each member
has a manageable task. The multidisciplinary aspect allows design teams to draw on the
variety of expertise that individuals bring to the design process (e.g., human factors, industrial
design, engineeiing, marketing). In multidisciplinary teams, tasks can be distributed so that
each member handles the components which best suits his/her expertise. Also, team
members can share information across disciplines and hopefully inform each other on the
possible limitations and weaknesses in various options. In other words, designs are
scrutinized from multiple viewpoints prior to fixing or constraining the design. Also, the
multidisciplinary team approach pemnits members to concwrrently work on a design. This
allows the team to g2t the final product "out the door* quicker because tasks can be done
simultaneously.

Unfortunately, bringing together multidisciplinary design teams has disadvantages.




Teams do not effectively share distributed knowledge. According to Stasser (1992), groups
often focus on commonly shared information and neglect to discuss unique or unshared
information. Sharing may be difficult because experts from different disciplines often speak
their own languages and are biased by tacit assumptions from their unique perspectives (Boff,
1987). Design experts from a particular discipline may not be aware of the assumptions they
make and of the design constraints that they intuitively accept. This makes it difficult for
design team members to effectively communicate and convey their expertise to other team
members. Even when communicated, domain specific constraints may actually conflict across
disciplines without clear resolution. Team members must strategically make tradeoffs to arrive
at a mutually acceptable design. Thus, collaboration is analogous to the process of
negotiation.

The fact that a design often does not progress in a strictly rational and analytical way
may compound the communication problem. Due to time constraints, designers often do not
generate and carefully evaluate all possible design alte. ..uves. Instead of starting from
scratch, designers tend to use previous cases as starting points for their next designs (Gero,
1990; Klein, 1987). This has been referred to as case-based design. Case-based designs are
efficient because features of a previous design case can be incorporated in the new design
pioject. But, unnecessary features of the previous design might also get incorporated.
Because these features are spuriously associated with essential ones, they needlessly restrict
the design options that are considered. Designers may have trouble differentiating and
articulating which features are essential and which are superfluous. The result may be
misanalogies. Misanalogies occur when previous leaming is applied to a situation where it
may be inappropriate or conflict with other aspects of the design. Misanalogies may make it
even more difficult for the designers to communicate and share their expertise with other
members of the team.

Furthermore, cross-disciplinary team members are often physically separated by
distance and their tasks are performed asynchronously. Under these conditions, both
communication and coordination will be more difficult. Although a variety of communication
media can be used to bridge the distance (e.g., e-malil, fax, telephone), these media can
create additional problems such as psychological distance (Wellens, 1986) and complicate the
team'’s communication problems. On the other hand, electronic means of communicating may

offer innovative improvements that aid collaboration in design (e.g., electronic group memory,
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electronic knowledge elicitation).

Qur goal is to design a research paradigm which can be used to study a variety of
alternative ways computer technologies (e.g., electronic media, groupware, concept mapping
tools) can be used to facilitate collaboration in design teams. The remainder of this paper
describes the preliminary steps involved in developing a research paradigm to study
collaborative work in design teams.

Methods

Designing a research paradigm to study collaborative design issues involved finding a
design problem that could be developed or adapted into an experimental task. The process
of finding and developing an experimental task was conducted in two phases. The first was
an extensive literature review to find a design problem. The second phase involved acquiring
knowledge about the design problem that was selected. The following sections outline the
process that was undertaken.

Finding a Design Problem

A literature review was conducted to find a design problem that could be adapted for
use in our research paradigm. Engineering, design, and human factors journals were
extensively surveyed. In addition, computerized searches of PSYCHLit and ERIC databases
were conducted.

To be considered as a task candidate, design problems were judged in relation to five
criteria that were established prior to our literature review. The first criterion was that the task
had to based on a “real world" design problem. This "real world® perspective was driven by
the desire to produce an experimental context that was relevant, meaningful, and engaging for
design teams to participate in. Also, this would enable research to be undertaken in both the
field and laboratory settings. In addition, a “real world® based task would increase the
external validity of the task. Thus, the generalizability of future research would be enhanced.

The second criterion was that the problem had to be multidisciplinary in nature. This
meant that the design problem had to involve considerations from various disciplines.
Therefore, the problem had to be sufficiently complex so that knowledge from more than one
discipline would be necessary to complete the design. The disciplines that might be invoived
in such a design would be marketing, engineering (i.e., electrical, computer, human factors,
industrial, etc.), psychology (i.e., experimental, social, etc).

Third, the problem had to incorporate or include consideration of human factors issues
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(e.g., display design issues, human-computer interaction issues, mental workload issues,
ergonomics, anthropometry, etc). This criterion was included because of relevance to the
overall purpose of our research team. We were interested in how human factors information is
incorporated into collaborative design projects. We hoped this knowledge would wltimately
contribute to the development of groupware products that facilitate the retrieval and
incorporation of human factors information and expertise into design.

Fourth, the design problem needed to have the potential to be completed in an
individual and team context. This would provide flexibility in designing future experiments
(e.g., multiple levels of analysis).

Fifth, design professionals, as well as, university students must be able to complete the
problem. This meant that the problem should be simple enough for a student to complete.
The problem should not overwhelm the student. At the same time it should be complex
enough for a real design professional to find it interesting and engaging. Ideally, the problem
would have characteristics that were familiar to both university students and professional
designers.

Forty-one design problems were selected for consideration using these criteria. The
majority of these design problems had been used as instructional projects in college level
design and engineering courses. Some were actual on-going "real world® design projects. A
table of these problems is available from the authors upon request. From these problems we
selected the task of designing a navigation display for an automobile (Dingus, 1990).

This design problem satisfied all of our pre-established criteria. First, designing a
navigation system for an automobile was a real design project. Several systems have been
designed and some are currently being tested. Second, this design problem required the
input of many disciplines (e.g., engineering, psychology, hardware, software, etc.). Third,
human factors issues were taken into consideration in previous design endeavors of
automobile navigation systems. Fourth, we felt that the design could be completed by both
individuals and teams of designers. Fifth, the design problem focused on a system to aid
individuals in driving and navigating an automobile. Because these behaviors are familiar to
both designers and students, we felt that it had the potential to be an interesting and
engaging expenmental task.

Acquiring Knowledge about the Design of an Automobile Navigation System

Once a design problem had been chosen, the second phase of task development
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began. The second phase involved acquiring knowledge or information about the issues
involved in designing a navigation system for an automobile. In particular, we focused on
potential tradeoffs involved in designing within a multidisciplinary team context. Concept
mapping interviews were conducted with design experts to acquire knowledge and
information concerming our design problem.

Concept Mapping. The interview technique employed to elicit knowledge was
Concept Mapping (McNeese, Zaff, Peio, Snyder, Duncan, & McFarren, 1990; Novak & Gowin,
1984). Concept mapping is an interactive interview methodology used to elicit information
from an expert conceming a particular subject area. During the exchange, an interviewer
converts the elicited information into a heterarchical graphical network of concep:s nodes (i.e.,
a concept map). Concept nodes are usually conveyed as actions, events, or objects. The
concept nodes are connected by various relational links. The relational links are conveyed as
prepositions or verbs (McNeese, et al., 1990). A concept-relation-concept unit is called a
concept "triplet® and is a useful unit of analysis.

The result is mapped onto a white board as the expert speaks. The expert is
encouraged to interact with the map by suggesting changes, additions, and elaborations. The
map becomes an external memory aid indicating to the expert what has been discussed and
stimulating the recall of additional information (McNee=se, et al., 1990).

Using concept mapping to acquire knowledge has several advantages. First,
graphically representing information allows the expert and interviewer to see what has been
communicated. Any misunderstandings or misinterpretations that the interviewer may have
can be corrected "on-line® by the expert. Second, the external representation of knowledge
also helps the expert organize the information that has been communicated. Third, concept
mapping allows the interviewer to locate and identify central issues and concepts nodes within
a given subject area. This is facilitated by the arrangement of concepts nodes in relation to
other concept nodes (McNeese, et al., 1990). These advantages are dependent on how
actively the expert guides the construction of their concept map. Usually, as the level of
interaction between the map and the expert increases, the quality and quantity of information
increases (McNeese et al., 1990).

Subjects. Thirteen design professionals were interviewed using the concept mapping
methodology. The design professionals included human factors psychologists and engineers,

a software specialist, a display hardware specialist, an electrical engineer, and an industrial
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engineer.

Concept Mapping Session Apparatus and Procedure. Sessions were conducted in a
conference room that had been modified for the purpose of concept mapping interviews. The
room contained seven whiteboards fastened to the walls. The mapper captured the expert's
information by drawing the concept map on the whiteboards. A Macintosh computer was
located on a conference table in the center of the room. The Macintosh was used to input a
computerized version of the expert's map for later analysis. The application program used for
this purpose was called the Concept Interpreter. (See Snyder, McNeese, & Zaff, 1991.) In
addition, the sessions were audio taped for later review and analysis. Each concept mapping
session took approximately one to three hours.

The concept mapping sessions involved the expernt, concept mapper, and an additional
panel of interviewers. The concept mapper converted the knowledge elicited from the expert
into a concept map and had the most interaction with the expert. The additional panel of
interviewers served to elicit additional information from the expert as needed. The panel used
probe questions to clarify or expand existing concepts.

At the onset of the concept mapping session, experts were seated at the conference
table. The concept mapper then gave a brief introduction to concept mapping and its
advantages over more traditional forms of interview techniques. The concept mapper, also,
described the purpose of the interview. This included conveying information concerning our
goal to construct a research paradigm and experimental task. At this point the concept
mapping interview started.

A total of 13 concept maps conceming collaboration and design issues involved in
designing a navigation system for an automobile were produced. These maps were analyzed
using the Concept Interpreter. The Concept Interpreter was developed at Armstrong
Laboratories to facilitate the recording and analysis of concept maps (Snyder, et al., 1991).
The application sorted the triplets according to categories pre-defined by the researcher. As
stated previously, a triplet is a concept-relation-concept unit. The sorting process produced a
matrix that indicated whether the category was represented in each expert's map. The
Concept Interpreter also produced the list of triplets for each individual's map that reflected a
particular category.

The categories were defined using keywords. The keywords for each category were
identified in several ways. First, keywords were identified by the researchers based on their
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experiences in the concept mapping sessions. Second, keywords were identified based on a
review of the audio tapes and the experts’ concept maps. Third, the matrix contained an
undefined category that was iteratively reviewed by the researchers to identify relevant
triplets. After the computer generated the matrix and corresponding lists of triplets, the
researchers assessed the relevance of triplets within a particular category. Tripleis that were
deemed irrelevant were eliminated from further consideration in that category. The following
section summarizes the resuits and conclusions of ocur analyses.

Results

The concept interpreter matrix is presented in Figure 1. The matrix indicates the
number of concepts and links in each of the maps. The number of concepts discussed by
each expert ranged from 77 to 191. The number of triplets (i.e., links) ranged from 79 to 207.
The matrix, also, indicates whether or not reference to a particular category appeared in each
of the 13 concept maps. A dot indicates that an element of that category was mentioned once.
A circle and a dot indicate that two or more elements from that category were discussed. As
can be seen from Figure 1, there was a good deal of consistency across the experts. The
experts covered many of the same issues. The next section summarizes the key issues
identified by the experts.

To facilitate the discussion, the categories from the concept interpreter were broken
down into two groupings: process type issues and tradeoff issues. Process type issues
focused on identifying team members (i.e., who is on the team), the timeline of a “typical”
design, and the objective or mission of the design. Tradeoff issues focused primarily on the
types of constraints and tradeoffs different team members might face in designing a navigation
system for an automobile. Both types of information will be useful for building a task. The
process information helps to specify what types of disciplines (e.g., software engineers,
marketing analyst, program manager) should be represented in the research paradigm, the
steps involved in designing a navigation system for an automobile, and what would be a
reasonable task for designers to do in a limited amount of time. The tradeoff issues help
identify the structure of the task and provide "real world" information for creating the task
materials. Each grouping will be discussed in more detail below.

Process [ssues

Team Composition. Six disciplines were mentioned consistently across the maps.

Over half of the experts who discussed team composition indicated these disciplines. The
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prototypical design team included: 1) a human factors psychologist/engineer, 2) a
hardware/display engineer, 3) a software engineer/programmer, 4) a manager, 5) a marketing
analyst/user representative, and 6) a system/safety specialist.

Timeline Phases. Four phases were discemible from the matrix resuits. The steps
identified by the experts were: 1) marketing definition phase, 2) the assembly of a team, 3)
developmental planning phase, 4) full scale development and prototyping phase, and 5}
implementation phase. According to the experts, the marketing definition phase would involve
the identification of a niche or marketing need for the product. This would include conducting
a small feasibility study to assess whether the product could be produced profitably. In the
second phase, team members would be identified and assigned responsibilities. Typically the
team members would represent the disciplines discussed above. During the developmental
planning phase, the team would stipulate the specifications and performance requirements for
the product. The full scale development phase would be an iterative process that involves
prototyping, identifying problems, correcting problems, and refining the design. This would
be the phase where most design tradeoffs and bottlenecks would become apparent. During
this phase, beta versions of the product would be created, tested, and evaluated. The final
phase, implementation, would involve releasing the final product.

Tradeoff Issues

This section discusses design tradeoffs identified by the experts. The tradecffs have
been summarized by discipline perspective and tradeoff issue. Table 1 presents the results
for the hardware, software, and human factors perspectives. Table 2 presents the resuits for
the management, marketing, and system/safety perspectives. Because of space limitations, we
discuss two representative tradeoffs to illustrate the type of information summarized in these
tables.

Display Type. The experts identified several types of displays that can be used in an
automobile. These included liquid crystal displays (LCD), cathode ray displays (CRT),
electro-jluminescent displays, plasma displays, and projection displays. The consensus among
the experts was that the most likely choices were the LCD and the CRT displays. Thus, we
focus our discussion on the tradeoffs the experts identified between these two types of
displays.

From a hardware pe:spective, the advantage of an LCD is that it requires less power

and puts less of a strain on the car's elactrical system than a CRT dirplay. The drawbacks of
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Table 1: Design Tradeoffs for Hardware, Software, and Human Factors

— =
Discipline Perspective
Tradeoff Hardware Software Human Factors
Display Hardware
Type -size -rasolution--# of pixeis -resoluton
-powser supply -refresh/update rate -brightness
-cooling requirements -display drawtime -size affacts readability
-raster vs, stroke -viawing angle
reliability «display flicker
-flat panel vs. curved screen
-color
LCD vs. CRT -LCD available in limited sizes | -LCD has less resolution -LCD has limited brighthess
-LCD has limited colors -LCD has slower update rate -LCD has limited viewing angle
-LCD less power requirements
-LCD requires driver hardware
-LCD requires backlighting
Color vs. -LCD has lirnited color -color affects update rate -color heips identfy objects
Monochrome -CRT is available in more -color requires more lines of code | -color aids readability
colors -color can be used to highlight -color reduces workioad
Controis -touch screen -touch screen increases complexity | -reach/anthropometry issues
-switches of program -touch--screen may be too hot
-buttons -usability
-woice commands -access to display
-bezel switch -interface shouldn't disttact
-trackball
Format

Track-up ve. North-
up Orientation

-track-up requires rotation
-raster/bitnap cannot easily be
rotated

-vactor drawings are more easily
rotated

-track-up prefersed

-vehicle may be difficult to find
-north-up requires mental
rotation

-mental rotation is cogmitively

demanding




Discipline Perspective

Tradeoff

Hardware

Software

Human Factors

Ego-centric vs.

-easier to animate smaller objects

programming

Earth-centic ~car is easier to animate
-map is harder to scroll
-must track vehicle locaton
Menus -requires more complex -should minimize user

programming

-should be straightforward
-shouldn't distract driver
-workload shouldn't be increased

Variable Zoom

-data storage device

-CD-ROM

-Hard drive

-CPU processing speed & time
-Zoom requires more detailed

inforration

-database issues

-soom requires information
filtering

-auto decluttering needed
requires choice of lowest type of
road to display G.e., alley, two
lane, etc)

-details in latitude and longitude
-raster/bitmaps vs. vector drawings
-bitnaps have limited soom
-bitmaps are not easy to filter
-vector drawings can be zcomed
-zoom affacts map dynamics
-goom changes update speed
requirements

-zoom affects resolution

-overlaps/overwrites may occur

-zoom affects clutter

-200m needed in most congested
or populated areas

-goom affects workload

requirerents

Visual vs. Auditory

| ~type of visual display

-type of speech generator or

voice synthesizer

-Tequires programming voice
synthesizer or speech

generator

-workload

-distractions

-auditory display can serve to
remind driver of approaching
turn

-auditory display does not require
looking away from road

-visual display requires driver to
look away from road--primary
task




[
Discipline Perspective
Tradeoff Hardware Software Humarn Factors
Navigation System
GPS vs. INS -GPS requires antennae & -GPS packet information received | -Errors add to workioad
receiver from satsllite at rate of 400 ms
-INS requires compass & -Level of GPS available to public is
motion sensors accurate to 100 ft
-Computer must compare -Inaccuracy requires error
position information to map cheacking
database -Off-course must allow user to
correct
Context
Weather -Weather may cause corrogion | -how can program deal with -inclement weather increases
& damage interferance workload
-Excessive temperatures may
cause damage (Car
tamperature can rise to 120
degrees)
-Weather may interfere with
reception
Salety -shocks -glitches may cause accidents -reach
-mechanical -only programmable in park -safaty
-electrical -overheating
Glare «tilt of dispiay -readability
-curve & type of display -brightness
-viewing angle of display -tilt of display
-may require glare screen
Passengers -may damage equipment-- -increase workload--crying baby
throw something at screen
Traffic -integration of data into route -more traffic increases workload

selection algorithm




Table 2: Design Tradeoffs for Management, Marketing, and System/Safety

Discipline Perspective

Tradeoff Management Marketing/Users SystemySafety
Display Hardware
Type -Displays vary in cost -What user is willing to spend -fitin dash
determines cost limit -tilt of display
-cooling requirements
-power supply
~weight
~depth of display
-screen implosion or chemical
leak
-safety screen may be needed
LCD vs. CRT -LCD is 3 times more -better reliability & -LCD has less cooling
expensive than CRT maintainability means easier sell requirements
-LCD is more reliable -LCD doesn't respond well 10
-LCD has lower repair cost extremely high temperatures
-LCD is lat panel--has less depth
-LCD weigh's less
-CRT requires more space
-CRT screen can implode
-LCD chemicails can leak
Color wa. -Color is more expensive -Color is assthetically pleasing
Monochrome ~Monochrome =$700 -Color praferred by customers
-4 color=$1500
-18 color=$3000
Controls -Touch screens cost more -User friendly controls are more -location of controls (e.g., on
sppealing steering column)
-touch screen may be too hot
Format

Track-up vs. North-
up Orientation

-increasing complexity of
program may increase costs
and delay the schedule

-Track-up preferred
-Raster/bitmaps are more realistic--

may be preferred by customers




Digcipline Perspective

Tradeoft

Management

Marketing/Users
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the LCDs include the need for backlighting and driver hardware. CRT displays may be more
advantageous than LCDs because they are available in a larger variety of sizes and with a
wider range of color options for screen display.

From a software perspective, CRTs may be preferred because they have better
resolution and a quicker update rate than LCDs. These advantages may facilitate the
programmer in creating clear and readable display images.

From a human factors perspective, LCDs may be difficult to read and adversely affect
the user because of their limited brightness and viewing angle.

From management's perspective, the disadvantage of an LCD is its cost. LCDs are
approximately three times more costly than CRTs. The advantages of an LCD is that it is
more reliable and cheaper to repair than a CRT.

From a marketing perspective, CRTs may be easier to sell than LCDs because of
readability and increased aesthetic appeal due to color availability.

From a system/safety point of view, an LCD may be preferable to a CRT because it
may be easier to fit within the car’s structure and layout. Since LCDs are flat panel displays,
they are more compact and require less overall space. LCD also requires less cooling than
CRTs. But, LCDs are sensitive to extremely high temperatures. Given the high temperatures
in a locked car during the middle of the summer (about 120 degrees) this may be a problem.
If damaged, CRTs can implode and be hazardous to the driver and passengers. LCDs, on the
other hand, if damaged, will leak dangerous chemicals.

These constraints indicate that different perspectives may opt for different types of
displays based on their constraints. The "best" choice for any particular perspective may not
be the "best*® choice for all, given a particular situation.

Orientation of Display Format. Two issues were raised in the orientation of the

navigation display. The first issue is whether the display should be track-up or north-up. In a
north-up display, the map is always presented with north at the top, south at the bottom, east
to the right, and west to the left. If the driver’s route runs east--west, the map would display
the route running right to left. In a track-up display, the map is always presented with the
route running bottom to top regardless of the compass direction. This means that even when
the mission is to drive south, the driver's destination will appear at the top of the display. The
second issue is whether the display should be ego-centric or earth-centric. In an ego-centric

display, the car (i.e., the individual's present location) would remain fixed and the map would
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scroll. In an earth-centric display, the map would remain steady and the car would move
across the map.

From a hardware perspective, a track-up orientation, because it requires rotation of the
entire map as the car makes a turn, may dictate a faster update rate than a north-up
orientation. A faster update rate may also be mor» necessary for an ego-centric orientation
than for an earth-centric orientation. More information will need to be refreshed if the map
scrolls instead of merely animating the car.

From a software perspective, the way the data is coded in the map database may
constrain the orientation choices. The data may be coded as either raster/bitmaps or as
vector drawings. Raster/bitmaps will be more difficult to rotate than vector drawings.
Orientation may also play a role in the complexity of the program and the difficulty of the
programming task. Since smaller objects are essier to animate, earth-centric displays will be
somewhat easier to program than ego-centric ones.

From a human factors perspective, preferences for north-up versus track-up vary
depending on the task involved. In the flight context, north-up is preferred by navigators and
track-up is preferred by pilcts. North-up may increase the driver's workload because the
driver must mentally rotate the map to figure out whether to make a left- or right-hand turn. In
a track-up orientation, tums indicated on the display map directly to the driver's right and left-
hand. In addition, the driver's workload may increase under certain combinations of
orientations (such as earth-centric, track-up) because it may be difficult to keep track of the
car’s position.

From a management perspective, the amount of resources (time and money) required
to program the different format orientations is a key consideration. From a marketing
perspective, user preferences may be important. From a system/safety perspective, there are
no obvious tradeoffs based on orientation of the display.

Individuals from different perspectives see the orientation of the display from different
vantage points. For the team to arrive at an optimal solution, information from all perspectives
will be necessary.

Discussion

The knowledge elicited during the concept mapping sessions proved to be fairly

consistent across experts. The concept maps highlighted the key tradeoffs and design issues

faced by collaborators designing an automobile navigation system. The information collected
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from the design experts represents a useful database from which an enriched design task can
be created.

Collecting and summarizing this information, however, was only the first step involved
in developing the design paradigm. Further work needs to be done to construct the task. The
next step is to create roles and task materials for each of these roles. A role would be
created for each of the disciplines identified as key players on the team. The task materials
would present information relating to the tradeoffs identified for each perspective. For
example, the team member representing the hardware perspective might get technical
information (e.g., information conceming the number of pixels per inch, refresh rate, screen
phosphors) on different types of displays available. The team member representing the
human factors perspective might get information concerming readability under different levels
of screen brightness or using different colors. In addition, outcome measures of team
performance and team processes would need to be developed. The measures will depend on
both the task materials and the research questions to be addressed.

This paper described the preliminary steps involved in developing a research
paradigm to study collaboration in design. The first step was the identification of a design
problem. Based on five criteria the researchers selected the problem of designing a
navigation system for an automobile. The second step was the collection of knowledge from
design experts. Using concept mapping, many relevant design issues and tradeoffs were
identified. Future steps in the development of this paradigm include creating experimental
task materials and developing outcome measures to assess team performance.
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Abstract

Intelligent tutors have the potential to enhance training in avionics troubleshooting by giving
students more experience with specific problems. Part of their success will be associated with their
ability to assess and diagnose the students' knowledge in order to direct pedagogical interventions.
The goal of the research program described here is to develop a methodology for assessment and
diagnosis of student knowledge of fault diagnosis in complex systems. Along with this broad
goal, the methodology should: (1) target system knowledge, (2) provide rich representations of
this knowledge useful for diagnosis, (3) be appropriate for real-world complex domains like
avionics troubleshooting, and (4) enable assessment and diagnosis to be carried out on-line. In
order to meet these requirements a general plan for mapping student actions onto system
knowledge is proposed and research from one part of this plan is presented. Results from a
Pathfinder analysis on action sequences indicate that action patterns can be meaningfully
distinguished for high and low performers and that the patterns reveal specific targets for
intervention. Short- and long-term contributions of this work are also discussed.




AN APPROACH TO ON-LINE ASSESSMENT AND DIAGNOSIS OF STUDENT
TROUBLESHOOTING KNOWLEDGE

Nancy J. Cooke
and
Anna L. Rowe
INTROD N

As tasks become more cognitively complex and demand more specialized skill, training
issues are increasingly critical. The domain of avionics troubleshooting is a good example of such
a task. The cognitive complexity of this task, combined with the personnel downsizing currently
faced by the Air Force, make the role of training even more crucial. Personnel will be required to
become skilled quickly, and their skill will be required to span a broad range of equipment. In
addition, the automatization of many aspects of the troubleshooting task greatly reduces the amount
of time spent manually troubleshooting faults. The difficulties associated with the resulting lack of
troubleshooting experience are particularly apparent when the automization fails and manual
troubleshooting becomes essential. Training programs need to address these rare, yet critical,
events.

How can training programs meet these requirements? One approach is through the use of
computerized intelligent tutoring systems (ITSs). These systems enable individuals to spend time
learning a skill in a one-on-one environment ir which a computer takes on the role of a human
tutor. One goal of ITSs is to incorporate individualized instruction based on a detailed assessment
of student knowledge and diagnosis of cognitive strengths and weaknesses. Instructional
intervention can then be directed at these strengths and weaknesses. The purpose of the work
described in this paper is to develop a methodology for the assessment and diagnosis of student
knowledge in the context of ITSs.

The problem of assessment and diagnosis for ITSs has been approached in a number of
ways. One approach involves "debugging” a student's knowledge after inferring misconceptions
or "mal-rules” from patterns of student errors (e.g., Burton, 1982; Stevens, Collins, & Goldin,
1979). Although this approach has intuitive appeal, there is some evidence that errors are not as
systematic as would be implied by underlying misconceptions (Payne & Squibb, 1990).
Anderson, Boyle, and Reiser (1985) take a different approach and model student actions in terms
of a set of production rules. These rules are then compared to an ideal student model in order to
determine student deficiencies. These approaches and other related ones attempt to model the
student by mapping either errorful actions or all actions onto misconceptions or deficiencies in the
student's knowledge. The approaches are similar in that this mapping is achieved rationally. That
is, the ideal model or rules for scoring are constructed through an analysis of domain principles,
rather than through an empirical investigation of expert or ideal student behavior. Interestingly,
many of the domains studied in ITS research have involved rather abstract, academic subjects such
as algebra, geometry, and computer programming. These topics tend to lend themselves to a
rational analysis because they are well-specified, well-structured, and typically associated with an
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organized and well-documented body of knowledge. Although many of the principles and
techniques derived from such studies may generalize to other similar domains, it is not clear how
such findings can be extended to more complex and concrete domains such as avionics
roubleshooting in which knowledge acquisition is often a prerequisite for tutor development
(Psotka, Massey, & Mutter, 1988).

Likewise, in most real-world domains the first question 1o be addressed in assessment and
diagnosis is exactly what knowledge is necessary to perform the task? Hall, Gott, and Pokomy
(1991) have developed, PARI, a procedure for analyzing the cognitive requirements of a task for
this purpose. The procedure involves a series of structured interviews with subject matter experts
(SMEs) in which a specific problem is dissected in terms of its precursors, actions, results, and
interpretations (i.e, PARI). For instance, a PARI analysis of the avionics troubleshooting domain
has indicated that there are several types of knowledge relevant for successful troubleshooting
performance. These types include: (1) system (or how it works) knowledge, (2) strategic (or how-
to-decide-what-to-do-and-when) knowledge, and (3) procedural (or how-to-do-it) knowledge
(Gott, 1989).

The kind of information obtained from a cognitive task analysis can guide assessment and
diagnosis tasks. For example, Pokormny and Gott (1992) have devised an assessment procedure to
identify general deficits in the different knowledge types (i.e., system, procedural, and strategic) of
airmen tasked with troubleshooting technical electronic equipment. In general, points are deducted
from these three different knowledge categories depending on the errors that the student makes.
Note that this is similar to the debugging approach, except that general deficiencies are identified,
not specific misconceptions. Gitomer (1992) has developed a related procedure that involves
mapping student actions onto these same types of deficits. In both of these cases, a cognitive task
analysis that involved knowledge elicitation from SMEs was required to determine ideal student
behavior. Optimally, assessment and diagnosis in this domain would consist of identifying the
specific content of student knowledge of these different types and comparing it to SME
knowledge.

Th lem: Eliciti m Knowl

Evidence exists to suggest that system knowledge may be the most critical of the three types
of knowledge in troubleshooting ill-defined problems in complex systems (Gitomer, 1984).
Although much can be learned about procedural and strategic knowledge from observing the
actions of a problem solver, it is much less clear how system knowledge is revealed. Furthermore,
the definition of system knowledge or, what many refer to as a mental model, is not completely
clear, or at the least, agreed upon (Rouse & Morris, 1986; Wilson & Rutherford, 1989). Despite
the lack of a clear definition, research employing the mental model construct is fairly prolific, with
different researchers using their own operationalizations of the construct. The different methods of
examining mental models can be classified into four categories: 1) accuracy and time measures, 2)
interviews, 3) process tracing/protocol analysis, and 4) structural analysis.

Accuracy and time measures are often taken of problem solving behavior and used to make
inferences about mental models. This method is similar to the approach discussed above for
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debugging student knowledge, both in terms of methodology and limitations. That is, time and
errors do not always map neatly onto a specific mental model or misconception (Cooke & Breedin,
1992). As a consequence, most attempts to measure mental models in the literature have combined
this basic measure with one or more of the other relatively richer measures such as interviews or
think-aloud verbal reports. Interviews can be more or less structured, with the content and course
of the interview being more or less predefined. Unstructured interviews do not follow a
prespecified format, whereas structured interviews do and may focus on: (1) a specific system
component--¢.g., location, purpose, function (Gitomer, 1984), (2) diagrams--e.g., enumerate
concepts, show physical and/or functional relations, designate related components (Gitomer, 1984;
Hall, Gott & Pokorny, 1991), or (3) a specific example of system behavior (Stevens, Collins &
Goldin, 1979). Process tracing/protocol analysis involves asking subjects to "think aloud" as they
solve a problem. Subjects are asked to generally describe their thought processes and to state
reasons for their actions. The protocol is subsequently analyzed (i.e. protocol analysis) either to
generate hypotheses about mental models or to support or reject a proposed model. Although such
verbal reports have been criticized for their reliability and accuracy (e.g., Nisbett & Wilson, 1977),
others (Ericsson & Simon, 1984) have attempted to define the conditions under which verbal
protocols are appropriate. The fourth type of technique, structural analysis, entails collecting
pairwise proximity estimates for a set of system-relevant items. These estimates are then submitted
to a descriptive multivariate statistical technique (e.g., multidimensional scaling, cluster analysis,
or network clustering technique) which reduces the estimates to a simpler form. For example,
Kellog and Breen (1990) used the Pathfinder network structural technique (Schvaneveldt, 1990) to
derive and compare user's mental models with an idealized system model. One of the strengths of
structural analysis is that it is able to convey quantitative, as well as qualitative information about
mental models.

In summary, four very different types of measurement methods have been used in research
on mental models. The different measurement approaches may each provide different sorts of
information, making generalizations across studies difficult, if not impossible. In addition, the
different approaches have not been evaluated in terms of their respective validity as measurement
instruments. In general, each of the different methods is likely to have advantages and
disadvantages (Cooke, 1992a), and no one method of measuring mental models has received
universal acceptance. Therefore the selection of a single optimal method for on-line student
assessment is an uncertain enterprise at best. In this paper a pragmatic view is taken in which
valid methods are minimally assumed to elicit knowledge that is relevant to task performance.

Another difficulty associated with using most of these methods for on-line assessment of
student system knowledge is that most involve the collection of "extra" data (e.g., verbal reports,
similarity ratings) not typically collected in interactions with the tutor. Thus, the use of these
methods would entail interruption of the tutoring process to collect data in a task that would most
probably seem artificial to the student. The single exception to this limitation is the collection of
time and accuracy measures. Unfortunately, time and accuracy data are impoverished compared to
the much richer data obtained from verbal reports and structural analyses. These richer methods go
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beyond the student's actions, facilitating the jump from actions to the cognitive underpinnings of
those actions. Therefore, what is needed is not only a sound method for measuring system
knowledge, but one that can derive rich representations of this knowledge tfrom student actons
derived on-line. This is the focus of our project. The goal is to be able to map student actions
(both errorful and correct) collected on-line onto a rich representation of student system
knowledge. This representation can then be used to assess and diagnose student system
knowledge and identify targcts for intervention. The domain selected for this project is avionics
troubleshooting.

The Plan: Mappine Student Acti S Knowled

Basically, the general problem identified above involves making detailed inferences about a
student's system knowledge from that student's actions. One way to dissect this problem is to
work backwards from the goal state (system knowledge), to the initial state (student actions).
Interviews, process tracing, and structural analytic methods offer rich representations of system
knowledge. However, it is necessary to know which of these methods provides the best measure
of system knowledge in the domain of avionics troubleshooting (see Figure 1.1). Therefore, the
first subgoal in solving the above problem involves identifying a valid method for eliciting and
representing system knowledge required for avionics troubleshooting. Assuming that system
knowledge is critical for performance, then a valid method of measuring this knowledge should
reveal differences among subjects that correspond to performance differences.

Of course, these techniques require data collected off-line. Therefore, the next subgoal involves
determining how to derive this type of data from on-line interactions with the tutor. Can we make
use of the data already collected on-line to derive representations of system knowledge? In other
words can we identify general relationships between student actions and patterns of system
knowledge derived off-line, so that later predictions can be made about system knowledge based
on student actions? It is generally assumed that actions are, at least partially, the result of
knowledge and that certain patterns of actions reflect specific types of troubleshooting knowledge
(Pokorny & Gott, 1992). Gott, Bennett, and Gillet (1986, p 43) label the assumption that
“thinking is for the purpose of doing” the theory of technical competence. But how do we make
sense of all of these actions? What is needed is a means of identifying meaningful patterns or
summaries of student actions. A pattern of actions can be thought of as an intermediate
representation of student troubleshooting knowledge (see Figure 1.2). Although patterns in
student actions are likely to emerge, their meaningfulness is an empirical question. Specifically,
do differences revealed in identified action pattemns correspond to actual differences in other
measures of student performance? Thus, the identification of action patterns and the evaluation of
the meaningfulness of these patterns is a second subgoal.

Once meaningful patterns of actions (i.e., troubleshooting knowledge) have been identified,
the next subgoal entails mapping these patterns onto patterns of system knowledge (see Figure
1.3). Can we identify patterns of actions that correspond to distinct representations of system
knowledge? Of course this step requires the elicitation of both actions and system knowledge from
the same subjects. Assuming that the previous subgoals have resulted in meaningful patterns of
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Figure 1. Steps involved in mapping student actions onto system knowledge.

actions and representations of system knowledge and assuming that system knowledge underlies
actions (at least partially), then some correspondence should emerge. For instance, students who
swap a card before checking the data flow to that card may do so for several reasons. This
mapping procedure may indicate that students who demonstrate this action pattern tend not to
understand the relationship between data flow and signal flow. Finally, if this correspondence
does emerge, then it would be possible to make predictions about system knowledge from
troubleshooting actions collected on-line, thereby eliminating the exra data collection step (see
Figure 1.4). These predictions could be evaluated by comparing them to predictions made by
SME:s or by implementing them in a tutor and evaluating the tutor.

The four subgoals represented in Figure 1 comprise the long-term plan associated with the
development of a new approach for assessing and diagnosing student system knowledge. The
subgoals represented in Figures 1.1 and 1.2 are prerequisites to the later subgoals, but even in
isolation, these preliminary steps make important contributions to the general problem of student
assessment and diagnosis. More specifically, identifying optimal methods for eliciting system
knowledge is useful for stages of tutor development in which knowledge of this type needs to be
elicited from domain experts. In addition, although less efficient than the long-term plan, these
techniques could be used to assess student system knowledge off-line. The second subgoal would
also contribute by identifying meaningful action patterns, useful in and of themselves in assessing
and diagnosing other types of student knowledge (i.e., procedural or strategic knowledge). The
remainder of this report focuses on progress made toward the long-term plan, specifically, the
subgoal portrayed in Figure 1.2.

R hP g ine Student Acti

The goal of this part of the project is to identify meaningful patterns in students’
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troubleshooting actions. These patterns are referred to generally as "troubleshooting knowledge,”
because it is assumed that they are influenced by the three forms of knowledge central to
troubleshooting, namely strategic, system, and procedural knowledge. If the resulting action
patterns capture troubleshooting knowledge in a meaningful way, then they should minimally be
able to differentiate high and low performers.

One way that action patterns can be derived is through the use of the Pathfinder network
scaling procedure. The Pathfinder procedure is a descriptive statistical technique that represents
pairwise proximities in a graphical form (Schvaneveldt, 1990; Schvaneveldt, Durso, & Dearholt,
1985; 1989). In the graph, concepts or entities are represented as nodes and relations between
entities as links between nodes. Each link is associated with a weight that represents the strength
of that particular relationship. These weights are based on proximity estimates which can be
collected in a number of ways including pairwise relatedness ratings, co-occurrence of items in a
sorting task, or event co-occurrence. Pathfinder networks can have directed links given
asymmetrical proximity estimates and unconnected nodes if proximity estimates between an item
and all other items exceed a maximurm criterion set by the experimenter. It should also be noted
that aithough the links represent semantic relations, the algorithm does not identify the specific
relation associated with each link. The Pathfinder procedure determines whether or not to add a
link between each pair of nodes. Basically, a link is added if the minimum distance between nodes
based on all possible paths (i.e., chains of one or more links) is greater than or equal to the
distance indicated by the proximity estimate for that pair. Two parameters, r and g, determine how
network distance is calculated and affect the density of the network. Dearholt and Schvaneveldt
(1990) provide a detailed discussion of Pathfinder.

Pathfinder has several advantages, including the fact that it is not constrained to hierarchical
configurations like most cluster analysis routines, and it is able to represent asymmetrical relations
(Dearholt & Schvaneveldt, 1990). In addition, results from several studies indicate that Pathfinder
network representations are psychologically meaningful in that they are predictive of recall order
and judgment time (Cooke, 1992b; Cooke, Durso, & Schvaneveldt, 1986). Pathfinder networks
have, in fact, been used to reliably distinguish skilled and unskilled performers in domains such as
air-combat flight manuevers (Schvaneveldt, Durso, Goldsmith, et al., 1985), computer
programming (Cooke & Schvaneveldt, 1988), and interface design (Kellog & Breen, 1990). They
have also been used to assess student classroom performance (Goldsmith & Johnson, 1990). In
this study the similarity between student and instructor networks was highly correlated (r = .74)
with final class grade.

The Pathfinder procedure has typically been used to represent knowledge in the form of
conceptual cr declarative relationships (e.g., Cooke & Schvaneveldt, 1988; Schvaneveldt, Durso,
Goldsmith, et al., 1985). However, it has also been used in one case to represent action sequences
(McDonald & Schvaneveldt, 1988). In this study McDonald and Schvaneveldt collected co-
occurrence frequencies of UNIX commands issued by users who interacted with the system. They
used Pathfinder to summarize these data in terms of a network of the most frequently occurring
action paths. Thus, because of Pathfinder's ability to represent action sequences and deal with the
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asymmetrical and nonhierarchical relations typically found in actions, it was selected as a vehicle
for interpreting actions in the present study.

Such a representation of actions would be desirable for several reasons beyond the overall
goal of mapping actions onto system knowledge. First, on-line assessment in tutors could be
achieved by deriving an individual's network from actions executed during problem solving and
comparing this network to an "expert" network in terms of structural similarity. Second, the
qualitative nature of the nerwork representation allows a more detailed diagnosis of student
troubleshooting knowledge. The Pathfinder network analysis could highlight specific actions and
action sequences that are not "expert-like," allowing them to be targeted for remediatio:.
Likewise, positive aspects of performance (expert-like actions) could be identified and targeted for
positive feedback to the student. Thus, one additional benefit of this methodology is that it is
capable of providing both quantitative assessment information at a global level and qualitative
information at a more detailed level. Finally, because of the bottom-up nature of this approach,
the Pathfinder representations may incidentally reveal specific patterns of actions that distinguish
high and low performers, that would not have been recognized or verbalized by the SMEs.
METHOD

Actions taken by subjects completing troubleshooting tests described by Nichols, Pokorny,
Jones, Gott and Alley (1989) were used to develop Pathfinder networks. In the Nichols et al.
study the effects of an ITS called SHERLOCK we:¢ examined by comparing the performance of
technicians who received both on the job training (OJT) and SHERLOCK training (experimental
group) to the performance of technicians who received only OJT (control group).

Subjects,

The subjects were 37 manual avionics shop technicians stationed at one of two AF bases,
Langley AFB or Eglin AFB. Supervisors had identified the subjects as being at a beginning or
intermediate skill level (3 or 5) and available for the study duration (1 mo.). Five subjects were
later dropped from the study: two subjects were transferred, and three subjects were identified as
being more skilled than previously determined, leaving a sample of 32 technicians. The subjects
were first matched on the basis of a verbal troubleshooting score and a number of other scores
(e.g., mechanical and electrical tests). Then members of each matched pair were randomly
assigned to either the experimental or control group. The 30 subjects who completed a specific set
of three verbal troubleshooting problems were used in the present analyses.

Individual subjects were classified as either high or low performers on each problem based
on the score they received from the scoring worksheet (Pokorny & Gott, 1992), the current
assessment method in this domain. This score is derived by subtracting a predetermined number
of points for each error that the student makes in troubleshooting. For the pretest problem, high
performers were defined as those subjects who received a score of 85 or greater, whereas low
performers were defined as those subjects who received a score of 35 or less. These cutoffs were
arrived at by identification of natural breaks in the frequency distribution of scores. Four of six
high performers and three of eight low performers were in the experimental group. Subjects were
later reclassified as high and low performers based on their performance on the posttest problem.
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Specifically, subjects were classified as high performers if they received a score of 85 or greater,
and subjects who received a score of 55 or lower were classified as low performers. Interestingly,
all of the high performers and only one of the low performers were in the experimental group.
Materials and Procedure.

A brief description of the methodology used by Nichols et al. (1989) fol'uws. All subjects
participated in a training period in which they received either OJT or OJT and SHERLOCK. The
pre- and posttest measures referred to below were administered before and after this training
period, respectively. Various measures of aptitude, experience, subjective opinions of the tutor,
and troubleshooting performance were collected in the study, however, only problems from the
verbal roubleshooting data were analyzed for the present study.

The verbal troubleshooting test is an individually administered structured problem solving
test. The test begins with the examiner describing a fault that has occurred. The subject then
attemnpts to isolate the fault and repair the equipment through a series of recursive action-result
steps. In each step the subject specifies an action he/she would take and the reason for taking that
particular action. The examiner responds by informing the subject of the action's effect on the
equipment, and requests the subject's inference concemning equipment operation based on that
effect. The cycle continues until the problem is solved, the one hour time limit expires, or the
subject gives up. Thus, although subjects are not working on the actual equipment, they have to
make use of all of the technical data that they would require if they were troubleshooting real
equipment.

Six pretest and four posttest verbal troubleshooting problems were administered by Nichols
etal. Only the data from three problems were used in the present analyses, specifically pretest 1,
pretest 2, and posttest 1. The complete analysis described below was conducted on data from
pretest 2 and posttest 1 because these problems were comparable in terms of type and difficulty.
The pretest 1 probler: was primarily analyzed to determine the optimal coding scheme.

DI ION

A coding scheme for students' actions was developed using the data from the pretest 1
problem. This scheme was then applied to and modified slightly for the remaining two problems,
referred to herein as pretest and posttest. The purpose of the scheme was to be able to classify
discrete actions into meaningful action units that could be represented as nodes in a Pathfinder
network. The main categories of actions for both problems included equipment checks, data flow
tests, signal flow tests, and swaps. The most abstract action unit was used unless the same action
would, in some cases, result in a pass and in others, a fail. In this case, the lower, more specific
level of abstraction was used. Using this decision rule, for each problem an action unit was
associated with one and only one troubleshooting outcome. The resulting coding schemes
consisted of 63 action units/nodes categories for the pretest and 62 action units/nodes for the
posttest problem.

Transition probabilities for all pairs of actions (in both directions) were calculated for
individual subjects by dividing the frequency with which specific action transitions (e.g., swap
UUT followed by check DMM fuse) occurred by the frequency with which the first item in the
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sequence occurred. For example, if swap UUT occurred twice and was followed by check DMM
fuse on one of those occasions then the transition probability would be 0.5. Note that these are
first-order transitions only. Higher order transitions (i.e., the probability of swap UUT followed
by check DMM fuse either immediately or with one or more actions intervening) were considered,
but not used because the immediate transitions were considered to be the most meaningful.
Transition probabilities were also calculated across groups of subjects using frequencies summed
across all subjects in the high or iow performer groups.

Four matrices of transition probabilities (high and low performers, pre- and posttest) were
submitted to the Pathfinder network scaling technique (Schvaneveldt, 1990). Figures 2 and 3
illustrate the pretest problem network representations resulting from the high and low performers’
probabilities, respectively. Figures 4 and 5 illustrate the posttest problem network representations
resulting from the high and low performers’ probabilities respectively. Details of these networks
will be discussed below in the section on diagnosis.

Assessment

One of the major questions to be asked of this approach is whether Pathfinder networks of
actions can distinguish high and low performers for the purposes of assessment. In this study the
subjects' score for each problem derived using the scoring worksheet is assumed to be the "true
score” indication of their performance on that problem. Therefore, to answer the above question
one can look at the correlation between an assessment measure derived from Pathfinder networks
and the score derived from the scoring worksheet procedure. To assess students using Pathfinder,
for each problem an ideal or expert network can be compared to the network representation of each
nonexpert individual. The C measure (Goldsmith & Davenport, 1990) provides a quantitative
index of network similarity that can be used for this purpose. This measure is based on proportion
of shared nodes and links in two networks and ranges from 0 (low similarity) to 1 (high
similarity). For the pre- and posttest problems, the networks based on the aggregate actions of the
six highest performers were used as ideals for those problems. The remaining nonexperts were
evaluated in terms of these standards. Note that use of the six highest performers as the ideal
greatly restricts the range of the data for the remaining nonexperts on which the correlations were
based. This procedure was necessary because there were only incomplete data available for the
SMEs, the obvious choice for the ideal. Thus, it should be kept in mind that the correlations
reported here may be underestimated due to this constraint.

The correlations between troubleshooting scores and this network similarity measure for the
24 nonexperts in each problem are presented in Table 1. In addition, two other assessment
measures that were related to the network similarity measure were calculated and included in the
analysis to aid in distinguishing relevant from irrelevant aspects of the Pathfinder-based measure.
One of these measures was derived from a correlation of action frequencies (i.e., the frequency
with which each action unit occurred) associated with an individual's protocol and action
frequencies associated with the aggregate high performer protocol. Thus, this measure should be
high to the extent that the nonexpert performed the same actions as the high performers the same
number of times. It should overlap with the Pathfinder network similarity measure in that they
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both take saared actions into account. However, the Pathfinder measure includes informztion on
action sequences, whereas the action frequency measure includes frequency of individual actions.
Finally, the second other measure was the total number of actions that each subject executed (i.e.,
the number of steps to solution).

Examination of Table 1 indicates that the Pathfinder similarity measure is predictive of
troubleshooting scores for the pretest (£(22)= .57, p <.01), but not for the posttest (r (22)=.26).

Table 1. Intercorrelation matrix of four assessment measures. (VT score = verbal
troubleshooting score; PF sim = similarity of Pathfinder network with expert network;
ActFreq=correlation of action frequencies with expent action frequencies; No.Act = number of
actions)

Table 1a Table 1b

Pretest Measures Posttest Measures

1 2 3 4 1 2 3 4
1. VT score 1.0 57*%%  65%* 38 1.VTscore 1.0 .26 76%* - 35
2. PF sim 1.0 47* 38 2. PF sim 1.0 55%* 22
3 ActFreq 1.0 .30 3 ActFreq 1.0 -17
4. No.Act- 1.0 4. No.Act 1.0

*p<.05; **p<.0l

However, the action frequency measure is predictive of scores for both the pre- (£ (22)= .65, p
<.01) and the posttest (£ (22)=.76, p <.01). Other significant correlations indicate that the two
measures of Pathfinder similarity and action frequency are highly intercorrelated, as was predicted.
However, at least for the pretest, both measures seem to independently account for a portion of the
variance. The correlation between the troubleshooting score and the action frequency measure
remains significant when the Pathfinder similarity measure is partiale-i out (r (21)=.53, p <.01).
Also, the correlation between the troubleshooting score and the Pathfinder similarity measure is
marginally significant when the action frequency measure is partialed out (g (21)=.39, p <.07).

Another way of looking at these data is to compute change scores for subjects from pretest to
posttest and correlate these scores. Because only 20 of the 24 nonexperts were classified as
nonexperts for both tests, data were analyzed for only these 20 subjects. As might be expected
from the previous analysis, the change in troubleshooting score was highly correlated with both the
change in Pathfinder similarity (r (18)= .51, p <.05) and the change in action frequency (r.(18)=
.55, p <.05). The only other correlation to reach significance was between change in Pathfinder
similarity and change in action frequency (r (18)= .49, p <.05).

Taken together, these results suggest that the types of actions subjects perform and the
frequency with which they perform them are predictive of both the pre- and posttest scores. In
addition, the specific sequence in which actions are executed is predictive of the pretest scores. As
will be discussed below, there was a much wider range of actions performed by the low




performers in the posttest compared to the pretest which may have overwhelmed any predictive
power of sequential variation.

Finally, the assessment measures can also be compared in terms of their ability to
discriminate subjects in the experimental and control groups. The mean scores of experimental and
control subjects for the pretest and posttest are presented in Table 2. As should be expected, there
were no pretest differences between experimental and control groups. Interestingly, the only
significant difference between these two groups at posttest is for the Pathfinder similarity measure
(£(22) = 2.07, p<.05). Subjects in the experimental condition had networks that were more
similar to the ideal network than did subjects in the control condition. The lack of a significant
verbal troubleshooting score difference between the two groups is most likely due to the restriction
of range that occurred by eliminating the six highest performers on the posttest. The fact that
Pathfinder accounts for experimental vs. control differences, but not the action frequency measure,
suggests that subjects who were trained on SHERL.OCK leamed more expert-like action sequences
than those who were not.

Table 2. Mean assessment measures for experimental and control groups on pre-
and posttests. (VT score = verbal troubleshooting score; PF sim = similarity of Pathfinder
network with expert network; ActFreq=correlation of action frequencies with expert action
frequencies; No.Act = number of actions)

Pretest Mean Posttest Mean

YTscore

Experimental 42.00 68.00

Control 47.00 59.00
PFsim

Experimental 05 07

Control .05 .04
ActFreq

Experniinental .38 41

Control .33 24
No.Act

Experimental 12.60 15.80

Control 11.50 16.60

In sum, this procedure seems to identify meaningful action patterns. Assessment in avionics
troubleshooting is currently carried out using the scoring worksheet (Pokomy & Gott, 1992) and,
as demonstrated above, an assessment measure based on Pathfinder action patterns corresponded
to that of the scoring worksheet. Although the long-term plan does not entail diagnosis of student
knowledge directly from action patterns, one of the purported benefits of the Pathfinder analysis is
its ability to offer information beyond the mere assessment of student knowledge. Inthe
following section diagnostic implications of the Pathfinder analyses are discussed, the main
question being does Pathfinder highlight specific strengths and weaknesses in students' knowledge
that can be targeted for intervention? The analysis that follows entails identifying the strengths and

1-15




weaknesses of the low performers as a whole relative to the high performer ideal, although an
identical analysis could be performed at an individual level.

The Pathfinder networks for the high and low performers differed both quantitatvely and
qualitatively. Some of the quantitative differences between individuals and high performers were
captured in the network similarity measures described above. General quantitative differences
between the two groups can be seen in terms of the number of nodes and links present in the
networks of the high and low performers. The high performers’ networks had fewer nodes (i.e.,
actions; pretest=23, posttest=21) than the low performers' networks (pretest=28, posttest=45),
especially at posttest (see Figures 2 through 5). In other words, the high performers as a group
executed fewer distinct actions than the low performers, indicating a less varied repertoire of
actions across all high performers for this problem. High performers seem to agree on the relevant
actions for this problem in comparison to low performers. Although the low performers at posttest
executed over twice as many distinct actions as the high performers, they shared all but one of the
high performer's actions (shared nodes at pretest=17, at posttest=20). Thus, at posttest the low
performer’s applied a wide repertoire of actions as a group, including actions that were expert-like.
These results suggest that the low performers as a group have knowledge about a wide variety of
actions by posttest, yet they do not seem to understand when these actions apply. Interestingly,
the subjects in the experimental group executed fewer distinct actions (35) than those in the control
group (48). Thus, SHERLOCK may be effective in teaching students the conditions under which
various actions apply.

What do these differences indicate in terms of diagnosis and intervention? First, the six
pretest nodes in the high performers’ network that were not contained in the low performers'
network consisted of signal flow and data flow tests. In addition, at pretest, low performers
executed 11 actions (corresponding to 11 extra nodes) high performers did not, seven of which
were data flow and signal flow tests. At posttest, half of the additional actions executed by low
performers were data flow and signal flow tests and half were swaps. Thus, these errors of
omission and commission indicate that intervention in these particular cases should be targeted at
learning the appropriate data flow and signal flow actions. A more detailed target may be derived
by a focus on individual nodes.

In addition to having fewer nodes than low performers, high performers' networks also
had fewer links than the low performers’ at both pre- and posttest (high performers: pretest=44,
posttest=38; low performers: pretest=52, posttest=94). This is to be expected given the fact that
fewer nodes necessarily implies fewer links. However, the number of links per node does not
differ greatly for the four networks. For each node there are approximately 2 links per node (range
= 1.8 to 2.1) across the four networks. However, the number of links shared between the high
and low performers increased slightly from pre- (7) to posttest (11), suggesting that the low-
performers began demonstrating action sequences more like those of the high performers. This
pattern is verified by the C measure of similarity between the networks of the low and high
performers at pre- (C = .04) and posttest (C =.07). Although the resulting C values are relatively
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low, they do indicate that the low performers became more like the high performers at postiest.
For instance, even the low performers at posttest had learned to conduct the signal flow and data
flow tests which the high performers used at posttest to pinpoint the fault. Thus, the low
performers learned more expert-like sequences of actions, given training.

The networks of the high and low-performers also differed in some more global ways. First,
the high performers (both tests) appeared to follow a rule about the general sequence of actions
which were taken: (1) general checks outside of the test package, including visual checks,
equipment checks, and swaps, (2) signal flow tests inside the test station, (3) data flow tests of
components inside the test station and (4) swapping. Low performers, on the other hand,
committed violations in this general sequence in both tests. Second, the low performers exhibited
several of what may be termed meaningless action sequences on both tests, whereas high
performers did not. For example, after completing a signal flow or dzia flow check which
indicated that the component was functional, some low performers chose to swap the component
anyway.

CONCLUSIONS

The results obtained from the work completed thus far are promising in that they indicate that
meaningful patterns of actions can be identified using the Pathfinder network scaling procedure,
thereby achieving ihe subgoal indicated in Figure 1.2. The network patterns are also meaningful in
the sense that they can differentiate high and low performers as defined by the scoring worksheet.
In addition, the Pathfinder networks reveal qualitative differences between high and low
performers that are suggestive of targets for intervention (e.g., data flow and signal flow tests).
Finally, this bottom-up approach to knowledge elicitation resulted in general action patterns that
may not have been verbalized in a typical knowledge elicitation interview (e.g., the general
sequence executed by high-performers). These results are even more promising when the source
of the ideal or expert network used to make these comparisons is considered. Specifically, high-
performers were used here as the ideal. An even better ideal would probably result from the use of
recognized SMEs. In addition, the use of subjects with more expertise would widen the range of
performance, which would likely result in enhanced assessment and diagnostic capabilities. The
next step of this project is the evaluation of differsnt measures of system knowledge (the subgoal
represented in Figure 1.1). The longer-term goals include the mapping of system knowledge onto
action patterns and prediction of system knowledge based on this mapping.

The short term (one year) contributions of this work include: (1) A method of generating
network representations of student actions and an evaluation of this method. (2) An alternative to,
or extension of, existing methods for assessing student troubleshooting knowledge on-line. (3) A
method for targeting specific actions or sequences associated with overall knowledge strengths or
deficits. (4) A method or set of methods that have been determined to be optimal for eliciting and
representing the system knowledge of students.

The longer-term contributions of this work are: (1) A procedure for on-line assessment and
diagnosis of student's system knowledge which involves mapping action patterns onto deficits or
proficiencies in system knowledge. (2) A procedure which summarizes actions (errorful and
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correct) in terms of a rich representation of student knowledge that lends itself to qualitative
analysis useful for diagnosis and intervention. (3) An assessment and diagnosis procedure that
targets the complex domain of avionics troubleshooting. (4) A methodology that can be applied to
the problem of eliciting knowledge from SME:s for tutor development. (5) A general test of the
assumption that system knowledge underlies troubleshooting actons.
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INTELLIGENT DECISION MAKING WITH QUALITATIVE REASONING

Asesh Das
Department of Statistics and Computer Scilence
West Virginia University
Morgantown, WV 26506

Abstract

A class of common sense reasoning, called qualitative physics has been treated, where,
physical systems being subjected to deep reasoning studies on their behavioral pattern,
can focus one dimensional qualitative laws free from mathematical intricacies, but
sufficient to describe their mainstream behaviors with discrete real numbers. The
nature of decision making with tools using qualitative physics in an uncertain
environment has been discussed. It is stressed that the notion of generic task structures '
play a dominant role in design/diagnostics with qualitative reasoning. This idea has
been extended to decision making in robot-automated operations, where, planning and
decision making can be done by constructing partially ordered bases consisting
composite pairs of geometric descriptions of a subject and the corresponding generic
task structure. The theory has been illustrated with a simple example.
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INTELLIGENT DECISION MAKING WITH QUALITATIVE REASONING

Asesh Das

1. Introduction:
Critical technologies, as coined by the White House office of Science and
Technology Policy, partly cover these items:

1. Simulation and Modeling, 2. Machine Intelligence and Robotics,
3. Flexible Manufacturing, 4. Software Engineering,

5. High Performance Computing, 6. Photonics,

7. Sensitive Radars, 8. Passive Sensors.

9. Signal and Image Processing, 10. Data Fusion,

11. Composite Materials, 12. Computational Fluid Dynamics,
13. Superconductivity, 14. Blotechnology.

15. Superconductivity, 16. Semiconductor Materials/Circuits.

Tools of artificial intelligence (Al) are applied in all of them for intelligent
decision, management, understanding and leamning of information, and for enhanced
automated production, design and diagnostics. Practical problems in each of the cases
are enormous. It is, mostly, because of the massive amount of knowledge and data of
varying nature associated with complex high-tech machines. They are constantly
being updated too.

A major activity in Al is to represent all types of knowledge and data
appropriately, and then perform symbolic operations. Knowledge is very often
represented with predicate logic, with production rules, with frames, with semantic
nets, with tools of nonmonotonic reasoning (like default reasoning, modal logic, fuzzy
logic, etc.), with conceptual dependency, with scripts etc. But extracting knowledge
(knowledge elicitation/acquisition) from domain experts is a complex and time-
consuming process. When knowledge and data are time-varying and incomplete,
forming a calculus of intelligent reasoning is even more complex. A class of Al
operations called common sense reasoning is a powerful applicable tool in such
contexts [1]. It works with "essential knowledge" ignoring detailed data-driven complex
processes. Let us consider FIG.1 in this context.
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A cylinder is shown with several spherical devices inside. The cylinder is
" oscillating. Imagine that, suddenly one of the spherical devices is stripped off. Is it
possible to say which one has been stripped off, and what may be the immediate
possible consequence ? A common sense reasoning is applicable now. Let us observe
the oscillating cylinder.

L
- -

EEINA

D2 D

A B
e \_/
X
\\ Oscillating cylinder

FIG.1

There is a spherical device with diameter D1 inside s known. There are other spherical
devices with diameter D2 is known too. It is known that D1 is much bigger than D2.
The diameter of the cylinder is D, and its length is L. While the cylinder oscillates, the
stripped off spherical device starts hittting side A and side B, pertodically. The bigger
spherical device with diameter D1 will take smaller time to hit sides A and B than
smaller devices with diameter D2. Common sense quickly calculates that (L-D2) > (L-
D1). Thusa p”rcdlctién can be made after listening to the time of hitting sides A and B.
Imagine now that C is a delicate instrument inside the cylinder. If from the time of
measuremernt it is inferred that D1 is rolling inside, then there is a bigger chance of the
instrument C to be damaged. Common sense immediately decides that the weight of D1
is much larger than the weight of C. The problem can be reformulated in this way : it
has been reported that as soon as the cylinder AB started oscillating, the instrument C
broke down. An tmmediate common sense inference is that the bigger spherical device
D1 is stripped of, and is rolling inside. It did hit the instrument C, and broke it. The
common sense reasoning counted upon the description of the system, initial

conditions, looked for the temporal behavior, and put forth an explanation.
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Question: Is computerized simulation of common sense reasoning applicable in ail of
- these critical technology issues mentioned earlier ?

Answer: It lies in the motivation while approaching the problem. To apply common
sense reasoning, the domain of application must be precisely stated with a theory for
the domain working with valid gntologies. Entities defining a system, relations
between them, and rules controlling them constitute what is called ontology.
Knowledge must be appropriately represented in the domain, and their must be a
technique of drawing inferences. Such paradigms of common sense reasoning have
been successfully applied in the physical world. It has been called qualitative physics,
or qualitative reasoning [2].

Causal ordering of relations among tasks and variables defining a system play
a very important role in qualitative reasoning. Herbert Simon is one of the architects
of causal theories {3], and this theory has been applied to develop a theory of qualitative
reasoning by Iwasaki and Simon {4]. According to their theory, causal ordering is
context sensitive. For example, there may be a set of equations describing the behavior
of an oscillating cylinder and its parts inside. as shown in FIG.1, but only those
equations are to be taken that reflect correct understanding of physics involved
producing correct causal structure. If the causal ordering is established, a precise
functional form of equations describing the system may be ignored. de Kleer and Brown
[5] have addressed to this problem using systems with infinitesimal time intervals.
Reiger and Greenberg [6] developed a theory of qualitative reasoning with events,
actions, and states connected by causal links that describe how states, actions, and
events trigger each other. Chandrasekaran and coworkers [7} developed a theory of
qualitative reasoning applicable in engineering diagnostics and engineering design.
where, a device is described by a series of states connected by causal links.

Qualitative reasoning very often extracts information by considering the
system as closed and characterizable by one-dimensional parameters, where multiple
theories are applicable. An electrical circuit, or a simple heat engine or a hydraulic
system can be considered as closed systems (isolated from external world, stimulus,
input) describable by one dimensional parameters. If there are causally ordered
relations between these parameters, the system behavior can be studied with multiple
theories: sometimes electronics, sometimes mechanics., c¢r sometimes
thermodynamics, sometimes statistical mechanics. Sometimes a competing theory
may dominate the whole situation, sometimes several theorlies may combine to form a
single theory. Sometimes a mbdng of different environments is done to define
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ontologies of a system. Hayes [8] introduced a qualitative reasoning for the physics of
" liquids isolating them by their contatners.

Physical systems, being subjected to deep reasoning studies on their behavioral
pattern. can focus some one dimensional qualitative laws free from mathematical
intricacies but sufficient to describe their mainstream behavior with discrete real
numbers. A study of such laws forms a class of qualitative reasoning, called qualitative
physics.

2. Qualitative physics:

There are three major approaches to qualitative physics : component-based
approach of de Kleer {5), process-based of Forbus (9), and constraint-based approach of
Kuipers (10). In component-based approach, a device is seen as composed of three
different types of constituents : materials, components, and conduits. To study the
behavior of a device. a qualitative study of constituent behavior is made. Examples of
materials are, water, air, electrons. The form of characteristic properties of materials
can be changed by components. Qualitative equations are formed which encode rules
for determining different types of components. Conduits are physical parts of a device
that transport materials from one component to another without altering any
information related to the materials. Examples of conduits are pipes. wires, cables ete.
In process-based approach the prime issue is to build models of physical phenomena. A
physical situation i1s modeled as collection of objects, their relationships, and
processes. Variables are used to represent object properties which are influenced by
processes in time, A closed world assumption is made there upon to make appropriate
set of constraints controlling process evolution. The constraint-based approach starts
with a set of qualitative constraints, and an initial state, and predicts the set of possible
futures for the system. This approach has a precise mathematical semantics as an
abstraction of differential equations.

In qualitative physics calculations are done with intervals on the real number
space instead of actual numbers themselves. For example, the 'sign’' + represents the
interval ( O, + =), O represents [ 0,0 J, and - represents { - =,0). Qualitative variables
take these values only, which are considered well-behaved in the sense that, they are
continuous and differentiable. The notation has a distinct role in qualitative physics.
It 1s used to give the sign of a quantitative variable. UI the quantitative values of a
variable is showing behavior given by variable x > O, then it is stated that [x] = +.
Similarly, ff x =0, then [x] = 0, and iff x < 0, then [x] = -. Qualitative addition and
multiplication tables are shown in FI1G.2.
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[x]+{y] [x] *[y]
[x} - 0 + [x] - 0 +
iyl 87}
- - - ? - + 0 -
0 P 0 0O 0 0
G2

It is seen that [x]+[y] is not always defined. [x]*ly] is always deflned. Similarly [x] [yl is
not always defined {4]. If + stands for pressure increasing, - stands for pressure
decreasing, and O stands for no change, then: pressure increasing + pressure increasing
gives pressure increasing. Similarly, pressure decreasing - pressure decreasing gives
pressure decreasing. But, pressure increasing + pressure decreasing is ?, that is
undefined. A qualitative equation mx+y = O.where, m and n are two positive
constants, in qualitative version becomes [x]+[{yl=0. This equation, alsoc known as
confluence, will follow the sign convention given above for [xl+ly]l. A differential
equation of the type dx/dt = clx+y), wnere, c=0, in qualitative form looks like
[dx]=Ix]+{y]. Here [dx]=[dx/dt]. The sign of a qualitative variable is very important. [dx]
is +, when x increases. [dx] is minus when x decreases, and [dx] is zero, when x is zero.
Quantitative equations are manipulated by conventional mathematical rules and
axioms, and they are much more flexible than qualitative equations (confluences).
Thus qualitative operations very often lead to some inherently built-in ambiguous
situation. Such ambiguities lead to multiple behavioral predictions, called
interpretations. Among many interpretations, one must correspond to the actual
physical situation. A qualitative simulation sometimes must split into two or more
paths. To make proper predictions and a comprehensive understanding of the system,
all possible qualitative states and transitions must sometimes be networked to form a
system, de Kleer and Brown (5] called it envision. Under an appropriate device
description qualitatively, envision can predict the behavior of a device in a sequence of
all possible causally connected future states. In component-based approach a basic
policy is to guarantee that device behavior is describable from individual components
and their connections and the global function of the device 1s not determinable by the
local function of its components. This is done to confirm that any prediction m:.de on
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the behavior of a component by qualitative reasoning is not already contained in the
- description of it. Two principles are working in this line : locality principle, and no-
function-in-structure principle. Locality principle assures that a component
description is always confined to its own topology without any reference to any other
component in the system. No-function-in-structure principle guarantees that a
component description must not reference in any way the functioning of the whole
device.

However, the prime question is : why one should attempt doing qualitative
physics ? Qualitative physics works with small number of variables that take small
number of values. Consequently, it can function with incomplete data and incomplete
models. Very often such models demand provision for causal explanations building for
its predictions. Such explanations make subsequent gquantitative analysis easfer. A
comparative summary of qualitative and quantitative approach is shown in FIG.3.

Physical Device
Qualitative Quanitative
Descriptions Descriptions
) } Analytic/numeric
S)"mbohc‘ operations solutions of equa-
with quamapve ca‘lc- tions within rigo-
ulus on a arithmetic rous constructs of
space spanned by +,-0, mathematical
and supported by axioms
envisionment, and
interpretations,
Results interpretatble by common sense argument

FI1G.3

3.

Deciston making with qualitative physics i{s a class of model-based deep
reasoning systemn. This should be contrasted with shallow level rule-based approach as
seen in traditional expert systems. The best side of model-based approach is having a
knowledge representation that depend on the specific problem, and on the
characteristics of the knowledge to be represented. This proviues a compatibtlity of
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observation made to the inferencing tool. In shallow level rule-based reasoning such a
" compatibility is missing, unless there are methods for incorporating causal relations
among the observations, as demonstrated by Patil et al [11], and Pople {12]. In a study
on causal reasonings by expert physicians Kuipers and Kassier [13] observed that, one
important representation for the model of a mechanism consisted of qualitattve
descriptions of continuous variables, their directions of change. and the constraints
among them. This observation is in complete conformity with classic works in
qualitative physics by de Kleer [5], Forbus [9] and Kuipers [10]. In diagnostics and design
decisions, the role model-based qualitative physics can be described by FIG. 4.

Observations - Should match - Predictions
sociate Via qualitative
asoning
Hypotheses Lead to - Fault Models
FIG4

To make decisions with the help of decisfon trees fs a common practice. But
most of the time decision trees become very large requiring a massive storage in the
computer. Influence diagrams are therefore used [14]. These are much smaller diagrams
than the corresponding decision trees which contain three sets of knowledge : causal
knowledge about events influencing each othe:. knowledge about what steps may be
taken, and normative knowledge about how good the consequences are. Influence
diagrams are signed directed graphs, and their real strength is in representing a state of
partial knowledge during model creation. However, a decision tree or an influence
diagram is good for open systems. Traditional qualitattve physics is a closed system,
by definition. A closed system guarantees locality and no-function-in-structure
principle. Kuipers [15] pointed out that decision making using qualitative physics
actually comes in between the numerical solutions of differential equations and
influence diagrams. A major difficulty with differential equations is that functions
relating variables must be stated explicitly. Since qualitative physics works with
intervals on real numbers instead of the whole number space, it forms its own quantity
lattice. as concetved by Simmqas {16] where, decision making can be seen as a graph

searching problem. or a numeric constraint propagation propagation problem, or

+ -
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interval arithmetic problem to constrain values of arithmetic expressions, or
- relational arithmetic problem to constrain values of arithmetic expressions, or
constant elimination arithmetic problem to constrain the value of arithmetic
expressions. At the same time they provide more inferential power than influence
diagrams by applying limit analysis to changing variables, and by having a
mathematically precise semantics as an abstraction of differential equations. The
discretization of number space of the traditional quantitative analysis gives a strong
visibility to qualitative pnysics. One discrete value changes to another, where
semantically tmportant points for the system are changing. Decisfon making thus
boils down to searching a highly truncated search space. This is a major computational
power,

4. The question of uncertainty :

i decision making is primarily done by searching, then incorporating heuristic
knowledge in ordering and pruning the search is a good practice. de Kleer and Brown (5]
used heuristic rules that restricted the types of assumptions introduced during value
propagation. But a practical question is, what is the nature of searching or decision
making in the presence of uncertainties ? Moreover, qualitative physics at the generic
phase involve some ambiguities. This comes because of working with only three
quantized values +, -, and 0. Incorporating quantitative measures with qualitative
calculations, as done by Simmons {16}, is one way of reducing uncertainties. Another
approach is due to Kuipers {10] the qualitative calculus works with a number of
quantized values, as long as the number is finite. Apart from the built-in ambiguity.
there are mainly three reasons for uncertainties to enter into qualitative physics : (1)
the subject, where, qualitative physics was applied had uncertain information on its
structure, performance, and life cycle. (2) Qualitative rules giving the performance of
the subject carried uncertainty. (3) Such rules were dealt with ill-structured qualitative
or quantitative intervals, causing further tmprecisfon to occur. Whatever may be the
source of uncertainty in qualitative physics calculation, it falls under Judea Pearl's
classification of approaches to probability : extensional and intentional. If the
uncertainty in a qualitative physics calculation is dealt with the techniques of
production systems, or rule-based systems then it comes under extensional class. If the
uncertainty is dealt with declarative rules dealing belief and possible worlds, then it
comes under intentional class. Since declarative rules are model-based. and
qualitative physics deals with model-based reasoning, uncertainty in qualitative
physics will be dealt with the notifon of Intentional class. Here probability ultimately
takes the role of bellef with four relations working with it : likelihood (the pressure in
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the device is more likely to increase than the temperature), conditioning {if pressure
- increases, then the cylinder breaks). relevance (whether the cylinder will break depends
on whether the pressure crosses the breaking stress). and causation (having the
breaking stress crossed, the cylinder caused i to break). Pearl [14] has demonstrated
how these relations lead to a beautiful theory of probabilistic networks with
propagating belief, and a normative decision theory develops.

5. Planning and decision making:

There has not been much work in planning with qualitative physics. Within the
context of classical temporal planning theory , Hogge [17] constructed domain
compilers that takes a qualitative physics domain as input, and produces rules suitable
for a temporal planner. The domain compilers, given the description of certain liquid
flow as input, produces inference rules describing the situation behind the liquid flow
to happen. Such rules with other inference rules, and spectfications of the actions an
agent may take, help the planner to create plans involving processes as intermediaries.,
such as fllling a kettle by moving it under a faucet and turning it on. However, such a
system will work only in a closed world environment, where there is no robot, no
machine controller doing design/diagnostic studies to have confluences rewritten. One
of the reasons behind that, generating knowledge preconditions for actions and plans
require flexibility in confluence-controlled behavior whose nature cannot be a priort
assumed. Moreover, incompleteness in knowledge brings uncertainty in plan
execution. A planner cannot be absolutely sure that the goal after plan execution is
absolutely fulfilled.

For decision making and planning under uncertainty the use of nonmonotonic
logic is a common practice. Langlotz and Shortliffe [18] has attempted to establish a
connection between decision theory and nonmonotonic logic. They argued that
planning using nonmonotonic logic comprises two decision-theoretic concepts :
probabilities that represent degree of beliefs in planning systems, and utilities that
represent degree of preferences for planning outcomes. In fact, a major part of decision
theory is to deal preferences over outcomes. Possible consequences of executing a plan
is known as outcome. With outcomes is associated a degree of destrability called utility.
The expected utility over m outcomes is computed as: <U(Pl}> = Z p(0f | P)*U(Oj), where §
is summed from 1 to m, U(PY) is the expected utility of the ith.plan, p{OjIPi) is the
probability of the jth. outcome after executing the ith. plan, and U(QJ) is the utility of
the jth. outcome. The knowledge engineer has a crucial role in planning within
decision context. He/she very carefully extracts probabilities signifying the likelthood

of potential consequences of actions, and utilities that give the degree to which each
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potential consequences satisfies the aimed goal. The plan with highest expected utility
- 18 the best choice. To achieve this the planner sometimes adopts a myopic policy for
selecting information sources [14]. Fig 5 may be referenced now.

O stands for decision nodes
(o) stands for chance nodes D
B
A C
~N .
(terminal node)
FIG.5

Boxes, i.e., A and B are decision nodes, and correspond to actions over which the
decision maker has control. Circles, i.e., B and D are chance nodes, and correspond to
situations described with probabilities, and are beyond the decision maker’s control. E
is the terminal node, which is the final outcome state. The qualitative planner now
will have to assign probabilities to the branches of each node. This probability is
subjective in nature. Objective data are descriptive of past events, and decision models
use its probability to predict future events. Objective data will work as guidance to
subjective estimates. A subjective probability will express a degree of belief in the
proposition. A qualitative planner may start with some sort of prior belief on the
fairness of the outcome of assigning probability to decision tree branches, and then
update this belief using Bayes rule when quantitative data becomes available. To the
planner the terminal node E (FIG. 5 ) is the goal. All by itself the goal will not have any
feed back to the planner for improving its performance. Thus the planner will reach
the goal with varying degree of certainty. Some Al planners apply heuristic evaluation
functions to overcome such situations [19]. When the decision tree is an influence
dtagram, Wellman [20] has given a neat theory of probabilistic network with
qualitative influence propagation.
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6. Task structure, qualitative physics, and decision making :
' Qualitative modeling requires that the model butlder has a deep understanding
of the subject to be modeled. During the past few years much attentions have been
drawn in identifying generic tasks on the knowledge base identifiable with certain type
of domain specific knowledge and assoctated control strategies [21]. The generic task
has been formulated by (1} task function, (2) knowledge representation/organization,
and (iif) control strategy. Task function will enumerate types of problems and kinds of
inputs/outputs involved or expected. Then comes the question of selecting primitives
for representing the knowledge of tasks. The next step involves tnference strategy
adoptable to accomplish generic task function. Bylander and Chandrasekaran {22]
showed that such task-specific knowledge-based techniques help in knowledge
acquisition and explanation generation.
Knowledge compilation compatible to generic tasks must be well-performed.
This will reduce the uncertainty assoctated with ambiguities bullt-in with qualitative
reasoning. Transforming a quantitative description to a qualitative form is one
discipline of knowledge compilation. As a result the qualitative formm becomes more
suitable with admitted assumptions on the signs of variables. The notion of knowledge
compilation is involved in the process because breaking a task into a series of generic
tasks (and then reformulating them adoptive to qualitative descriptions) directly links
to the idea that, types of problem solving and types of knowledge are closely related.
Generic task structure guarantees these following features [ 21].
Multiuniformity : Each generic task provides one unique way to organize and use
knowledge. The knowledge engineer designing the decision making program decides
which task to use and when to use.
Modularity: In every qualitative arithmetic space there-is one {or a combination of)
generic task(s) satisfying local goals.
Knowledge Acquisition: Every generic task structure has its own knowledge
acquisition strategy.
Explanation: The tactical control strategy on the gqualita..se arithmetic space. and
data matching therein , may be supported by explanation generation.
Exploiting Inference Between Knowledge and Inference: The compiled knowledge for
ecach model is domain-specific, and therefore application/control spectfic. This
guarantees modularity, multiuniformity, and tractability of generic task structures.
Design problem solving is a complex activity that can be represented by a 4-
tuple: < A, -->, B, C >. Here A represents specifications, --> represents transformations,

B represents goal, and C represents constraints to be satisfled. If the above expression is
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translated into a world of qualitative physics with enough flexbility to handle three
- issues discussed by the IJCAI-S1 panel on Al and design [23]. These issues are: (1)
decision making, (2) representations,. and (3} knowledge handling including modeling
and simulation.

The first issue, decision making address to questions like: how to handle poorly
defined and incomplete design specifications, how to handle multiple interacting goals
and constraints, especially in tasks of concurrent design and those involving trade-off
decisions, how to choose decompositions in various problem solving contexts, how to
handle formation problems, how to handle hierarchical reasoning process in design,
and how to handle incremental design and redesign tasks. The second issue,
representations address to questions like: how to represent design methods so as to
factlitate explanation and design reuse, how to represent design from multiple view
points, and how to organize large reusable knowledge bases. The third issue, knowledge
handling including modeling and simulation, address to questions like: how to use
domain knowledge for a priori guiding the generation of candidate solution rather
than (in addition to) a posteriori evaluation of candidate solutions, how to find and
exploit useful approximation to main theories/models to enable reasoning from
function to structure and to provide computationally tractable evaluations of solution
candidates at various levels of solution construction, how to integrate qualitative and
quantitative knowledge and domain in the context of design problem solving how to
automatically acquire/refine domain knowledge, and how to learn from design
experience.

Such a venture on design problem solving with Al reasoning proposes that there
may be a set of éenerlc design primitives creating adoptable confluences. It is useful to
identify such design primmves as generic task structures, then design can be seen as
searching a space of subassembucs 124] Then a qualitative reasoning for identifying
appropriate generic task modules become a graph search searching problem [16], where
the task structure for design bofls down to propose-critique-modify (PCM) family of
methods. According to PCM methods, the qualitative reasoning must be able to support
subtasks of proposing partial or complete decision design solutions, verifying the
proposed solutions, critiquing the propesals by identifying possible causes of fatlure,
and modifying proposals to satisfy design goals. It is obvious that PCM methods will
have to survive with inherent ambiguities in qualitative reasoning, or will have to
create qualitative arithmetic spaces with solvable confluences to get rid of ambiguities .

It has been claimed that here are approaches in qualitative physics with notions
of generic task butilt inside. One such approach has been called assembling a device {25].
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where local qualitative constraints have been fused to global relatlons. For some
" typical design task to be performmed by simnulation, observation etc., some reference
variables are selected. The assembling step produces confluences with these reference
vartables. Determining nonambiguous vartables for a particular assignment of the
reference quantities becomes an easy task. As an {llustration FIG. 6 is referenced {25].

|
I

Cc

{\ Q(Flow)
—

I

)

(<

B

FIGURE 6

Two pipes AB and BC have been connected. The confluences describing this
situation are (P is pressure and Q is flow): idP,] - [dPg] - [dQ] = O, and [dPg) - [dP(] -
[dQ] = 0. which gives (dPg has been eliminated} [dPs] - [dPel - [dQ] = O. Since
Gaussian elimination of [{dPg] does not always work for confluences, a typical

qualitative resolution rule has to be used. that ensures globality. It is not difficult to
identify such resolution rules as methods in the generic task package . Such attempts
exemplifying that qualitative reasoning must be able to reason, and make decisions on
the relationships between the device geometry and its function in the device assembly.
Describing kinematic behavior of a mechanism as possible motions in causal terms, a
qualitative design space on configuration space can be created [26]. In this space a
causal description is a collection of state diagrams (5, 9]. Each state corresponds to a
qualitatively different behavior. For making any bonafide decision, the conflguration
space is made acceptable under a prescribed set of conﬂuencm..
7. Decision making in robot-automated operations

Existing theories of robot navigation with techniques like triangulation,
ranging sensors, auto-focus, stereo techniques, dead reckoning, inertial navigations,
geo-satellite location, correspondence of map data with the robot's location, and
obstacle avoidance techniques have been criticized to be brittle and error accurnulating,
and are limited by range of active sensors depending on accurate quantitative

measurements of distance/directions perceived or travelled. Managing massive
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quantitative data for robots are really difficult. Recently, an attempt has been made to
- reformulate robot navigation by qualitative reasoning [27]. Robots may be able to take
decisions on the basis of some land mark values defining transitions of processes, or
change in geographic topologies. It is actually searching robot memory in a quick
short-cut way and to enhance deciston making processes. It appears that with the aid
of generic task structure method a planning theory can be designed for robots taking
decisions in a task oriented environment like manufacturing plants. A plan is a
sequence of time-indexed actions. This implies that when the robot fulfils a plan, a
prescribed series of such hierarchically coming time-indexed actions have been
executed. Such time-indexed actions can be written as a set of composite pairs [28, 29}:
<R1TL> + <R2T2> + <R3, TS+  coccvrverccnccnnnas <Rrn.Tn>, (Eq.1)
where, R stands for device-level qualitative parameters, and T stands for task-level
actions (plan fragments) corresponding to R R gives the topological conﬂguraudn of
the device, i.e.. geometric description of the system. T gives the generic task
corresponding to such descriptions. R is a set of qualitatively understood values (land
marks (see ref.( 5]). Let us reference FIG. 6 showing that two pipes have been joined. It is
clear that the final confluence [dP,] - [dPql - [dQ] = O contributes to the composition
of the qualitative parameter R. If the plan is to open the joined section and separate the
two pipes, then the confluences confirming this stage willbe [dP,] - [dPg]l - [dQl = O,
for the first pipe , and [dPgl] - [dPcl - {dQ]l = 0. for the second pipe. After fulfilling the
aforesaid part of the plan, say the next step is to join the first pipe A to a third pipe D.
Another composite pair <R, T> comes into action. The generic task structure is
constrained by a confluence of the type [dP,] - [dPp] - [dQ] = O. Matchinga
qualitatively determined geometric parameter R to a task level issue T can be doneon a
blackboard [29]. A blackboard is a problem solver {30] enriched with highly domain-
specific heuristic lmowledg-c.' Since th‘é robot does not do one single job, or it may have
to remove ambiguities in matching R to T , a comparattve diagnostics can be done on the
blackboard. Two plan with two different sets of qualitative parameters R1 and R2 can
be compared side by side with plan-invoking macros on the blackboard. The
blackboard will organize the robot’s visual memory about local coordinate systems of
landmarks as the primary means of defining locations, maintain memory structures
that associate local landmark systems along paths of motfon that the robot executed
when it decided upon the landmarks [27].
Let us assume that in Eq.(1}) <R.T>s are taken from a space of partially ordered
bases. This gives freedom in forming the plan vector intelligently. The total geometric
space configuration assumed in performing a job may then be seen as composed of a
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series of subtasks. Each of these subtasks was constructed out of realizable <R, T>s.
* Thus two plans designed for two totally cifferent jobs may be known as differing by
additions, subtractions, modifications of some of the <R.T>s . Let us reference FIG 7.

Plan-1

Robot going to grocery.
The fictitous landmark
values are shown in
parentheses. *

Plan-2

Robot going to office.
The fictitous landmark
values are shown in

parentheses.
Y

Go 2 miles straight(0 0 0)
Turn left, go straight (- 00)
Turn left, go straight (-00)
Turn right, go straight (+ 0 0)
Turn left, go straight (- 0 0)
Turn left, go straight (-00)

Go 2 miles straight(0 0 )

Turn left, go straight (- 0 0)
Turn left, go straight (- 0 0)
Turn right, go straight (+ 0.0)
Turn left, go straight (- 0 0)
Turn right, go straight (+ 0 0)

FIGURE 7

In one plan. say the robot is going to the grocery store, and in the other plan, it is
going to the office. The <R.T>, where, these two plans differ is the final tumn, as shown
in the fligure. Bases <R,T>s are partially ordered in both the plans. Therefore, if one
plan is implemented successfully, and the other is not. a comparative diagnosﬁc
measure can be worked out, possibly searching common macros in both the cases.

However, one should be aware of possible troubles in partially ordered <R, T>s. It
actually presupposes the existence of a strong table manageincht system admonishing
context dependent properties of <R T>s. A comparattve diagnostics of a faulty plan, or,
an working plan showmg bugs latter, requires all the macros in correct order invoking
the two plans. If in the second plan, for example, a fault is observed in the last right
turn, then a comparative dlagnostics requires an account of the past history in correct
order in both the plans. If the robot knows, how to go the grocery store (plan 1), then
going to office (plan 2) needs a little modification in the final phase. Tracing the two
plan vectors stde by side with <R, T>s tmplementing them, is necessary in case of bugs
observed in one or both of the plan execution. Such tracing also requires cataloging
and comparing time of occurrences of all subtasks, their duration,etc. Obviously , this
is a horrendous task.
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8. Conciuding remarks :

Qualitative reasoning of intelligent searching, matching,/comparing, is a
powerful tool for making decisions. The discipline actually forms a new generation of
decision technology with machine intelligence. Massive amount of quantitative data
already crtppled many existing powerful intelligent systems. Since qualitative
reasoning is model-based, discrete/selected arithmetic-based (landmark values}, and is
capable of performing simulation with incomplete knowledge, designing decision
making tools with such reasoning is worth perusing. Such tools will require symbolic
reasoning with qualitative calculus on arithmetic spaces of discrete values supported
by envisionment and interpretations. Even though qualitative modeling admits lack
of quantitative knowledge, libraries of prototypes with gradually increasing support
from quantitative data defining generic task structures are needed. This makes
decision making with machine intelligence more anthropomorphic.
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ABSTRACT

All flight simulators have delays in both the presentation and the use of information. In the fiber-optic
helmet-mounted display (FOHMD), these delays are associated partly with the detection and measurement of
eye position. In currenty used simulators that measure head and eye position, the presentation delay in response
to an eye movement has been measured at 90 to 140 ms. In addition to these delays, the human oculomotor
system also has an inherent delay of about 150 ms. A large body of literature has shown that humans can track
predictable stimul with very small errors as long as the stimuli are within certain limits of amplitude, frequency
and bandwidth. Most evidence suggests that the ability to track these targets is a result of an element within the
feedback control system that predicts target motion and acts to eliminate delays which would otherwise drastically
interfere with tracking and task performance. Although there has been substantial study of many of these
fa-tors, there has been little work aimed at assessing the effects of alterations of the amount of delay on tracking
performance. This lack of information is critical in assessing tracking tasks with an additional delay such as is
necessarily found in a simulator. It is also critical in determining simulator fidelity for any task involving eye
movements. The objective of this project was to study the effects of feedback delay on tracking performance.
We studied five subjects (mean age: 30.4 yrs; range: 21 to 40 yrs.). The subjects tracked a small green dot on
a CRT while attempting to keep a laser spot (indicating their eye position) superimposed on the stimulus. The
laser spot marked cye position with or without an additional delay. We examined the effects of feedback delays
ranging from 0 to 225 ms. on sinusoicul motion (5 frequencies: 0.1 to 1.0 Hz.) and an unpredictable smooth
stimulus with a bandwidth of 0.00 to 0.95 Hz. Each waveform and frequency was repeated 3 times. Both the
mcan number of saccades per second and the mean amplitude of the saccades increased as a function of the
frequency being tracked and as a function of delay. Saccades generated while tracking the random smooth
pursuit waveform occurred frequently (relative to the other waveform) and, as expected, were not affected by
the presence of a feedback delay. The amplitude of saccades for this waveform fell about in the middle of the
other frequencies, suggesting that the frequency composition of the random stimulus was well matched to the
sinusoidal stimuli. These data suggest that the addition of modest delays (on the order of 75 ms.) result in
significantly poorer tracking. They further imply that delays involving eye movements in the construction of flight
simulators should be minimized. Further study is necessary to definc the capabilities of the oculomotor system
in dealing with such dclays and in defining the parameters preciscly responsible for the detrimental tracking

effects.
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EFFECTS OF FEEDBACK DELAY ON TRACKING
Kent M. Daum, O.D, Ph.D.

INTRODUCTION

High fidelity simulators play an important part in the training of aviators flying high performance
aircraft. All simulators have delays in both the presentation and the use of information. In certain simulators
(such as the fiber-optic helmet-mounted display {FOHMDY}), these delays are associated in part with the
detection and measurement of eye and head position. The response delay in the presentation of an updated
stimulus to an eye movement in such a simulator has been measured to be 90 to 140 ms. (Wetzel, 1992) and
delays of 200 ms. or more sometimes occur. There are also delays as a result of the transmission and analysis
of the resulting information along with considcrable image processing and presentation demands. Delays
involving visual measurement and presentation are common in simulators. A realistic simulator has feedback
delays which closely match those seen in the actual aircraft. Poor simulators typically have delays longer than
those seen in the aircraft.

The human oculomotor system also has certain associated delays. The smooth pursuit system has an
inherent delay of about 150 ms. (Rashbass, 1961). The saccadic system has a delay of a somewhat greater
amount, about 250 ms., dcpcndiné on the particular stimulus (Findlay, 1981). The fovea has a radius of about
0.5° (Bahill and McDonald, 1983). To obtain the best visual acuity (Barmack, 1970), it is necessary to track a
target extremely precisely since both visual acuity and the resulting visual performance fall off steeply as a
function of retinal eccentricity. In order to fixate moving targets within a fraction of a degree, the oculomotor
system must completely compensate for any delays in its system (Barmack, 1970; Bahill and McDonald, 1983).

A large body of literature has shown that humans can track predictable stimuli with very small errors
as long as the stimuli are within certain limits of amplitude, frequency and bandwidth (Bahill and McDonald,
1983; Kowier et al, 1984; Fender and Nye, 1961; Fuchs, 1967; Michaels and Jones, 1966). Althougn there have
been suggestions to the contrary (St-Cyr and Fender, 1969; Lisberger et al, 1981), most evidence suggests that
the ability to track these targets is a result of a feedback control element that predicts target motion and acts
to eliminate delays which would otherwise drastically interfere with tracking and task performance (Dallos and
Jones, 1963; Yasui and Young, 1975; Young, 1977, Stark et al, 1962; McDonald and Bahill, 1980).

There has been substantial study of many of these effects on the gain and phase of the tracking system
response: frequency (Fuchs, 1967; St-Cyr and Fender, 1969), amplitude (Lisberger et al, 1981), velocity (Pola
and Wyatt, 1980), acceleration (Lisberger et al, 1981), predictability (Michael and Jones, 1966; Kowler et al,
1984), type of feedback (Fender and Nye, 1961), type of cues (Mather and Lackner, 1980) and the nature of the
waveform (Michael and Jones, 1966; Sugie, 1971). To date, however, there has been little work aimed at

assessing the effects of altcrations in the amount of delay on tracking performance (Brown, 1990; St-Cyr and
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Fender, 1969). This lack of information is critical in assessing tracking tasks with an additional dclay such as

is necessarily found in a simulator.

OBJECTIVE(S)
The objective of this project is to study the effects of feedback delay on tracking performance. A
corresponding theoretical objective is to study the characteristics of the predictor operator of the oculomotor

pursuit system over a range of different waveforms and feedback delays.

SIGNIFICANCE

Since simulators using an area of interest (AOI) approach (such as the FOHMD) necessarily have
delays, it is critical to ascertain the effects of such feedback delays on the oculomotor system in order to be
certain that the simulator is as realistic as possible. This study will document the range of such delays that allow
normal oculomotor performance under these conditions. Since there are a number of significant differences
between the experimental arrangement used in this study and commonly used simulators, the study is not
designed to provide data that will directly characterize what happens in a simulator with a large AOI display.

Also, the predictor operator is the most essential factor in the pursuit system. Within a certain range
of parameters, this operator determines the degree of success or failure of any tracking task. Since the
capalilities of this predictor have not been fully described, this study will provide a more complete understanding
of this system.

EXPERIMENTAL DESIGN CONSIDERATIONS

We aim to examine waveforms, frequencies and delays that are representative of those scen in the
simulator environment. The experimental arrangement will allow only horizontal eye movements and stimuli
covering a total range of 20 degrees. Such limitations are not present in the simulator.

The experimental design also neglects the significance of the size of any AOI (typically 25° in extent;
Wetzel et al, 1990) that may be in a simulator. It is likely that an AOI has an effect on eye movement

characteristics, but, to date, no studies have examined this issue.

METHODS

Inclusion/Exclusion Criteria

We used the following inclusion/exclusion criteria: All subjects were volunteers. In addition,
all subject’s ages must be between 18 and 40 yrs. The upper age limit was to eliminate subjects who
may not have been able to accommodate on the targets for the required length of time. The subjects

must have had at least 20/20 visual acuity in the eye to be used for tracking at the distance of the task
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(34 cm.) without correction or with contact leases. This criterion was to eliminate tracking difficulties
due to poor acuity due to refractive errors or otherwise. Finally, all subjects must have reported that
they did not have any significant visual problcms and were free of known ocular discase. The protocol
used in this experiment was approved by the U.S. Air Force Armstrong Laboratories Institutional

Review Board.

Eye Movement Measurement

Eye movements of the subjects were assessed using an infrared limbus tracker technique that
has been previously described (Wetzel, 1988; Young and Sheena, 1975). All measurements were on the
left eye; the other eye was occluded during the experiment. The eye was illuminated with infrared light
using a low level LED source. A pair of phototransistors balanced about the limbus detected
movements of the eye as a result of the imbalance of reflected light (Young and Sheena, 1975; Truong
and Feldon, 1987).

This apparatus was able to detect changes in eye position of less than 0.1 degrees; had a
maximum seasitivity of 1.7 arc-minutes resolution or more; and, was highly linear over the +/- 10°
range used in the experiment (Wetzel, 1988; Young and Sheena, 1975). All eye movements were
assessed at S00 Hz. All subjects used a bite bar and head and chin rests throughout the experiment.

Blinks

All records were evaluated before analysis. Movements considered blinks and were edited from
the eye movement trace. In the determination of saccadic counts, amplitudes and other basic data
concerning eye movement performance, the periods of time where blinks occurred were not used in the
analysis. In calculations of gain and phase, portions with blinks will be replaced by a line connecting

the eye position at the times just before and after the movement.

Calibration procedures

Initially in the calibration procedure the phototransistors and the infrared source were carefully
positioned about 10 mm. from the cornea with a slight upward angle of view (Truong and Feldon, 1987).
After the experimenter set the zero and gains, a computer-controlled algorithm was used to assess the
gain, siope and intercept relationship of the voltage output from the phototransistors to the angle of gaze
over the experimental range using a sample of points on both sides of 0 at 2.5, 5.0, 7.5 and 10 degrees.
The best fitting least squares equation was used to determine the appropriate calibration coefficients.
We used three criteria for linearity: The first was a correlation coefficient (r) of 0.9993 or greatsr. At
this level, r is significant at the 0.1% level (Diem, 1962). The second was that the stability of the eye

must be less than or equal to 5 arc min. at each position. The third was that the caculated residual
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errors at each position must be less than 0.50°. The calibration was repeated before each set of data
was taken (approximately every 15 to 30 sec of data). The calibration trial lasted 13.50 sec. and took
on the order of a minute to complete once the subject was arranged in the apparatus and the initial
calibration adjustments were completed. Experimental trials were initiated within seconds after a

successful calibration.

Tracking Task

Through a beam splitter, the subject tracked a small green dot moving about the face of a CRT
(Tektronix model 602) which was 34 cm away from the corneal pole. This distance was chosen so that
the face of the CRT would subtend a total of 20 degrees (+ /- 10°).

Feedback Techniques

The signal indicating the position of the subject’s eye was sent to a horizontal position motor
which (via a mirror) controlled the position of a small attenuated laser spot. This spot was projected
from the rear onto a translucent screen located 1 m. in front of the subject. With zero delay, the subject
saw a small red spot of light corresponding to his/her eye position. When a feedback delay was
instituted, the subject saw the red laser spot corresponding to his/her eye position at the preseat time
minus the amount of the delay. That is, the subject saw the spot corresponding to where his/her eyes
were 200 ms. ago if the delay was 200 ms. The subject's task was to keep the laser spot indicating eye
position superimposed on the green dot which was to be tracked. When this was accomplished, the
subject had negated the effects of delay in the system.

Waveforms, Frequencies and Delays

Each subject tracked two different types of waveforms (sinusoid and random smooth pursuit;
Table 1). One of the waveforms (sine) had five associated frequencies (0.1, 0.3, 0.5, 0.7 and 1.0 Hz.).
The random smooth pursuit waveform was constructed by filtering the output of a random noise
generator. Consequently, the random smooth pursuit waveform was composed of frequencies from 0.0
to 0.95 Hz. The spectral composition of this waveform is shown in figure 1.

The feedback presented to the subject for each waveform and frequency had one of five delay
steps (an absence of feedback being one). There were three trials for each waveform, frequency and
delay. Each subject tracked a total of 90 calibration and 90 experimental trials. At eighteen trials per
session, each subject spent five sessions completing the experiment. We used a total of five subjects in
the experiment.

Typically, data taking sessions lasted from about 25 to 30 minutes to about an hour. The

subjects were constantly reminded of the specific practical objective of the expcriment: to keep the laser
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spot corresponding to their eye position superimposed on the green dot indicating the target on the
CRT. The subjects also were encouraged to take breaks as frequently as necessary to remain fresh over
the course of the session. Generally, subjects took a 10 to 15 minute break midway through each data

taking session.

Sample Size

We considered changes in eye position of 0.05 to 0.10° (3 to 6 arc min or slightly less)
significant. Steady fixation by a good observer is slightly below this level. Since there have not been
studies where the feedback tracking delay has been systematically altered, there are no estimates of the

variance of the various components that may result. Qur criterion for Type I errors was 0.05.

Bias Control/ Masking

We used a Latin square procedure to determine the presentation order of each particular
waveform (with its associated frequency and delay). The data portion of the experiment was divided
into five sessions where 18 different waveforms (along with the calibration trials) were presented. Each
waveform, frequency and delay was presented three times. All of the waveforms, frequencies and delays
were presented in each third of the data taking.

The subjects were informed only of the general nature of the experiments. None of the subjects
were informed of the type of waveform or the delay before a trial began.

Analysis Techniques

We used a variety of criteria for recognizing a saccadic movement (Table 2). These included
trend: The movement must continue in the same direction for a minimum length of time (5 to 16 ms).
Another criteria used for all trials was velocity threshold: This varied from 30 to 60°/sec. In order to
discriminate saccadic movements for the higher frequencies (0.7 and 1 Hz), we used an additional
acceleration threshold, 1500°/sec2. We established these criteria after extensive, careful examination
of the records by hand. In a small number of instances, portions of the records suggested as being
saccadic were examined and edited after saccadic recognition programs were completed. In most cases,
these were instances where the velocity/amplitude relationship did not fit the main sequence for
saccades.

We analyzed the effects of delay on tracking in several different ways. Our objective was to
determine the extent tracking was effected by the delays, and to determine the nature of the differences.
Poorer tracking results in a higher number of saccades. In addition, the mean saccadic amplitude should

increase when the subject has difficulty tracking.




RESULTS

Five subjects participated in the experiment (three females and two males). The mean age of the
subjects was 30.4 yrs. (std. dev.= 9.1 yrs.; range: 21 to 40 yrs.). All of the subjects except onc bad previously
participated in eye tracking experiments.

We recorded a total of 900 trials. Four hundred and fifty of these trials were calibration trials and were
not included in the analysis. Each subject completed a total of 90 trials used for analysis. These included 3 trials
of 5 frequencies with 5 delay states for each sinusoid. In addition, the subjects tracked the random smooth
pursuit for 3 trials with the same 5 delay states. We discarded two trials from one subject and one trial from
another because of excessive blinking and/or saturations in the recording. The resultant 447 trials form the basis
for this work.

Figure 2 shows three examples o1 the tracking by one of the subjects. The figure shows tracking of a
0.1, 0.3 and 0.5 Hz. targets with feedback delays of 0, 0 and 150 ms,, respectively. In these cases, the subject has
tracked both the 0.1 and 0.3 Hz. targets very well: The largest positional errors are less than 1° and there is
no phase lag. A significant phase lag is present with the 0.5 Hz. stimulus, The eye is lagging behind the stimulus
by about 190 ms. at the beginning of the trace and is lagging about 130 ms. behind at the end of the trace. Such
directional asymmetries were relatively commoa. Directional tracking asymmetry has been previously reported
(Meyer et al, 1985).

The effect of delay on mean saccadic amplitude is shown in figure 3. For the sinusoidal waveform, the
addition of a delay in the feedback loop resulted in an increased mean saccadic amplitude for each frequency.
As frequency increased, the delay had a more significant effect on the amplitude. For the 1 Hz. and 0.5 Hz.
frequencies there is evidence of a saturation effect: The mean saccadic amplitude was smaller with a delay of
225 ms. than it was at 150 ms.

For each frequency and waveform, the case where feedback was not provided resulted in a smaller mean
saccadic amplitude. For the sine wave, the mean saccadic amplitude was a function of frequency with the faster
frequencics having a greater difference between the no feedback and zero (or correct) feedback states.

Delays did not affect the random smooth pursuit waveform the same way as the predictable sinusoidal
waves. As the delay increased for the random waveform, the mean saccadic amplitude remained essentially the
same, The mean saccadic amplitude for the random waveform was about in the middle of those found with the
various sinusoidal waveforms since the random waveform was composed of sinusoidal waveforms spanning the
same range.

There was a directional effect to tracking with a range of feedback delays (figure 4). Over the
waveforms tracked in this experiment, mean saccadic amplitudes were consistently larger going from left to right
(temporal to nasal) than tracking from right to left (nasal to temporal). This trend occurred even for the case
in which no feedback was provided. This perspective on the data is useful because it shiws that saturation effects

occur at a smaller delay than is apparent with the summed data (as shown in figure 3). With each waveform
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(and frequency) the mean saccadic amplitude from delays of 75 ms. and up is roughly level or it declines. An
exception to this is the random waveform; The addition of a delay has an insignificant effect on saccadic
amplitude.

Feedback delay also has an effect on the number of saccades made per unit time (figure 5). There is
a definite trend toward more frequent saccades as the feedback delay time is increased. As in the other cases,
the random smooth waveform is an exception: The addition of delay has absolutely no effect on the number of
saccades made in a given time. Correlated with the difficulty in tracking such an unpredictable waveform, there
were considerably more saccades made per unit time with the random smooth waveform than with any of the
others.

Figure 6 shows these data in a way which emphasizes the effect of frequency on the amplitude of
saccades. The number of saccades per second increased steadily from 0.1 to 0.5 Hz. At 0.7 Hz. the number of
saccades decreased considerably before increasing again at 1.0 Hz.

Our subjects were consistently able to achieve extremely high pursuit velocities on the order of 50 to
60°/sec. They were capable of essentially matching the peak velocity of the 1.0 Hz. stimulus (63°/sec.) for

extended periods of time (several seconds).

DISCUSSION

These data suggest that the addition of any additional delay to the oculomotor feedback system has a
pervasive detrimental effect on oculomotor tracking performance. Additional feedback delay consistently results
in more and larger saccades than when there is none or when the delay is appropriate.

With regard to the oculomotor predictor system, this study suggests that the visual system has relatively
little capability of immediately dealing with such additional delays and that, at a minimum, the system needs
substantial learning time. This study was specifically designed to minimize learning since all trials were
randomized and masked. We will be able to examine two aspects of these data which will allow some judgement
of the amount of learning/prediction which took place in this study. One method is to compare the positional
errors for the trials for the initial vs. the final seconds of the trials. Another method is to compare the positional
errors (or some similiar aspect such as gain or phase) from the first to the second and third trials. If learning
or prediction is taking place to a noticeable extent the errors in both of these methods should diminish over time
and trial.

Many oculomotor adaptations involving vergence (a disconjugate movement) such as prism adaptation
(Carter, 1963) occur over short time periods (seconds to minutes). Other adaptations involving conjugate eye
movements (vertical pursuits) have been shown to take considerably longer, on the order of an hour of exposure
or more (Gleason et al, 1991). In order to fully explore the extent that the oculomotor system can learn to
compensate for additional delays, protocols allowing substantially longer and more consistent exposure to the

delays must be developed, carried out and analyzed.
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The results of this paper must be interpreted cautiously with regard to their practical application in
simulators. Clearly, in and of itself, substantial delay in the feedback system of a simulator above that which is
typical to the actual aircraft is detrimental and should be minimized where possible. This study does not provide
any information about the practical significance of such delays in a simulator eavironmeat.

Essentially, the feedback system used in this experiment mimicked a design with an area of interest that
was very small, approaching zero. The addition of an AOI of substantial size should minimize the effects of
delay. The relationship of the size of the AOI and the nature of any feedback delay to eye movements made
and to the effect on task performance is undetermined.

There are a number of other questions about the effects of feedback delay that remain unanswered.
One issue concerns the algorithms used to discriminate saccades. As shown in Table 2, we customized the
analysis programs for each waveform to effectively recognize saccades. We did this because of the high pursuit
velocities reached in the 0.7 and 1.0 Hz. waveforms. Data shown in figure 6, however, suggest that the number
of saccades made per second decreased at 0.7 Hz. below what it was at 0.5 Hz. Presently, we are unaware of
any physiological mechanism that might explain this result. To justify the result of the algorithm, it will be
necessary to manually analyze the saccades in each record. In addition, statistical analysis of the significance of
changes in the number or amplitude of saccades made in these various conditions remains to be completed.

Considerable other analysis of the data in this experiment remains. As noted above, its important that
the accuracy of the analytic algorithm which recognizes saccades be confirmed. This is critical to providing
confidence that the data is sound. In addition, an analysis of positional errors with each of the delay conditions
will allow a judgement of whether tracking was poorer in one case than another. In addition, gain and phase
relationships between the target and the eye are standard methods of examining tracking ability. Although these
have not been completed at this time, they will bc important in understanding the nature of the oculomotor
response to the delay because they are a global view of the data. If the visual system is adapting to the delay,
then the phase relationships of the eye to the target should be nearly the same as the delay is changed. If the
additional delays impair tracking then the gain of the response should decrease. Further analysis of the
percentage of time spent in smooth pursuit as a function of waveform and delay also remains. The greater the
time spent in pursuit, the better the eye is able to track the target. If the additional delays affect tracking then
the time spent in smooth pursuit should decrease.

We also plan to examine the nature of individual differences in tracking in the presence of these delay
conditions. Understanding these differences is important because they are important in estimating the
significance of the changes in the data as a function of delays. In addition, they will also provide insight into the
range of response to additional delay in the tracking ability of the population. This is important because its

possible that some people may be able to deal with delays that bother others.

The extremely high pursuit velocities seen in this experiment bave been reported previously (Meyer et




al, 1985). These investigators reported that eye velocity was about 90% of that of the target up to target
velocities of about 100°/sec. Meyer et al's work assessed pursuit by hand, used an EOG apparatus and
unidirectional tracking (for a particular trial). The subjects in this experiment sustained their tracking for a much
longer period of time (several seconds vs. about 450 ms.) and the calibration process and the method of

differentiating saccades from pursuit was much more rigorous.
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FIGURE LEGENDS

Figure 1:

Figure 2:

Figure 3:

Figure 4:

Figure S:

Figure 6:

Fast-fourier analysis of the spectral composition of the random waveform over
the bandwidth from 0 to 3.0 Hz.

Examples of the tracking of one of the subjects. For each of the figures parts,
up is to the right and down is to the left. The total amplitude of the stimulus
was 20°, only portions of the total amplitude are shown. From the left of the
figures to the right is 1278 ms. a. The stimulus was moving at 0.1 Hz. and
feedback delay was 0 (i.e. The laser spot indicated actual eye position). The
small saccade to the right was 1.16° in amplitude lasting 30 ms. b. The
stimulus was moving at 0.3 Hz. again with 0 feedback delay. The cursors to
the left are 100 ms. apart. The positional errors at the two cursors are 0.99
and 0.82 degree, respectively. ¢. The stimulus was moving at 0.5 Hz. and the
feedback delay was 150 ms. The saccade to the right nad an amplitude of
1.80° lasting 20 ms. There is considerable phase lag with the eye about 190

ms. behind the stimulus on the right and about 130 ms. behind the stimulus
on the left.

Effect of amount of feedback delay on the mean absolute saccadic amplitude
as a function of various sinusoidal frequencies and the random waveform
(RND) for the combined group of subjects.

Effect of direction of tracking and the amount of feedback delay on the mean
absolute saccadic amplitude as a function of various sinusoidal frequencies
and the random waveform (RND) for the combined group of subjects. Since
all subjects tracked with their left eye, right to left is temporal to nasal and
left to right is nasal to temporal.

The number of saccades per second as a function of the amount of feedback

delay for each of the sinusoidal frequencies and the random waveform
(RND).

The number of saccades per second as a function of the sinusoidal frequency

and the random waveform (RND) as a function of the amount of feedback
delay,
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Table 1: Details of the trials

WAVEFORM

FREQUENCY (Hz)
AMPLITUDE (°)
AVERAGE/PEAKV
ELOCITY (°/sec)

DELAY

SECONDS PER
TRIAL

NUMBER
OF TRIALS

0.1 0
sine 10 75 30.00 3 each
4.0/6.0 150
225
none?
0.3 0
sine 10 75 30.00 3 each
12/18.4 150
225
none?
0.5 0
sine 10 75 30.00 3 each
20/31 150
225
none?
0.7 0
sine 10 75 14.28 3 each
28/43 150
225
none®
1.0 0
sine 10 75 15.00 3 each
40/62 150
225
bandwidth: 0.0 to none
random 0.95 0
smooth iO 75 32.12 3 each
waveform varies 150
225

was turned off.
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Table 2; Criteria used for recognizing saccades

FREQUENCY
(Hz)

VELOCITY (°/sec)

ACCELERATION
(°/sec?)

MINIMUM
DURATION (ms)

0.1 30 - 8
0.3 30 - 10
0.5 40 - 16
0.7 50 1500 10
1.0 60 1500 10
random 30 - 10
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Hand Torque Strength for Small Fasteners

S. Deivanayagam
Professor of Industrial Engineering
Tennessee Technological University

Abstract

This report describes an experimental investigation on the hand torque
strength capabilities of persons for tightening and loosening small fasteners
such as wing-nuts, keys and Allen screws. During the typical maintenance
activities of modern systems the technician often is required to perform such
tasks. This study used 14 males and 14 females as subjects and each subject
performed 72 test exertions under simulated task conditions in the
laboratory. The results will be useful as a data base for computerized human
models such as CREW CHIEF and DEPTH for modeling ergonomic capabilities of
persons.
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I. INTRODUCTION

Maintainability 1is a very important characteristic that influences
the system effectiveness and the life cycle cost of any modern system. A
system normally is designed and put into operation with the objective of
fulfilling certain goals. Such a system must be in operable condition for
it to function effectively and meet the goals as desired. When the system
is ready to operate on demand, it {5 said to be “available-". The
availability of the system is a function of its reliability and
maintainability. Simply put, maintainability refers to the ease with which
an unavailable (not ready) system can be put back in *ready*® condition for
operation. A system that is being serviced will not be ready for operation

during the time 1t is being serviced.

In recent times, many modern weapon systems that are highly
sophisticated and complex have been found, in practice, to have low
maintainability characteristics. The reason for this situation can be
attributed to the insufficient consideration of maintainability during the
practice, most often, is not any willful negligence on the part of the
designer, but the absence of appropriate tools and techniques to include
maintainability considerations in the early stages of system design.
Realizing this deficiency, the United States Air Force (USAF) initiated
several programs during the last decade with the objective of developing
design tools to improve the maintainability of its weapon systems. CREW
CHIEF is one such program that is being developed by Armstrong Laboratory
at Wright-Patterson Air Force Base, Chio. CREW CHIEF is a computerized man
model of the USAF maintenance technician performing aircraft flight line
maintenance functions. The CREW CHIEF model, among other things, has
extensive data bases on human strength capabilities for torguing
withwrenches and materials handling. However, the model, currently does
not have strength data on torquing small objects bare hands. The research
described in this report was undertaken to gather torque strength data for
turning certain types of small fasteners and tools with fingers under

conditions representing typical maintenance tasks.
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During the installation, removal, replacing and other such
maintenance activities the technician often uses his/her hand to tighten or
loosen small fasteners such as wing-nuts, Allen screws, or flat key-like
devices. The wing-nut and Key-like device is usually held in position with
fingers and turned clockwise or counter-clockwise in order to effect a
tightening or loosening action. The Allen wrench, an L-shaped hexagonal
bar, is held with the fingers, mated to the matching recess in the fastener

and then turned in order to effect the desired action.

Objective and Scope of the Research
The objective of this study was to determine the torquing
capabilities of a person for tightening and loosening small fasteners such

as wing-nuts and keys with bare hands and small Allen screws with Allen

wrenches. The torque strength capabilities under a variety of simulated
task conditions were gathered using human subjects in a laboratory
setting.

The results of this study will be of help to the designers of modern
complex systems in the selection and locaticn of small fasteners while
considering maintainability along with the other usual criteria. The
results could also be incorporated, after normalizing for the USAF
maintenance technician population, intc the data bases for computerized
human models (viz., CREW CHIEF and DEPTH) that are being developed for the

use of designers.

In many modern hardware systems, small fasteners are used to a
significant level to hold and attach small parts, components, and panels to
larger units. During the maintenance of the part or component, the
technician will be required to remove and replace such fasteners. The
fasteners typically require torgquing actions involving the musclés  and
joints of the upper extremity. The small fastener or the small tool (Allen
wrench) is usually grasped and held by the fingers while a turning moment

is applied on the surface so held. This is typically a major difference in

turning a small fastener and a large fastener. In the case of a large
fastener the tool (wrench, etc.) is held by the entire hand and the
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muscles of upper arm and shoulder provide much of the power. In the case
of small fasteners the muscles of hand and fore-arm are responsible for
most of the power for the turning action. Further the hand-tool contact
area for the large fastener 1is generally much larger than the finger-
fastener contact area for the small fastener or tool. Therefore the force
per unit area of the contact surface can be much higher in the case of a

small fastener leading tc more discomfort and/or pain to the person.

The torquing capability of a perscn working on a small fastener will
depend to a large extent on the type of finger grip, which in turn depends
on the size, shape, location, orientation, etc. of the fastener. Therefore
it becomes necessary for the designer to be knowledgeable regarding the
hand torquing capabilities of the technician population in order to select
and locate the ergonomically appropriate/acceptable small fastener. The
task of tightening or loosening will then be performed by the technician
with lesser effort and fatigue and will ultimately result in better

maintainability of the whole system.

Il. EXPERIMENTAL STUDY

Fasteners and Tools Selected
For the purpose of this study, the following four different cases of

fasteners and tools were selected.
1. Flat rectangular keys (KY)
2. Wing-Nuts (WN)
3. Allen wrench with the long end as handle (AL)
4. Allen wrench with the short end as handle (AS)
Allen wrench was included in the study even though it is not a fastener by
itself. However in order to tighten or loosen an small Allen screw this
wrench is held in the hand in a manner very similar to holding the other
two types of fasteners. The flat key was selected to represent the generic

cases of such small fasteners.

The following sizes of the fasteners were used in the study.
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1. Three sizZes of keys:
Large - 2" long x 3/4* wide x 1/8* thick;
Medium - 1" long x 3/4* wide x 1/8" thick
small - 1/2" long x 3/4* wide x 1/8* thick
A fourth size, 3" long was used in the study as the experimental
fastener for bench mark (BM) torque exertions at the beginning and end of
each sessicn of testing.
2. Three sizes of wing-nuts:
Large - 1/2* thread diameter (2.1" max. width X 0.88" max. height)
Medium - 5/16" thread diam. (1.22" max. width X 0.58 * max. height)
small - 48 size (0.88" max. width X 0.42* max. height)
3. Allen wrench:
The Allen wrench used was 3/16* standard size. The long end was 2.75*
long and the short end was 1" long. Torque with the Allen wrench was

applied through a 3/16" socket attached to the torgue dynamometer

All fasteners were welded to a 3.5" square steel plate suitable for

attaching to the torque dynamometer described in the following section.

Torque Dynamometer and Data Acquisition System

The torque dynamometer consisted of a Lebow Model 2192-200 torque
sensor (0-200 inch-pounds, capacity) mounted on a wooden base and a metal
frame. A 3.5" square aluminum face plate with a circular magnet press-fit
in the center was attached to the front of the torque sensor. This face
plate also had two 1/4' dowel pins to aid in attaching and holding the
steel plates welded with the experimental fasteners. The frame work
allowed adjustment of the height of the torque dynamometer. Figure 1 shows
the dynamometer and part of the frame work. Figure 2 shows the experimental
set up for the large size wing-nut for clockwise torque at O degree

position and facing orientation.

The computerized data acquisition system consisted of a bridge
amplifier (Honeywell make, Accudata model), a 16 bit analog to digital
converter board (Tecmar make), a microcomputer (Compaq make) and a printer

{Okidata make). The analog signal output from the torgque sensor was
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Figure l.Torque Dynamcometer and part of the frame work used 1in the study

Firgure 2. Experimental set up for Wing-tiut
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amplified, sampled at the rate =f 17 rer zecond, digitized, :=caled and
printed cut. The data, 1! determined acceptable, was stored on a S$.2%°
floppy disc for later analysis. Except for rhe torgue censcr the rest of
the experimental hardware has Leen used earlier in the laboratory for

similar torgue strength studies for CREW CHIEF program (1).

Experimental Variables

The following were selected as the independent <ariablesz fzr ¢his
experimental study.

1. Type of fastener/tool: Key, wWing-nut, Allen long, Allen short
2. Size: 2*,1*, and 1/2* width for keys
1/72*, S5/16" and #8 size for wing-nut
3716* for Allen long and Allen short
3. Orientation: Facing and Transverse
4. Fosition: ¢ and 90 degrees for key, wing-nut and Allen short
0, 90, 180, and 270 degrees for Allen long
(0 degrees refers to the vertical and upwards pesitioning of
the fastener/tool)
S. Direction: Clockwise and Counter-clockwise

The mean torque strength computed as the arithmetic average of the 30
sample values during the exertion periocd of 1 to 4 seconds is the dependent
variable. The above design resulted in a total of 72 exertions with 24 for
key, 24 for wing-nut, and 24 for Allen long and short combined. Therefore
each of the above set of 24 exertions were considered as a block in the
experimental design and the individual exertions were randomized within the
block for each subject. The order of the experimental blocks was also
randomized. The 72 exertions were completed in 2 sessions of 36 exertions
each. Thus 1 1/2 blocks were completed in one test session by a subject.
In addition to the test exertions the subject also performed 2 bench mark
exertions each at the beginning and end of each session. The