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SOFTWARE DEVELOPMENT AND ANALYSIS FOR
EXPERIMENTAL HIGH FREQUENCY SURFACE WAVE RADAR DATA

ABSTRACT

Processing software for data collected in an experimental High
Frequency Surface Wave Radar (HFSWR) project is implemented in the
VAX-~3800 computer and the FPS—5000 floating point array processor.
The software is used to process the data in—house so as to obtain insights
in HFSWR sea clutter, noise and target characteristics. The data are
examined to assess quality. Several deficiencies are observed in the data,
including 60 Hz power source harmonic interferences and discontinuities in
data sequences. Preliminary analysis of some of the data shows that
conventional Doppler processing of the data permits the detection of ship
and large aircraft targets at fairly long ranges. Plans for further analysis
of these data are discussed.
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DEVELOPPEMENT D'UN LOGICIEL ET ANALYSE DE DQNNEE§
POUR UN RADAR EXPERIMENTAL TRANSHORIZON A ONDES DECAMETRIQUES

Résumé

Un logiciel pour le traitement des données recueillies par un radar expérimental
transhorizon 2 ondes décamétriques a été développé sur un ordinateur VAX-3800 et un processeur
vectoriel FPS-5000. Ce logiciel est utilisé pour traiter les données en laboratoire afin d'obtenir
un apercu des caractéristiques du fouillis de mer, du bruit et des cibles observées par le radar
transhorizon a ondes décamétriques. Les données ont été examinées pour une analyse de la
qualité. Plusieurs déficiences ont été observées dans les données, dont des interférences
harmoniques de 60 Hz causées par I’alimentation électrique et des discontinuités dans les
séquences de données. Une analyse préliminaire d’une partie des données a montré qu'un
traitement Doppler conventionnel permet la détection de navires et de gros avions i de trés
grandes distances. Des plans pour des analyses plus détaillées de ces données sont présentés.




EXECUTIVE SUMMARY

As an integral part of DREO’s research in High Frequency Surface Wave Radar
(HFSWR), data were collected by NORDCO Limited of Newfoundland under contract to
DND, with the support of DREO and the Canadian Forces (CF). The Canadian Forces
Auxiliary Vessel (CFAV) Bluethroat and an Aurora long range patrol aircraft were
provided by the CF as test targets. A substantial amount of data were collected.

NORDCO Limited, which was the contractor responsible for analyzing and
reporting on the data, was placed on receivership. As a result, the data tapes were brought
back to DREO/RADAR for further analysis. The raw data required some pre—processing
before detailed analysis could be done. The purpose of the work reported here was to
develop the necessary software to analyze these data, to gain some insight into the
characteristics of HF sea clutter and noise, and to assess the detection performance of
HFSWR against various types of targets. This report documents the development of
in—house pre—processing software and the findings during preliminary examination of these
data.

The software was implemented in the VAX-3800 computer and the FPS—5000
floating point array processor. The data were examined to assess quality. Several
deficiencies were observed in the data, including 60 Hz power source harmonic interferences
and discontinuities in data sequences. Preliminary analysis of some of the data showed
that conventional Doppler processing of the data permits the detection of ship and large
aircraft targets at fairly long ranges. Plans for further analysis included spectral processing
of the data (a) to determine the feasibility of employing HFSWR for medium range aircraft
detection and long range ship detection, and (b) to investigate the characteristics of the
direct over—head ionospheric reflection.
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1. Introduction

An experimental High Frequency Surface Wave Radar (HFSWR) project was
carried out by NORDCO Limited of Newfoundland under contract to DND in 1983. The
purpose of this project was to obtain some first hand experience in the data collection,
processing and target detection using HF surface wave transmission. As a result, a
substantial amount of HFSWR data were collected, but only a small portion of these data
had been analyzed by the contractor. These data are brought back to the Radar Division
of DREO. It is intended to analyze these data in—house so as to gain some insight into the
characteristics of HF sea clutter, noise and various types of targets. Since these are raw
data, they require some pre—processing before they can be analyzed. This report
documents the development of in—house pre—processing software and the findings during
preliminary examination of these data.

2. Description of data and quality assessment.
2.1  HFSWR data

The HFSWR data described herein were collected by NORDCO in 1989. The
transmitter employed was the LORAN A located at Cape Bonavista, Newfoundland. This
transmiiter has a peak power of 1 MW, operating at a frequency of 1.95 MHz. The radar
transmits a train of pulses (50 usec raised cosine waveform) at a PRF of 25 Hz . The
receiving system comprised an 11—element array of doublet antennas, Steinbrecher 1630A
receivers and associated signal processing and data ~cquisition systems. The element
spacing is half wavelength (at 1.95 MHz), yielding a beamwidth of about 10°. Details of
this facility may be found in {1].

Beam forming is performed at radio frequency (r.f) with signals from all antennas
summed coherently. A beam pointing at a direction 1100 clockwise from north results.
The combined signal is first converted to an intermediate frequency (i.f.) of 25 kHz,
band—pass filtered and sampled at a rate of 125 kHz. Sixteen bit analog—to—digital
converters (ADC) are employed which provided a dynamic range of 96 dB.




In subsequent discussions, the term "range cell" is used to describe a distance in
range determined by cr/2 = 7.5 km where c is the speed of light and 7 is the radar pulse
length. The numbers in the data records are called "range samples”. A sampling rate of
125 kHz (or 8 usec per sample) corresponds to an inter—sample distance of 1.2 km. Hence
the radar waveform is being over sampled because each range cell is covered by 6.25 range
samples. This is done in order to provide a means to refine the range resolution of the
radar through interpolation of range samples. Improved range resolution can be achieved if
there is only one target per range cell at a given Doppler.

The data are stored in fixed length records on 8 mm EXABYTE cassettes. The
data files on a cassette are read into the Radar Division’s VAX-3800 computer for
preliminary analysis. Each data record contains 512 two—byte integers. It is noted that
the VAX computer stores the two bytes of a 16 bit word read from a tape in an order
reversed from that of the computer which produced the tapes. The two bytes that make up
a 16 bit word must be interchanged to obtain valid data in the VAX. This is easily done
by executing an 8—bit circular chift of each integer read from the tape.

The first integer in each record is not used, while the second and third integers are
used to indicate the pulse index and the number of range samples in the record,
respectively. The remaining numbers in each record, beginning with the 4th value, are
sampled returns of each transmitted pulse. The 4th- value of each record corresponds
approximately to the first range sample following the transmitted pulse (about 7.5 kmj}.
However, it was observed that the 4th and 5th values of some records may be invalid (e.g.,
0 and 32767). These values indicate a condition of turn—on transient of the gating signal
that enables the sampling. Consequently, the first valid sample of each record starts at the
6th value, representing a range of approximately 10 km. The last (512nd) value represents
the radar return from a range of about 617 km.

2.2 Data quality
Most data files contain the returns of approximately 30,000 pulses (1200 seconds).

With 512 range samples, such a file will occupy approximately 30 Mbytes of memory.
Several deficiencies have been observed regarding the data.




2.2.1 60 Hz harmonics interference and ADC bias.

Figure 1 shows a typical returned waveform of an HFSWR pulse. At long ranges
the return is composed mainly of noise (both atmospheric and receiver noises) which is a
zero—mean process. One thus expects to observe small sample values fluctuating around
zero at long ranges. Figure 2 is a magnified version of Figure 1. This sampled waveform
clearly shows a positive bias with a segment of some time varying waveform superimposed.
This waveform is identified as that of a 60 Hz power source harmonic interference.

(a) 60 Hz harmonics

There are two components of the power source harmonic interference. The first is
multiplicative (modulation), and the second is additive. The time varying waveform
observed in the data samples is the additive harmonic component. The multiplicative 60
Hz harmonic component is observed after the time series of the returns from individual
ranges are formed. Figure 3 shows the spectrum of a typical time series. It can be :een
that, besides the expected sea—clutter spectrum centered about zero—Doppler, there also
exist similar spectral components at + 5 Hz and + 10 Hz. These spectral replica are the
result of modulation of the radar signal by 60 Hz harmonics. Because of the low PRF (25
Hz) employed, the spectral replica that should have appeared at = 60, + 120, + 180 Hz, etc.
are aliased onto the + 5 Hz and + 10 Hz regions. These would be identical replica (except
for a scaling factor) of the spectral component at zero—~Doppler if the frequency of the
power source is constant and the amplitudes and phases of its harmonics are also constant.

The additive component does not pose a serious problem since it will be removed by
filters. The modulation component, however, will cause difficulties in detecting high speed
targets. Consider a Mach 1 (330 m/sec) target. The Doppler shift of this target is 4.29 Hz.
Since the PRF of the radar is 25 Hz, the 60 Hz harmonics are under—sampled, resulting in
the signal spectrum being replicated at 5 Hz intervals. Thus a Mach 1 target will appear
at a Doppler frequency that is occupied by the clutter (both sea and ground) modulated by
the second harmonics (+ 5 Hz).
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(b) ADC bias

The value of the DC bias in the ADC is approximately 360 and remains fairly
constant from one data file to the next. The range of values for a 16~bit ADC is + 32767.
Hence an offset of 360 in the ADC output represents 0.55 % of the full dynamic range.
This bias will not normally present any problem because it can be removed by the
band—pass filter. A band—pass and a low—pass, digital, finite impulse response (FIR) tilter
were employed by NORDCO in the demodulation of the HFSWR signal. Because the
registers of the FIR filters are normally at zero state in the absence of any input, a dc
component in the signal being filtered is equivalent to a large step function. Filtered
outputs corresponding to the close—in range cells will be subjected to the filter’s transient
response to this step function. Since the DC offset is a constant, it can be subtracted from
the data before any filtering is performed.




2.2.2 Loss of synchronization

Occasionally, a record may contain data that are out of sequence. This condition
may be identified by observing the additive 60 Hz harmonic waveform in each record.
Figure 4 shows the returns of 15 consecutive pulses. The scale of the plot is chosen so that
the additive 60 Hz harmonic waveforms are clearly shown. As will be illustrated in Section
4.1, the 60 Hz harmonic waveform repeats itself cyclically every five pulses (see Figure 4).
This cyclic pattern is sometimes interrupted by a data record that does not contain valid
radar data. The waveform representing the return of the 352nd and 354th pulses are two
such examples. It is observed that , in each data file, there exist up to several tens of
segments in which this cyclical pattern is broken. This results in discontinuities in the
time series. These discontinuities may be screened and replaced with sample values
obtained by using interpolation. If there are too many discontinuities in a data segment, it
could present problems in subsequent spectral analyses.

2.2.3 Bad data points

Occasionally, a data record contains sample values that are obviously incorrect. For
examples, values of £ 32767 would indicate a saturated ADC condition. The origin of these
bad data samples are not well understood. Inclusion of these bad data values would cause
the noise floor to rise when spectral analysis is performed. The processing software flags
such events so as to exclude these data samples from subsequent analysis. It is also
possible to replace these samples with values interpolated from the valid samples that come
before and after the bad data samples.

2.3  NORDCO processing procedures

The raw data must be processed to yield an equivalent complex baseband time
series for subsequent spectral analysis. The processing procedure implemented by
NORDCO consists of (i) band—pass filtering, (ii) mixing and (iii) low—pass filtering.

2.3.1 Band—pass filter

The purpose of the band—pass filter is to suppress the noise in the frequency region
outside the signal bandwidth. To a certain extent, this had already been done by the
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analog low—pass filter (called anti—aliasing filter) at the 25 kHz i.f. The digital band—pass
filter used by NORDCO was a 160—stage finite impulse response (FIR) filter with a mid
band frequency of 25 kHz and cutoff frequencies of 15 kHz on either side of mid band. The
filter coefficients are reproduced in this report using the FORTRAN program described in
(2] with the following set of input parameters:

Band 1 Band2 band 3
frequency at
lover band edge 0.0 0.08 0.35
frequency at
upper band edge 0.05 0.32 0.5
desired value 0.0 1.00 0.0
wveighting 100. 1.00 100.

The cutoff frequencies are normalized with respect to the sampling rate. For example, a
normalized frequency of 0.5 represents 62.5 kHz.

The impulse response and the corresponding frequency response of this band—pass
filter are shown in Figure 5a and 5b, respectively. The spectrum of a typical returned
waveform of a transmitted pulse is shown in Figure 6a. This spectrum is computed by
performing a 1024 point FFT on the samples in a data record (507 samples padded with
trailing zeros to make a 1024 point array). After band—pass filtering, the signal spectrum
is as that shown in Figure 6b. It can be seen that there is still a significant residue at zero
frequency which is the consequence of the ADC offset.

2.3.2 Mixing

The purpose of mixing is to shift the signal spectrum down to complex baseband so
as to extract the phase information of the returns with respect to the transmitted pulse.
Since the recorded data were sampled at 125 kHz, which is an integer multiple of thecarrier
frequency of 25 kHz, the 25 kHz local oscillator and the clock that triggered the sampling
were synchronized to the same stable source. At this sampling rate (1 sample per 8 usec)
each cycle of the 25 kHz carrier consists of 5 values: '
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In—phase:
Quadrature:

cos(0), cos(27/5), cos(4r/5), cos(67/5) and cos(8%/5)
sin(0), sin(27/5), sin(4r/5), sin{6x/5) and sin(87/5).

The mixing process is accomplished by multiplying contiguous sets of 5 data
samples by the above sets of values. After mixing, the spectrum of the waveform is that

shown in Figure 7.
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Figure 7. Spectrum of the returned waveform of an HFSWR pulse after mixing.
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Low—pass filter

Low-pass filtering is used to eliminate the spectral replica of the signal centered

about a frequency that equals twice the i.f. frequency (in this case, 50 kHz).

This

component results from a product of two sinusoidal functions (see Figure 7). In addition,

after demodulation, a matched filter is usually required to maximize the signal-to—noise
ratio for the particular transmitted waveform. NORDCO used a low—pass filter that has

11




the same bandwidth as.the transmitted waveform to fulfill both purposes since the precise
shape of the received waveform is not very well defined. This filter is also a 160—stage FIR
filter with a cutoff frequency at 10 kHz. The coefficients of this filter are obtained by
running the FIR design program as in the band pass filter case, except the input
parameters are:

band 1 band 2
frequency at lower band edge 0.0 0.11
frequency at upper band edge 0.08 0.5
desired value 1.00 0.0
weighting 1.00 - 100.

The impulse response and the frequency response of the low—pass FIR filter are shown in
Figures 8a and 8b, respectively. Two identical low—pass filters are required, one for the
I—channel and one for the Q—channel.

2.34 Scaling

The digital filters should have a unity gain within the passband. Filters designed
using the FORTRAN program described in [2] are not normalized to provide a unity gain
at mid—band. Consequently, a scaling factor may be required to provide numerically
correct results in computing parameters such as sea—clutter spectral power and noise
power, etc.

3. In—-house pre—processing software development.

A software based on the project report [1] produced by NORDCO was first
implemented in the RADAR Division’s Vax 3800 computer. It becomes evident that the
required processing to convert the raw data into complex baseband time series is rather
time—consuming. Some effort has been devoted to devising means to reduce the required
processing time. Two approaches are taken: (a) improving existing algorithm and (b)
utilizing the in—house array processor hardware.

12
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3.1  Alternative pre—processing algorithm.

The processing procedure employed by NORDCO was presented in Section 2.3. In
this section we shall examine various ways to improve the pre—processing algorithm.

3.1.1 Combining the band-pass and low—pass filters.

Since the data will eventually be converted to the equivalent complex baseband, the
band—pass filtering operation can also be performed at complex baseband. At first glance,
it would appear some saving may be realized if both the band—pass and low—pass filters
were combined into a single filter with a transfer function that is equal to the product of
those of the low—pass filter and the low—pass equivalent of the band—pass filter. However,
this requires an FIR filter that is twice as long (i.e. 320 stages) as the original filters. Since
in complex baseband, the I— and Q—channel data are filtered separately as opposed to a
single channel at i.f., combining the two filters actually requires more processing.

The frequency response of a filter formed by cascading the low—pass filter (Section
2.2.3) and the low—pass equivalent of the band—pass filter (Section 2.2.1) is shown in
Figure 9. Theoretically, it provides more than 200 dB of attenuation outside the
pass—band. However, since the dynamic range of the data is only 96 dB (16-bits), it is
questionable that such a large attenuation would make any significant difference in the
results compared with those obtained with a filter that has a moderate attenuation.

It is decided to eliminate the band—pass filter altogether and use the low—pass filter
only. The simplified digital demodulation process of the NORDCO data is shown in Figure
10. The ADC bias is first subtracted from the data. The results are multiplied with the I-
and Q— channel mixer samples to form the I— and Q— channel samples. The I- and Q~
sequences are then low—pass filtered separately to yield the required complex time series.

The subtraction of the ADC offset and the elimination of the band—pass filter
provide the benefits of requiring fewer operations and reducing the effect of the transient
response due to the step function. Figures 11a and 11b show the averaged spectra of the
time series of a close—in range cell (the 10th cell from start), obtained by using the
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Figure 9. Frequency response of a 320-stage FIR filterformed by
cascading the NORDCO low-pass filter and the
low-pass equivalent of the band-pass filter.
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Figure 10. Schematic diagram of the modified digital demodulation
for the HFSWR data.
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Figure 11a. Spectrum of time series obtained using the
NORDCO demodulation procedure.
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Figure 11b. Spectrum of time series obtained using the
modified procedure.
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NORDCO procedure and the procedure described in this Section, respectively. It can be
seen that, while the two spectra are similar, there is a significant difference in the
zero—Doppler component. This discrepancy is not observed in spectra for range cells at
longer ranges which led us to believe that it was the result of transient effect of the ADC
offset.

3.2 Development of software for array processor.

Significant saving in processing time can be achieved if the data pre—processing is
performed using the Floating Point Array Processor [3]. The Array Processor (AP)
reduces data processing time by performing mathematical operations in a pipeline fashion.
This means the overhead inherent in sequential computing machines is eliminated to a
large extent. The software developed on the VAX 3800 has been translated into AP
FORTRAN and Vector Function Chainer software [4].

It requires more than 8 hours of CPU time and more than 17 hours of elapsed time
for the VAX computer to generate 500 time series (with 30,000 complex samples each).
The CPU time required for the VAX is reduced to a negligible level; however, the elapsed
time required is still substantial, about four hours. It appears that ihe processing time is
I/O (reading and writing to disks) limited. The source codes of the calling program and
subroutines are shown in Appendix A.

4. Preliminary data analysis

As discussed in Section 1, the objective of analyzing these data in—house is to gain
some insight in HFSWR sea clutter, noise and target detection characteristics. One
important piece of information that we hope to get from these daca is the probability
density function of the noise and sea clutter after various signal processing (e.g. after the
FFT). The knowledge of the residual clutter and noise characteristics is important in
determining the appropriate detection threshold with an acceptable probability of false
alarm.
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Normally, it is a straightforward process to acquire this knowledge from the data.
One can form histograms of the noise (or clutter) samples using the ensemble of the FFT
output that corresponds to the various spectral regions of interest and determine the
relative gocdness of fit of the histograms to some known statistical models (e.g. Rayleigh,
Weibull, Chi , etc). However the presence of the 60 Hz harmonics complicated matters.
The noise and clutter statistics may be observed more easily if the effects of the 60 Hz
harmonics can be suppressed. One possible way to accomplish this is outlined in section
4.1.

4.1  Suppression of 60 Hz harmonic interference.

Any waveform that results from the summation of one or more harmonically related
sinusoidal functions has a period less than or equal to that of the fundamental sinusocid.
For example, if a waveform is formed from summing a 60 Hz sinusoid with an 180 Hz
sinusoid, then the resulting waveform will repeat itself every 1/60=16.6667 msec.

We can represent the signal appearing at the ADC as follows:

¥
r(t) = x(t) {1+ 2 Ai(t) cos(2rift + g3(t) } + b(t) +d (1)
i=1

where f is the fundamental frequency of the interfering harmonics; A; and ¢; are their
amplitudes and phases.

Component b(t) is also composed of harmonics of the 60 Hz interference signal;
however, this component is different from those of Ay’s in that it is added to the signal at
the input of the ADC. Parameter d is the ADC bias.

Theoretically, one should be able to remove the interference components by
obtaining estimates of parameters f, A;, ¢;, b, and d. The ADC bias is easily estimated
because it is a constant. The other parameters, however, are functions of time and
therefore much more difficult to estimate.
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The period of 60 Hz harmonics is 16.667 msec, and the radar’s pulse repetition
interval (PRI) is 40 msec. The smallest common denominator between these two numbers
is 200 msec which represents the time required to transmit 5 pulses. This means that, if a
sample of the interfering harmonics is taken at the time instant of the nth pulse
transmission, the same value should occur at the time of pulse no. n+5. This assumes, of
course, that the parameters of the harmonics are all constants. Unfortunately, as we shall
see, the parameters of the harmonics do change over a finite interval of time.

The modulation of the received radar signal by the 60 Hz harmonics can occur
almost anywhere along the receiver chain. For example, it could be present in the dc
power supply, or it could be in the form of modulation in the local oscillator.
Consequently, there is no assurance that the modulating 60 Hz harmonic waveform is
identical to that of the additive component.

The relative amplitudes and phases of the additive 60 Hz harmonics do not seem to
change at a fast rate as evidenced by the similarity of the waveforms at different times.
The fundamental frequency of the interference sinusoids does fluctuate about 60 Hz
randomly; however, this frequency fluctuation should be identical for the two sets of
harmonics (additive and multiplicative). Consequently, it is possible to utilize the
information provided by the additive 60 Hz harmonic components to estimate the
parameters of the multiplicative 60 Hz harmonic components.

After mixing and low—pass filtering, the complex baseband signal may be
represented as follows:

rp = r(ndt) = x(ndt){ A; exp[j(2rifndt+g. (ndt)]} (2)
i=¥

where f = 60 Hz, and any deviation of the frequency from 60 Hz is modeled as a time
variation of the phase ¢;; A, = 1 and ¢, = 0. We shall consider harmonics of order higher
than M to be negligible.
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Thus the samples without 60 Hz harmonic modulation are:

Tn
x, = x(ndt) = X (3)

Z A exp[j(2rifndt + ¢;(nAt)]
i

The discrete Fourier transform (DFT) of the time series x_ is:

. M |
P = —§— Z x, exp(—~j2rmk/N-1) (4)
n=0

Since the effect of the 60 Hz harmonic modulation is to replicate the signal spectrum at + 5
Hz and + 10 Hz, the DFT of a time series that does not have any harmonic modulation will
have only noise component in the spectral region around #+ 5 Hz and # 10 Hz. This
provides a means to estimate the parameters A; and ¢; by using a constrained optimization
technique [5]. Define an objective function P as:

K,
- E 3
PK,,Kz - 2 P Fy (5)
k=K,

where K, and K are frequency indices that define a spectral region around ¢ 5 Hz and # 10
Hz. Indices K, and K are chosen such that the power of the main signal spectrum will be
negligible in the spectral region defined by K; and K;. Over a finite time interval the
relative amplitudes and phasés of the harmonics may be considered constant. This time
interval should be long enough to provide enough samples to perform a DFT. The
appropriate values of A; and ¢; can be found by minimizing P, provided that the
fundamental frequency of the interfering harmonics is known and is a constant.
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As discussed earlier in this section, the frequency of most AC power sources does
fluctuate about 60 Hz over short time intervals, depending on the loading condition and
other factors. Consequently, the relative phase of the various harmonic components have
become functions of time. This greatly complicates matters because the phases must now
be represented by higher order polynomials.

4.2 Reconstruction of the 60 Hz Harmonics.

In each data record, there are 512 samples. Since the sampling interval is 8 usec,
each data record represents an observation interval of about 4 msec. The period of a 60 Hz
harmonic waveform is nominally 16.667 msec. One can obtain a fairly good estimate of the
additive harmonic waveform {from 5 consecutive data records. Referring to Figure 12a, the
waveform represents a function that is composed of harmonics of a 60 Hz sinusoidal
function. Pulses 1, 2, 3, 4 and 5 are transmitted at 0, 40, 80, 120, 160 msec, respectively.
Segments A, B, C, D and E represent the time intervals in which the return waveforms
from pulses 1, 2, 3, 4 and 5, respectively, are sampled.

If the fundamental frequency does not deviate from 60 Hz significantly, the starting
time instants for the returns of pulses 2, 3, 4 and 5 with respect to one cycle of the
harmonic waveform that begins at time 0 are: mod(40,16.667) = 6.667, mod(80,16.667) =
13.333, mod(120,16.6667) = 3.333 and mod(160,16.6667) = 10 msec, respectively.

It is possible, by arranging the data segments in the following order: A, D, B, E and
C, to construct a complete cycle of the interfering harmonics. Of course, the presence of
the radar return poses a problem since the magnitudes of the radar returns from close—in
range cells could be very large (due to Bragg resonance from sea clutter). Fortunately,
there is a small overlap between successively data segments. For example, the tail portion
of segment A overlaps the beginning portion of segment D (see Figure 12b). This permits
the use of data segment that are free of sea clutter components in place of those with
strong sea clutter components.

.

The reordered samples of five consecutive data records taken from file DT20 are
shown in Figure 13a. A 32—point block averaging is performed on the data to eliminate the
ncise fluctuation. Further smoothing is obtained using a 3—point moving average.
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To obtain an estimate of the fundamental frequency of the interfering harmonics,
one needs to compare the reconstructed waveforms from two successive sets of 5 pulses. If
the fundamental frequency is exactly 60 Hz, the pattern of the interference should repeat
every 5 pulses (200 msec). If, on the other hand, the fundamental frequency is slightly
lower than 60 Hz, say 59.5 Hz, the waveform constructed from the next set of 5 pulses
would be shifted to the right because it takes longer to complete a cycle.

Figure 13b shows two consecutive cycles of the reconstructed 60 Hz harmonics.
Here At is the shift in time between two consecutive cycles of the 60 Hz harmonic
waveform. Since it takes 200 msec to produce a shift of At, the shift in 16.667 msec (a
period of 60 Hz) is 16.667 At/200. The instantaneous frequency estimate of the harmonic
waveform is:

1 60
3 it = 1T 1 5 5% (6)
(1 * 550x10-3 )

f =

16.6667x10

where the sign in the denominator of Eq (6) is determined from the sign of the time shift
(+ for right shift and — for left shift) and At is in seconds.

We now have a time history of the instantaneous frequency of the fundamental
sinusoid estimated every 200 msec. Within this time interval, we may consider the
frequency to be constant. The interfering harmonics can be estimated using the procedure
outlined in Section 4.1.

4.3  Preliminary data analysis.

Preliminary analysis has been carried out on several data files. Each data file was
processed using the software described in Section 3.1 to yield a set of 507 (i.e., 512 — 5)
time series. A 16384—point FFT was performed on the time series using the first 16384
samples and a Blackman window [6]. A typical result is shown in Figure 14 for the time
series of the 10th range sample of file DT24.
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Figure 14. A typical HFSWR spectrum showing the Bragg
lines and second order sea clutter.

The advancing and receding Bragg lines of the sea clutter are very prominent. The
Doppler frequency of the advancing and receding Bragg lines are estimated to be 0.14 and
0.1388 Hz, respectively. The following four quantities are of interest: the power in the
advancing and receding Bragg lines, the power in the sea clutter continuum and the noise
spectral density. ‘

It should be emphasized that, at the present time, we are only interested in the
relative magnitudes of these quantities. Hence no attempt has been made to calibrate the
data in terms of equivalent radar cross section (RCS). The calibration process involves the
the determination of a constant k. such that the equivalent RCS of the echo from a given
range cell is determined by:

71 = ke(Ii + 03) (7)

where I; and Q; are the numerical I- and Q- values, respectively, of the the echo from that
range cell for the ith pulse.
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The calibration constant k¢ is determined from the two way HFSWR radar equation
[1] which takes account of parameters such as transmit power, antenna gains, propagation
losses, filter gains, etc. The unit for RCS values is m2. In subsequent discussions all
spectral powers will be referenced to a numerical value of unity (or 0 dB). These quantities
can be easily converted to the equivalent RCS values once the calibration constant is
known.

4.3.1 Bragg lines of sea clutter.

The power spectral density of a signal is calculated from its periodogram (8] which is
the squared magnitude of the FFT. The spectral power of the Bragg lines is estimated by
summing the 16384 point periodogram over 11 Doppler samples surrounding the oxe that
contains the Bragg peaks. Since the spectral resolution is 25/16384 = 0.001526 Hz, this
represents the power in a spectral region of about 0.01526 Hz.

The power in the Bragg lines as a function of range for data file DT24 is shown in
Figure 15. For this data file, the power in the receding Bragg lines is, on the average, a few
dB lower than the power in the advancing Bragg line. They appear to decrease linearly (in
dB scale) as a function of range. This apparent linearity in the decreasing power of the
Bragg lines with respect to range is probably the result of the combined effects of the
HFSW propagation loss and the increase of Bragg power with range due to increasing range
cell size.

4.3.2 Observation of sky wave interference

Besides the Bragg lines, HF sea clutter also comprises other spectral components,
namely, those from second order scattering [8]. We shall call the spectral component of the
sea clutter excluding those of the two Bragg lines the sea—clutter continuum. It was
observed that at 1.95 MHz, the spectral extent of the sea clutter continuum is generally
confined to + 0.5 Hz.

The power of the sea clutter continuum is obtained by first integrating the
periodogram over the spectral region between £ 1 Hz and subtracting the power of the
Bragg lines. The + 1 Hz limits are chosen to ensure that the sea clutter spectral density is
below the noise density outside this frequency domain.
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Figure 15. Spectral power of the Bragg lines as a function of range.

Figure 16 shows the spectral power of the sea—clutter continuum as a function of
range. It shows generally a decreasing trend with respect to range. However, anomalous
responses are observed in the range around 100 km and around 200 km. The increase in
clutter power at these two ranges is attributed to the interference from sky wave
propagation, probably from the E—layer of the ionosphere.

The sky wave interference appears to be time varying. Figure 17a shows the first
5120 samples of the I-channel time series extracted from range sample No. 95 of data file
DT20. Since this range is in the neighborhood of 100 km, it exhibits the sky wave
interference characteristics. Nevertheless, some characteristics of the Bragg lines can still
be observed. Figure 17b shows the last 5120 samples of the same time series. The
magnitude increased and the rate of fluctuation in the amplitude became more rapid.
Figure 18a and 18b show the spectra calculated from the time series segments that
correspond to those in Figures 17a and 17b, respectively. It can be seen that towards the
end of the time series, the sea—clutter continuum has spread out in Doppler extent, and
there are two spectral lobes centered about + 1 Hz.
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Figure 16. Spectral power of ground and seaclutter less power in Bragg lines.

4.3.3 Noise density

The noise density can be estimated by summing the periodogram over a spectral
region in which the sea—clutter spectral density is negligible. Normally this region will be
between —12.5 Hz and —1 Hz and between 1 Hz and 12.5 Hz. However, Since the
periodogram contains spectral replica of the sea clutter at + 5 Hz and * 10 Hz, the spectral
region around these frequencies cannot be used.

The noise density is approximated by summing the periodogram between regions
(—4 Hz, ~1 Hz) and (1 Hz, 4 Hz) and then divide by the number of samples included in the
two spectral regions. The unit of the noise density is dB/A Hz, where A = 25/N with N

being the size of the periodogram.

Figure 19 shows the estimated noise spectral density as a function of range.

28




"90UB194193U) 9ARM-ANS BI0ASS JO pouad
e Buunp seues awll YAWSIH UB JO WI0JBARM [BUUBYD-] G/ ©inbid

X3aanl 3dNVS

96962 ZL98Z BYOLZ ¥2992 00952 9LSRT..
1 ST I _ 1 i i w ] b I _ i i 1 _ ) 1 i - M
—{ooz-
_ 00L-
w L e m L [htF _ , it
._ A il __ i l i ‘;‘ YL i 1] ; i ! _:zo
_ 74 A i (i L O ___ Ll ! i {1l it il
| il AT il _ Ny ‘
_ i _ 00L
F1dNVYS Y3d oes /il g
ra Al
68-80-1LZ 002
0z1a :371d
00t
"80uUBiejI0lu] eABM-A)S B)eiepolu Jo poued
e Bupnp seues ew YMSIH Ue JO WIOJBABM [BUURYD-| ‘BZ| 8inB)4
X3aNl dNVYS
0zLS 960 TLOE 8102 12408 9 ooe-
] i I _ 14 i 1 _ I 1 1} ~ { 1 1 _ I ¥ |
00zZ-
00L-
40
oot
FVANVS H3d oes g
£E:LL
68-80-12 002
0zZ1a 374

TINNVHO-I

TANNVHI-|

29




SPECTRAL DENSITY (dB/AHz)

SPECTRAL DENSITY (dB/AHz)

40

30F- FILE: DT20
21-08-89
20 17:33
10 A= 25/ 16384
0

-10
20

. ' 1 3 1 A f | llrl, Iﬁl
30 | ! ‘ v‘ '\ 3’;,"'
40 } |
50

: ) S U S § ] i { { l 1 ] 1 { l { N 1 f l | { { 1 I /
'60-3 2 1 0 1 2

DOPPLER FREQUENCY (Hz)

Figure 18a. Spectrum of the HFSWR time series of Figure 17a.
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Figure 18b. Spectrum of the HFSWR time series of Figure 17b.
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Figure 19. Noise density of HFSWR signal as a function of range.

It can be seen that the noise density is more or less independent of range as
expected. The increased values of the noise spectral density observed at the 85th range
sample (100 km) is attributed to sky wave interference. The large values observed at
close—in ranges are attributed to the transient effect of the filters. It can be seen that, for
range samples beyond 32, the ncise spectral density is fairly close to the nominally constant
value.

Hence in practice, we could consider that the transient effect of the FIR filters to be
negligible after about 2/3 of the registers are filled with valid data. The rationale for this
consideration is as follows.

FIR filters have tapped delay line architectures made up of shift registers. The data
samples being filtered propagate from one shift register to the next every sampling interval.
Strictly, for a FIR filter to attain its designed filtering characteristics, the registers must be
filled with valid data.
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Consider a 160—stage FIR filter to be used to filter the data contained in one of vur
HFSWR files. Since the 6th value in each data record is the first valid sample, this value
will be the first sample to enter the FIR filter. We shall designate this data sequence as
{xn, n=6,7,8,..512}. The valid filter output for a given input sample (e.g., x32) is one taken
at a time instant when that particular input sample has propagated to the center of the
tapped delay line, or in the 80th shift register (to account for the group delay of the FIR
filter), as illustrated in Figure 20. At the time the output sample y3; (for x32) appears, the
first sample x; is in the 107th shift register. This means that 107 out of 160, or about 2/3,
of the shift registers are filled with valid data samples.

It is worth noting that the noise density does not increase appreciably for range
samples beyond No0.432 (512—80) which are also subjected to the transient effect of the FIR
filter. This could mean that the rise in the noise density at close—in ranges is due to
transient effect of the FIR filter in response to sea clutter which has a much larger
magnitude than noise.

4.4  Detection of ship and aircraft targets.
44.1 Ship detection.

Most of the data files contain data from trial runs that involved the CFAV
Bluethroat. The Bluethroat is a research vessel with a displacement of about 800 tons,
which provided a large radar cross section. During the trial runs, the Bluethroat steamed
towards or away from the radar at speeds up to 5 m/sec. Initial spectral analysis of
selected data files showed that the detection of this vessel is feasible.

A< an example, consider the experiment that commenced at 0730 on 22 August
1989. According to the data log, the Bluethroat began to steam towards the radar at a
speed of 5.3 m/sec, with an initial range of 85 km. Thus one would expect to observe a
strong Doppler component at 0.0689 Hz at the 62nd range sample. Figure 21 shows the
spectrum of the time series of range sample No. 62. It can be seen that there is indeed a
strong Doppler component at 0.0687 Hz.
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Figure 21. Spectrum of a HFSWR time series containing echoes
from the CFAV Bluethroat.

The probability of detection cannot be meaningfully estimated until the probability
densities of the sea clutter can be determined. The determination of the probability
density function of the sea clutter will be a major topic of investigation in subsequent
analysis of these data.

4.4.2 Aircraft detection

Detection of relatively large aircraft is also shown tc be feasible. A number of files
contains data obtained from experiments that involved an Aurora aircraft. However,
because of instrumentation problems, data are available with the aircraft at moderate
ranges only (less than 65km or 35 n.m.). File DT15 is one such data set. Since an aircraft
travels at speeds much higher than those of ships, the time duration in which the aircraft
will stay in a single range gate is relatively short (less than 100 sec.). As a result, the
coherent integration time used for aircraft target detection will necessarily be shorter than
that for ship targets.
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Figure 22 shows the periodogram computed from a 1024—point time series taken
from the following experiment: File No DT15, Range sample 9, starting time = 170
seconds after start. It can be seen that there exists a strong Doppler component at —2.0 Hz
which corresponds to a velocity of — 153.85 m/sec. The corresponding range of this range
sample is 19.6 km. This agrees with the data log that the Aurora was traveling away from
the radar at 300 knots. The target to noise ratio is about 25 dB. Hence the probability of
detection for this target should be very high. It should be noted that this range sample is
one of those that are affected by the transient response of the FIR filter. Hence one would
expect to pick up a few more dB in target~to—noise—ratio at ranges beyond the 32nd range
sample.
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Figure 22. Spectrum of a HFSWR time series containing echoes
from an AURORA aircraft.
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5. Conclusion
51  Summary

Tapes containing raw data collected by NORDCO Limited in a HFSWR project are
acquired by the Radar Division. Software for the conversion of these raw data into
complex baseband time series is implemented on the Division’s VAX computer and the
Floating Point System array processor. Several deficiencies are observed in the data,
including 60 Hz power source harmonic interferences and discontinuities in data sequence.
The 60 Hz power source harmonics replicate the sea—clutter spectrum at 5 Hz intervals.
As a result, high speed targets with a Doppler frequency near these values will be obscured.
Means to suppress 60 Hz power source harmonic interference in the radar signal is
explored. Results of preliminary analysis of some of the data show that conventional
Doppler processing of the data permits the detection of ship and large aircraft targets.

It is also shown that HFSWR returns from certain range gates are subjected to
interference from sky wave returns. This interference is observed to be time varying with
periods of strong interference and fading lasting hundreds of seconds. These problems
should be the subjects of future experimental investigation into HFSWR.

5.2  Plans for further analysis.
(a)  Noise statistics

To evaluate the detection performance of the HFSWR for aircraft on a quantitative
basis, the :Jetection must be evaluated with the criteria of probability of detection at
prescribed probability of false alarm. This requires the knowledge of the probability
density of the noise. Some work has been reported in the literature [9] regarding HF noise
statistics. However, it is important to compare results of experimental observation with
those reported by other researchers.

The present set of data, containing 60 Hz harmonic interference, cannot be used

directly to yield information on noise statistics. It may be possible to obtain valid results
if the harmonic interference can be suppressed adequately. The interference suppression
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technique outlined in Section 4.1 will be applied on these data to evaluate its effectiveness,
and the resvlt will be reported elsewhere [10].

(b)  Sea—clutter statistics

The Doppler shifts of slow—moving targets such as surface vessels and icebergs fall
in a region that is occupied by the sea clutter. The setting of the detection threshold for
these target must take into account the sea clutter statistics. It is essential to gain some
knowledge of the probability density function of the sea clutter, particularly in the regions
around the two Bragg peaks.

(¢)  Time—domain behaviour of sea clutter

It was also observed that the magnitude of the sea clutter component from a fixed
range cell varies with time. The variation of HF sea—clutter magnitude affects the setting
of detection thresholds for ship targets. Consequently, it is important to gain some
knowledge on the time domain behaviour of sea clutter. This knowledge could lead to
predictive models that provide an estimate of the sea clutter amplitude from pulse to pulse,
thereby permitting the suppression of sea clutter without adversely affecting the target
signal.

(d)  Target detection

It has been shown that the detection of ships and relatively large aircraft at long
distance is possible using the HFSWR. However, no quantitative measure of the detection
performance has been undertaken. To quantify the --iection performance of HFSWR
using measures such as probability of detection and probability of false alarm, accurate
information on the probability densities of noise and sea clutter must be available.

There exist entries in the data log about a slower and smaller tracker aircraft. This
aircraft has not been detected from the spectral analysis of the few data files examined thus
far. We shall examine all available data carefully to determine the feasibility of using
HFSWR to detect small aircraft targets such as the tracker aircraft. It is hoped that
future experimental trials will furnish the required data to permit the determination of the
capabilities and limitations of HFSWR.
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Appendix A: FORTRAN and AP FORTRAN source codes for
HFSVR data pre-processing.

#+exexer PROGRAN GFILE.FOR **++++

PROGRAX GFILE

PURPOSE :  TRANSFERS NORDCO RAV DATA FROM EXABYTE TO VAX DISK
FILES.

CHARACTER*40 NAME

CHARACTER IOP,ASC(80)

INCLUDE ’ (SIODEF)’

INCLUDE ’ ($SSDEF)°

INTEGER*2 IBUF§8192),IOSB§4),HTP
INTEGER*4 MTD,SYSSASSIGN,SYSSQIOV
EQUIVALENCE (ASC(1),IBUF(1))

5 FURMAT( $ SPECIFY EXABYIE UNIT (0, 1) = *)
ACCEPT* NT
IF (NT.EQ.0) ISTAT=SYSSASSIGN ( * NUBO’ uTn,,,
IF NT.EQ.1) ISTAT=SYSSASSIGN(’MUB1’ KTD,,
NOT.ISTAT)CALL LIBSSTOP(ZVAL(ISTAT)}
25 TYbE 30
30 FORMAT(® OPTION = éO) — REWIND; (1) — SKIP FILES;’/
1 10X,°(2) - BACK FILES; (3) — CREATE DISK FILE;’/
2 10X, >3) — EXIT; CHOICE = )
ACCEPT* | JOP
IF(JOP.EQ. O}THEN
ISTAT=SYSSQIOV( ,%VAL (MTD) ,%VAL(I0$_REWIND),I0SB,,,
1 7VAL(1)”’$H!)
G0 TO 25
ENDIF
IF(JOP.EQ.1)THEN
TYPE 40
40 FORMAT(’$ SKIP FILES, HOV MANY? = °)
ACCEPT* ,NFL
45  ISTAT-SYSSQIOW(,%VAL(NTD),%VAL(I0$_SKIPFILE),I0SB,,,
1 WAL(NFL),55500s)
G0 TO 25
ENDIF
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aaae

55

56

57

200

GFILE.FOR (Cont’d)

IF (JOP.EQ.2) THEN

TYPE 55

FORMAT(’$ BACK FILES, HOV MANY? *)

ACCEPT* NFL

ISTAT=SYSSQIOV( ,%VAL (NTD) ,%2VAL(I0$_SKIPFILE),I0SB,,,
7VAL(—NFL%

ISTAT=SYS$QIOV(, VAL (MTD) ,%VAL (108_SKIPRECORD),I0SB,,,

IF(JOP.EQ.3) THEN

TYPE 56

FORMAT(*$ FILE NAKE = °)

ACCEPT *(A)? ,NAME

ﬂPENéUNI =1, FILE=NAME , ACCESS="SEQUENTIAL® ,

FORM=>UNFORMATTED® | STATUS="NEW? )

ICOUNT=0

ISTAT=SYS$QIOW (, VAL (MTD) ,%VAL (I0$_READLBLK) ,I0SB, , , IBUF
7VAL§8192),,,,,)

TICOUNT=ICOUNT+1

TYPE*, ICOUNT, 1033(1{ ,I0SB(2) ,I0SB(3) ,10SB(4)

IF (.NOT. ISTAT) CALL IB$STOP£7VAL (ISTAT))

IF %353(1) Eq 2160)THEN  !CHECK FOR END OF FILE MARK.

GO

ENDIF
NWORD=I0SB(2) /2
D0 J=1,NWORD

INTERCHANGE UPPER AND LOVER 8 BITS

IBUFéJ) =IISHFTC(IBUF(J),8,16)

ENDD

Z%ITg(l)(IBUF(J) ,J=1,NVORD)  !WRITE RECORD TO DISK FILE
T

ENDIF

STOP

END
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*xk6666x PROGRAN GENIQ LP_AP.FOR *++ix+

PROGRAM GENIQ LP AP

PURPOSE: READ NORDCO RAV DATA; (1)-SUBTRACT DC BIAS; (2)-MIX
DATA VITH 25 KHz SAMPLES TO COMPLEX BASEBAND;
(3)-LP FILTER; AND OUTPUT RESULT TO DISK FILES.

CHARACTER IOP

CHARACTER*80 NAME

CHARACTER*20 NAMO

CHARACTER*7 ASC

CHARACTER*3 NUM

INTEGER*2 IBUF(512),JBUF (2048,512)

INTEGER*4 BCOUNT

REAL*4 BUF 53000),CUEFBP(320),CDEFLP(IGO),CUST£2050)
REAL*4 SINT(1025),BUFI(1024),BUFQ(1024),COSTAB(5)
REAL*4 SINTABés)

EQUIVALENCE (COEFBP(161),COEFLP(1)),(COST(1026),51nT(1))
DATA NORD/160/,MAXB/30/

DC=362. 1ADC BIAS VALUE
o ASC="DTo04L’ !TIME SERIES FILE DESIGNATION

C FIRST USABLE RANGE SAMPLE AT POSITION 6 OF INPUT RECORD.

C
IFIRST=6
ISTART=6
C

C GENERATE TIME SERIES FOR ALL 507 RANGE SAMPLES.
¢

c NCELLS=507

C INPUT DATA IN FILE DT04.DAT OF DISK6 DIRECTORY

C
NAME="DISK6:DT04.DAT’
IOFSET=ISTART-1
IEND=512-I0FSET
JEND=NCELLS+80
LENH=TEND+NORD*2
LEN=LENH*2

c PI2BY5=6.2831853/5.

C GENERATE SINE AND COSINE TABLES FOR THE 25 kHz MIXER

C
D0 I=1,5
THETA=PI2BY5*FLOAT (I-1)
COSTAB (I)=C0S (THETA)
SINTAB(I)=—SIN(THETA)
ENDDO

2O
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GENIQ_LP_AP.FOR (Cont’d)

C
DO I=1,205 1205 SETS OF 5 VALUES NEEDED FOR 1024 SAMPLES.
JOFSET=(I-1)*5
D0 J=1,5
J1=J+JOFSET
COST (J1)=COSTAB(J
SINT(J1)=SINTAB(J
ENDDO
. ENDDO
C READ BAND-PASS AND LOW-PASS FIR FILTER COEFFICIENTS (FIRST
C HALF)
C
NORDH=NORD,/2

OPEN(UNIT=3,FILE="DISK6:COEF BP.DAT’ ,ACCESS=’SEQUENTIAL’
1 FORM="UNFORMATTED’ ,STATUS=’0LD’)

READ(3) (COEFBP(I), I=1,NORDH)

CLOSE (UNIT=3)

DPEN&UNITzs,FILE:’DISK6:CUEF_LP.DAT’,ACCESS=’SEQUENTIAL’,
1 FORM=’UNFORMATTED’ ,STATUS=’OLD’)

READ (3) (COEFLP(I) ,I=1,NORDH)

CLOSE (UN1T=3)

¢
C RECREAT THE OTHER HALF OF THE FILTER COEFFICIENTS

C
D0 I-1,NORDH
IT=NORD-I+1
CUEFBP&II;:COEFBPEIg
COEFLP(II)=COEFLP(I
. ENDDO

C AP ADDRESSES

C
TADBUF=0 'DATA ARRAY ADDRESS IN AP
TADC0S=65536-2050
TADSIN=IADC0S+1025
TADBPF=IADCOS-NORD*2
TADLPF=IADBPF+NORD
IADBFI=IADBUF
TADBFQ=TADBFI+LENH
c JCOUNT=0

C INITIALIZE AP PROCESSOR AND PUT CONSTANT DATA INTO AP.

C
CALL APINITé0,0,ISTAT%
CALL APPUT(COST,IADC0S,2050,2)
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GENIQ_LP_AP.FOR (Cont’d)

C
C COSINE AND SINE TABLES

C
CALL APWD
CALL APPUT(COEFBP,IADBPF,320,2)

BP AND LP FILTER COEF.
CALL APWD
OPENSUNIT=1,FILE:NAME,ACCESS=’SEQUENTIAL’,

1 FORM="UNFORMATTED’ ,STATUS="0LD")
IFLAG=0 'RESET EOF FLAG

(o] A

C
C ZERO NASTER DATA ARRAY
C

ISTART=79 !VALID OUTPUT BEGINS WHEN SAMPLE PROPAGATES TO

35 DO J=1,53000 !CENTER OF FIR FILTER.
BUF(J)=0.

ENDDO
C

D0 J=1,32

JP=ISTART+(J-1)*LEN  !OFFSET POINTER FOR START OF DATA
C

READ (1 ,ERR=38, END=40) (IBUF (K) ,K=1,512)
C
C CONVERT DATA FROM INTEGER TO REAL, CHECK FOR BAD DATA AND PLACE
C IN THE REAL PART OF BASEBAND SIGNAL BUFFER, WITH 80 LEADING
8 ZER0S .

38 DO K=1,IEND
K1-K+IOFSET !STARTING INDEX FOR FIRST CELL

K2=K+JP  ISTARTING INDEX FOR STORAGE IN BUF(.)
IF (IBUF (K1) . 6T.30000.0R . IBUF (K1) .LT.—30000.0R.
IBUF (1) .EQ.1) THEN
BUF (K2)=0.
ELSE
BUF (X2) =IBUF (K1)-DC
ENDIF
ENDDO
ENDDO 132 INPUT RECORDS STORED
CALL APPUT(BUF,TADBUF,53000,2) IPUT DATA IN AP PAGE I
CALL APVD
CALL APLP(IFIRST,NCELLS)
CALL APVR

IDX=JCQUNT*32
CALL APGET(BUF,IADBUF,53000,2&
CALL APWD 'READ 32 PROCESSED RECORDS
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GENIQ_LP_AP.FOR (Cont’d)

DO J=1,32
IDX=IDX+1
IDI=(J-1)*LEN
IDQ=IDI+LENH
I2=IDX*2
I1=121
D0 K=1,NCELLS
I3=IDI+K+KQFSET
14=1D§+K+KOFSET
JBUF (I1,K)=ININT(BUF (I3
JBUF (12,K)=ININT(BUF (14
DO

ENDDO !PAGE I OF AP DONE
JCOUNT=JCOUNT+1
IF(JCOUNT.LT.32)G0 TO 35

C

C WRITE DATA TO DISK FILE VHEN JCOUNT=32

C
JCOUNT=0
G0 TO 45
40 TIFLAG=1
C
C WRITE 1024-SAMPLE SEGMENT OF THE MIXED AND FILTERED TIME SERIES
C TO INDIVIDUAL DISK FILES
C
45. BCQUNT=BCOUNT+1
!INCREMENT DATA BLOCK COUNTER
C
C OPEN OUTPUT FILES; THE FIRST RANGE CELL CORRESPONDS TO THE C
6TH SAMPLE.

C
KOFSET=IFIRST-6
D0 I-1,NCELLS
NI=I+IOFSET+KOFSET
ENCODE 3,’(I3&’,NUM NI
IF (NUM(1:1) .E TH(1:1)="0
IF(NUM(2:2) .EQ.’ *)NUM(2:2)="0’
NAMO="DISKG: * //ASC/ /NUM//’ .DAT’
IF (BCOUNT.EQ.1) THEN
. OPEN(UNIT=2,FILE=NAMG,ACCESS=>DIRECT’ ,MAXREC=30,
1 RECL=1024,FORM=’UNFORMATTED® ,STATUS=’NEV?)
ELSE
OPEN(UNIT=2,FILE=NAMO,ACCESS=’DIRECT’ ,HAXREC=30,
1 RECL=1024,FORM=’UNFORMATTED’ ,STATUS="0LD)
ENDIF
VRITE (2’BCOUNT) (JBUF (J,I),J=1,2048)
ENDDO
C
Iréacuuuw .LT.MAXB.AND.IFLAG.EQ.0)60 TO 35
50 CLOSE(UNIT=1)
STOP
END
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#xstarsr \p FORTRAN: APLP.FOR **#+*+x

) DEFINE APLP (IFIRST,NCELLS)

" PURPQSE: PERFORM MIXING AND LOW-PASS FILTERING ON NORDCO
" HFSWR DATA ON THE FPS-5000.
i

" DEFINE LOCAL VARTABLE USED IN AP
L]

LOCAL IADBUF,IADBFI,IADBFQ,IADCOS,IADSIN,IADBPF,IADLPF
LOCAL NORD,LENH,LEN,KCOUNT,LCOUNT,MCOUNT ,NCOUNT,JEND
LOCAL IADVK,IEND,KEND,IDX,IDXI,IDXQ,IDUM,IDUM1,IADI,IADQ
LOCAL IDIFF

n

" 160-STAGE FIR FILTERS
]

IDIFF=IFIRST-6
NORD=160
. JEND=NCELLS+80

' 507 RANGE CELLS T0 BE PROCESSED
1"
IEND=507
i
tLENGTH PER DATA SFGMENT = 507+TWICE THE FILTER LENGTH
)

IDUM=NORD*2
LENE=TEND+IDUM
LEN=LENH*2
JEND=IEND+NORD
TADBUF=0

" TADC0S=65536-2050
TADC0S=63486
TADSIN=IADCO0S+1025
TADBPF=IADC0S-320
TADLPF=IADBPF+160
TADBFI=IADBUF
TADBFQ=IADBFI+LENH
TADWK=IADBPF-1024
HCOUNT=0

LP02: IDUM=MCOUNT*LEN
IDUM1=IDUM~1
IDX=IADBFI+IDUM1
TADI=IDX+1
TADQ=TADI+LENH
CALL VMUL(IADI,1,IADSIN,1,IADQ,1,JEND
CALL VMUL(IADI,1,IADCOS,1,IADI,1,JEND
IDXI-TADBFI+IDUN1
IDXQ=IADBFQ+IDUM1
IDXI-IDXI+IDIFF
Ib£Q=IDXQ+IDIFF
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AP FORTRAN: APLP.FOR (Cont’d)

LCOUNT=0

LPO4: IDXI=IDXI+1
IDXQ=IDXQ+1
CALL VlUL%IDXI,l,IADLPF,l,IADVK,l,NﬂRD)
CALL SVE( Anvx,1,1nx1,nonn}
CALL VIUL{IDXQ,l,IADLPF,l, ADVEK,1,NORD)
CALL svné ADVK,1,IDXQ,NORD)
LCOUNT=LCOUNT+1

) IF LCOUNT < JEND GOTO LPO4

"INCREMENT DATA SEGMENT COUNTER
"
MCOUNT=MCOUNT+1

IF MCOUNT < 32 GOTO LPO2
END

Note: Compilation and link procedures for AP FORTRAN are
contained in [3] and [4].
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