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UNLIMITED

The purpose of this program is to develop the basis for cintinuing research of
interest to the Air Force at the institution of the faculty member; to stiumlate
continuing relations among faculty members and professional peers in the Air Force
to enhance the research interests and capabilities of scientific and engineering
educators; and to provide follow-on funding for research of particular promise that
was started at an Air Force laboratory under the Sumer Faculty Research Program.

During the summer of 1992 185 university faculty conducted research at Air Force
laboratories for a period of 10 weeks. Each participant provided a report of their
research, and these reports are consolidated into this annual report.
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PREFACE

This volume is part of a 16-volume set that summarizes the research accomplishments of
faculty, graduate student, and high school participants in the 1992 Air Force Office of Scientific
Research (AFOSR) Summer Research Program. The current volume, Volume 8 of 16, presents
the final research reports of graduate student (GSRP) participants at Phillips Laboratory.

Reports presented herein are arranged alphabetically by author and are numbered
consecutively -- e.g., 1-1, 1-2, 1-3; 2-1, 2-2, 2-3.

Research reports in the 16-volume set are organized as follows:

VOLUME TITLE

1 Program Management Report

2 Summer Faculty Research Program Reports: Armstrong Laboratory

3 Summer Facuity Research Program Reports: Phillips Laboratory

4 Summer Faculty Research Program Reports: Rome Laboratory

5A Summer Faculty Research Program Reports: Wright Laboratory (part one)

5B Summer Faculty Research Program Reports: Wright Laboratory (part two)

6 Summer Faculty Research Program Reports: Arnold Engineering Development Center; Civil
Engineering Laboratory; Frank J. Seiler Research Laboratory; Wilford Hall Medical Center

7 Graduate Student Research Program Reports: Armstrong Laboratory

8 Graduate Student Research Program Reports: Phillips Laboratory

9 Graduate Student Research Program Reports: Rome Laboratory

10 Graduate Student Research Program Reports: Wright Laboratory

I1 Graduate Student Research Program Reports: Arnold Engineering Development Center; Civil
Engineering Laboratory; Frank J. Seiler Research Laboratory; Wilford Hall Medical Center

12 High School Apprenticeship Program Reports: Armstrong Laboratory

13 High School Apprenticeship Program Reports: Phillips Laboratory

14 High School Apprenticeship Program Reports: Rome Laboratory

15 High School Apprenticeship Program Reports: Wright Laboratory

16 High School Apprenticeship Program Reports: Arnold Engineering Development Center; Civil
Engineering Laboratory



1992 GRADUATE RESEARCH REPORTS

Phillips Laboratory

Report
Number Reort Tite Autho

1 Experimental Investigation of Homogeneous and Heterogeneous W. Mark Barnett
Nucleation/Condensation Processes and Products in Coil

2 Ion-Molecule Reactions at High Temperatures Melani Menendez-Barreto

3 Some Models of Thermal Blankets on Satellites Rodney L. Bates

4 Optical and Atmospheric Turbulence Mary Agnes Beals

5 A Method to Solve Near-Minimum Time Maneuvers of Flexible Spacecraft Michael T. Carter
Using Parameter Optimization

6 High Temperature Absorption Spectroscopy of Na/Li Mixtures for Paul S. Erdman
Application to Solar Plasma Propulsion

7 Lagrangian Formulation of Lageos's Spin Dynamics Christopher Fuchs

8 (Report not received)

9 Large-Scale Methods in Computational Electromagnetics using Synchronous Michael C. Govemale
Out-of-Core Techniques

10 A Study of Coupled Oscillatory Neural Network Models John A. Greenfield

11 High Temperature Heat Pipe Modeling Under Low Power Heat Loads and Steven E. Griffin
Cryogenic Phase Change Material Devices in Space Applications

12 Design and Characterization of a Magnetoplasma-Dynamic Thruster and Mohanjit S. Jolly
Optical Diagnosis System

13 Design of a Digital Loop Compensation Filter of an Adaptive Optics System Kurt W. Kunzler
for Atmospheric Turbulence Compensation

14 Compact Toroid Mass Entrainment Sensitivity to Initial Density Distributions Robert John Leiweke
using Numerical Simulation

15 Fidelity of Polarization Recovery using a Double Fiber-Coupled Phase- Darron D. Lockett

Conjugate Mirror

16 (Report not received)

17 Simulation of Fluid Flow in Two Dimensions using a Hexagonal Lattice Gas Francis H. Maurais

18 Progress on the Working Fluid Expuriment: Formation of a Plasma Jane Messerschmitt
Working Fluid for Compression by Liner Implosion

ii



Phillips Laboratory (cont'd)

Report
Number Reoo-rt lid uto

19 Correlating Injector Performance for Use as Engineering Design Criteria Michael P. Moses

20 Analysis of ONYNEX and MSRP Seismic Refraction Data in New England Andrew Paulson

21 Establishment of an Arcjet Optical Diagnostics Facility at Phillips lab Jeffrey Pobst

22 A Computational Model of the Magnetospheric Boundary Layer David W. Rose

23 Establishment of an Arcjet Optical Diagnostics Facility at Phillips Lab John Schilling

24 A Study of Aero-Optics Brian Staveley

25 (Report not received)

26 A Brief Study of Passive Viscous Damping for the SPICE Bulkhead Thomas J. Thompson
Structure

27 Vibration and Compression Testing, of Composite Isogrid Panels Sean A. Webb

iii
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and
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Graduate Student
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University of Missouri - Rolla. (UMR/cASL).
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UIPRXMMEHTAL INVESTIGATION Or NOGlOKOU I AND NI3•M5OGNfhUB
NUCLEATIONICONDENSATION PROCBSSES AND PRODUCTS IN coIL.

Philip D. Whitefield
Research Associate Professor

and
W. Mark Barnett
Graduate Student

Department of Chemistry Cloud and Aerosol Sciences Laboratory,
University of Missouri - Rolla.

This paper describes the preliminary results of an ongoing study to
characterize the nature and sources of sub-micron aerosols in the Phillips
Laboratory small scale supersonic COIL device and other COIL devices. Aerosols
from both sub- and supersonic flow regimes were sampled and characterized using
the University of Missouri-Rolla, Mobile Aerosol Sampling System (MASS). Under
all operating conditions where the oxygen generator discs were rotating,
significant concentrations of aerosols were detected. Typically these aerosols
had peak dry diameters of <0.0Smicrons and nascent wet diameters of <O.O8microns.
Their total number density increased with increasing rotating disc velocity and
with the addition of chlorine. A maximum number density of <3000/cc was observed
at maximum chlorine flow rates when the initial generator mixture had been
heavily depleted (i.e.neutralized with chlorine). Experiments to observe
homogeneous nucleation of aerosols in simulated supersonic laser gas flows were
unsuccessful. The critical supersaturation spectra for a KOH, KCl, 12 have been

measured and compared to theoretical calculations.
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SEE VOLUME 3, REPORT NO. 24,
FOR COMPLETE TEXT OF THIS REPORT.

ION-MOLECULE REACTIONS AT HIGH 1TEMPERATURES

Melani Menendez-Barreto
Graduate Student

Department of Physics
University of Puerto Rico at Mayaguez

Mayaguez. PR 00680

Jeffrey F. Friedman
Assistant Professor

Department of Physics
University of Puerto Rico at Mayaguez

Mayaguez, PR 00680

Thomas M. Miller
Professor

Department of Physics and Astronomy
University of Oklahoma

Norman, OK 73019

Final Report for.

Summer Research Program
Phillips Laboratory, Geophysics Directorate

Sponsored by:
Air Force Office of Scientific Research

Boiling Air Force Base, Washington, DC

August 1992
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ION-MOLECULE REACTIONS AT HIGH TEMPERATURES

Melani Menrndez-Barre•o
Graduate Student

Department of Physics
University of Puerto Rico at Mayaguez

Jeffrey F. Friedman
Assistant Professor

Deparmnent of Physics
University of Puerto Rico at Mayaguez

Thomas M. Miller
Professor

Department of Physics and Astronomy
University of Oklahoma

A flowing afterglow apparatus designed for the measurement of ion-molecule reaction rate

coefficients at temperatures higher than any previous work was debugged and put into operation during the

summer of 1992. Ion-molecule reaction rate coefficients were measured for a variety of systems in the

temperature range 300-1200 K: 0" + H2. D2, N2, CO. NO, and CH4 ; Ar+ + H2. 02, CO. NO, and CH4 ;

02+ + CH4 ; and CI" + CH 3Br and CH31.
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SOME MODELS OF
THERMAL BLANKETS ON SATELLITES

RODNEY L. BATES
DEPARTMENT OF MATHEMATICS

UNIVERSITY OF MISSISSIPPI

ABSTRACTL

For a variety of reasons, satellites often have a thermal blanket placed on their exte, rior.

This causes the surface of the satellite to be rough, which has a definite impact on the imaging

of the satellite. The goal of this project was to model this behavior, so that the reflectance

properties of the surface could be determined. Beginning with a surface with a random height

distribution, several surfaces were developed using discrete Fourier transform filtering design

techniques. In this report, these techniques are discussed; and the filters are given explicitly.

In addition, computer generated 3-D plots of some of the resulting surfaces are included.
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SOME MODELS OF
THERMAL BLANKETS ON SATELLITES

RODNEY L. BATES

INTRODUCTION

For a variety of reasons, a satellite may be covered with a "thermal blanket", a material

whiich resembles metal foil. This thermal blanket is a significant factor with respect to the

imaging of the satellite. Therefore an accurate model of the rough surface created by placing

the blanket on the satellite is necessary to generate an optimal image. This report gives some

such models and describes how each model was developed.

METHODOLOGY

To begin, a surface was generated with a Gaussian height distribution. (see Figure 1)

This was done by producing a two-dimensional array of Gaussian distributed random numbers,

in this case the size of the array was 64x64. Thus each point in the grid is associated with a

number, which is the height of the surface at that particular point. In order to simulate the

"wrinkles" of the surface, the Fourier transform of the array was calculated using a two-di-

mensional Fast Fourier Transform (FFT), then a variety of filters was applied, each generating

a different surface, and then the invc-se FFT was applied.

The bulk of this paper is devoted to the description of the various filters used and the various

surfaces that resulted from the different filters. A method was employed to generate computer

images of the surfaces; and these images are included in Figures 1-4.

The first filter used was a modification of the zonal low pass filter which will be discussed

later. The main idea is to take a rectangle of predetermined dimensions from the transformed
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array and set all values not in the rectangle to zero. A precise formula is given as follows:

F(u,v) = I whenevera<u b and c:v!d
0 otherwise

where a,b,c,d are the parameters of the rectangle. Interesting results which arise from adjust-

ing these parameters will be discussed later. In the sequel, this filter will be referred to as

first.filter.

The remaining filters were taken directly from [1]. The first of these are the zonal low pass

and zonal high pass filters. Here N is the size of the array and C is the filter cutoff frequency

fo r O __C _< 1 + N

Zonal Low Pass Filter

F(u,v) = 1 whenever0Su<C-1 and0<v<C-1

O<u<C- 1 andN+ 1 -C<v<N-1-

N+ I -C u <N- 1 and 0<v<C- I

N+ I-C5u<N-1 andN+ l-C <_v<N-1

F (u, v) = 0 otherwise

Zonal High Pass Filter

F(0,0) = 1

F (u, v) = 0whenever 0:< u•5 C - I and 0O< v!5 C - 1

Ou<C- 1 andN+ 1 -C v<N- I

N+ I-C <uSN- I and 0:v5C- I

N+ I-C5u<N-1 andN+l-C<v<N-1

F(u,v) = I otherwise
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Next are the Butterworth low pass and Butterworth high pass filters. These differ from the

zonal filters in that they involve a factor other than 0 or 1. Here n is the order of the filter and

C and N are as before:

Butterworth Low Pass Filter:
__ _ _N _N

F(u, v) = whenever 0:5 u: N and 0 S v:5 N
+ (U2 + 22) 2n2n

_ _ OuN N
I+ 05 U•N and 1+-• <v<N- I

N
1 +. N<u<N- I and O v 5N- I

N NI+ N-_5u<N-1 andl1+ N!5v!5N -I

F (u, v) = 0 otherwise

Butterworth High Pass Filter
1N N

F(u, v) = 2n whenever 0:< u:<5- and 0O< v! <-

(U2+2 L12 0<5U 5-N and 1+ N <v<-5N-1I

Il+N-< u5 N -l_ and0:5v!5N_-
i- 2CN N

l+0-• u<N-1 and +-N-v<N-1I

F (u, v) = 0 otherwise

The parameters of each of these transfer filter functions were experimented with to obtain

different surfaces. Adjusting the parameters of first.filter gave the most interesting results,

which will be discussed in the following.

Computer generated plots of the various surfaces are shown in Figures 1-4. Shown first is

the surface with a Gaussian height distribution and no filtering. This particular distribution
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has a mean of 0 and a standard deviation of .5. Next is the surface resulting from using first.-

filter with a = 32, b = 48, c = 32, and d = 48. The direction of the "wrinkles" on this surface

can be controlled by changing the height and width of the rectangle. This is illustrated in Fig-

ure 2. To cause almost all of the wrinkles to go in the x direction, the rectangle is given the

parameters a = 20, b= 50, c = 43, d = 45. These parameters correspond to taking a rectangle

of small height and large width. Similarly, to create wrinkles in the y direction, the parameters

are a = 43, b = 45, c = 20, and d = 50. Here the rectangle has large height and small width.

In Figure 3, the surface resulting from using the Butterworth filters are shown; and in Fig-

ure 4 we have the surfaces given from the zonal filters. Here C = 25 and n = 10. It seems that

the Butterworth low pass filter may come closest to simulating the material of interest; how-

ever each of the surfaces can be modified by changing their parameters and by changing the

parameters of the original Gaussian surface.

CONCLUSION

The goal of this project was to develop a model of the rough surface created by placing a

thermal blanket on a satellite. This model would allow others to determine the reflectance

properties needed for imaging purposes. The end result of this work has given several surfaces

to choose from; and the ability to modify these surfaces to suit a more particular need.
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Figure 1
Top: Gaussian surface with no filtering

Bottom: surface created using first.filter
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Figure 2
Top: surface created using first.filter with adjusted parameters

Bottom: surface created using first.filter with adjusted parameters
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Figure 3
Top: surface created using Butterworth low pass filter

Bottom: surface created using Butterworth high pass filter
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Figure 4
Top: surface created using zonal low pass filter

Bottom: surface created using zonal high pass filter
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OPTICAL AND ATMOSPHERIC TURBULENCE

MAYER HUMI, Professor
DEPARTMENT OF MATHEMATICAL SCIENCES

Worcester Polytechnic Institute

Abstract

For many important applications it is imperative to estimate correctly the spectral

density of atmospheric turbulence. To this end one must collect meteorological data and

"detrend" it to obtain the turbulent residual. The objective of this project was to

experiment with different detrending (= filtering) strategies and gauge their impact on the

computed spectral densities of the flow variables. To help accomplish this objective a

general purpose software package was written and used.
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Graduate Student
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A METHOD TO SOLVE NEAR-MINIMUM TIME MANEUVERS
OF FLEXIBLE SPACECRAFT USING PARAMETER OPTIMIZATION

Michael T. Carter
Graduate Student

Department of Aerospace Engineering
Texas A&M University

Abstract

Determining the control to maneuver a large flexible space structure in minimum time is

investigated using Sequential Quadratic Programming (SQP). which calculates the near-

minimum time maneuver by optimizing a parameter set. The researcher chooses parameters

which adequately describe the control profile predicted by the optimal control from calculus of

variations theory. Control shaping is added to the profile to prevent discontinuous control

Jumps from exciting vibrations in the flexible structure: the parameter optimization method can

use the shaped profile in its solution process. The SQP algorithm is tested on the ASTREX

(Advanced Structure Technology Research Experiment) test article at Phillips Laboratory,

Edwards AFB. CA.; the A.TREX structure is modeled with a complex rigid body motion which

includes gyroscopic and gravitational effects as well as damping from attached cabling. Since

the ASTREX test article has a limited volume of pressurized air to generate thrust, a maximum

fuel constraint must be imposed on the problem; however, the SQP algorithm can include

inequality as well as equality constraints. Using this algorithm. numerical analyses showed

that the optimal control for large angle rotations of the ASTREX structure is closer to the

optimal minimum fuel solution than the optimal minimum time solution due to the fuel

constraint. Parameter optimization has obvious computational speed advantages by solving for

the near-minimum time control rather than the exact optimal control: however, the researcher

should carefully choose the control profile to be parametrized to ensure a near-minimum time

solution if parameter optimization is used when control or state constraints are added to the

"problem.
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A METHOD TO SOLVE NEAR-MINIMUM TIME MANEUVERS
OF FLEXIBLE SPACECRAFT USING PARAMETER OPTIMIZATION

Michael T. Carter

Introduction

Optimal large angle spacecraft maneuvers have been studied by many researchers in the past

decade. During this period, most work is separated into two areas: three-dimensional rigid-

body maneuvers and single-axis flexible structure maneuvers.

For rigid-body maneuvers, the optimal maneuver problem, whose optimality is based on an

energy or time criterion, is usually reduced to a Two-Point Boundary Value Problem TPBVP)

using Pontryagin's principle. Gradient or shooting methods can then be employed to converge

on a control solution iteratively. However, this method depends on a good initial guess for the

initial costates to converge due to the increased dimensions of the state-costate space. Li and

Bainuml developed a method to estimate the initial costates for the shooting method using a

quasilinearization technique for the near-minimum time problem combined with appropriate

scaling of the magnitudes. The TPBVP method offers a capable method to solve for the attitude

maneuvers of real-world unsymmetrical structures. but each maneuver, even for the same

body, requires an unrelated initial guess for the costates and therefore, little insight about the

optimal control solution is gained.

Considering a simplified spherical body with equal orthogonal external thrust components,

Bilrnorla and Wie2 demonstrated computationally that the Euler-axis rotation is not time

optimal for three-dimensional maneuvers. Solving for time-optimal controls, they discovered a

distinct number of switches in the bang-bang maneuvers for a sphere: five switches for greater

then 730 rotations and seven switches below this critical rotational angle. Testing also

displayed a switching sequence where each axis would wait for the other axes to switch before

switching a second time. From the UA and Bainum paper above, a rest-to-rest maneuver for a

body with only principal axis inertias corresponds with these conclusions; however, a second

example for a highly unsymmetrical body matched neither the predicted number of switches or

• switching sequence. Continuing this research, Byers and Vadali 3 compared the numerical

results for Euler-axis, five-switch and seven-switch rotations and determined the time

differential is not significant for actual control implementation.
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While significant contributions were being made in minimum-time rigid-body maneuvers,

Thompson. Junkins and Vadali4 cautioned against the use of bang-bang controls in real

structures, due to the impossibility of a torque-generating device closely approximating a

discontinuous control Jump, the excitation of poorly modeled higher modes when applied to a

flexible structure, and the switch time sensitivity to modeling errors. Control shaping was

developed to counteract each of these problems with a very successful albeit simple solution of

exchanging the bang-bang control with a approximate sign function and multiplier

combination. Recent work in single-axis flexible body maneuvers has verified the effectiveness

of this technique. 5 .6

This paper addresses the three-dimensional rigid-body large-angle maneuvers of an

unsymmetrical flexible structure, the ASTREX test article at Phillips Laboratory. Edwards AFB,

CA. Using a parameter optimization method which optimizes the maneuver parameter set

associated with an optimal control profile from the calculus of variations solution, the near-

minimum time solution can be computed quickly and easily compared to the exact optimal

control from a TPBVP solution. Other advantages of parameter optimization is Its acceptance

of included control shaping techniques and maximum fuel limits for the maneuver. This

computational speed in finding a solution and the ease with which equality and inequality

constraints can be added to the problem formulation will make parameter optimization

invaluable for designing controls quickly to test on the actual ASTREX structure. However, the

main role of the computed near-minimum time control is to provide a standard against which

future real-time controllers will be matched to determine their relative performance.

The ASTREX Test Article

The ASTREX (Advanced Space Structures Technology Research Experiment) test article at

Phillips Laboratory. Edwards AFB. CA. is a 5155 kg (11.356 lb.) dynamically-scaled structural

model of a 3-mirror Space-Based Laser beam expander. The test article is balanced at the hub

on an airbearing system that applies a 2 10 psi compressed airflow cushion under a

hemispherical ball mounted at the top of a 5-meter vertical pedestal. The test article itself

consists of three major sections:

1. The Prim'ry Structure is a 5.5-meter diameter truss constructed of over 100-

7.5 cm diameter graphite epoxy tubes with aluminum end fittings that are

attached to star node connections. The primary structure includes six sets of

steel plates mounted on its face to simulate the primary mirror and two

cylindrical masses niunted on its sides to simulate trackcr telescopes. A pair of
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30 gallon air tanks are attached inside the hub directly above the air-bearing

system.

2. The Secondanr Structure is a triangular structure which houses the reaction

wheel actuator and the mass designed to simulate the secondary mirror. It Is

connected to the primary truss by a tripod arrangement of three 5.1 -meter

graphite-epoxy tubes manufactured with embedded sensors and actuators.

3. The Tertiary Structure is a structure designed to hold the electronics and

power supply for the data acquisition and control (DAC) system and other

masses to balance the secondary mirror.

Figure 1 shows a diagram of the trusses and their major components.7

The large-angle retargeting capability is provided with the Cold Gas Reaction Control system.

which consists of four pairs of 900 N (200 lbf) thrusters and six pairs of 36 N (8 WI) thrusters

mounted on the edges of the hexagonal primary truss. Pressurized air (up to 500 psi) from the

two 30 gallon tanks inside the hub is fed to the thrusters through a series of air hoses, ball

valves and air filters. An external compressor on the ground can require approximately fifteen

minutes after each maneuver to repressurlze the air tanks. Using these thrusters, the ASTREX

structure can safely slew at a maximum safe rotation speed and acceleration of 10/sec. and

100/sec. 2 respectively.

Non-Structural Hass
tertiary (Steel PlatesA( Electronics )

Tracker Mass Simulator

Ofl-B3oard COAC

Secondarj

lhrusL~er I anks

Figure 1. Components of the ASTREX Test Article
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The real-time Control and Data Acquisition Computer (CDAC), which includes a VAXstation

3100 workstation as a front end. an INTEL 80386/Weitek 3167-based parallel processor unit.

and an input/output unit having 32 input and 32 output channels for analog data as well as

64 bits of digital I/O. acquires data from the position encoder, the rate sensors and linear

accelerometers. In addition, the CDAC system can compute a real-time control (if the algorithm

is provided by the user) and command the actuators using the MatrixX/Autocode software on

the VAXstaUon 3100 workstation. A high speed data link connects the CDAC input/output

unit mounted on the tertiary with the parallel processor unit on the ground.

Three optical position encoders, which are mounted on an actively-controlled, double-gimbal 3-

axis cable follower that follows the test article rotation, record the position counts during the

rotation: each encoder is sensitive to 3 prad. From the position counts. the cable follower

computer calculates the test article attitude in quaternions and sends the data to the parallel

processor unit through SCSI cabling. More than a simple mount for the position encoder, the

cable follower also allows external electrical, pneumatic, and communication lines to be

connected to the test article without introducing dominating disturbance moments to the

system.
8

Mathematical Model

In the rigid-body motion model, two reference frames are employed:

1. the pedestal axis is an inertially-fixed reference frame which points in

the true vertical and true horizon plane; the ASTREX rest position Is

pitch down 300 In this coordinate system

2. the test article axis is the body-fixed reference frame

As shown in Figure 2. the origin for both systems is the pivot point, the location where the test

article is attached to the pedestal at the air bearing.

In this paper, maneuvers are described with Euler angles (1-2-3 set) for an intuitive

understanding of the motion. However, quaternions are employed in the computer model to

avoid singularities and more importantly, to have a simpler equation for integration. The

differential equation for the Euler parameters is given as:

2 -
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rpp

z p

Z TA (rest)

Figure 2. Reference Frames for Rigid-Body Rotational Motion

where the quaternions A are in the pedestal axis and the matrix GWo• is given by:

0 - o .C2 (031

G()- o) 0 C03 - (2)
(07, _W3 0 10)

C03 W2 01 0 J
The os represent the angular velocity components in the body axis.9

The moment for a basic rotation of a body in three-dimensions is given as:

_ = 13) + &r(O (3)

I designates the inertia matrix in body axis and the tilde over a vector in this paper (such as (o

above) represents the cross-product matrix of that vector. The control uis a non-dimensional

vector with values in the range of -1 .+ I1. The location of each thruster and its relationship to

the IA vector is given in Table 1. The control matrix B is calculated from entering that

information in the following moment equation.

M=rxF (4)

Since this equation is valid for any force acting on a rotating body, the moment caused by a

center of gravity which does not coincide with the pivot point can also be determined with this

formula.

Reg = C( 1, -2. ) (5)
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Table 1. Individual Thruster Position and Control Relationship

Thruster # Node # Xta (m) Yta (m) Zta (m) Thr. Magn. Relation

(lb) & Dir. to u

1 327 -1.35 -2.7116 -0.374655 -8 uI

2 325 1.35 -2.7116 -0.374655 +8 -u2

3 321 1.35 2.7116 -0.374655 -8 -ul

4 323 -1.35 2.7116 -0.374655 +8 u2

5 427 -2.82649 0.0 -0.172850 +8 -u3

6 437 2.82649 0.0 -0.172850 -8 -u3

"7(1-2) 324 -1.35 2.5465 -0.374655 +200 u2

8 (3-4) 328 -1.35 -2.5465 -0.374655 -200 ul

9 (5-6) 322 1.35 2.5465 -0.374655 -200 uI

10 (7-8) 326 1.35 -2.5465 -0.374655 +200 -u2

A moment is also included to model the effect of hanging cables on the rotation of the ASTREX

structure. The cable follower is designed to prevent the attached cabling from causing

disturbances which will significantly affect the test article rotation: currently. many cables are

not attached and simply hang down from the primary and tertiary trusses. The reasons behind

this anomaly is the complexity in removing and reattaching the cables while subsystems

continue to be added, as well as unexpected cable follower motion from the tracking controller

of the cable follower assuming the pull of intertwined cables meant the test article was in

motion. To model this significant disturbance of the cables, a spring-like damping moment is

added when the ASTREX structure moves away from its rest position.

Ma. = -D9,(0 3) K.dO (6)

D03 is a coordinate transformation of 03 degrees about the roll axis, while K6 is a diagonal

matrix of the spring constants for the yaw, pitch, and roll respectively. The difference between

the current Euler angles and the rest position for the structure is given in the vector 4&rest.

The total external moment applied to the ASTREX structure is given by the following

summation.

M = Bu +M +Mb. (7)
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The maximum pressure in the air tanks that supply the pressurized air to the thrusters is 500

psi. Readings from the ASTREX pressure system during an actual maneuver indicate only 430

psi is available at the beginning of the maneuver due to pressure losses at the ball valve, etc.

From this information, the average pressure drop is assumed to be about 300 psi. The following

equation uses this assumed pressure drop to determine the volume of pressurized air available

for each maneuver.

VA = 2 VrT (8)
P,.

The multiple of two in this equation indicates the two air tanks. The computed volume for the

available pressurized air Is 163.33 ft3 . To verify the final pressure drop is less than this

amount, the rate at which the volume of pressurized air In the tanks is depleted must be

integrated. The differential equation for this depletion is given by:

Y..-- 2K 1,XfuI (9)
where Kair is a thruster calibration constant of 0.2334 ft3 /lb.

The equations of motion for ASTREX and the depletion rate of the pressurized air volume In the

air tanks are combined to form the state equations for the model.

{co {1 Bu- w Mgp,,C(6,1 2, '03)(:,l) D.3(O3)K..Q4I (10)
2KiIuI

Problem Formulation

The basic problem is to move the ASTREX test article from one state (position and velocity) to a

second state in minimum time. Since a fuel constraint is imposed on this problem, the optimal

control is no longer the unconstrained optimal minimum-time control predicted from calculus

of variations. Calculus of variations can solve for the optimal control for a minimum time

manuever with an imposed fuel constraint: unfortunately, the form of that control cannot be

parametrized. Therefore, the researcher must choose an optimal control profile which can be

parametrized, apply the fuel constraint in the parameter optimization problem. and hope that

the determined near-minimum time solution is close to the exact optimal control with the

applied constraint.
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Two optimal control profiles which can be parametrized are the minimum time problem and the

minimum fuel problem. Since it is unknown how the fuel constraint will affect the problem.

both profiles will be tested In the numerical studies using the SQP algorithm. The following

section develops the calculus of variations origin for the unconstrained optimal minimum time

and minimum fuel control profile.

Optimal Minimum Time Control

Using calculus of variations. the min-imum-time control is formulated as:
Minimize J = po subject to: 1' = P(1)

Po designates the final time of the maneuver, the state equations from the previous section are

normalized in time such that the maneuver time will vary from 0 to 1. Since each thruster has

a maximum saturation limit (of 81b. or 200 lb.). a control constraint must be placed on the

problem to ensure the control solution does not go outside of this range. Using Pontryagin's

principle, the control constraint is applied.
H(x*, .',u~t) Z: H(x',;L,u',u" ) (12)

This equation simply states that the Hamiltonian of the optimal control (denoted by the

asterisk) will be less than the Hamiltonian for any other applied control. By looking at the

terms that are multiplied by 1Lin the Hamiltonian, the researcher can decide the value of u

which will minimize the product of those terms and the !s vector. Recall that the non-

dimensional control vector tu was previously limited to 1- 1.+ 11. Therefore. the optimal control is

divided into three regions:

<0, u 1 =+I

Si =A >_r O, ui = _I (13)

'= 0O, ui is Singular

Si is defined as the switching function. it defines the control for each Instant of time during the

maneuver. In the case where the switching function is zero, the control is singular (undefined

by Pontryagin's principle). As long as the switching function does not remain zero for a finite

time Interval. the control will be bang-bang; in other words, the control will alternate between

fully saturated controls in opposing directions. For nonlinear systems, the exact number of

switches between these saturated controls in opposite directions can not be determined. 10 11

Optimal Minimum Fuel Control

In the same manner as above, the minimum fuel control problem is stated.

Minimize J J Ju(t) dt subject to: 1' = p0( (14)
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Using Pontryagin's principle to apply the control constraint, the following control values are

determined to be possible depending on the switching function value.
< -1, ui = +1

>-l&<++I, uO =0
$ =- L u >I1, a;=--I (15}

-1 i is Singular

Assuming the singular region is not finite, this control will be bang-off-bang; the control will

fully saturate, shut off (during this time. the structure will coast), and then fully saturate in the

opposite direction. Again. in this case, the number of switches between these regions can not

be determined in advance of the simulation. 10, 11

Parameter Optimization

Both the optimal minimum time and optimal minimum fuel problems act in the state-costate

space. Due to the difficulty of this solution process. parameter optimization is considered

instead, as an easier method to solve the minimum time problem. The bang-bang (optimal

minimum time) control and the bang-off-bang (optimal minimum fuel) control are

parametrized, so that a parameter set can define the shape of each control. For example. the

bang-bang control can be parametrized by*

"* Initial Saturation Control. linit

"* Switch Times, glsw

while the bang-off-bang control can be defined by-

"* Individual Saturation Control. Rsat

"* Smoothing Multiplier Rise Time, prise

These parameters are optimized for the performance index and the given boundary conditions

by using the Sequential Quadraoic Programming (SQP) algorithm. which solves non-linear

programming problems.

The problem is constructed by first defining the performance index, the equality and inequality

constraints, and the inclusive upper and lower parameter limits.

g,(p) =0

Minimize J = f(p) subject to: gi(p) > 0 (16)

t.PS'W., •P5 PMWU

To solve for the parameter change at each iteration, a quadratic programming subproblem

must also be solved.
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Minimize 2AprBj. + Vf(p) Ap

I Vgj(p)rAp+ gi(p)=O 
(17)

subject to: Vg,(p)rAp + g,(p)O 0

lP"., - Pk •: AP< v,,P. - Pk

Bk is the positive definite approximation to the Hessian: It will be modified using the modified

BFGS or David-Fletcher-Poweil method, if the subproblem constraints are not satisfied in each

iteration. Note that infeasible points are then possible during the solution process. The

gradients of the performance index, the equality constraints and the inequality constraints can

either be solved analytically or using finite difference methods. To find the best update for the

parameters at each iteration, a one-dimension search solves for the appropriate multiplier e to

determine the next set of parameters which minimizes the augmented Lagrangian function. 12

Pk, = Pk + Pa Ap , where eE(0,1) (18)

The one-dimensional search multiplier is constrained between 0 and 1.

Applying this method to the bang-bang parameters. the problem is formulated as:
xl dxk(1) P = 0

ap -

1VA~dW ,~, JVi, dr Ž0
Minimize J = lp 2 subject to: l*5 po <60* (19)

-1 <p.<, <-+1

Af defines the final desired boundary condition states, while the integrated states are given by:.

XbcT =3 /33 0)2 (031 (20)

The asterisks in the above equation represent numbers which are arbitrarily chosen to satisfy

the form for the SQP problem. The formulation for the bang-off-bang problem using the SQP

method is given below.
d1b() 2=0

MinimizeJ=2po2 subject to: (A,,, - 60 (21)

-15p 5+1
0.05* <• p,. < 0. 25
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Figure 3. Effect of Smoothing Parameter on Sign Function Approximation

With the problem in this form, a commercial SQP algorithm such as the one included in the

IMSL Math Libraries can be used to optimize the parameters with little programming effort by

the researcher.

Control Shaping

As mentioned in the introduction, control shaping is necessary to alleviate many real-world

problems In applying an optimal minimum time or minimum fuel control. The bang-bang

control can be represented as:
% = -p_., sign(Si) (22)

where p/rIt is the initial saturation control and Si represents the switching function. The

switching function can also be designated as a function of the parameters by setting It equal to

the non-dimensional time differences between the current maneuver time and the switch times.

For example. for a single axis, the switching function for a six-switch control might be:

si = (r- P,)(- p,)(23)

By finding an approximate function to replace the discontinuity of the sign function, the bang-

bang control can be smoothed. Thompson. Junkins and Vadall chose an inverse tangent

function.
4

sign(sa) 2 an-1( Si} a,.e [1)(24)

Figure 3 shows how the smoothing parameter asm in this equation alters the function shape

from a sine wave to a bang-bang control.
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With the sign function approximation, smoothing is applied at each switch but the beginning

and end of the maneuver still have discontinuous control Jumps as the control is turned on

and off respectively. A multiplier function can apply a smooth third-order polynomial control

transition as the control is turned on or off.

M( 17)= 12(3-217), ?1r[0,1] (25)
In this equation. Yj defines whether the control is off, saturated, or undergoing a smooth

transition between two control levels.

"0, No Control

1, Saturated Control

i(r) = y2 +(y 2 -y,) -. L Smooth Start (26)

Y1 + (Y2 - YJ) - ,Smooth Stop

the researcher defines the non-dimensional rise time ruise and the non-dimensional time that

the saturated control occurs rsat. The initial control magnitude Yl and the final control

magnitude after the rise time Y2 are also needed. Using this user-supplied information, the

normalized maneuver time i determines the function value.

The bang-off-bang does not directly switch from a saturation control in one direction to a

saturation control in the other. Therefore, the approximation for the sign function is not
needed to smooth this control: the control can be defined simply by using the multiplier

function m(Tr). Considering each saturated control as an impulse, the impulse is formed by a

smooth start immediately followed by a smooth stop using the 7i function.

Numerical Results

The current mass of the ASTREX structure is 5155 kg. From the finite element model, the

following ASTREX moment of inertia matrix in the test article axis has been determined.
22,205. -14.63 -225.061

1=/-14.63 15,705. -8.16 kg-rm2

-225.06 -8.16 22,395.

For the following tests, each control combination Is defined as the maximum saturated control

for the thrusters in the yaw, pitch. and roll (test article axis) directions respectively. IThrusters

with different maximum saturated controls will not be applied together about an individual

body axis.I Using this convention, the control combinations and their control matrices that are

used in the following analyses are presented.
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1. 8-8-8 Combination

17.14 167.14 0.1
B=|-83.21 83.21 0. N-m

-96.49 -96.49 201.17
2.200-200-8 Combination

3924.1 3924.1 0.

B = -2080.3 2080.3 0. N-rm

-2265.6 -2265.6 201.2

Each of the following tests includes all components of the rigid-body motion simulation: the

gyroscopic motion, the gravity gradient, and the cable damping. The center of gravity location

in the test article axis is:

rg=[-3.5019 0.2491 -5.5206] 10"m

The matrix for the cable damping spring constants has been experimentally determined as:

Ke = diag([5 2000 500]) N-rm
rad

With this structural information, the state equations can be integrated.

To define each maneuver, the researcher must specify: the control profile, the thruster

combination, the smoothing parameter for the sign approximation, the non-dimensional rise
time for the multiplier function, and the fuel constraint. The smoothing parameter asm in the
following analyses is 0.99: remember that asm = 1 is the best approximation for the bang-bang

control. All of the following SQP solutions are for slewing the ASTREX test article 1500 about

the yaw maneuver in minimum time. Table 2 displays the effect of the user-supplied maneuver

criteria given in the list above.

Table 2. Comparison of S 4P Solutions for an ASTREX 150 Yaw Maneuver

Test Control Thruster Non- Needed Volume Maneuver

No. Profile Combination Dimensional of Pressurized Time

Rise Time Air (ft3 ) (sec)

I 3-Switch Bang-Bang 8-8-8 0.10 166.45" 28.56
2 6-Switch Bang-Bang 8-8-8 0.10 163.33 29.32

3 6-Switch Bang-Bang 200-200-8 0.10 863.140 5.92

4 6-Switch Bang-Bang 200-200-8 0.10 163.33 30.63

5 Bang-Off-Bang 200-200-8 0.10 163.32 18.43

6 Bang-Off-Bang 200-200-8 0.05 163.33 16.43
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The asterisks in the needed pressurized air volume denote the numerical studies where the fuel

constraint is not applied. For a bang-bang control using the 8-8-8 thruster combination, the

fuel constraint does not change the maneuver time or the volume of pressurized air. However,

the fuel constraint on the 200-200-8 thruster combination makes the maneuver time five times

longer than the unconstrained bang-bang case. Of course, the unconstrained bang-bang

maneuver in Test 3 Is using a similar five times increase in the needed pressurized air volume.

An important observation is that the maneuver time for the constrained 8-8-8 thruster

combination and the constrained 200-200-8 combination is very similar: this suggests the fuel

constraint for the bang-bang control is unable to utilize additional thrust capabilles greater

than the 8-8-8 thruster combination. Therefore, the bang-off-bang control in Test 5 is

investigated to determine if the coast maneuver between the saturated bang-bang controls will

permit a faster maneuver time. Fortunately, the bang-off-bang maneuver time is only 0.6 times

that of the bang-bang control with the fuel constraint.

The importance of the smoothing multiplier non-dimensional rise time on the maneuver time is

also investigated. The non-dimensional rise time can be arbitrarily defined in the range (0.0.

0.25): obviously, the greater rise time will produce less excitation to the flexible structure. In

the previous tests, the non-dimensional rise time is set at 0.1; for Test 6. the rise time is

decreased to 0.05 to observe how the maneuver time is affected. Since the control in each axis

for a bang-off-bang control includes four rise times, "be time decrease is expected to be

between 0 and 0.2 of the non-dimensonal maneuver time. The maneuver time actually

decreased by two seconds or 0. 1 of the non-dimensional maneuver time for Test 5.

Figures 4 and 5 show the Euler angles and angular velocity of the ASTREX structure for the

given control history from Test 4 and Test 5 respectively. In both cases, the maneuver is

primarily a smoothed third-order polynomial slew only in the yaw axis. Despite the faster

maneuver time, the bang-off-bang control only reaches the same maximum maneuver velocity

in the yaw and pitch axis of the body axis as the bang-bang control. Notice the bang-off-bang

control in Figure 5 (c) uses about seven times the thrust of the bang-bang control in Figure 4

(c). The maneuver time reduction of the bang-off-bang control results from this ability to

harness the higher thruster forces with the given fuel constraint.

5-16



(a) Euler Angles (deg)

IN

u 120

60

n 30

0

* #0

h ¢tec.)

(c) Thrusar Ceocitro Prfieg/sec

I¢

0

S60

* 5 10 25 20 23 30 35

?iin ("e.)

511

A

4
v
* 2

1

S-4

(c) Thrust Control Profile (lib.)

a

4

S4

h
S2

-2

b -4

0 30 15 20 25 30 3S

T~n, (mc.)

Figure 4. Bang-Bang Control for an ASTREX 1500 Yaw Maneuver (Test 4)

5-17



(a) Euler Angles (deg)

t 60

120

O 40

t -
I N
0

--1-

40
0 2 4 G I i0 12 14 14 is 2

(b) Angular Velocity (deg/sec)

A

go 4.

0 -

t

h 20 . ...... ... .......

b

Figure 5. Bang-Off-Bang Control for Pm ASTREX 1500 Yaw Maneuver (Test 5)
5-18



Conclusions

Parameter optimization has obvious computational speed advantages by solving for the near-

minimum time control rather than the exact optimal control from the traditional TPBVP.

however, the researcher should carefully choose the control profile to be parametrized to

ensure the minimum time solution if parameter optimization is used when control or state

constraints are added to the problem. The numerical results for the ASTREX large-angle

maneuver show that the SQP solution based on the bang-bang control is unable to utilize the

higher thrust potential of the 200 lb. thrusters with the imposed fuel constraints; in this

situation, the bang-off-bang control solution generates higher torques to complete the

maneuver in less time. On the other hand, at a certain rotation angle for small-angle rotations.

the bang-bang control rather than the bang-off-bang control is the time-optimal control when

the fuel limitation is no longer the dominating factor.

Although most flexible spacecraft will not be limited to the harsh fuel constraints imposed on

the ASTREX test article, fuel constraints are still present. Future research needs to develop

methods to predict the transition point (rotation angle) where bang-off-bang profiles should

replace the bang-bang profile to determine the near-minimum time control. On the ASTREX

structure, numerical studies will determine if the reduction in maneuver time for small-angle

rotations is sufficient to use a different control profile for that region. At the same time, after

the position encoder and angular rate sensors are operational on the test article, the controls

generated by the SQP algorithm will be tested in experimental maneuvers to verify the rigid-

body model accuracy and to analyze how successful the control shaping is suppressing

vibrations.
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The solar plasma propulsion concept involves absorbing solar energy directly

into the propellant of the rocket. Materials which would work well as solar absorbers

and high specific impulse propellants would be high pressure hydrogen gas seeded with

alkali metals such as lithium and sodium. To study the absorption characteristics of the

various alkali metal candidates under high temperature and pressure the Plasma

Spectroscopy Cell (PSC) has been constructed. The PSC has been operated up to 2100

Kelvin at one atmosphere to study the optical absorption of sodium/lithium mixtures

in the rLnge of 330 to 900 nm. Strong absorption features have been observed and have

tenatively been assigned to various atomic and molecular transitions.
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HIGH TEMPERATURE ABSORPTION SPECTROSCOPY
OF NALI MIXTURES

FOR APPUCATION TO SOLAR PLASMA PROPULSION

Paul S. Erdman

A proposed method of propelling spacecraft is to directly energize the rocket

propellant to high temperature using concentrated solar energy [1]. Since the energy

output of the sun is mostly in the visible to one micron range, the propellant should be

chosen to absorb well at these wavelengths. Hydrogen is typically chosen as a propellant

in many propulsion schemes because its low mass gives it a high specific impulse, but

hydrogen lacks the ability to absorb in the visible and near visible wavelengths. A

seedant which absorbs well in the visible region could be added to the hydrogen

propellant. The question then becomes how well the seedant and possible hydrides formed

in the high temperature and pressure environment of the rocket engine would be able to

absorb the solar energy. To answer that question, the Plasma Spectroscopy Cell (PSC)

has been constructed to enable researchers to study the spectroscopy of potential seedant

elements and the possible hydrides under the conditions of extreme temperature and

pressure.

PRBQLEM

Alkali metal vapors are already known to be strong absorbers in the visible and

near infrared region of the spectrum 121. The ideal choice for a seedant would then be

lithium, the lightest of the alkali metals, since it offers high optical absorption and high

specific impulse.

Last year work on this project showed that atomic lithium and diatomic lithium

at temperatures up to 1793 Kelvin and one atmosphere of pressure would absorb well in

the wavelength regions of 450 to 570 nm (the B-X transition of Li2 ) and 610 to 750
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nm (the A-X transition and triplet absorption of Li2 as well as the 2s-2p atomic

transition). The spectroscopic range of these experiments was limited to 450 to 750

nm.

The weak area of absorption in the above lithium data was the 570 to 610 nm

region. However, the broadening of the 2s-2p atomic line and the presence of the sodium

(an impurity in our Li sample) D line at 589 nm suggested that the addition of sodium to

the absorption region would be one possible way of absorbing in the 570 to 610 nm gap.

The next set of experiments to be performed with the PSC would then have to be with the

addition of sodium into the lithium sample. This also meant the possibility of creating

the NaU molecule which may also produce absorption in the desired wavelength range.

The sodium/lithium sample was mixed in a zirconium crucible on a hot plate in

an argon hood to prevent contamination of the sample. The sample was covered with

octane to again prevent atmospheric contamination as the sample was placed into the

evaporator region of the PSC and loaded into the cell.

Operation of the PSC went to maximum temperatures of 1340 C in the evaporator

and 2100 K in the hot zone. Pressures were kept near 1 atmosphere.

A Princeton Instruments model TE/CCD-576T-UV spectrometer was used to

collect data along one of the optical axes of the hot zone. A Xenon lamp was used as a light

source to obtain absorption spectra in the wavelength range of 330 to 665 nm.

RESULTS

It would not be possible to fit thu abundance of gathered data into this one report.

However, a typical sample is shown in Figure 1. The spectrum shows negative

absorbance as calculated by

A - -In [(transmission - backgrc!jnd)/(l 0 - background)].
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The spectrum was taken when the evaporator was operating at 940 C and the hot zone at

1850 K. The spectrum has been scaled to emphasize the absorption features of the B-X

transition of the sodium dimer peaking at 470 nm. Visible atomic lines are the 3s - 4p

transition at 330 nm (the doublet is not resolved) and the broadened sodium D lines at

589 nm (also not resolved) for the 3s - 3p transition. Just to the left of the broad D

lines is a feature peaked at 551 nm resulting from the triplet transition of sodium.

Figure 1. Negative absorbance spectrum of Na and Na2 in the PSC. At a pressure of one

atmosphere, the cell was operating at temperatures of 1340 C in the evaporator and

2100 K in the hot zone.
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Sodium shows promise of filling the absorption gap in the 570 to 610 nm region

where lithium does not absorb well. The drawback with using sodium as a propellant as

compared to lithium is that sodium has a higher atomic mass and will therefore have a

lower specific impulse. The tradeoff between the additional energy absorbed and the

lower average specific impulse would have to be determined.

Additional work is needed in the analysis of the abundance of data collected,

particularly in the positive identification of the various absorption features. The regions

where Na2, Li2, and NaLU have absorption features all overlap. When the possibility

exists that all molecules are present at the same time, it becomes necessary to calculate

absorption profiles for the known molecules and subtract the information from the data

to find out if additional features are left over which can be attributed to the unknown

molecules.

Also, the temperatures given for the hot zone in this report are based upon power

curves obtained with previous tests of the PSC correlated with thermocouple

measurements. More accurate temperatures could be obtained using methods of

calculating temperatures from spectral lines with known transition characteristics.

1. Larson, C.W. (1987), "Solar Plasma Propulsion," Report AFRPL

TR-85-096 of the Air Force Propulsion Laboratory, Edwards Air Force Base,

California.

2. Stwalley, W.C. and Koch, M.E. (1980), "Alkali Metal Vapors: Laser

Spectroscopy and Applications," Optical Engineering, Vol. 19, No. 1, Jan. /Feb., pp. 71-

84.
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LAGRANGIAN FORMULATION OF LAGEOS'S SPIN DYNAMICS

Christopher Fuchs
Institute of Field Physics

Department of Physics and Astronomy
University of North Carolina at Chapel Hill

Abstract

The LAGEOS-III experiment is designed to verify the "magnetic components" of the earth's

gravitational field predicted by General Relativity by precisely measuring the orbit and spin

parameters of two satellites with complementary orbit inclination angles. In particular, the experiment

will make use of a previously launched satellite (LAGEOS) and require the launching of another

(LAGEOS-III, scheduled for 1993). This experiment is a component in the Air Force's effort to

formulate and improve precise global timing and positioning requirements. One difficulty encountered

in the project is the theoretical uncertainty in the late-time behavior of LAGEOS's spin dynamics due

to the satellite's oblateness and interaction with the earth's magnetic field. Repercussions of this

uncertainty surface when attempting to formulate recommendations for the LAGEOS-III orbital

injection parameters. Thus a reevaluation of (at least a simple model of) LAGEOS's spin dynamics

would appear advisable. Preliminary work in this direction and a more detailed discussion of the

motivating issues can be found in the report of A. Kheyfets 1 in this volume.

Here we carefully derive the Lagrangian governing the spin dynamics of a slightly oblate

spheroidal conductor in an almost circular earth orbit. This Lagrangian takes into account both

gravitational and magnetic effects and gives rise to equations of motion valid out to first time

derivatives in the magnetic field. The term "slightly oblate" refers to the gravitational interaction

only; as far as the magnetic interaction is concerned, the conductor is treated as perfectly spherical.

We then use the resulting Lagrange equations of motion to ascertain information concerning certain

time-asymptotic behaviors of LAGEOS. In particular, we show that the satellite's spin precession rate

within its orbital plane is bounded even at late times. This contradicts the opposing result of Bertotti

and less2.
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LAGRANGIAN FORMULATION OF LAGEOS'S SPIN DYNAMICS

Christopher Fuchs

1. INTRODUCTION

The LAGEOS-III experiment is designed to verify the "magnetic components" of the earth's

gravitational field predicted by General Relativity by precisely measuring the orbit and spin

parameters of two satellites with complementary orbit inclination angles. In particular, the experiment

will make use of a previously launched satellite (LAGEOS) and require the launching of another

(LAGEOS-III, scheduled for 1993). This experiment is a component in the Air Force's effort to

formulate and improve precise global timing and positioning requirements. One difficulty encountered

in the project is the theoretical uncertainty in the late-time behavior of LAGEOS's spin dynamics due

to the satellite's oblateness and interaction with the earth's magnetic field. Repercussions of this

uncertainty surface when attempting to formulate recommendations for the LAGEOS-III orbital

injection parameters. Thus a reevaluation of (at least a simple model of) LAGEOS's spin dynamics

would appear advisable. Preliminary work in this direction and a more detailed discussion of the

motivating issues can be found in the report of A. Kheyfetsl in this volume.

Here we carefully derive the Lagrangian governing the spin dynamics of a slightly oblate

spheroidal conductor in an almost circular earth orbit. This Lagrangian takes into account both

gravitational and magnetic effects and gives rise to equations of motion valid out to first time

derivatives in the magnetic field. The term "slightly oblate" refers to the gravitational interaction

only; as far as the magnetic interaction is concerned, the conductor is treated as perfectly spherical.

We then use the resulting Lagrange equations of motion to ascertain information concerning certain

time-asymptotic behaviors of LAGEOS. This limiting behavior is effected in the equations of motion

by taking the limit that the satellite's spin frequency go to zero. This connects explicitly to the time-

limiting behavior through the fact this spin frequency should go to zero in time by way of Ohmic
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heating due to the magnetically induced eddy currents. In particular, we show that the satellite's spin

precession rate within its orbital plane is bounded even at late times. This contradicts the opposing

result of Bertotti and Iess 2.

In actual description, as far as these considerations are concerned, the LAGEOS satellite is a

fairly complex device and its spin dynamics a fairly complex problem. The bulk of its volume consists

of two hollowed aluminum hemispheres bolted together along their axes of symmetry. The hollow area

is filled by a more dense brass cylinder. Moreover the surface of the resulting sphere is inlaid with

quite a number of cylindrical quartz retroreflectors each - 3 cm thick. In all the satellite forms a

slightly oblate spheroid of radius - 30 cm. LAGEOS is in an approximately circular orbit 5900 km

above the earth's surface. Its orbital inclination and period are approximately 110. and 3.75 hours

respectively. As of 1989 the satellite's spin period was about 46 seconds. Note must also be made of

the fact that the earth's magnetic dipole vector makes an angle of about 10" with the earth's axis and

rotates about that with a period of a day. We state all this for completeness and to stress the

simplifications made in the present model. Since our calculations will ultimately give only qualitative

time-asymptotic behaviors, these simplifications appear reasonable.

The plan of this report is as follows. Section II below derives the model's Lagrangian. Along

the way, an expression for the conductor's induced magnetic dipole moment is found. That part of the

Lagrangian due to the gravitational interaction is derived in this volume by A. Kheyfets' and is thus

taken as given here. Section III digresses from our actual problem and stresses the need for Lagrangian

methods in situations such as this by means of a simple but unrelated example - the equation of

motion for a neutrally charged magnetic dipole moving in the presence of an electric charge. Section

IV finally exhibits the model's time-asymptotic behaviors from the consequent Lagrange equations of

motion. From this the late-time boundedness of the satellite's spin precession rate can be clearly seen.

Section V summarizes the results of the preceding sections, points out details requiring clarification,

and avenues for further research.
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fI. Induced Dipole Moment and Spin Dependent Potential

By means of the nature of Lagrangian mechanics, the total Lagrangian governing the satellite's

spin reduces to a simple sum:

L= L9- Um (1)

where Lg is the Lagrangian governing the gravitational interaction and Ur is an effective potential due

to the conductor's motion in a magnetic field. In this report, we take Lg as that given by Kheyfets1 .

The goal of this section is to derive an explicit expression for Urn. Before writing either L9 or Urn

explicitly, however, we must first introduce some notation.

We take the satellite to be a slightly oblate spheroid of approximate radius a, mass rn, and

conductivity o with a distance r between its and the earth's centers of mass. For the calculations we

choose a body-fixed frame 1, 2, 3, with the axis defined by 3 being the axis of symmetry. Hence

11 = 12 9 13 where Ik is the moment of inertia about the k'th axis. For the actual LAGEOS satellite,

-7- 3 u .0335. Finally, in order to use a Lagrangian formulation in the first place, we must
- 3

introduce three independent parameters to describe the satellite's orientation. For this we use the

standard eulerian angles 0, •, v obtained from a space-fixed frame 1, 2, 3. We assume 3 orthogonal

to the satellite's plane of orbit. With this choice, 0 describes the angle between3 and 3 and 0 describes

the satellite's precession about 3. And the components of the satellite's spin vector w in the body-fixed

frame are3

w =4,Siiiesino' + icosio

W2= sin, cosk - bsiniO (2)

W3=6cosO + 1,.

With this notation we take as given

L_ =ir (j2++2sin20) + ½i3(Q+ ± oCos)2 + GM(f3 -l)P2(CoSO), (3)

where G is Newton's constant, M is the earth's mass, P2 (X) = 1(3z2 - i)is a Legendre polynomial, and

2 =GMwo -- r gives the satellite orbit frequency. Now we can move on to the problem of deriving U.
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Heuristically our problem is quite simple. The conducting satellite spinning in the earth's

magnetic field induces a time-changing magnetic flux within the frame fixed to the satellite. This time

changing flux, by means of Faraday's law, in turn produces an electric field in the conductor. And this

itself causes various electric currents - eddy currents. The currents, by means of Amprre's law, have

an associated magnetic dipole moment and consequently interact with the given magnetic field. This

interaction finally creates a torque changing the satellite's original spin vector. Technical details,

however, quickly multiply. For the most part, the following calculation is an elaboration of the

treatment found in Landau and Lifshitz4 .

The most abstract form for Urn comes directly from the Lorentz force law. As shown in

Goldstein 3 , for instance, a charged particle q with velocity V in electric and magnetic potentials 4' and

A can be treated formally as maintaining a velocity dependent potential energy

U =Aq ' - q (4)

where c is the speed of light. The total potential energy for distributions p of charges and J of currents

would then be

U- Jptdz A JAJd~z (5)

where d3 z is the volume element of integration. In the case that p = 0, writing J = c(V x A-) by

means of Amp~re's law where A is a magnetic dipole density, this reduces to

Urn = - -.(Vx A)d3Z (6)

=- [ (vxA) - V(- Ax A d3z

= B[.iz -IjdA A) -do]

where B is the magnetic field and da is a surface area element. Taking the surface of integration

outside the conductor so that A = 0, assuming B constant over the integration volume (as we most

assuredly can in our case), and noting that M = Ad-x defines the total magnetic dipole moment,
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this finally simplifies to

U = =-M-. B. (7)

Thus our problem reduces to finding an explicit expression for the induced magnetic dipole

moment M. Along with Landau and Lifshitz4 , in the following calculation we explicitly assume:

1) w < c/i where w is the total satellite rotation frequency and I is the satellite dimension

2) p = 1 where p is the satellite's magnetic permeability

3) w < 1/T where T is the mean free time for electrons in the conductor.

To get a handle on where we should start, we note that with respect to the body-fixed frame the

satellite encounters a time varying magnetic field. This time dependence can be seen explicitly by

writing the components B,, B2 , B 3 of B in the body-fixed frame in terms of the analogous components

B 1, B 2, B3 in the space-fixed frame:

BI = (cose coso- cos sin. sin.i)b + (cos€ sin. + cose cososin .)b 2 + (sin.isnin) B3

B 2 = (- sinik cosO,- cosO sin Ocosik)B, + (- sin 0sin O+ cosOcos€ cost)k 2 + (cos sinse)4B3  (8)

B3 = (singsin O)), - (sinG cosO) B2 + (coSO)'B 3 .

From this we would like to use Landau and Lifshitz as a starting point. The problem they solve is

that of finding the induced magnetic moment for a conducting sphere in a uniform periodic external

field. Writing the periodic field in complex form (i.e. B = bBe- "", B is the maximum field

magnitude and b is the unit vector in the field's direction), the solution they find is

M=VRe aBJ, (9)

where V = 4 ra 3 is the sphere's volume, Re[] signifies the operation of taking the real part,

a = a' + i a" is the complex magnetic polarisability per unit volume,

-- '=- - 3 sinhz-sinz]

4w 1 z coshk-coszJ

and x = 2a� ��rw for conductor skin depth 6.
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With this given, we can simply use the following recipe. On time scales small with respect to

the reciprocals of the angular velocities, the satellite motion should adequately model the uniform

rotation of a sphere in a uniform magnetic field - just with three axes of rotation ( 1, 2, 3) and three

rotational frequencies (WI, W2, w3 ). Rotation about 3, for instance, will cause a periodic variation in

B1 and B 2 (in the body-fixed frame) with frequency W3 and thus produce magnetic moments in the I

and 2 directions. Similarly for rotations about 1 and 2. The total (instantaneous) magnetic moment

for the sphere will then just be the sum of all these. That this is true can be seen from even the most

rough outline of the derivation in Landau and Lifshitz. They find M essentially by just first solving

the Maxwell equations both in the conducting sphere and the vacuum outside the sphere and then

matching the two solutions at the boundary. Because Maxwell's equations are linear, our statement

follows.

It should be noted here that because of the satellite's orbital motion through the earth's

magnetic dipole field

-4 -- " - r- rS . (-d

where d is the earth's dipole vector, the magnetic field's "true" instantaneous frequency in the body-

fixed frame can't be just due to the spin components wk. There should be some further residual due to
.-4

this neglected time rate of change. In the calculation for the induced moment M this will be explicitly

ignored. Interestingly enough, though, time derivatives due to this change will still crop up in the

Lagrange equations of motion. This follows from the fact that the Lagrange equations of motion

explicitly call for a total time derivative. Thus including the orbital variation of the field at the level

of the spin-dependent potential would have the effect of making the equations of motion valid out to

second time derivatives in the field. We proceed with the assumption ti' it our approximation is

adequate.

This recipe easily translates to the following technical description. Let ai, ak, zk, etc. refer to
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the polarisabilities, etc. based on the frequency wk. Because of a right-handed rotation w3 dt about 3,

B 1(t+dt) = Bj(t)cosw3 dt + B2(t)sinw3 dt = RefR(BI(t) + iB2 (t)) ezp( -iw 3 dt ) (12)

B 2(t+dt) = -Bj(t)sinw 3 dt + B2 (t)coSw3 dt = Re[(B2(t)-iBi(t))ezp(-iw3 dt)].

These variations in turn cause the induced magnetic moments

M1(t + dr) = VRefa 3 B1(t'+ dt)]

3 3Re[a i&)B() + 2(t))(Coaw3 di in d)

=V B[ °.-o.B 2) oo t + (+;B , +oB 2)sW3 di]

(13)

M2(t+dt) = VRe[a 3 B2(t+dt)]

= VRe 1a'+ icr") (B2(t) - i Bit)(osw3 dt - i sin w3di)j

- V-[(o B2 + a• B1)co.,, d + (03, -2 -a' B)sin w d].

In the limit dt-#O we recover from these expressions the instantaneous induced magnetic moment

3()v (aB()a' 2(t) If + (allBI(t) +a'B(1 }3 (13

The superscript in this expression is meant to signify that this is the dipole induced from rotations

about S only; it is not meant to denote a component of a vector. The induced magnetic moments due

to rotations about I and 2 can be written immediately by inspection. All that needs be performed is a

cyclic permutation of indices.

I jB 3 (t)~a~itj 2 2 ~3 (t) + c' B,(t)jI~(4

1 j~1)... { f' 1 2(t) I ; 3(t) ] + [ a'1'B 2(t) + a'B 3(t)J }

Summing these three pieces gives the full time-dependent induced magnetic moment

(=v o ++a') B, - all B2 + all'B3  + [(o31B + (a• + a)B 2 - "'B3•i (5)
+ [-a B,+ • aB 2 + (al + a)B 3 ] }.
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Now simply inserting this result into the formal expression we find

M.B V{ [(a'+ a)B 1 -f a'B 2 + a'#B31 B, + [a" 3B, + (a' + a) B2 - at'B 3 B2  (6

+ [-B + a"B 2 + (a' +a')B3 ]B 3 }.

Note that all the terms in this expression due to the imaginary part of a cancel. Consequently, using
2 2 2 2 = -12 -2 -•2,tismpfeso

the definition B2 = B1 + B2+B2 3B?+B24+B3, this simplifies to

1B 1( V~ B -BI) + ( B-(B2~B) + aý(B - B3)], (17)

our long sought after expression. Unfortunately, though, this doesn't seem to simplify any further.

For instance, not even the term containing the B& with the simplest functional form - namely B3 -

reduces; written out it assumes the unattractive form

-B3 = - 3i2oim B - sznOco2• - cos2OB3 + 2sin2#sin0 coskB1 B 2
(18)

- 2sin~cos0sinaBB3 + 21inucosOcosOB2 B 3 + B2 .

This completes the goal of this section and prepares us for actually writing out the Lagrange equations.

MI. The Need for a Lagrangian Formulation

There is a standard sort of lore in the physics community that the force on a magnetic dipole

•-4 -4

M in a general magnetic field B is

F =V (M. (19)

and the torque is

N = MXB. (20)

Consequently, by the Newton and Euler equations of motion3 , one would have

and
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11C1 - W2 w3 (I 2 - 13) = M 2B 3 - M3BA

Is(2 - W33 w1(13 - I) = M 3BI - M 1 B 3  (22)

I3(3 - 'dW2(,1 - 12) = MIB 2 - M2B1

where -V is the dipole's velocity and all other symbols are as defined in the last section. Given this, it

seems that nhe would want to immediately apply these formulas to the problem at hand and skip the

intermediate derivation by way of a Lagrangian formulation. There is a flaw in this reasoning,

however, whenever either M or B is nonconstant in time. To illustrate this for the torques in our

problem would be difficult; so instead we illustrate this for Eq. (21) with a simpler example from the

literature 5,6, 7 that has received some attention.

# .4 -.+-4

Consider a magnetic dipole Ml of mass m with velocity iV in a static electric field E at time

t = 0. Suppose B = 0 in this same frame. We will study the dipole's kinematics from the point of

view of an instantaneous co-moving reference frame of velocity ii (i.e. iV =- at t = 0, but -is

independent of time). In this frame the only interaction possible is a magnetic interaction and hence

the proper Lagrangian for deriving the equations of motion is
l -- + 2. -+ -#

L = m(-u) +M-B, (23)
S4, ,2

where B is the magnetic field created by the Lorentz transformation. To order u/c, B is just given bys

B= -- EuxE (24)

where again E is the electric field in the untransformed frame. Thus

L=lm(V- -4)2 ~M Ex~ (25)1 V -* _, -(Ex

and so the Lagrange equations of motion at t = 0 will be

DL d OL -0 (26)
ig -x* dt 8(7-1
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4 -# -#.twhere X - I -v u. But this implies

1,V7 .(xM) -U )] =- 0 (27)

and consequently

•V=V1 d (E"-• .(8
rn ( -'.) + (28)

The point is that this expression is not identical to Eq. (21) as one might have superficially expected.

Moreover there are simple nonrelativistic situations in which the two terms V(M• *)and - x 3 i)d M

can be of comparable magnitude9. Thus a Lagrangian formulation for our problem appears to be the

safest strategy to take.

IV. Lagrange Equations and Asymptotics

The full set of Euler-Lagrange equations governing the spin dynamics of the satellite are
UL d sL 0 L d aL 0L d OL = . (29)

we- -- T t . I r • t - = 8 dt0 0.

From these a completely detailed picture of the satellite's motion could in principle be derived. We,

however, are only interested in the time-asymptotic behavior of qb. Thus we may focus on just one of

these equations if it reveals the appropriate information. This already greatly simplifies our task, but

we can go even further. By means of kinetic energy dissipation due to Ohmic resistance of the eddy

currents, we may uniquely couple the flow of time to the degradation of W3. Hence we may focus on

the simpler limit w3-*O instead of the more tedious tL-.o. Finally we make one further simplifying

(but standardl213) assumption, namely that U = = 0, and freeze these variables out at the level of

the Lagrangian.

All this taken together suggests we study the reduced Lagrange equation

TL o. (30)

We turn to this task immediately. The first thing required, though, is that we introduce a bit of
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notation by way of an intermediate step

Oc4 84k OZk Dk = a4•w 8ark 4ira2  10 •.'(6 Ok
= ~ ~(31)

where

4va2 0 1 Oa' 9a 2or 1 r 1- COAXs_ I sinhk -(32)1(x) = • ~-• = -•- iL2 --okcs _ I sin. (3is
( _coek- coaZ)2  Z coSa

Note also, by means of the identities cos2:r + sin2 z = 1 and cosA2 z - sink 2 X I the last

expression can also be written in the form

f Wjj 1 ao snzsnz(ih~iz sinkxs - Bz (33)
ftz) = ?- - (cOahz-coaz)2  ? CojX- " (33)

For later reference, we tabulate now that in the limit w-too (and consequently z-.oo):

S- f(3)-.0. (34)9 .- 1

This follows from the fact that for large z

sink 1siE and (sinkx - sinz)(sinhz + sinz) 1. (35)

Cosh/X - cooz (cok: _- coaZ)2

For studying the opposing limit w--0 it is convenient to first consider the following Taylor expansions

found by means of MathemaiicaTM:

-- 1 X4 + 8
169-07- +F65-28 +**.

dc' 1 3 1 7
T r - -4 2 0 5  TU M O R +( 3 6 )

_ .i 2 I0'

dcx" = 1 1-IX
dx-- 8-rr 5600v

and

AX•)-7 4r•[ 1 -- z2-...X6 (37)

Then it clearly follows that in the limit w--0:

a,-40, a"-40, f(x)-•0. (38)
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These points out of the way, Eq. (30) written out explicitly is

ý2( isirdicosO) + +{- I 3~3 sin + V(B 2 - B2,)f (x,) cos 0sini b + V (B 2-B 2)f(Z2 ) COSGCOSIO
2)9

- - 2)f(z3 )sin +- f w.(I 3 - I1I) sinO cosG -2V- 1 ,0 3 (
wV-BB3 2} o23=0,

just a simple quadratic equation in 4. Since we want to study the behavior of 4 with respect to (W3

only while leaving w, and w2 fixed, it is convenient to rewrite this equation with the fixable quantities

grouped:

ý lsinecosO) + ÷f-13wlsine-V(B2 - B2)fAX3) sinG + CI1} + {-IW2(I 3  I,) sinG 0Coso

(40)

-2Vac--0o+C2 = 0

where

-' =V [(B 2 - B 2)f(z,) coaG sinV, + (B 2 - B~)~2 ) oGcs

(41)

S=, O0B1  , aB 2'2 = 2 0v + #

Note that C' and C' represent bounded functions of 0, 0, and i' (where the term "%ounded" here is

with reference to w, and W2 being fixed). Note AIso that M does not depend on w3 . Now we may
86

easily study the asymptotics of ý.

For large w3 , Eq. (40) becomes

ý2(Isinecose) + i(-13 wlsinO)+ f-I2(I-Isn1 oOý roý 3v 8B 3 +C'2 0 42

This has as solution

2 1,sn os I w3 sinen 24sine cos 0

- W3s-3V +'-] V. (43)

The minus sign in front of the root is fixed by simple physical considerations (no oblateness, no

magnetic fields =: no precession). Clearly then as w3-*oo, -*.0 since the last term under the root is
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independent of w3. This is just as one would expect since fast spins should be resistant to torques.

Of more interest though is the opposing limit. To first order in w3, Eq. (40) becr.nes

2W3 8 a as2 ( B 0 (4 4 )
~2+~[ -3 -cos- +1-03 -7) u1sina 2B )1 3 + Cj[w 41 C.

where

C1 = V [(B2 -B 2)f(X,) sinO + (B2--B2)f(Z2 )COS•]

2V & ,BI+ ,a B2 ] 
(45)

I, = inP cosoL' 1  + 50 2 09

are also bounded functions since 0 is assumed fixed by way of the condition B - 0 = 0. Taking
3 13'-- 22(

1I, -2ma (46)

this equation becomes
2w3  16 a /ra2o ' 2  2 -2 3 - o2

+ 17+6-"f • ) si'• 3os W +-3 + c3 + w A+C 2  = . (47)

Now taking the limit w3--.0 all the way (while, once again, keeping all other variables fixed) we get

-- -C1 C --4C 2 +6w 0 A. (48)

Where again the minus sign in front of the root is fixed by the reasoning (no oblateness, no magnetic

fields * no precession). The thing to be noted here is that 4 does not tend to a value constant in time

(even as W3 -40) since i will not generally be zero and since C1 and C2 are functions of 0 = f ý dt

itself. 4 will however be bounded in magnitude by means of the boundedness of C1 and C2. This

completes the work of this section.

V. Conclusions

In this report we have derived an expression for the induced magnetic dipole moment of a

spherical conductor with arbitrary spin in a uniform magnetic field. In that derivation a possible time-

dependence for the external magnetic field was allowed but assumed small with respect to the (body-
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fixed frame ) change induced by the satellite spin itself. From this magnetic moment an expression for

the satellite's spin dependent potential energy was easily constructed and an expression for the

satellite's total Lagrangian finally written. This Lagrangian takes into account not only the magnetic

interaction but also the coupling of the earth's gravitational field to the satellite's oblatncess as first

explored by A. Kheyfets1. From there it was just a matter of writing down the Lagrange equations of

motion in order to be able to study the satellite's precession rate asymptotics. Fortunately it turned

out that only one of the three Lagrange equations need be considered in concluding that question.

Under the assumption that the satellite will not be nutating (0 - 0) at late times headway was made

and an asymptotic bound shown to exist for the precession rate. The asymptotics were explicitly in

terms of the limit W3- .0 rather than the limit t-#oo. This was allowed by the unique correspondence

between the flow of time and the degradation of w3 due to kinetic energy dissipation by means of

Ohmic resistance to the induced eddy currents.

At least four difficulties exist for this treatment. First off time variations in the magnetic field

due to the satellite's earth orbital motion were ignored. As stated this only leaves out a second

magnetic time derivative in the equations of motion and can be conveniently overlooked as long as the

satellite spin period is small in comparison to its orbital period. We are, however, studying the

asymptotics of the precession as W3- .0. Thus a more rigorous treatment must necessarily include those

effects. Secondly, for late times, we allowed ourselves the assumption of no nutation. Although not

demonstrated in this report, this assumption can be shown to be sound" 10 - for late times that is.

What happens when the satellite evolution is not near asymptotia? This should be investigated in

detail but will probably require numerical work. This leads to the third difficulty. How near is the

satellite's present state of evolution to asymptotia? Nothing in the present analysis can reveal an

answer to this. Finally, the model in this report as far as magnetic effects are concerned is a perfectly

spherical conductor - quite different from the real thing. For qualitative asymptotic results, this

appears to be entirely adequate. However if the satellite's evolution is sufficiently far from asymptotia
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this may be as dangerous an assumption for even qualitative results as anything else.

Clearly the direction for future research is net a straight path. Both analytical and numerical

methods will be required to settle the difficulties described above. On the analytical side a more full

writing and decoupling of the Lagrange equations should be the first step. The "distance" of the

present day spin dynamics from asymptotia would appear to be the first question tacklable by

numerical methods. Both projects appear at this time to be of equal merit. However in the words of

A. Kheyfets1 , "But, whatever the means, it is clear that the efforts in studying LAGEOS's spin

dynamics should continue until all the questions are answered."
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LARGE-SCALE METHODS IN COMPUTATIONAL hIZCTROSAGNETICS
USING SYNCHRONOUS OUT-OF-CORE TECHNIQUES

Michael C. Governale
Research Associate

Department of Physics
Utah State University

Abstract

A Finite Difference Time Domain algorithm for computational
electromagnetics was studied using synchronous out-of-core

methods. The technique was developed for use on objects which

are too large to be stored conventionally in the computer's RAM.

Results showed a trade-off between increased sizes of problems

that can be modeled and increased run-time from the technique's
disk input and output. With today's massively parallel

supercomputers the technique was found feasable on three

dimensional objects gridded up to 10i 0 cells.
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LARGE-SCALE METHODS IN COMPUTATIONAL ELZCTROMAGNETICS
USING SYNCHRONOUS OUT-O7-CORZ TECHNIQUES

Michael C. Governale

INTRODUCTION

Recent improvements in computer design has prompted a new

surge in the field of computational physics. Among the many

problems not yet solved is the limitation of the memory available

in RAM. This has posed great difficulty in the field of electro-

magnetics as the amount of memory required to study how

electromagnetic fields interact with large objects generally

exceeds the RAM. One way to overcome this problem is through the

use of synchronous out-of-core techniques (e.g. paging). This

method allows you to model objects of up to 10' cells on computer

workstations such as the SUN SPARC-2. This technique has also

proved useful on massive parallel machines like the CM-2 and

CM-5. As a result, the ability to do objects as large as 1010 cells

has been realized. This, as Dr. Allen Taflove has pointed out,

truly reflects the "reinvention of Maxwell's equations" in the

computer age.

METHODOLOGY

This paper illustrates the methods used in simulating the

electric and magnetic fields induced by an outside source on a

simulated aircraft pod using FD-TD [1] methods for large objects.

The key to handling large objects relies on a paging method dubbed

the "card shuffle", implemented in the Xcode computer program.

Xcode uses a Scattered Field Formulation and a virtual source (1],

with all calculations done in MKSA units. All materials are

considered to have infinite conductivity and thus to be perfect

conductors. The change to dispersive media and a total field

formulation is straightforward [2][1].

For the sake of simplicity, the bounc•ary conditions used are
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first order Mur on all faces. Second order Mur boundary conditions
can be readily implemented as required [3]. A strip of free space
cells surrounds the object being modeled to allow for the
scattering of the field. This "white space" taken around the
object being illuminated is twenty cells and it is noted that more
white space may become necessary as the number of time steps or the

size of the object is increased.

THE MODEL

The model chosen to demonstrate the paging technique is a long
cylindrical object with a hemisphere capping the front, and a flat
plate covering the back. This approximates the size and shape of
an Air Force pod or missile. There is a circular hole in the front
of the pod centered about the axis of symmetry and a bulkhead has
been inserted near the front, sixty-four cells from the hole. A
wire is centered and mounted on the bulkhead directed toward

Open hole

SBulkhead-

Ante nnae

Source I I r i r ' t x t r

FIGURE 1: The basic geometry of the model.

the front (see fig. 1), serving as an antennae and allowing one to
study the modes that are induced in the interior of the pod.
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The dimensions of the pod, which we affectionately call the

'silver bullet', is 65 x 65 x 424 cells, or 39 x 39 x 254.4 cm. at

5 GHz. In english units this is 15.35" x 15.35" x 100.2". The

"electrical size" of an object refers to the number of cells in the

dimension of a volume. When the white space is included, this

makes the overall grid size 105 x 105 x 464, or 5.12 x 106 cells.

The model is illuminated by a gaussian plane wave pulse, with

frequency content of 5 GHz. The RAM required to treat this job

using conventional FD-TD methods would be 375.2 Mbytes, whereas the

paging method requires the use of only 8.8 Mbytes or a 97.6%

reduction in RAM. The technique relies heavily on disk input and

output, or multiple reads and writes to disk (i/o) and so depends

entirely on i/o speed and disk storage space. A SUN workstation

was used having 55 Mbytes of RAM and 1.2 Gbytes of disk storage

space. The highlight and eventual goal of the algorithm is that it

may be used on a parallel computer (4]. Early trials on the

massively parallel CM-2 have resulted in single iteration run times

that are five times faster than the SUN workstation. Future

implementation of this method for parallel computers is expected to

reduce this to thirty times faster than the SUN workstation. The

time it takes for the Gaussian pulse to completely cross the sample

space is defined as an illumination. As an example, a single

illumination for this model requires 244 iterations of the time

loop, which takes 61.6 hours on the SUN, 12.3 hours on the CM-2,

and is expected to be 2.05 hours using multiple i/o channels on the

CM-5 (available in early 1993).

A consequence of further increasing the size of the object is

that the i/o time will become excessively long, making the SUN

workstation an un-economical platform from the total run-time

viewpoint. However, massive parallel computers using multiple i/o

channels promise the ability to handle up to 1010 cells

economically.
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RAM

Three Geometry

plus

epsilon and MU

\ I arrays.

3 slices x 6 fields

Mulo U: *.- C! a r, .-.

i/o PIK i /i/o

AllAl

Other Other

Field Ceo;retr?

Slices, ?nd epsilon, mu

files.

FIGURE 2: Schematic of the distribution of data in both

the RAM, and on hard disk.

DATA

The basic idea for the paging method is to only operate on

three slices of the entire object at a time. A slice refers to
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the number of cells in a two dimensional piece which is one cell

thick. You update the middle slice for the current time step based

on data from the other two slices, the slice which is behind you

and the slice which is ahead. You need three field components

each for the electric and magnetic fields, or eighteen slices of
field values in RAM per spatial increment. You also need the

geometry specifiers, assuming no magnetic currents, to distribute

the geometry information to the electric fields. Three components
must be used to specify the geometry in each individual cell due to

the offset of the location of each field component inside the Yee-

cell [5]. This all boils down to a RAM requirement of six field
values times the number of cells in a slice times three slices plus

three geometry specifiers. The geometry specifier is required only

for the middle slice so you have ((18+3)=21 slices) x n2 x 8 bytes,

where n 2 is the number of cells squared assuming the dimensions are

equal. Conventional FD-TD methods require 9 cubes x n3 x 8 bytes,
or six matrices for the field components, and three geometry

specifiers so that the paging method reduces the RAM by 7/3n on a
square grid. If the grid is not square, the paging method still

requires the same amount of RAM, but the conventional method uses

9 cubes x n 2 x m x 8 bytes, and you reduce the requirement by 7/3m.

Consideration of storage due to Radiation Boundary Conditions (6],
for which you need four arrays for each face, or ((4 x n x m) + (2
x n 2 x 4)) bytes, brings the total RAM of the paging method for

both the FD-TD and Mur conditions to ((232 x n2) + (128 x n x m))

bytes. The Mur term is the same using conventional methods, as is

the use of the permittivity and permeability, so you still end up

saving 3m/7 times more RAM.
The basic overview of the algorithm is to initialize and store

to disk an E., Ey, E,, and Hx, Hy, H, component for every value in

the direction across the slices. The program then enters the time

loop, where it opens the first three slices, operates on them, and
writes the middle slices back to disk. The program then shuffles

the mid and top files down to the bottom and mid, discarding the

information in the previous bottom slice, and then reads in the new
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TABLE 1: Outline of the computer algorithm.

1. Initialization

a) declarations.
b) zero all arrays.
c) calculate constants.

2. Input

a) wavelength.
b) number of iterations.

3. Create data files

a) initialize them to the array values (zero).

4. Enter the time loop

a) input data from disk for the first three slices.

5. Calculate the Magnetic Fields

a) enter the k-loop, for paging k=2.
b) read geometry file for k-value from disk.
c) do hx component.
d) do hy component.
e) do hz component.

6. Calculate the Electric Fields

a) do ex component (sources included here).
b) do ey component (sources included here).
c) do ez component (sources included here).
d) implement Mur boundary conditions.

i) if k-2, do Mur on left face.
ii) if k-last-i, do Mur on right face.
iii) otherwise use saved values of edges for

updating the boundary values.

e) sample fields for time history.
f) write updated middle files to disk.
g) move middle file to bottom, top file to middle.
h) read new top file from disk.
i) increment k to k+l.
j) increment time loop, goto step 4a.

top slice from disk. This process is repeated until the end of the

sequence of slices is reached, where the time loop is then

incremented. The simplicity involved here is that only the

eighteen slices and three boundary value arrays being operated on

are required for use in RAM.

In order to understand how the technique depends on time, the

algorithm must process ((6 x n2 x 2 i/o) + (3 x n9 x 1 i/o)) x
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bytes of information via reads and writes per step in the k-

direction. The first term takes care of the update on the six

middle slices, and the second term refers to reading in the

geometry specifiers. The boundary conditions require (2 x 2 i/o)

x 8 bytes and two field samplers require (2 x 1 i/o) x 8 bytes,

after adding these terms and multiplying all except the boundary

condition term by m for the number of slices in one time step, we

obtain the amount of information processed totally by i/o. Next we

must divide these terms by the i/o speed, which for the SUN is .97

Mbytes / second. The CPU term is found by taking the total number

of operations in one time step, and then dividing by the number of

operations per second that the particular computer can do. This

may be done by taking the number of cells operated on for the

boundary condition and adding on a core term which consists of the

number of cells times the number of operations per cell, which I

have found to be about 36. After adding on this smaller CPU term

you arrive at:

t=((136m+32)n 2+ ( 12 8nm+64n 2 +36n2m)
.97x10O6  106

Calculated values for electrical sizes of 81 x 81 x 71, 105 x 105

x 71, and 381 x 381 x 71 on the SPARC-2 at 5 GHz., were 83.5,

139.5, and 1833 seconds respectively, actual values were 84, 140,

and 1835 seconds. The equation shows how the i/o term can get very

large and the CPU term depends on the number of calculations the

computer can do per second. A vital point here is that the time

optimization of the technique depends on the i/o speed which can be

optimized by using multiple i/o channels, less i/o, and faster

machines such as the CM-2 and CM-5. Figure Three summarizes this

point. In the plot I have a length m=200, and allow the girth n2 to

vary from 1 to 1600. You can see the difference in iteration times

with regards to the SUN, CM-2, and CM-5. A straightforward

extrapolation reveals that a size of 733 x 667 x 200 cells, or 9.78

x 107 cells would be done at about 572 seconds per iteration.
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ITERATION TIME

0•0. 000 0. 8302 1. 604 .7. -906 3. 2.07 4. 009 4. 81 1

TOTAL CELL VOLUM•E (10P,8)

Used a fixed length of m=200.

S .SUA Y--•--A C Y - 2 1 1 1 CV•-5

FIGURE 3: Iteration time versus the electrical size for

the SUN, CM-2, and CM-5.

A illumination of 500 time-steps would require a time of 3.31 days

to complete. This size at a frequency of 1 GHz is 22 x 20 x 6

meters, which would enclose an object about the size of a jet

fighter.
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The fields chosen for study were the electric field at slice

50 (k=50) and a magnetic loop centered about the wire at slice 83

(k=83) (three cells from the bulkhead where the wire originates).

The electric field samples were taken primarily to provide a time

history from which graphics could be generated. In figure Four, I

EZ-FIELD. Z=50, T= 1.04 ps.0

EZ.IZIELD. Z=50,.T=1 271 PS.

7-
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show the scattered component of E, in a cross section of the pod

taken at k=50. Notice the effect of using square cells to specify

the geometry, which is the cause of the disfiguration near the wall

area.

The magnetic loop was used to obtain data from currents that

are induced into the wire as the Gaussian pulse passes by. The

data for the loop is processed using an approximation for

fH-ds=ITen.

Is

5.

-5-

-20

E-9

tlme

FIGURE 5: The time domain of the currents

generated in the wire.
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frequency

FIGURE 6: The frequency domain of the currents

generated in the wire.

The approximation is made by taking the line integral to be equal

to the step-size times four values of H which lie on a circular

path of integration summed. These currents were recorded for a

total of 315 iterations so that a Fourier transform of the time

history into frequency space could be made. The gaussian pulse

which generated these excitations lasted for 0.739 ps and the time

history recorded was over 3.64 ps in order to allow time for the

-wire to ring down. Figures Five and Six show the current verses

time and the Fourier transform of this data, respectively. In the

time domain, the long flat line at the beginning represents the

time taken for the pulse to excite the wire. The first dip and

hump is the pulse exciting and inducing a current into the wire,

9-13



and the waves that follow are the oscillating currents in the wire

induced by the reflections of decaying waves that are ringing down
inside the cavity. The Fourier transform shows a primary peak

which corresponds to the resonant frequency of the cavity and a

corresponding standing frequency on the wire. The second peak is
the second overtone. Treating the wire inside the pod as in free
space it has cutoff frequency of .781 Ghz, and the frequency given

by the pod data is .83 Ghz. Simularly the frequency domain data

shows a second and third resonant frequency of 1.56 and 2.34 Ghz

inside the pod which corresponds to the free space overtones at

1.55 and 2.41 Ghz (see figure Six).

CONCLUSION
A large object of electrical size 5.12 X 106 cells was successfully

modeled with the synchronous out-of-core technique described above.
The trade-off of total run-time vs. computational volume was found

to be substantial, but objects as large as 10' cells were
affordably modeled on a small SUN workstation. Further research

and testing has shown that the method is suitable for
implementation on massive parallel computers, and that model sizes

of 109 cells are feasible using the CM-2 and Cray today. The new

release of the CM-5 in 1993 will allow modeling of 1010 cell
problems using multiple i/o channels. Ongoing research has been

planned to further test this technique on the CM-5 as soon as it

comes available. A parallelized version of this large scale FD-TD

technique, including higher order boundary conditions and large

geometry specifiers, is expected to be completed and tested on the

CM-2 this coming year.
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A STUDY OF COUPLED OSCILLATORY NEURAL NETWORK MODELS

John A. Greenfield
Graduate Student

Department of Electrical and Computer Engineering
University of New Mexico

Abstract

Oscillatory neural network architectures were studied. Three different algorithms for artificial

oscillatory neural networks, based on research by Freeman and Baird at the University of California at

Berkeley, were examined, and two of the models were implemented as programs under the Khoros system.

A study of these models shows that they may prove promising for some applications.
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A STUDY OF COUPLED OSCILLATORY NEURAL
NETWORK MODELS

John A. Greenfield

INTRODUCTION:

Many aspects of satellite control and simulation require large amounts of processing capacity. One

way that this can be obtained is through the massively parallel capabilities of artificial neural networks. One

of the new areas of artificial neural network research is the area of coupled neural oscillators.

The use of coupled oscillatory neural networks, more closely approximates the method of processing

used by biological neural networks than does the more common technique of steady state artificial neural

networks. It is argued that the dynamic nature of biological neural networks is one of the aspects which

makes them perform so much better than current artificial neural networks and that the oscillatory neural

network models should outperform the older steady state models [1,2,4,6]. It is clear from the literature that

the oscillatory model is closer to the biological network than the static model, but will this translate into an

improvement in capability for applications of this network? Oscillatory processing may be better for the

biological network for reasons which do not exist for artificial network applications. For instance, the

biological neurons finite life and inherent noisy behavior may be offset by an improved redundancy and noise

immunity of an oscillatory system, where these benefits are of less value for a more reliable silicon neuron

implementation. It is also possible that the oscillation is needed primarily to enable long distance transfer of

information over the lossy biological connections, a problem which does not exist for most artificial neural

net implementations. On the other hand, it may be that the oscillatory network has a performance advantage

.over the steady-state network in noise immunity or processing power that outweighs any penalties in the new

network for real applications. This study was performed in an attempt to evaluate these new models for

practical applications. All models were implemented under the Yhoros integrated software development

environment in order to facilitate their use and visualization of their results.

10-3



Procedure:

The oscillatory networks studied, function through a learning of attractors in energy space. Thee

networks are capable of learning steady-state,. periodic, or chaotic attractors, but for this project the

implementations were limited to periodic attractors only. The models were based primarily on reference [4].

The first model of oscillatory neural network that was investigated was based on the projection

algorithm [4]. In this model a set S of linearly independent vectors of the form:

r'x~~e•"(1)

where the global amplitudes are of

the form:
N/2

-=U~r, -r, r (2)
2"(2)

and the phases are:
N/2

--t = j.

Where there are N network nodes and N/2 cycles. The node states are produced by:

dx N N
dt = -rx, + E jx- E Tj- xx, + bAr)

j=l jkl-1
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and the connection weights T are formed by the projection operation(learning rule)

N N
TV= E PLJ.Pý1  T4, = r, P4jPA PP,1'j

mn-i mn-i

Where the NxN matrix P contains the real and imaginary components of the complex eigenvectors xsew as

columns. 3 is an NxN matrix of complex conjugate eigenvalues in diagonal blocks and A is an NxN matrix of

2x2 blocks of repeated coefficients au of the normal form equations (1,2) above.

at -01 0 0 ... all a, a12 a12 a

(01 al 0 0 .a, a,, a 12 a 12 ...

J= 0 0 a2 -02 0 A = 7, a2 , a2  a2, -..

0 0 (02 a2 0 a al a. a2 ..

This algorithm was implemented as separate training and classification programs as shown in the

following two program listings.
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Tno algorithm implementation was tested on the following example from Baird and Eeckman (4).

For a four node network (N=4), two oscillatory attractors of the same frequency are stored, w,= oo2= 250

rad/sec..

1 0 2 0 2 -250 0 0 1 1 10 10

2 0 -1 0 250 2 0 0 1 1 10 10P=1it5 1010 1 A1
0 1 0 2 0 0 2 -250 10 10 1 I

0 2 0 -1 0 0 250 2 10 10 1 1

The results for two input vectors are shown in the following figure.

Baird O Wic lating N ot -ork Baird O saL jtatt., Network

Input Pattern: I 1 00 Input Pattern: 10 0 0

Fig. 3 Results for Oscillating Neural Network Example.

This network is an autoassociative memory that stores periodic signals and recalls the signal which is the
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smallest Hamming distance from the static input vector. The network thus identifies a waveform based on

an instantaneous sample. This could be a very va!uable feature for certain applications. It should be noted

that the operations required to simulate this network on a sequential- computer are O(N4), a higher

complexity than most steady-state content addressable memories. A hardware implementation of thiP

network would perform these operations in parallel, and be approximately the same complexity as any

continuous valued steady state network.

It will be noted that the code that implements this network uses a simple first order Eulerian

method to solve the differential equation. A more accuirate fourth order Runge-Kutta method was tried, but

the results were not stable. This would seem to indicate a stiff set of equations, which might be best solved

iteratively with an explicit Eulerian solution, but since the simple solution produced acceptable results this

was not attempted. Pn iterative solution would significantly increase the processing time required.

The second network model is simpler to implement in hardware and is O(N2 ) on a sequential

computer, but has the same theoretical basis as the first model. In this network a simple classifier network

has a winner-take-all network folded into it resulting in the following network:
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INPUT Network Coordinates

P-1 matrix P , 5-= p - 1i,

A matrix ai1  Memory Coordinates

Dynamic v, V2 n Normal Form:
winner-take-all 0i = vi - vi a, aV2

Network

P matrix
i= PVPuj

OUTPUT Network Coordinates

Fig. 4 Projection Network Diagram (from Baird [4], page 15).

This network is implemented by the following code:
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The network was tested for a similar example to the first network, with the following results:

Projection Network

/ V* "-." ,. ,.,

0~

. . .... ..

C /

.<.

Irnput 1000 input lionq

Fig. 6 Results for Projection Network Example.

It should be noted that while this model should have been trained to produce the same results as the

first model, the results shown here significantly different. It was not possible to determine the reason for this

discrepency in the time available for this project. This network should be very simple to prodwce in hard-

ware, since it is similar to existing neural networks.

The third network studied was based on the same theory, but designed to more closely simulate

biological network architecture. The network has the following appearance:
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input output

X1 W12 X2 excitatory layer X

t.W21 WJn2

-hg- -h

Sinhibitory layer Yn

Fig. 7 Biological Subnetwork Diagram (from Baird [4], page 28).

An attempt was made to write a program to simulate this network, but the set of equations required

seems to be stiff and was even more sensitive to error than the first network. It was never possible to obtain

stable oscillations from this simulation. If more time had been available, an iterative solution of the explicit

Eulerian form might have been successful.

CONCLUSION:

The capability of these networks to learn periodic or chaotic attractors offers several potential

advantages. First, they lend themselves to the recognition of different periodic input signals. Second, the

response time of the hardware version may in fact be faster than current steady-state network implementa-

tions. Third, chaotic attractors offer significant noise tolerance potential. Finally, if a chaotic attractor can be

found to match a desired input, then recognition can be performed very efficiently.
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Unfortunately, there are some potential disadvantages with these networks. They are difficult to

implement simulations for, and are not currently as efficient as steady-state networks in identifying constant

inputs with constant outputs. Much of the theoretical artificial neural network design research to date has

focused on stopping networks from oscillating, rather than designing them to oscillate. Since much of the

current implementation of neural network applications involves experiential data rather than theoretical

foundations, it will be more difficult to use this hard won knowledge with these radically different networks.

The first network model may be somewhat difficult to implement in hardware, the second offers no clear

guidance on proper training algorithms, and the third was not simulateable in the short time available.

It would be very valuable to attempt to use these networks to perform some time varying signal

recognition task, and compare this with a buffered input steady-state network implementation for the same

task. This would allow a comparative evaluation of the difficulty of implementing this radically different type

of network and how much performance benefit could be obtained. It would also be very useful to perform

studies with chaotic attractors, since this area offers the potential benefits of a combination of neural

networks and fuzzy logic / chaos theory. Another useful study would be to use networks of this type to

implement individual oscillatory associative networks which would encode their results as a phase label and

then to use these as elements in an array of coupled oscillators as described by Baldi and Meir [5].
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HIGH TEMPERATURE HEAT PIPE MODELING
AND

CRYOGENIC PHASE CHANGE MATERIAL DEVICES

Steven E. Griffin
Department of Mechanical Engineering

University of Texas at San Antonio

Abstract

An experimental and analytical investigation into the effects and duration of low power

throughput in liquid metal heat pipes is under study by Phillips National Laboratory and Los

Alamos National Laboratory. The current study indicates that low-temperature and low-power

throughput heat pipe modeling will provide a substantial basis for evaluating failure due to local

evaporator dry-out. Failure occurs when the working fluid migrates to a cold region in the pipe

where it freezes and fails to return to the evaporator section. Eventually, a sufficient inventory

is lost to the cold region causing a local evaporator dry-out condition.

Devices incorporating a cryogenic phase change material are being considered for their

high thermal effectiveness in satellite thermal control of infrared sensors at temperatures near

120 K. The approach is to evaluate the overall performance of several designs based on both

canister type and conduction enhancement methods. The goal is to improve the low thermal

conduction and retain the high latent thermal storage characteristics of the working phase change

material: 2-methylpentane.
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HIGH TEMPERATURE HEAT PIPE MODELING

Introduction

Heat pipes have been under investigation since their introduction by Grover in 1964.

Today heat pipe modeling has taken many turns at evaluating performance limits based on opera-

tion, design, and application. During normal operation, a heat pipe may function indefinetly at

design temperatures but rely heavily on the power throughput required by both its design and

application.

Space applications require various throughput stages to accommodate thermal control.

Quite often the heat pipe systems undergo cycles of normal and low design power throughput.

At low levels, the fluid inventory may enter a below fusion operation region and be depleted as

the result of migrational freeze fronts forming along the condenser length. For long-term low-

power operation systems, failure may occur within the evaporator due to a fluid inventory loss

caused by the fluid freezing along the condenser length and failing to return to the evaporator.

Currently, both Phillips National Laboratory and Los Alamos National Laboratory are

researching the effect of this type of local dry-out to establish an empirical model for predicting

rates of freeze migration in liquil metal heat pipes operating well below their design limits.

The following describes the experimental approach of the key investigators Joseph Secary

of Phillips Laboratory and Michael Merrigan and Michael Keddy of Los Alamos to determine

failure characteristics of potassium heat pipes during progressive migration of the working fluid

to the frozen region of the heat pipe.
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Experimental

Low temperature experiments (LTE) are desired for two reasons. The first simplifies

instrumentation, insulation, and experimental procedures over the requirements of the higher

temperature heat pipes. The second enables direct observation of heat pipe transport phenome-

non.

Instrumentation and insulation are considerably less complicated and costly for low

temperature heat pipe testing than for high. Consequently, operating temperatures below 470 K

are desired to simplify equipment handling and data collection.

Heat pipe fluids evaluated for low temperature applications should in general exhibit low

vapor pressure and density near their triple point to permit sufficient free molecular flow

behavior. Fluid features should include low-toxicity, hazard potential and nuisance factor, while

remaining compatible and nonreactive with any of the construction material. The fluid should

.have a relatively low saturation vapor pressure to minimize the hazard of an unlikely container

failure by rupture or leaking. Using the above criteria, the working fluid (octadecane) was

chosen over other fluids as the most favorable because it not only satisfies the requirements but

also provides the most available table properties.

Initially, experimental evaluation of the octadecane's performance as a heat pipe fluid

determined if it exhibited satisfactory heat carrying and wicking capabilities. This experiment

used a quartz envelope and a homogeneous 250 mesh stainless steel wick placed only within the

evaporator section. Testing occurred at successively greater heights until a capillary limit was

discovered at a specific static lift where the evaporator temperature rose sharply.

The LTE approach uses transparent pyrex tubing to evaluate deposit characteristics of a

fluid's mass migration from the evaporator's molten region along the condenser's frozen region.

The heat pipe consist of an inner pyrex tubing which has been cut into several subsections,

numbered with a scribe, weighed to 0.0001 grams, and placed in an outer pyrex envelope as

shown in Figure 1.
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Figure 1. Fluid iligration into a Frozen Region.

The water and gas mixture temperature in the heat sink are adjusted until the freeze front

is located at some conveniently observable location on one of the numbered pyrex cylinder

sections. Temperatures and times are recorded during the duration of the test which generally

last from two to three weeks. After completing the test, the pyrex tube sections of the inner core

are disassembled to provide direct mass distribution measurements along the heat pipe. The mass

migration rate is determined from the mass distribution measurements and the operating time.

Later, a functional dependence of mass migration rates on temperature and power throughput for

the various test will be analyzed [2].
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Conclusion

The heat pipe experimentation has only begun with the verification of the octadecane fluid

as a satisfactory heat carrying and capable wicking fluid for low temperature experiments.

Further experiments will be based on test durations ranging from 500 to 1000 hours. The heat

loads, and temperatures will range from 15 to 35 watts and 340 to 420 K. Eventually, liquid

metal heat pipes will be evaluated based on the results and empirical models developed from

prior experiments. The overall results will provide a formulation showing that failure by internal

migration of the working fluid can be prevented in space power and other applications.
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CRYOGENIC PHASE CHANGE MATERIAL DEVICES

Intrwduction

Current satellite technology focuses on several methods for providing thermal control

throughout the orbital life. Typical thermal control systems (TCS) include cryogenic phase

change devices and diode heat pipes because of their passive performance and energy directing

characteristics. In satellite applications, pulsed heat loads ame applied to the phase change

material (PCM) and effect the required amount of thermal storage media.

In Figure 2, satellite radiators are mounted on opposite sides and are normal to the orbital

plane and flight direction. Consequently, the radiators alternate in shadow and sun throughout

the orbit. The colder shadowed radiator radiates dissipated electrical sensor energy and parasitic

heat leakage from the TCS. During the alternating crossover period, the shadow radiator

becomes insulated and the sun radiator becomes shadowed so that neither the shadowed nor the

sun radiator is cool enough to reject heat. During this period, sensor heat and parasitic heat

leakage is absorbed by a PCM canister where heat melts the subcooled material. When the

shadowed radiator cools to its operating temperature, it radiates again and the PCM refreezes.

The heat pipes transport heat from sensors and the PCM to the emitting radiator. The

diode heat pipes block any reversing heat flows which occur when the insulated radiator is at a

higher temperature than the sensors and PCM. Consequently, a set of sensors are thermalih

controlled via the PCM's fusion temperature which make consistent melt/freeze cycles and

behavior paramount in this type of system. - 1 Owe No a a

The following describes the material...

selection, canister type, and conduction en-

hancement methods for evaluating different

phase change canisters at cryogenic temper- ......

atures near 120 K and 5 kilo-Joules thermal U No

storage. -- 011000-

Fgure 2. "yp cd Thumul COonu Syste, n
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Method01ogy

Phase change satellite applications involve various design constraints such as weight, size,

thermal storage capacity, and operating temperature. The latter two requirements are

prerequisites for selecting a phase change material that demonstrates:

1) Consistent melt/freeze cycles and behavior,

2) High heat of fusion and high density,

3) Chemical stability and container compatibility,

4) Low room temperature vapor pressure.

Using the above criterion, 2-methylpentane was selected due to its high heat of transition (72.9

J/g), reasonably high density (0.8 g/cc), chemically non-toxic and stable nature, and compatibili-

ty with many materials including aluminum.

Grumman Corporation's chief investigator Fred Edelstein published an SAE technical

paper [31 on the behavior of PCM materials used in space thermal control of infrared sensors.

The paper reveals that although 2-methylpentane appears to be the best PCM within the 115 K

to 120 K range, it and other hydrocarbons, exhibit severe supercooling as high as 30 K below

the transition temperature.

After several studies, the transition temperature range was sharply reduced by the addition

of 3 percent acetone. After testing, the supercooling exhibited only 4 K when starting from a

100 percent liquid concentration. When some solid is present, virtually no supercooling effects

remain and the material refreezes near its desired 119.3 K. As a result, an extra amount of PCM

solid should remain when the PCM begins refreezing to avoid supercooling.

After the difficulty of seeding the PCM for consistent melt/freeze cycles, efforts continued

to design a phase change canister. One type, a square canister was fabricated and tested

successfully by Grumman. Other designs, shown in Figure 3, are under study for their size and

weight difference, along with their ability to successfully transfer heat from the heater to the cold

finger or heat flow meter.

To complicate matters further, the container should provide the minimum temperature

drop between the PCM and sensor interface due to the PCM's low thermal conductivity. Further-

more, the canister must accommodate internal pressure changes due to the PCM , olume

variations during cyclic thermal loads.

11-8



Cylinder
Solid LiquidPCH / cl

Q-meter rAttachmentst, I.. • " ' ... /• ae . ••

Stub

LA flHea te r
.50 2.62

Canister and Fin Cells

The fins are metallurgically (Aluiminum 6063)
bonded to the inside surface
of the canister wall near the Shell Wall
heater and Q-neter surfaces PC ]

Liquid 'h1 entanj
Solid PCM
PCI

L L Heater

.50 2.00

Spherical

Figure 3. Phase Change Canisters
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Conduction enhancement methods for improving the heat transfer capabilities of the phase

change materials are providing viable alternatives to using larger PCM canisters. Figure 4

illustrates several fin variations. The rectangular fin provides the simplest construction and is

the type used in Grumman's research. The other fin types, (concentric cylinders, cylindrical fins,

and Archimedes spiral) have yet to be evaluated. Their effectiveness at improving PCM heat

flow and flux absorption will be determined later.
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Conclusion

The use of phase change materials to improve thermal control in space power applications

is becoming of great importance. The selection of the phase change material, canister design,

and the fin's thermal effectiveness are all important design choices.

Phillips Laboratory is currently evaluating a phase change canister using 2-methylpentane

for infrared sensor thermal control. The system is expected to provide over 11,000 melt/freeze

cycles within a range of 115 to 120 K while the heat load cycling time should provide a storage

capacity range of 1000 to 5000 Joules. The cryogenic phase change device is expected to hold

25 to 40 percent more material to accommodate recrystalization and avoid subcooling.

The effect of this research on evaluating various phase change devices will have broader

ramifications. The research will have direct applicability to higher operating temperatures which

allow design optimization for applications such as high d&nsity electronics and lasers.
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Abstract

For the past two decades, there has been considerable theoretical and experimental

research in the field of Magnetoplasma-dynamic (MPD) thrusters to prove their viability as

a practical and cost effective space propulsion concept for satellite station keeping and

orbital transfer. The physics of these electric propulsion systems stay are still not fully

understood. The MPD performance is significantly hindered by the Onset phenomenon which

occurs at a certain current level (onset current) at which point the thruster efficiency and

thrust decrease substantially accompanied by an increase in electrode ablation. To further

understand Onset and the underlying physics, a self field MPD thruster was designed and

manufactured for the study of plasma parameters such electron temperature, electron

density and ionization fraction at Onset. The Onset level for the 3 inch long, 2 inch diameter

cylindrical thruster was determined to be at the Pulse Forming inductor-capacitor Network

(PFN) voltage level of 280 volts and at approximately 5.8 kiloAmps current level.
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DESIGN AND CHARACTERIZATION OF A MAGNETOPLASMADYNAMIC THRUSTER

AND OPTICAL DIAGNOSTIC SYSTEM

I. Introduction

During the past two decades, there has been considerable research in the field of

Magnetoplasmadynamic (MPD) thrusters. MPD's are electric engines that can be used as

plasma accelerators for space propulsion applications such as station keeping and orbital

transfer. Early work in the field has been summarized by Jahn (1]. The technology of MPD

thrusters nhs recently been reviewed by Myers [2]. MPDs are typically coaxial devices

analogous to. Marshall guns, operated primarily in a high interaction regime where most of

the acceleration is due to the jxB (Lorentz) effect The magnetic field used to accelerate the

propellant may be induced by the current itself or may be externally applied with solenoids.

The former is known as a "self-field" MPD while the latter is referred to as an "applied-

field". With high specific impulse (Isp), MPD systems are much more fuel efficient than

their conventional chemical counterparts resulting in a higher payload ratio. MPD thruster

have lap greater than 1000 seconds with a thrust level of tens of newtons. The efficiency of

conversion of electric to kinetic energy increases with increasing current I and decreasing

mass flow rate according to the work done in the field for the past two decades. The current

increase also leads to a higher Isp. The phenomenon known as "onset', characterized by the

development of large (10%) fluctuations in the electrode voltage and increased cathode

erosion, occurs at some characteristic current squared to mass flow ratio and limits the

thruster efficiency beyond that characteristic current level. Much theoretical effort has

been devoted towards explaining this phenomenon. The present experimental study is

designed to study plasma parameters at or near the Onset level. Experimentally, this occurs

not far from the conditions at which the exhaust speed equals the Alfven critical ionization

velocity, but the actual physics of these instabilities is not yet clear, and several partial

models exist which attempt to explain the effect on the basis of a variety of processes,

including micro-instabilities, depletion of the anode by radial pinching forces, or the

dynamics of cathode arc 'roots' (3].

Sanchez et al has proposed that a quasi-static electrothermal instability may develop

in these thrusters at or near full ionization and that this process may result in onset effects

(4]. In MPD devices, Coulombic collisions between ions and electrons dominate and the

conductivity increases with electron temperature,

a- Te"s(1)

Below full ionization, local excursions of Ohmic power dissipation simply produce more

ionized species which is main power loss mechanism in a MPD thruster. The electron
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temperature is limited to 2-3 eV. Near full ionization, however, these fluctuations heat the

electrons, increasing the conductivitiy and causing a positive increase in the local current

density. The result is more Ohmic heating and a positive feedback which may lead to the

formation of constricted arcs. The theory predicts a linear instability at 90% ionization in a

typical thruster. Small waves are heavily damped by electron diffusion while large waves

are not produced due to the finite residence time in the thruster; the maximum growth-rate

wavelength is a few centimeters, on the same scale as the thruster.

Due to the performance limits created by the onset phenomenon, there is a strong

interest in elucidating the underlying physics. In an effort aimed primarily at an evaluation

of the electrothermal instability theory, a collaborative effort between MIT and Phillips

Laboratory (EAFB) was initiated. The experimental work over summer '92 consisted

primarily of design and fabrication of a Megawatt level MPD thruster along with calibration

and set-up of a diagnostic system for future emission spectroscopy experiments to determine

plasma parameters such as electron density, electron temperature and ionization fraction to

validate the electrothermal instability model currently under development at MIT.

II. Relevant Physics

Experimental thrusters typically use Argon or Hydrogen as the working gas. For this

particular study, Argon was used. The gas enters the thruster through a Boron Nitride

backplate. It is then ionized in the chamber via electronic collisions and accelerated by the

means of the Lorentz force. MPD plasmas are relatively cool (several eV) but not dense

enough (n < 1015 cm"3 ) for local thermodynamic equilibrium (LTE) to occur between the

electrons and the atomic levels, and for three-body recombination in the plasma bulk to be

effective [5,6]. Ths the excited state number densities do not follow a Boltzmann

distribution and the ionization fraction is not given by ionizational or Saha equilibrium

where equilibrium exists entirely due to collisions amongst the levwels and between the

levels and the electrons. Instead the ionization process is largely energy and forward-rate

controlled.

The net ionization rate, for example, is given by the difference between two-body (e-

a) and three body (e-e-i) recombining collisions, written in a form similar to:

ne = nenaSac - ne 3 Sca (2)

where Sac and Sca are ionization and recombination rate coefficients, respectively, and are

due to collisions only. In non-equilibrium plasmas, which is usually the case with MPD

thrusters, radiation and ambipolar diffusion processes play an important role (7]. The

finite rate processes that control the state of the plasma are:
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1. Electron-atom excitation/deexcitation collisions.

2. Electron-atom ionization and electron-electron-ion recombination collisions.

3. Net deexcitation due to radiative decay and its inverse.

4. Net recombination due to radiative recombination and its inverse.

5. Recombination due to ambipolar diffusion to the wall.

These plasmas arg quasi-coronal in that, with the exception of resonant (ground

state) transitions, inelastic collisions with electrons is the dominant excitation and

ionization mechanism. However the plasmas are sufficiently dense that collisional de-

excitation competes with spontaneous emission and decay. The do-excitation is not

sufficiently fast, however, to ensure LTE. It is expected that LTE is approached for the

highest bound states near the continuum (ionized) limit as the transition line strengths go as

v3 and these are quite small at those levels.

Since the electron temperature is much less than the ionization energy (15.5 eV for

Argon), ionization is dominated by multi-step processes. It is therefore important to

understand the rates of these intermediate steps. Inelastics collision cross-sections are

typically calculated assuming thermal distributions for the electrons. It is possible that this

assumption does not hold in MPD plasmas, especially near the electrodes where the electric

fields are as high as 100 kV/m.

In addition to non-equilibrium, there is the issue of unsteadiness or time dependence

of the populations. The fundamental time scale of the plasma is the residence time within the

device, which is about 1 Oms. The excited states of each species reach steady-state with

respect to their ground states in about 10 nsec. Due to the slow recombination rates,

however the ground states require about 10 msec to reach steady-state among themselves.

Although recombination in the bulk of the plasma is very slow, ambipolar diffusion to

the walls of the device and subsequent recombination there can be significant and must be

taken into account in the models. It is not clear whether the collisions are predominantly

elastic or inelastic and, if the latter is true, whether excitation or de-excitation occurs.

III Approach

The research had two objectives:

A. Designing and manufacturing a workable MPD thruster

B. Determining the onset level for the thruster

Although the chief objectives for the summer are mentioned above, it is important to

briefly discuss the plasma parameters to be measured in the near future.

I1.1 Ionization Fraction Measurements

One of the most important plasma parameter is the ionizatiun fraction. The

electrothermal instability model developed by Martinez and Preble at MIT claims to work at
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ionization fraction greater than .90. The present experimental effort is designed to verify

that particular model. The two main problems with these measurements are that most atoms

are in the ground states of the neutral and ionized species where the energy gaps preclude

single optical photon-process diagnostics; and that near full ionization, the measurement of

neutral population can be obviously quite difficult. The approach in this effort is outlined

below.

Emission spectroscopy can be used to measure a number of plasma parameters.

Absolute line intensity measurements can be used to determine relative upper-level number

densities for both neutrals and ions (8,91. The emitted intensity of an atomic, ionic, or

molecular spectral line is proportional to the population of the upper level to the transItion

probability, and to the energy of the quantum as explained by Griem (101.

eul = Auilni,uhVuV4x (3)

where h is Planck's constant, n is the number density of the species i, in the excited state u,

vul is th frequency of the photons emitted due to transition from the upper excited level u to

the lower level I. e is the volumetric emission coefficient of the line. Since the technique for

directly measuring the neutral population is unavailable, excited state populations will be

determined spectroscopically using the above equation and a Collisional-Radiative-Diffusive

(CRD) MPD model developed by Eric Sheppard of the Massachusetts Institute of Technology

will be used to extrapolate to the neutral population and subsequently the ionization fraction

using finite rate equations along with species equations of density, momenturm and energy.

The absolute intensity method described above relies heavily on absolute intensity

calibrations. An absolute measurement of th total intensity of a spectral line emitted from an

optically thin plasma yeilds the density of atoms or ions in the upper state of the line

integrated along the line of sight. The most direct method for th measurement of total line

intensities consists of observing a suitable spectral range through a spectrometer equipped

with a broad exit slit that admits most of the line to the photo diode array. Care has to be

taken, however, to determine the continuum contribution to the light coming through the

"entrance slit of the spectrometer.

I11.11 Electron Temperature Measurement

Electron temperature measurements will be conducted both spectroscopically using

the relative line intensity technique and via a triple probe. During the pulsed firings, there

are cOviously transients. The object of the study will to get time integrated data over the

quasi steady-state region of the firing. (-700 msec).

Relative line intensities of the working gas can be used to determine the electron
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temperature using a Boltzmann approximation assuming that the higher energy levels are in

local thermodynamic equilibrium (LTE). Taking the ratio R of the emission coefficients e1
and e2 of two emitted lines, Te can be obtained via the following equation:

EVE2 = [Avi gi/(A2v2g2)]exp[-(E1-E2)/kT] (4)

where , A2 are the transition probabilities, vi and v2 are the line frequencies, gl and g2

are the respective degeneracies and El and E2 are the energies of the upper levels of

transition. As mentioned earlier, one should select energy levels closer to the ionization

limit, which can be assumed to be in equilibrium among themselves. For improved accuracy,

a number of lines should be measured and a Boltzmann plot fit should be used for temperature

measurement.

111.111 Electron Density Measurement

These measurements like the electron temperature can be performed

spectroscopically or with a triple probe(l 1,121. In a plasma, as each atom interacts with

its neighbors, there occurs a shift in the energy level from which an optical transition may

occur. Long range interactions with charged particles cause a change in the energy level of

the emitter resulting in what it known as Stark Broadening. The perturbed potential due to

the electric field caused by a neighboring particle causes the shift in higher energy states.

This Stark effect is dependent mainly on electron density as shown by the following

expression[13]:

ne = 102 0 (AJ.4 A)2/ 3  (5)

where AX is the Full Width at Half Maximum (FWHM) of the hydrogen P line.

In MPD thruster investigations, the working gas is usually seeded with Hydrogen to

take advantage of the Stark broadening diagnostic technique. The broadening effect is much

more profound in Hydrogen than in Argon. Care must be taken, however, to make sure that

the seeded hydrogen in only a few percent (by volume) of the gas entering the thruster to not

-change the voltage-current characteristics of the plasma.

A triple probe, which is much easier to use can be used to measure both temperature

and density as described by Tilley (141 but with greater uncertainty in the measured values.

The electron temperature can be evaluated by an analysis of the Brehmstrallung or

continuum radiation as well. The CRD model requires only the electron temperature,

electron density, measured line intensities and the thruster geometry as inputs to

extrapolate to population distribution and ionization fraction for Argon. Next few sections
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describe the physical set-up of the experiment.

IV Optical Diagnostics

The common requirement of all the chosen anlysis methods are spectral line profiles

from the plasma that are resolved in both space and wavelength. The desired data is a two-

dimentioanl array with the vertical dimension corresponding to a line intensity in the plasma

and the horizontal dimensign representing wavelength. Quantitatively, the spatial resolution

needs to be great enough to distinguish structure with the length scales of the plasma device.

The required wavelength resolution in the spectrometer is specified by the widths ol the

observed spectral lines. Again, the analytic techniques require knowledge of the line profile

on a wavelength scale substantially smaller than the total width. At least ten or so data

points are required across the profile for the abel inversion process to work correctly. The

thruster has to be mounted on a translation stage with a small step size (1 mm).

V Apparatus

The apparatus necessary to make the necessary measurements can be divided into

three subsystems: the plasma generation system, the optical system, and the data acquisition

system.

V.A Plasma Generation System

As mentioned earlier, an MPD thruster was designed and manufactured for this study.

A thruster assembly drawing of the desiqned MPD is shown below in figure 1.

-12-
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Figure 1: A Magnetoplasma-dynamic (MPD) Thruster Assembly Drawing

The cylindrical MPD consisted of a copper anode and a thoniated Tungsten cathode. A special

stand was constructed from plexiglass for the thruster. The translation stage was mounted

on the stand and the thruster was attached to it with a plexiglass "LUW bracket as shown in

figure 2.
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Figure 2: Thruster-Translation Stage Connection Bracket

The thruster was aligned with a quartz window to allow optical access from the thruster to
the spectrometer.

MPDs are designed for and are effective only in very low pressure environment. A

vacuum chamber was therefore needed for the experiments. The vacuum system used for the

study is shown in figure 3. ao ops ast. .

temperature.--- _er

C ~ 1 V2-9U V"

Figure 3: The MPD Vacuum System

The vacuum facility consisted of an 8 foot diameter by 12 foot long stainless steel cylinder.

The chamber had 3 plexiglass and 1 quartz portal for optical access. A Stokes mechanical

pump, a Roots blower and two Varian 10 inch diffusion pumps were used to bring the

chamber pressure to .2 millitorr range before firing the thruster. Chamber vacuum

pressure is measured with a Varian 843 vacuum ionization gauge.

The propellant system is a choked flow pulsed gas system. A .25 inch propellant line

feeds from a T-bottle and regulator into a 24 liter spherical plenum (nominal 15 inch

diameter) located outsided the vacuum chamber. An Omega pressure gage measures absolute

plenum pressure, and a thermocouple attached to the plenum tank measures the propellant

temperature.
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A schematic of the propellant system is shown in Figure 4.

Figure 4: MPD Propelant System

From the plenum, a propellant line feeds through the vacuum chamber to a Valcor solenoid

valve. The valve is located as close as possible to the MPD thruster to help reduce delay

times in the gas pulse to the thruster. Immediately following the valve is a 2 millimeter

diameter Fox precision orifice, whice serves as a choke point for the propellant flow. A

Kistler piezoelectric pressure transducer is attached downstream of the orifice. The

transducer output reflects the gas pulse profile required to determine the time delay before

starting the thruster. The propellant line feeds into .25 inch Tygon tubing to the MPD

thruster.

During thruster operation, a fast acting solenoid valve opens to release a 60

millisecond gas pulse, which typically achieves steady state flow in about 15 milliseconds. A

typical gas pulse profile is showni igure 5.

TI

Figure 5: MPADOGas Pulse

It is during this steady flow that the thruster is fired. Two Rapid Systems R4000

controllers, programmed with an IBM PC based computer, regulate the timing between gas

pulse initiation ansd thruster start.

MPD thruster firing requires accurate mass flow measurement and calibration. For

calibration, propellant fills the plenum to maximum system pressure, and then is discharged

throught the thruster into the vacuum tank. The calibration theory is based on the ideal gas
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law, PV=nRT. which is accurate for the low pressure, low density argon used in the tests.

Mass flow which is proportional to the plenum pressure for choked flow, is rtelated to the

rate of change of pressure by the following expression:

rh =- =cP
RT dT (6)

where M is the molecular weight, V is plenum volume, R is the universal gas constant, T is

plenum gas temperature, P is the plenum gas pressure and c is the proporationality constant.

Figure 6 shows the presure dr in the plenum.

le............ .........-....

I. . . . ............
.... .. ... .-- ----

Figure 6: Plenum Pressure Drop

Equation 6 is based on the assumption that the process is isothermal. The solution to the

equation is an exponential function of pressure versus time. A Tektronix DSA601 digital

signal analyzer was used to record plenum pressure versus time. The pressure history is

then fit to an exponential function to yield the constant of proportionality between mass flow

and plenum pressure.

A schematic of the electrical system is shown in figure 7.

--

4,,1

Figure 7: MPD Electrical ystem

The power source for the quasi-steady MPD thruster is a pulse forming network (PFN).

The PFN is a ten section LC network with a nominal .01 ohm output impedance. Each section

consists ol three 2000 microlarad, 800 volt Maxwell capacitors connected in parallel and a

5 turn, .53 microhenry inductor. Together they release a one to two millisecond current
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pulse at upto 30 kAmps and 400 volts, depending on the thruster used. The PFN stores

approximately 20 kilojoules electric energy, which corresponds to a maximum thruster

power on the order of 10 Megawatts. A Del Electronics Corp power supply supplies upto to 8

kWe of power to the PFN

Thruster firing sequence is shown in figure 8.

DNeO proPul DeGed PFN Fbbi bfa phe Vo*O eOW. reskw

proue vse 0.1 an go pus

Spk &Ww " tfw PmN m"tmm ,
Figure 8: Thruster Firing Sequence

Thruster operation is initiated in the MPD thruster via a spark trigger system. The spark

trigger is a .01 inch tungsten wire fed through a thruster propellant injection hole. This

spark trigger wire is used to provide an initial high voltage spark that ionizes the propellant

and initiates thruster operation. The spark trigger circuit is essentially a 70 microfarad,

2.5 kilovolt Maxwell capacitor charged by a Del Electronics Corp 5 kilovolt, 200 milliamp

power supply. A high voltage relay is used to transfer the capacitor high voltage to the spark

trigger. Thruster current is measured by a Pearson Electronics current pulse transformer

which saturates at 20 kAmps for a one millisecond pulse. Voltage across the thruster is

measured using two Tektronix 1000x voltage probes attached to the power feedthroughs. A

Tektronix DAS 601 digital signal analyzer record thruster current and voltage. A typical

thruster voltage and current traces are shown in figures 9 and 10, respectively.

TO;k . ... ....................... ......... 89 ............. X = .......... W NI ....... ... ..
....................:: :: :: :: :: :: :: :: :. : ......... i. .... . ......... ......... i......... i........ . .. ... . . . .. . ....

S O ,,v ....... ... . . . . ......... ........................ .. ........... . . . . . . ......... O ......... ......... ......... !......... i......... :. . . . . . . . . . . . . . . . . . . . .

-Z S~ m • ................. !. . ..... ............ ........... ....... ......... ......... V : ! . . ...........

-•90•i~..... ... .......m .. 9 m• .• ..... • l s* v4 O a,
.................

Figure 9: A Typical MPD Voltage Profile Figure 10: A Typical MPD Current Pulse
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V.11 Optical System

The proper design of the optical system is crucial to the success and accuracy of the

spectral diagnostic methods. The effect of each component of the optical train must be clearly

understood if one is to reliably interpret the data. This point is especially directed to the

issue of spatial resolution which governed much of the optical design. The simplest way to

achieve spatial resolution is to pick out only that light which leaves the source parallel to

some reference point. In this case the observed light represents an integration along the line

of sight. In the case of an axisymmetric plasma discharge such as the one used in this study,

the integration can be analytically folded to yield a radial profile through the Abel inversion,

as mentioned earlier (151.

As shown in figure 11, there are nine elements in the optical path for directing and

manipulating the plasma emission. re , ,•M

S . . . . . ., , I• w*• r---" - 1

Figure 11: Optical Set-Up For Emission Spectzroscopy

A quartz portal lies first in the train. The following two elements are four inch diameter

first-surface mirrors. to guide the desired light into the optical axis of the spectrometer. A

fourth element is a two inch 250mam focal length UV grade lens. At the focal point of this lens

lies a .25mam pinhole. This pinhole provides the needed spatial resolution. The theoretical

spatial resolution can be calculated as shown in the following equation:

6d/f = D/L (7)

The ratio of the pinhole diameter, 5d, to the focal length, f, is equal to the ratio of the spatial

•resolution size, D, to the distance from the lens to the discharge,l. The theoretical value was

1.9 mm for the optical setup used in this study. A second lens recollimates the light. The

collimated light is focused towards the entrance slit of the spectrometer using a 250mm focal

length piano convex lens. A third mirror finally reflects the light onto the entrance slit.

A 1.26 m focal length Spex Industries 1269 spectrometer was used with a 1200

grooves/mm blazed at approximately 10,000 Angstroms. This results in a theoretical

resolving power of 123,000 in first order. This implies, for instance, a theoretical
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resolution of .03 Angstroms at 4000 Angstroms in first order.

V.111 Data Acquisition System

The heart of the diagnostics setup is a device capable of digitizing and recording the

two-dimensional array of information presented by the spectrometer. A Princeton

Instruments IRY-512 Photo Diode Array (PDA) along with a ST-120 Detector Controller

serves this purpose. A Princeton Instruments PG-10 signal generator was used for gating

purposes. An IBM PC with a Princeton Instruments NSMA data acquisition software were

used to record digitized images.

VI Procedure

The experimental procedure for obtaining the data is straightforward. For each

diagnostic technique ( Absolute or relative intensity), a suitable wavelength regime should

be chosen and the spectrometer tuned to it using the CD2 spectrometer motion controller.

The data acquisition system was triggered at the appropriate time by the master timing

circuitry. For time resolved measurements, a Princeton Instruments PG-10 Pulse

Generator was used. Four preliminary procedures were required, however, in order to

calibrate the spectrometer and the data acquisition system for future firings and

spectroscopic measurements.

VI.I Optical Focus

Accurate interpretation of a line profile relies on accurate knowledge of the system

resolution in wavelength. The highest obtainable resolution is, in theory, fixed by the

spectrometer. As noted before, this value is about .01 Angstroms. In the arrangement used

in this experiment, the PDA face was coincident with the spectrometer exit plane. The PDA

target has a physical resolution of 512 pixels. Physically each pixel is .028 millimeters

wide. In first order, the spectral dispersion at 5000 Angstroms is 6.47 A/mm. Combining

these numbers, the PDA resolution is about .16 A/pixel. It is important to note that the

resolution is directly proportional to dispersion. To experimentally confirm how the actual

focus approaches the theoretical value, a mercury spectrum lamp was used. The linewidth of

the cool discharge should be vanishingly small. Thus, any observed broadening should be due

to the optical focus. Repeated adjustments of the PDA resulted in a 3.5 pixel resolution, or

.55 Angstroms in first order. The resolution was defined as the full width at half maximum

of the mercury 4358 Angstroms line. The difference between actual and theoretical focus is

attributed to side channel cross talk in the detector where adjacent pixels are affected by the

charge of their neighbors. The resolution could be improved by going to higher orders of

light but the light intensity decreases proportionally. Figure 12 shows a typical mercury

profile.
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Figure 12: A Typical Mercury Profile Used For Resolution Measurement

The plots for the He-Ne 6328 and Argon 4880 angstrom lines are attached in Appendix A.

VI.11 PDA Response Calibration
If a completely uniform light source (in both wavelengt'i and space) was placed at the

start of the optical train, the image recorded by the PDA would not be uniform. A variety of

factors cause this variation ranging from misalignment of lenses to PDA cross talk. All of

these factors can be accounted for by an experimentally determined response function. This

correction can be found by imaging a known uniform source on the PDA face and designating

the recorded image as the response function. An Oriel tungsten filament lamp was used for

this absolute intensity calibration. A factory provided calibration was used to determine the

transfer function for the PDA as described a little later.

In addition, a linear PDA response to incident intensity is also required. Although the

PDA specifications claim a dynamic range of 1 to 16383, the linear range may be

substantially less. To confirm this, a helium neon laser and series of neutral density filters

were used to bring various levels of intensity to the PDA. The relative response would then

indicate the linear regime. The test showed a linear regime upto 1000 counts. The incoming

light intensity during the testing, therefore, should be kept under 1000 counts with the help

of neutral density filters. The results are shown in figure 13.

-0 I . r-- I'

4.

10;

10 to's tO .

Figure 13: Detector Intensity Response
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VI.111 Wavelength Calibration

The relative intensity calculation for electron temperature require comparison of

lines markedly different in wavelength. A calibration of the system with respect to

wavelength is therefore necessary. Argon and Mercury low pressure spectrum lamps were

used for this purpose. The grating was adjusted inside the spectrometer until the

wavelengths being studied appeared at pixel 256. The lines looked at were Mercury 4358,

Argon 4880 and Hene 6328. These lines were also used to compare the theoretical and actual

PDA resolution. This was done by first getting a known line at a certain pixel value and

moving the grating to subsequently move the peak on the PD monitor. The C02 provides the

movement in wavelength units while the number of pixels or diodes could be gotten from the

monitor. The values were found to be very comparable to the theoretical value

(-.16A/pixel).

VI.IV Intensity Calibration

Since the crux of the emission measurements will deal with absolute intensity

measurements, an absolute intensity calibration was necessary to convert from the

spectrometer units (diode values) to actual irradiance values (Watts per square meter per

steradian). To do so, an Oriel Tungsten filament lamp was used. By placing the lamp in the

plane of the MPD discharge axis and accounting for the transmittance of the neutral density

and bandpass filters placed in the optical train, a transfer function was arrived at to relate

the data system intensity units to the spectral radiance of the source in watts per square

meter per steradian. The factory provided calibration was used to arrive at the transfer

function. Figure 14 gives the optical transfer function over wavelength.

3500 t_
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Wavu"rth (-)m

Figure 14: Absolute Intensity Calibration of the Spectrometer

V MPD DESIGN:

As mentioned earlier, the MPD had was coaxial in geometry. The thoriated Tungsten

cathode was .375 in. in diameter and 5 in. long. The anode was high purity Copper cylinder

12-16



having a 1.75 in. inner diameter. The insulating back plate was made of Boron Nitride with

propellant inlet holes at two different radii for uniform distribution. The schematics of the

different thruster parts are attached in appendix B. The thruster was mounted on a

plexiglass back plate which was in turn attached to a Klinger Instruments UT100 translation

stage. The thruster was also designed with a plexiglass plenum in the back where the gas

would have i chance to diftuse before entering the chamber. The propellant was transported

to the thruster.from the plenum via two Tygon tubes connected in turn to two .25 in.

stainless steel tubes that were press fitted into the plexiglass back plate. A tungsten wire

was used as a spark trigger. Precaution had to be exercised when compiling the thruster to

guarantee that no gas was leaking behind the thruster and that the spark trigger hole and the

propellant feed holes were properly insulated with epoxy or silicon rubber material (RTV).

VI RESULTS AND CONCLUSIONS:

The thruster was was designed and fabricated successfully. Approximately 100

firings were successfully accomplished in order to get the voltage-current characteristics at

different mass flow rates. The spectrometer was successfully calibrated in wavelength and

intensity. The optics were set up and aligned using a 1rmW level Helium-Neon laser. The

thruster was fired successfully at several different mass flow rates. The goal was to find the

onset level and best results were gotten at .4 g/sec. The V-I characteristic for .4g/sec is

shown in figure 15.

* /

10 a 0 0a "0 *a 20 j a so

Thn.Il Current

Figure 15: V-I Characteristic for .4 g/sec MPD Firing

The current and voltage profiles at onset are given in figures 16 and 17 respectively.
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Figure 16: MPD Voltage Profile at Onset Figure 17: MPD Current Profile at Onset
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Onset level was reached at the PFN voltage of 279 volts at approximately 5.8 kiloamps.The

gas pulse was about 60 milliseconds long with the spark occuring roughly 30 milliseconds

after the start of the gas pulse, as shown previously in figure 5. The current pulse itself was

about a millisecond long, with the quasi-steady state region being 700 microsecond wide.

The Princeton Instruments gating device PG10 had to be used since the spectral analysis was

to be performld on the steady state region and not the transients. If the detector were left

ungated, the measured values of the electron temperature and density would have

considerable errors.

VII FUTURE EXPERIMENTS

This report summarizes the preliminary steps of the MPD experimentation to be

performed at the Phillips Laboratory, Edwards Air Force Base in the near future. The

collaborative effort between the laboratory and MIT is designed to measure plasma

parameters such as electron temperature, electron density and ionization fraction close to or

at the Onset level to verify the electrothermal instability model. With the optical set-up

complete and the thruster successfully designed, manufactured and characterized, the author

will conduct emission spectroscopy experiments during Fall 1992 and Spring 1993. The

thruster and optical set-up will be available for any further studies to be conducted on MPDs

to further understand and eventually resolve the problem of Onset
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Appendix A

Line Profiles of Helium-Neon Laser and Argon Used For Resolution Measurement
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Appendix B

Schematics of Different MPD Thruster Components
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DESIGN OF A DIGITAL LOOP COMPENSATION FILTER OF AN ADAPTIVE

OPTICS SYSTEM FOR ATMOSPHERIC TURBULENCE COMPENSATION

Kurt W. Kunzler
Graduate Student

Department of Electrical Engineering
University of Utah

Starfire Optical Range, Phillips Laboratory/LITE
Kirtland Air Force Base, Albuquerque, NM 87117

This report describes the design of a digital loop compensation filter of an adaptive
optics system. The adaptive optics system allows one to correct aberrations the light
wave encounters on its travel through the atmosphere to an astronomical telescope. A
wavefont sensor measures the optical distortions whereby the deformable mirror can be
formed to nullify these distortion effects. An overall system model was derived in order to
model the system and design a digital or discrete-time control system. The motivation for
controlling the deformable mirror via a digital controller as opposed to an analog
controller is due to the advantages of easily performing complex control calculations.
easily changing controller characteristics, and having far superior characteristics from the
viewpoint of internal noise and drift effects. The digital controller is essentially a digital
loop compensation filter. It was thought that one might want to change the characteristics
of the digital loop compensation filter during one evening in order to enhance performance
due to changing environmental conditions. Consequently. a generalized single pole /
single zero filter was designed using a bilinear transformation with frequency prewarping
in order to have the ability to change the characteristics of the filter. In order to employ
higher order infinite impulse response filters, an adaptive scheme was used to
automatically adjust a variable number of feedforward and feedback coefficients so that
the filter transfer function is a best fit to a set of design specifications. Due to the inherent
time lag in the adaptive optics system a steady-state error occurs. A theoretical optimal
control scheme was found that exhibited minimum settling time with zero steady-state
error. Using this optimal control scheme, several adaptive control algorithms were
attempted. The adaptive control scheme consisted of an adaptive filter directly modeling
the deformable mirror and the overall electronic time delay in terms of phase. Then the
characteristics of the adaptive filter would be used to adjust the digital loop compensation
filter in real-time. Resulting in an adaptive controller which optimally reduces the steady-
state error and possess a minimum settling time response given a specific input to the
system. However, in order to implement this adaptive controller scheme, further research
is necessary to accurately model the deformable mirror using an adaptive filter in real-time
operation.
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DESIGN OF A DIGITAL LOOP COMPENSATION FILTER OF AN ADAPTIVE

OPTICS SYSTEM FOR ATMOSPHERIC TURBULENCE COMPENSATION

Kurt W. Kunzler

Introduction

The adaptive optics (AO) system allows one to correct aberrations the light

wave encounters on its travel through the atmosphere to an astronomical telescope.

Atmospheric turbulence tends to disorder the refractive index of the air. Consequently,

wavefronts of light get distorted as a result of atmospheric turbulence. These

wavefronts travel through the atmosphere and have different optical paths, thus the

wavefronts get out of phase. The basic concept of adaptive optics is to measure the

incoming wavefront of light from a bright point source and to in turn place the phase

conjugate on the deformable mirror. Real-time electronic processing of the wavefront

information is required because the deformable mirror must adjust accordingly before

the incoming wavefront changes once again.

An artificial point like source of light, an artificial guide star, is used in the

adaptive optics process. The light from the artificial guide star is analyzed using a

Hartman sensor. The Hartman sensor splits up the wavefronts in various subapertures

in which the light comes to a focus. The displacement of each spot from the ideal

position determines the actual wavefront tilt in that particular -ibaperture. Each

subaperture has a corresponding location on the deformable mirror. Then these

localized wavefont slope measurements are used in the wavefront reconstruction

algorithm. The output from the reconstruction algorithm is then temporally filtered by

the controller. Finally, the controller places the phase conjugate on the deformable

mirror ideally resulting in a wavefront possessing common phase.
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Currently, the adaptive optics controller is analog. This paper presents the

design of a corresponding digital controller for the adaptive optics system. Section I

describes in detail the actual modeling of the current adaptive optics system. The

development of a digital single pole / single zero filter having variable characteristics is

presented in Section II. In order to employ higher order infinite impulse response (IIR)

filters, an adaptive scheme was used to automatically adjust a variable number of

feedforward and feedback coefficients so that the filter transfer function is a best fit to a

set of design specifications. This multiple order HR filter is described in Section III.

A stability analysis of the digital control system is described in section IV. Finally, the

theory of an optimal and adaptive controller is discussed in the final section, Section V.

I. MODEL OF THE ADAPTIVE OPTICS SYSTEM

In the analysis and design of digital control systems, it is necessary to

mathematically model the deformable mirror's actuators accurately. This model should

describe the dynamics of the system as completely as possible. The actual description

of the adaptive optics system model is presented below.

The input ATMOSphere(t) of the adaptive optics system model is the wave-front

slope measurement. The closed loop signal MIRROR(t) is the adjustment due to the

current position of the deformable mirror actuators. Consequently, the difference of

these two signals is the current slope (or phase) error associated with the deformable

mirror. This error is then sampled in order to model the actual wave-front sensor

(WFS) which measures the phase error of the deformable mirror and outputs a discrete-

time signal. The real-time reconstructor (RTR) is modeled as a gain (K= 1) with no

dynamics because it simply converts the slope measurement data into phase

measurement data. The deformable mirror interface (DMI) contains the loop

compensation (digital loop compensation filter) which is modeled exactly with a

discrete-time transfer function. A zero order hold (ZOH) is used to model the digital

to analog (D/A) interface. The high voltage actuator (HVA) interface converts the
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phase measurement data into actual displacement information for the actuators.

Consequently, the HVA interface is essentially a gain. This gain is modeled with the

RTR gain. The high voltage actuators were modeled given an actual frequency

response. The electronic time delay is modeled as a function that is translated by some

time Td in seconds. This time delay is modeled using a 2nd order Pade approximation.

The two diagrams and the chart below summarize how the actual components in the

adaptive optics system were modeled.

Adaptive ftfics System and Model

LIGHT

error
WFM RTR DM1 HVA

digital digital digital

analog

ATMO)S(t) error Loop, Zero Time MIRROPR(t)
Comp. Order Deay

+ - Ts Filter Hold

WFS - Wave-Front Sensor
RTR - Real-Time Reconstructor
DMI - Deformable Mirror Interface
HVA - High Voltage Actuator
DM - Deformable Mirror
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MfM Components

WFS: ERROR(t) = ATMOS(t) - MIRROR(t)

Sampling Theorem: error(n) = ERROR(t) It = nTs

where Ts is the sampling period.

Ts = (3 pulses cvi) * (200 usec/pulse) = 600 usec

usec = microseconds

RTR: K = 1 (unity gain)

DMI: H(z) = (CI*z)/(z - C2)

Digital Transfer Function

where C1 and C2 are constants that vary the loop compensation

(gain and comer frequency).

DMI/HVA: H(s) = (1 - e('s*Ts))/s

Continuous Transfer Function

Zero order hold (i.e. D/A)

HVA/DM: H(s) = 4/{(s/104.618k + 1)*(s/197.392k + 1)}

Continuous Transfer Function

where k = 1000.

Time

Delay: Translation of a function in the continuous-time domain.

f(t - Td) where Td is the time delay in sec.

L[f(t - Td)] = e('s*Td) * F(s)

where L denotes the Laplace transform.

Due to the nonlinearity involved with the exponential function, a
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2nd order Pade approximation (Maclaurin Series) is used.

e(-s*Td) = 1 - Td*s + (1/2!)*(sTd) 2 - ...

IU. SINGLE POLE/SINGLE ZERO DIGITAL FILTER

The advantage of a discrete-time filter is that the gain and cutoff (or corner)

frequency can be changed by simply changing coefficients in the difference (or filter)

equation. If this change is desired with an analog filter, then the physical components

must be changed. This procedure can be much more time consuming as compared to

changing coefficient values in software.

There are several methods commonly available for obtaining a discrete-time

equivalent of a continuous time filter. It is desirable to have a discrete-time filter

having approximately the same dynamic characteristics, transient and frequency

response, as the original continuous-time filter. However, this is not possible. Certain

techniques used to find a discrete-time equivalent filter of a continuous-time filter can

closely match transient or frequency response characteristics but not both. Since it is

easy to visualize a low pass filter with some arbitrary gain and cutoff frequency with a

Bode plot (frequency response), the bilinear transformation method with frequency

prewarping will be used to discretize the continuous time filter. When discretizing

continuous-time filters it is important to note that not only the particular method used,

but also the sampling frequency used, will affect the dynamic characteristics of the

resulting filter.

When discretizing a continuous-time filter using the frequency prewarping

technique, the cutoff frequency (-3 dB point) is adjusted. Consequently, it will bring

the -3 dB point in the digital domain to the desired frequency point corresponding to

the continuous domain.

Given the filter equation, one can obtain a transfer function in the z-domain

quite easily. However, if we find the frequency response in the z-plane, the simplicity

of the logarithmic plots will be lost since z = ewt in the z-plane. This problem can be
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overcome by transforming the transfer function in the z-plane into that in the w-

domain. The transformation is commonly known as the w transformation or the

bilinear transformation. Although the w-plane resembles the s-plane geometrically, the

frequency prewarping technique must be performed prior to calculating the frequency

response. These calculation are performed below.

Digital filter equation: [1st order]

y(n) = CI*x(n) + C2*y(n-1)

x(n) - sampled input
y(n) - output
y(n-1) - output delayed by one sample

The corresponding transfer function in the z-domain:

H(z) = (CI * z) / (z - C2)

Bode plot analysis of H(z) using the bilinear transform:

z = (1 + Tw/2) / (I - Tw/2)

and w =jv

H(jv) (C1(1 +jv/(2/T))}/{(I-C2)(I +jv/(2(1-C2))/(T(1 +C2)))}

Hov) can be used to make a Bode plot of the transfer function. However, the

frequency axis in the w-domain is distorted. The relationship between the fictitious

frequency v and the actual frequency w is as follows:

v = (2/T) * tan(w*T/2)

If a bandwidth is specified, say wc, the system needs to be designed for a bandwidth

vc, where

VC = (2/T) * tan (wc*T/2).

Consequently,

gain = C1/(1-C2)

and

wC = (2/T).(l-C2)/(1+C2)
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Thus, CI and C2 can be solved given these two equations (2 equations and 2

unknowns).

C2 = ((21T) - wc) / ((2/T) + wc)

C I = gain * (1 - C2).

HI. POLE AND ZERO ADAPTATION FOR DIGITAL DESIGN SYNTHESIS

It can be very useful to have the option of choosing the number of output and

input coefficients for an infinite impulse response (1IR) digital filter and automatically

adapting these coefficients given certain filter specifications. The coefficient values,

used to synthesize IIR digital filters, are found using adaptive modeling techniques.

Direct modeling was used to synthesize the forward or nonrecursive portion of the 11R

filter. On the other hand, inverse modeling was used to synthesize the feedback or

recursive portion of the ITR filter.

The form of the IhR filter to be synthesized is shown below. The transfer

function is as follows:

H(z) = A(z) / (1 - B(z))

where A(z) = ao + a1*z-1 + ... + an*z-n

and B(z) = blsz-1 + b2 *z"2 + ... + bm*z-m.

output

input AWz B(z)

The filter has n+1 feedforward coefficients and m feedback coefficients. The goal is

to develop an adaptation process that will adjust these weights so that the filter transfer
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function is a best fit to certain filter design specifications. These filter design

specifications are represented by a "pseudo-filter".

The. figure below shows a digital filter scheme that adjusts the coefficients using

an IIR algorithm.

Sinusoidal

fGeneraor NO Pseludo-Filter

fi

A(z) B(z)

The 25 sinusoidal inputs have 25 corresponding specification frequencies which are

equally spaced up to the Nyquist frequency. Consequently, A(z) and B(z) adapt to the

given design specifications. However, the IHR algorithm has some associated

difficulties. The error surfaces are not always unimodal and the adaptive filter can

become unstable due to the poles of the transfer function (1 - B(z)) being located

outside of the unit circle in the z-plane. Consequently, in order to avoid this problem,

another adaptation scheme was used which does not involve an IIR adaptation

algorithm and is solely used just for filter synthesis applications. This new scheme

consists of adapting A(z) and B(z) separately as adaptive transversal filters.

The figure below depicts the simultaneous direct and inverse modeling method.
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Sinusoidal +
Generators Pseudo-Filter B ÷
fl,

f25

fi

This algorithm adapts A(z) and B(z) separately using a least mean squared (LMS)

technique. This approach does not quite minimize the expected value of the mean

squared error of the actual filter and the pseudo-filter (e2 above). However, this

method adjusts A(z) and B(z) such that the expected value of e' 2 is minimized. It was

observed that the adjusted values of A(z) and B(z) using the simultaneous direct and

inverse modeling method came very close to minimizing e2 . Once A(z) and B(z) are

found using the simultaneous direct and inverse modeling method, the IIR filter is

constructed by using A(z) and B(z) in the first figure in this section.

This obscure approach is used because the mean square of e' 2 is a quadratic

function of the coefficients of A(z) and B(z). Thus, the error surface is unimodal.

Consequently, no stability problems arise and a LMS algorithm can be implemented

efficiently. Note that A(z) is adjusted so that, ideally, A(z) cancels the zeroes of the

pseudo-filter, while B(z) is adjusted such that 1 - B(z) cancels the poles of the pseudo-

filter. A(z) is adjusted in the direct modeling mode and B(z) is adjusted in the inverse

modeling mode.
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This method of IIR filter design has been tested using computer implementation.

This can be used to design a loop compensation filter for the deformable mirror

interface. However, when using a single pole single zero filter, the bilinear transform

method would have much better results as compared to this adaptation method. Using

25 specification frequencies limits the resolution of the adaptive filter specifications to

1/25 of the Nyquist frequency. Consequently, a cost function was implemented in

order to make the adapting filter adhere more closely to critical filter specifications.

The loop compensation filter of the adaptive optics system is simply a lowpass filter

with an arbitrary cutoff frequency and gain depending on the current application of the

system. Thus, the cost function was designed solely to make the frequency response of

the adapting filter better. One example of this adaptation process can be seen below.

A Bode plot of the filter is also displayed. The desired and actual frequency response

can be compared. The actual adaptation of the coefficients as a function of the number

of samples can also be seen. It should be noted that this process is not exact, however,

the computer simulation shows that the actual frequency response is quite good given

the number of coefficients and the number of samples used.

Bode Plot: IIR filter due to LMS adaptation (Fc = 100 Hz)

510 102 103

Frequency (Hz)

-3200)

1 101 102 103

Frequency (Hz)
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Desired and Actual Frequency Response (Fc = 100 Hz)
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IV. STABILITY ANALYSIS OF THE ADAPTIVE OPTICS SYSTEM

A stability analysis determines the actual criteria needed for the loop

compensation filter such that the overall system is stable. The actual model used to

find the overall stability of the system has been described in Section 1. The actual

method used to find the overall stability of the system is described below.

To test the performance of the adaptive optics system, the system response must

be analyzed. To analyze the behavior of the system, the digital transfer function

equivalent of the plant (HVA) and the electronic time delay when it is preceded by a

zero order hold must be determined. Then the overall system must be modeled as a

single input single output (SISO) closed loop discrete-time control system. Thus, phase

error from a single aperture on the WFS determines the actual displacement of the

actuators on the corresponding part of the DM. This analysis was performed on the

adaptive optics model using a timing diagram of an Adaptive Optics Associates (AOA)

WFS with an AOA/Lincoln Labs (LL) camera and using an input of three pulses from

a copper vapor laser. Consequently, the Adaptive Optics system has a corresponding

sampling rate of 600 microseconds. The system has two different modes of operation.

One mode uses star data and the other mode uses artificial beacon data (A-data). The

only difference between the two modes of operation from a control systems point of

view is the actual electronic time delay involved with the closed-loop system.

Sy Time Delays

AOA WFS reading A-data 528 microsecond delay

AOA WFS reading STAR-data 795 microsecond delay

The stability and response of the system was determined using both the Bode

plot method and the root locus method. Both methods entailed using a system model

which did =o include noise. The Bode plot method uses two main specifications, gain

margin and phase margin, to measure relative stability of the system. On the other

hand, the stability analysis using the root locus method can be determined from the
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locations of the closed-loop poles in the z-plane. Closed-loop zeroes do not affect the

absolute stability of the system and therefore may be located anywhere in the z-plane.

A table displaying the cutoff frequency of the loop compensation for a critically

stable system and an overdamped step response for the various WFS modes can be seen

below. The system was modeled with the RTR having a unity gain. It should be noted

that all cutoff frequencies listed are not absolute values.

Sam.. ung Rate Time Delay Critical Fc Overdamprd3F
600 usec 528 usec 235 Hz 30 Hz

795 usec 110 Hz 20 Hz

usec = microseconds

The example shows a stable system with a fairly good unit step and unit impulse

response. Notice the steady-state (SS) error involved with the step response of the

stable system. This undesirable result can be minimized by adjusting the gain of the

loop compensation filter. When the gain is adjusted to minimize the SS error, a trade-

off between SS error and settling time arises. Considering the high sampling rate used,

it becomes evident that the cost of the increased settling time does not become a

significant factor as compared to the obvious effects of the SS error on the system.

Consequently, it would be advantageous to minimize the SS error by adjusting the gain

of the loop compensation filter.

It is important to point out that an increase or decrease in the sampling period

Ts (i.e. the number of pulses used from the copper vapor laser) modifies the system

dynamics and may destabilize the closed-loop system. Consequently, the loop

compensation filter must be adjusted to overcome this destabilization problem.

Another problem to be noted is that any time lag, including an electronic time delay,

produces phase lag and reduces the stability margin in a closed-loop system. Time

delay in the system also creates steady-state error. Steady-state (i.e. phase) error

implies that the resulting image from the deformable mirror will not be optimized to

the system's full potential. Again the loop compensation filter must be adjusted to
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ensure stability of the system and to reduce steady-state error. It should be noted that

this stability analysis did o include any noise. Thus, the actual loop compensation

must be adjusted further to maximize the trade-off between noise rejection (signal-to-

noise ratio) and system response according to various environmental conditions. One

possible solution to the steady-state error problem is designing a controller that is

optimal in the sense of minimizing the steady-state error and settling time.

Unit Step Response: Stable AO Closed Loop System

°.I
"* 0.5

0
0 5 10 15 20 25 30 35 40

No. of Samples

Unit Impulse Response: Stable AO Closed Loop System
1 131

-0.5 1
0 5 10 15 20 25 30 35 40

No. of Samples

V. THEORY OF AN OPTIMALLY ADAPTIVE CONTROLLER

An optimal controller can only be optimized to a single type of input. The

optimal controller will exhibit the best response characteristics for the type of input it is

desigr..u for, but will no~ exhibit optimal response characteristics for other types of

inputs. In fact, the response of the system to another type of input may cause the
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system to behave unsatisfactorily or may even become unstable. Besides this response

problem, there are two major limitations of this optimal controller. The physical

limitation consists of the fact that the controller's input to the plant (actuator) may

saturate the plant and the mathematical limitation consists of the problem brought about

by certain improper cancellation of poles and zeroes by the controller. Another

solution to the steady-state error problem might be to develop an adaptive controller

that adapts the loop compensation filter's coefficients to minimize the steady-state error

given changing environmental conditions.

The description of the optimal controller will use the adaptive optics model

introduced in Section 1. Due to the time lag in the system, e-s*Td, the designed closed

loop system must involve at least the same magnitude of the time lag. Otherwise, the

system would have to respond before an input was given. Consequently, this type of a

system could not be physically realizable. It is commonly known that the transfer

function of the actuators can be represented as MIRROR(z)/ATMOS(z) = A(z) / B(z)

where A(z)=ai*z"1 + a2 *z"2 + ... + an*z-n and B(z)=bl*z" 1 + b2*z"2 + ... +

bm*zim. Assuming the input to the system is varying slowly, the controller will

optimize the adaptive optics system using a step input. Thus, the controller's transfer

function is loop comp(z)/error(z) = B(z)/C(z) where C(z)= (ai + a2 + ... + an) -

al*z"1 - a2*z - ... - an*z-n. Thus, the closed loop transfer function is equal to A(z)

/ (al + a2 + ... + an). As expected, the response to a unit step input displayed

minimum settling time and zero steady-state error which can be seen below.

The adaptive control scheme, seen below, consisted of an adaptive filter directly

modeling the deformable mirror and the overall electronic time delay. An ultra fast

figure sensor would be used to measure the result of the deformable mirror in terms of

phase. Then the characteristics of the adaptive filter would be used to optimally adjust

the digital loop compensation filter as described above.
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Several different IIR LMS recursive adaptive filters, similar to the IIR filter

described in Section III, were tested by computer simulation to determine the modeling

accuracy. The accuracy was determined by comparing the frequency response of the

electronic time delay and the deformable mirror with the frequency response of the

adaptive filter. The LMS adaptive filters used were a direct model IIR LMS filter, a

direct and simultaneous model IIR LMS filter (described in Section III), and a

hyperstable adaptive recursive filter, proposed by Larimore, which uses a finite impulse

response filter to smooth out the error.

Unit Step Response of the Optimal Adaptive Optics System

2

1.5 _
C-

0.5
0 Sampling Rate = 600 microseconds

00 1020 30 40 50 60

No. of samples

1AdaptiveFilter

Co.p Orde Inkla7.0S Fltrl HoldI
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This hyperstable adaptive recursive filter's convergence has been proved in certain

situations. Several differnet FIR filters with the hyperstable adaptive recursive filter

were tested. However, none of these adaptive filters have been adequately modeling

the plant. The best results have come from the hyperstable adaptive recursive filter.

The adaptation error had a magnitude of 10-8 during computer simulations. However,

when attempting to adjust the controllers coefficients, the system would go unstable.

Consequently, further research is required to sufficiently adapt the controller's

coefficients to create minimum settling time and zero steady-state error.

Conclusion

A discrete-time control system was designed using an overall adaptive optics

system model. The motivation for controlling the deformable mirror via a digital

controller as opposed to an analog controller is due to the advantages of easily

performing complex control calculations, easily changing controller characteristics, and

having far superior characteristics from the viewpoint of internal noise and drift effects.

In fact, optimal control schemes that are not possible with analog controllers are made

possible by digital controllers. The digital controller is essentially a digital loop

compensation filter. The digital loop compensation filter's characteristics can be

changed in real-time in order to enhance performance due to changing environmental

conditions. Consequently, a generalized single pole / single zero filter was designed

using a bilinear transformation with frequency prewarping. In order to employ higher

order infinite impulse response filters, an adaptive scheme was used to automatically

adjust a variable number of feedforward and feedback coefficients so that the filter

transfer function is a best fit to a set of design specifications. Due to the inherent time

lag in the adaptive optics system a steady-state error occurs. A theoretical optimal

control scheme was found that exhibited minimum settling time with zero steady-state

error. Using this optimal control scheme, several adaptive control algorithms were

attempted. The adaptive control scheme consisted of an adaptive filter directly
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modeling the deformable mirror and the overall electronic time delay in terms of phase.

Then the characteristics of the adaptive filter would be used to adjust the digital loop

compensation filter in real-time. Resulting in an adaptive controller which optimally

reduces the steady-state error and possess a minimum settling time response given a

specific input to the system. However, in order to implement this adaptive controller

scheme, further research is necessary to accurately model the deformable mirror using an

alaptive filter in real-time operation.
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Abstract

Numerical simulaticn of Compact Toroid (CT) mass entrainment for the MARAUDER (Mag-

netically Accelerated Rings to Achieve Ultrahigh Directed Energy and Radiation) program was stud-

ied with a number of argon density distributions initially in the neutral state. The simulations were

accomplished using MACH2, a two-dimensional arbitrary Lagrangian Eulerian magnetohydrody-

namics (MHD) cor. The baseline model, termed the Realistic Working Model, is a strong function of

r and z. It waa conjectured that the radial dependance was dominant, so the initial density model for

argon with gradients in the poloidal plane (r-z) was collapsed into the form of a short annulus with a

radial gradient. The mass entrainment for this annulus compared well with the realistic model from

which it was formed, suggesting, but not proving radial dependance of initial density distribution.

This result induced further investigations into mass entrainment which focused on radial gradient

distributions. Simulations of annuli distributed as a Gaussian in z were also studied. The results

suggest that for geometries with Ar/r << 1, mass entrainment is maximized by keeping the greatest

densities away from the walls (electrodes). The present experimental injection distribution is not the

most ideal for maximizing MARAUDER CT mass entrainment.
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COMPACT TOROID MASS ENTRAINMENT SENSITIVITY

TO INITIAL DENSITY DISTRIBUTIONS USING

NUMERICAL SIMULATION

Robert John Leiweke

INTRODUCTIO

The MARAUDER (Magnetically Accelerated Rings to Achieve Ultrahigh Directed Energy and

Radiation) program at Phillips Laboratory studies the formation, compression, and acceleration of

Compact Toroid (CT) plasmas for use as possible sources of intense x-rays, high-power microwaves,

very fast opening switches, and an alternative path to inertial confinement fusion.1 The experiment

utilizes Shiva Star, a 9.4 MJ capacitor bank (1300ipf, 120 kV) at lower capacitance and voltage to cre-

ate the CT formation and compression discharge currents of 2 MA and 3 MA, respectively. Formation

of a CT begins with the radial injection of a neutral gas (such as argon, hydrogen, deuterium, nitro-

gen) into the gap of an evacuated coaxial gun permeated with a 0.1 to 0.2 T poloidal magnetic field.

The poloidal magnetic field is "frozen" in place at the conducting coaxial electrodes. During the

0.25MJ formation discharge, toroidal magnetic flux fills the volume behind the injected gas, which is

subsequently ionized by the induced current across the radial gap.2 The toroidal magnetic pressure

which varies as 1/r 2, acts as a massless piston that stretches the embedded poloidal field and acceler-

ates the plasma downstream. 2 Magnetic and hydrodynamic boundary layers leave some mass

remaining at the walls. The mass left behind in the muzzle bridges the radial gap and becomes an

efficient current return path (for example, see Figures 8a, 8b, or 8c).

MODELING PARAMETERS

The fraction of the total injected mass that becomes entrained within the expansion volume

during the formation stage is of general interest to the MARAUDER program. It had been previously

shown that the mass fraction depends on the initial mass density distribution. 4  Previously, an

approximation to the actual MARAUDER initial density distribution was calculated3 in order to pro-

vide a Realistic Working Model (RWM) on which this study is based. All dynamic simulations were
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performed with MACH2, a two-dimensional a 1bitrary Lagragian Eulerian magnetohydrodynamics

(MHD) code.5 MACH2 ignores hydrodynamic viscosity since thermal conductivity plays a more dom-

inant role. The MACH2 code has time-dependant models for both the formation and compression dis-

charge of the MARAUDER experiment. 2

Figure 1 shows the initial poloidal magnetic field is threading the right half cross-section of

the gun, and is consistent with experimental probe measurements.6 The formation bank has a capac-

itance of 110 gF, is charged to 70 kV (0.25 MJ), and has a total inductance of 23.1 nH .4 The compres-

sion bank has a capacitance of 440 gF, is charged to 70 kV (1 MJ), and has a total inductance of 100

nil.4 At 6gs the formation current is crowbared to prevent flow reversal and the compression dis-

charge begins at 7gs.4 Initial mass was chosen to be 1.46 mg of argon. Wall (electrode) boundary con-

ditions are defined to be closed and conducting with a velocity condition imposed due to the magnetic

boundary layer.

The computational grid consists of the right half cross-section (r-z plane) of the coaxial gun

muzzle and expansion volume, as shown in Figure 2. The radius of the inner and outer electrodes are

z

r

FIGUREL
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43.77 cm and 52.39 cm, respectively. The annularized density distributions are placed within the 7.62

cm wide gap at the mass injection point. All density models used in the study assume azimuthal sym-

metry. The computation begins at time zero with the formation current and runs until 15gts has

elapsed. Mass entrainment is defined to be the fraction of the total mass that is pushed into the

expansion volume 14gs after the formation current begins. The closed boundary at the top of the

expansion domain in Figures 2,3 does not significantly effect the mass entrainment results since

backpressure information does not have an opportunity to propogate upstream within the computa-

tional time window.

METHODOLOGY

In an attempt to reduce the number of variables within parameter space, the RWM mass dis-

tribution shown in Figure 3a, was collapsed axially into a short annulus, which has been termed the

Annularized Realistic Working Model (ARWM) in Figure 3b.

Expansion
Region

Acceleration
Discharge
Feed

Mage Injection Collapsed

Point, Annulu-s

r

FICUR 2FGRE3 IGR S
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The entrainment results for this new annular distribution closely matches those of the RWM (see

Table 1). The basic mathematical form for the ARWM models chosen is

pi(r,z)f4j(r) exp{-A(z-z.) 21 , i=1,2 0.4477m < r < 0.5239m (1)

where *1(r)=anrn+an.lrn'l+....+alr+ao , n=-2,0,2,4,6,9,17 (2)

or *2(r)=a(r+k)' 2+A(r+k) 2+y, (3)

where zo is the axial mass injection point and Ak,aj's, cc, 0,1 are constants. The functional form of

equation 3 was chosen to closely resemble the ARWM's radial distribution characteristics and is

termed the Fitted-ARWM (FARWM), as displayed in Figure 4. One additional dynamic simulation

with a third function 4

03(r,z)=r;(z), t(z)=17-341 z/z0-1 1} (4)

in an attempt to analytically fit a distribution calculated prior to the RWM.3 Listed in Table 1, case 3

is the same analytical function as FARWM (case 2), but the radial grid resolution was doubled.

initial mass denasity
0.0014

0.0012 ARWM
FARWMS0.001 • resdutiom FARWM

.. o.ooosaobtolAW

0.001o

" " 4 x

0.0002

0
0.44 0.46 0.48 o.s o.S2 0.54

r (a)
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Cases 4 and 5 are variations on FARWM in which the minimum density is greater than or less than

that of FARWM at the same radial location, respectively. The effective result is a redistribution of

mass either toward or away from the electrodes (see Figure 4). In addition to the RWM, ARWM, and

five FARWM varients, there are twenty case studies based on equation 2. Five of these cases are

shown in Figure 5. Each case was considered both as an "axially collapsed" annulus by taking

A=O m-2 in equation (1), and as "axially expanded" Gaussian distribution by taking A=300 m-2.

INITIAL MASS DENSITY
0.0014 CASE

0.0012 ARWM .
9.

O. 001 10 a

0 .0008

" 0.0006 - . ÷

0.0004

0.0002

0o,
0.44 0.46 0.48 0.5 0.52 0.54

r(m)

In case 6, the mass is lumped into the middle of the radial gap. Since Ar/r is small, it is important to

note from Figure 5 that the radial density variation for cases 9 and1l becomes small.

RESULTS

Figures 6, 7, and 8 compare mass density and poloidal magnetic flux for cases 1, 9, and 5 at

the times 3gs, 6gts, and 12pts, respectively. The density in case 9 and the toroidal magnetic field pres-

sure both vary as h/r2. Thus, irrespective of axial distribution, case 9 is expected to result in the high-

est mass entrainment since, as shown in Figure 6b, a radially uniform acceleration produced by the

J X B force density encourages a significant portion of mass to move parallel to the electrodes.
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Fig. 6. The mass density and magnetic flux distributions at t = 3 ILs for the three initial density
distributions shown below, which are, from left to right:, a) the ARWM model, b) case 9, and c)
case 5 respectively.
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Fig. 7. The mass density and magnetic flux distributions at t = 6 lls for the three initial density

distributions shown below, which are, from left to right:, a) the ARWM model, b) cas 9, and c)
case 5 respectively.
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Fig. 8. The mass density (above) and the magnetic flux (below) distributions at t = 12 ps for the three
initial density distributions shown below, which are, from left to right:, a) the ARWM model, b)
case 9, and c) cue 5 respectively.
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% MASS ENTRATNED

CAS r) ... ANNULUS EXPANDED

1 ARWM 63 --

2 FARWM 68 72

3 FARWM, 2X resolution 70 --

4 FARWM, Min = 1.5 Min[Case 21 87

5 FARWM, Min = 0.5 Min[Case 21 51 ---

6 -a2 r2 +alr+ao, aj >0 87 87

7 ]Jr1 7  44 53

8 1/r 6  88 88

9 1r 2  93 78

10 ao 93 78

11 r 2  91 76

12 r4 78 72

13 r6  67 78

14 (r-k)4 - r 9  57 65

15 r 17  39 55

16 r(z) --- 60

Realistic Workingy Model Yield (RWM) = 58%

TAI RLL
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MASS FRACTION ENTRAINMENT
l0O

CW41P9Annl -e--

90

so

" S70

60

s 5o
E

40

301
-20 -15 40 -5 0 5 10 15 20

exponent n (equation 2)

For annuli and their expansions having no minimum or maximum within the open radial

domain, Figure 9 shows that the yield monotonically decreases with increasing exponent magnitude

in equation 2. The slight asymmetry about n=O is most likely attributed to the non-uniform magnetic

field pressure across the gap. Because Ar/r <<1, case 10 (constant) and 11 (r2 ) are similar to 1/r2, and

the results are nearly the same for both classes (see Table 1). As expected, case 9 (1/r2) yields the

largest mass entrainment for the annuli class (93%). Surprisingly, this is not true when expanded;

case 8 (1/r6) yields a global maximum of 88% as compared to 78% for case 9.

In Figure 9, annularization and expansion results diverge for distribution exponents I n 1 >5

and 0< I n 1 <5. Considering the region 0< I n I < 5 in Figure 9, one might be led to expect that case

6{p(r)=-a 2 r2 +ajr+ao,, when axially expanded, would yield less entrained mass than it's annularized

counterpart, since mass lumped symmetrically into the gap's middle may be considered as an "extrap-

olation" away from the constant distribution case. On the contrary, case 6 annulus entrainment is

invariant to axial expansion, remaining at 87%. Most importantly however, the overall effect for both

annularized and expanded classes is decreasing entrainment with increasing exponent magnitude.

Figure 10 illustrates increasing entrainment with increasing FARWM minimum density,
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including the ARWM. As the minimum density is increased, mass is distributed more towards the

gap's middle where the magnetic pressure is moderate and the boundary layer effects are small.

Coincidentally, annular cases 4 (FARWM, Min=1.5Min(case 2)) and 6 {p(r)=-a 2r 2+alr+ao) have dras-

tically different distribution functions but yield 87% entrainment (see Table 1).

FARWM ENTRAINMENT vs. MIN DENSITY
95

90

__80

*o

1 
75

70

65

*60

55

3 3.5 4 4.5 S 5.5 6 6.5 7

minimum density (kg/mA3 * 10A4)

Case 14 (see equation 4) is an analytical "surface" fit of an early attempt to calculate a realis-

tic working model. Results for this model (60%) are comparable to the RWM (58%). However, a large

discrepancy was encountered between this case (14) and the density field that it is intended to fit

(7%). This discrepancy has not yet been resolved.

CONCLUSIONS

The radial effect on mass entrainment is more dominant when density minima are within an

order of magnitude of that at the electrodes. For distributions which have no minimum in this

domain, annularization of a poloidal density field yields entrainment deviations up to 15% of the non-

annularized value. Trends indicate that Compact Toroid (CT) mass entrainment will be increased by

keeping the maximum density away from the electrodes. Based on the Realistic Working Model

dynamic simulation and the indicated trends, the present experimental injection density distribution

is not the most ideal for maximizing MARAUDER CT mass entrainment.
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FIDELITY OF POLARIZATION RECOVERY USING A DOUBLE FIBER-COUPLED
PEASE-CONJUGATE MIRROR

Darron D. Lockett, H.S.
Department of Physics

Clark Atlanta University

Abstract

Modal phase dispersion, diffusion, and polarization scrambling degrade

wavefront transmission in multimode optical fibers. We report the

investigation of polarization recovery using a double fiber-coupled phase

conjugate mirror. A marked dependence of the polarization on the degree of

fiber mode excitation is experimentallv observed. Greater than 95%

polarization recovery is reported.
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INTRODUCTION:

There has been much work done in the area of laser beam propagation in

optical fibers over recent decades. Optical fibers serve as a useful medium

through which to propagate light because of their isolation from environmental

interactions. Also, optical fibers eliminate the necessity for cumbersome

beam stirring optics. However, for the case of multimode fibers, an input

wavefront will experience degradation and distortion upon propagation.

A detailed theoretical model of this phenomenon is given by Yarivl. He shows

that the beam is invariably "smeared" as it propagates in the fiber. He also

explains this smearing in terms of phase velocity dispersion and diffusion of

the optical fiber modes which are excited by the laser beam. Later work by

Yariv and his colleagues indicates that the polarization of the beam is also

distorted as the light propagates the fiber. Modal phase compensation can be

eliminated by using a single-mode optical fiber to propagate a Gaussian

wavefront. However, mode matching the laser to the fiber adds difficulty to

the alignment. Moreover, a laser beam with a non-Gaussian profile will not

couple efficiently into the single-mode fiber. Multi-mode fibers are well

suited for propagating non-Gaussian wavefronts.

Previous works 2 ,3 indicate that phase conjugation can be employed to

compensate for modal dispersion and diffusion in multimode optical fibers. In

the work of these references, a resolution chart is imaged into a step-index

multimode fiber. The fiber output is directed into a crystal of barium

titanate (BaTiO3 ) in which degenerate four wave mixing is used to the generate

the phase-conjugate of the input wavefront. The phase-conjugate wavefront

retraverses the same optical fiber, resulting in the reconstruction of the

original input resolution chart.
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DISCUSSION OF PROBLEM

In this paper we discuss a geometry initially suggested by Gruneisen et.

a14 for wavefront reconstruction and phase locking of the outputs of two HeNe

lasers. This scheme employs the properties of both phase conjugation and

optical fibers. The two beams are coupled into two multimode step-index

fibers. They then propagate in a photo-refractive BaTiO3 (barium titanate)

crystal which is oriented to form a double phase-conjugate mirror. This

combination automatically compensates for modal dispersion and diffusion.

In the work of Gruneisen, the outputs of two multi-longitudinal mode

HeNe lasers are encoded with image information from two transparencies. The

transparencies consist of horizontal and vertical bars of various spatial

frequencies. These wavefronts containing the image information of one

horizontal bar pattern and that of one vertical bar pattern are then injected

into two multimode step-index fibers. After propagating in the fibers, the

image information is completely scrambled, and the two fiber outputs are

directed into a barium titanate crystal oriented to form a double phase-

conjugate mirror. Light originating from laser 2 is then the wavefront

conjugate of the light originating from laser 1 and vice versa. Each

conjugate wavefront propagates the other fiber, and the original wavefronts

are reconstructed. Also, automatic phase locking is obtained.

It is already shown that the fidelity of the true phase conjugation

degrades as the input-beam numerical aperture increases. 5 Thus, in order to

take advantage of the true phase-conjugation feature of the fiber-coupled

phase conjugate mirror, the angular spread of the input beam must be

restricted so as to excite only a small fraction of the fiber modes.

It is of our interest to investigate the effect of increasing the
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angular spread of the fiber output-beam, and its effect on the fidelity of the

true phase conjugation. An increase in the angular spread of the fiber

output-beam, and thus, an increase in the degree of modal excitation can be

accomplished by either of two means. It can be increased by either increasing

the fiber length, or higher-order modes can be excited mechanically. The

latter case makes use of a mode scrambling device which "crimps" down on the

fiber forcing excitation.

The work of this report aids in answering the question as to how well

the image beam information can be restored under the extreme condition of

higher-order modal excitation. In order to obtain a quantitative measure of

recovery, we undertook a study to deteimine the fidelity and dependence of the

polarization on the increasing degree of modal excitation. The results are

reported.

METHODOLOGY

Two mutually incoherent HeNe laser beams with equal path lengths and

output powers of 12mW and 13mW, respectively, are focussed into two similar

step-index multimode optical fibers with core diameter of 200 microns. The

fiber input numerical aperture is 0.039. The input beam diameter of the two

lasers is measured to be 1.35mm. The focussing angle of the beams into the

fibers is .44*. This was accomplished with the use of 17.5cm focal length

lenses.

The input beams are initially linearly polarized before entering the

fibers. Mode scrambling and depolarization take place as the beams propagate

in the fibers. Each spot size of the output beams is measured at a distance

* of 12 inches away from the fibers. Using this information and simple

trigonometric manipulations, the angular spread of the fiber output is

obtained, and thus, the numerical aperture of the fiber outputs (NA - sin /2)

is obtained. The polarization states of the output of only one of the fibers

is measured in this report. A description of the polarization analyses will

15-5



be discussed later in this report. Each beam is now collimated by a lens

before entering a polarizing beam splitter oriented to pass horizontally

polarized light only. The beams are now directed into a BaTiO3 crystal

oriented to form a double phase conjugate mirror.

BaTiO3 is a photorefractive material. Light-induced changes of the

refractive index take place in this material. These changes of the index give

rise to scattering of laser beams. Photo-electrons are generated. They

migrate in the lattice, and subsequently, are trapped at new sites. The

resulting space-charges give rise to an electric field in the material, which

causes changes in the index of refraction via the electro-optic effect. In

the case of the double phase conjugate mirror, each beam interferes with its

own scattered light to generate a set a refractive index gratings within the

crystal. Competition between these two sets of gratings leads to selective

reinforcement of similar gratings and washout of dissimilar gratings. 6 Each

field then diffracts from the surviving gratings in the form of the phase

conjugate of the other field.

The conjugate beam originating from laser 1 retro-propagates the path of

the input beam of laser 2, and vice versa. As mentioned earlier, the

polarization states of the light propagating fiber 2 only are analyzed. In

order to analyze the phase conjugate beam without disturbing the incoming

laser beam, a one-half inch uncoated beam splitter with reflectivity of 4% is

used. The polarization states of the conjugate beam are measured at 30 with

respect to the normal of the linear polarizer positioned just after the laser.

This angle is chosen because at 30 the power reflectivity of the "s"

polarization component of light is the same as that of the "p" polarization

component of light. Below are illustrations of the geometry and the BaTiO3

crystal.

15-6



multimode
fiber 1

multimode ••
fiber 2

. quarter-waveV
plate •i

linear polarizer power detector

input A,

conjugate A* ax

c axis 4
inut A2

conjugate A*2
Fig. I. Double phase-conjugate mirror geometry.
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The numerical apertures of the two fiber outputs are kept equal and

varied nine times by a mechanical mode scrambler that "crimps" down on the

fiber, causing the excitation of higher order modes. Thte polarization states

of the fiber output light and its conjugate beam are determined each time the

numerical aperture is changed. Polarization measurements are obtained by

determining the Stoke's Parameters 7' 8 ,9 . This was done with the use of a

linear polarizer mounted to rotate at various angles, a quarter-wave plate,

and a power detector.

The Stoke's Parameters are obtained by making seven measurements of

power detected through a filter that passes (1) horizontally polarized light

only - Il; (2) vertically polarized light only - 12; (3) linearly polarized

light at +45* only - 13; (4) linearly polarized light at -.45 only - 14; (5)

right hand circularly polarized light only - 15; (6) left hand circularly

polarized light only - 17; and (7) all polarization states equally and reduced

by the Fresnel losses - 17.

Stoke's Parameters consist of four numbers: St - the incident power

corrected for Fresnel losses - It; S1 - the degree of polarization with

respect to the horizontal and vertical axes - II - 12; S2 - the degree of

plane polarization with respect to the +45* axes - 13 - 14; and S3 - the

degree of circular polarization - I5 - 16. These four numbers can be used to

obtain the polarized fraction of light, Sp - SQRT(SIA2 + S2A2 + S3A2) / St,

RESULTS OF MEASU1REMENTS:

The following plots are obtained from the measurements in this report.

The dependence of the polarization on the degree of mode excitation is shown

for both the fiber output light and the phase conjugate light. Also, the

coupling efficiency as a function of mode excitation is given.
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Above is a plot of the degree of the fiber output polarization as a

function of the normalized degree of mode excitation. The data points include

error bars to indicate ±3 percent error in recording these data. The output-

beam polarization degrades as the higher-order modes are excited. When the

25% of the modes are excited the output-beam is 80% polarized and falls off to

about 15% polarized as the modes are excited to 75%.
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Above is a plot of the degree of polarization of the phase conjugate as

a function of normalized mode excitation. The degree of polarization of the

phase conjugate beam remains stable in the neighborhood of 80 to 100% as the

degree of mode excitation is increased. Again, ±3 percent error is indicated

by the error bars.
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Above is a plot of the degree of polarization reconstruction as a

function of the normalized degree of mode excitation. The degree of

polarization reconstruction is the power ratio of the horizontally polarized

light of the conjugate beam to the horizontally polarized laser output-light

injected into the fiber. For fiber modes excited by more than .43%, the

degree of polarization reconstruction is essentially constant around 90%. The

error bars indicate ±3% error.
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Above is a plot of the degree of coupling efficiency as a function of

the normalized degree of mode excitation. The coupling efficiency is the

ratio of the power of the conjugate beam to the output power of the laser. In

this plot, the error bars represent maximum and minimum values that were

recorded because of time fluctuations of the data. The coupling efficiency is

degraded as the degree of mode excitation is increased. As the higher-order

modes are excited, the intensity of the phase conjugate beam degrades.
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CONCLUSION

In conclusion, we have experimentally shown that the fidelity of the

fiber output-beam's polarization degrades as the higher-order modes are

excited. Polarization can be recovered using the double fiber-coupled phase

conjugate mirror. This permits numerous applications involving sensors,

multichannel switching, and polarization sensitive experiments.

Perhaps the next step in this topic would be to perform the same

measurements in the other fiber-output and conjugate beams. Intuitively, we

expect to obtain similar measurements and dependencies. Also, it would be

interesting to perform the same analysis by increasing the fiber lengths

rather than mechanically exciting the higher-order modes. A comparison of the

two results would give some idea as to the appropriateness of the use mode

scrambling devices in this experiment. This is of interest because of the

possibility of the mode scrambling device producing invalid data due to

stress-induced birefringince of the optical fibers.
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SIMULATION OF FLUID FLOW IN TWO DIMENSIONS
USING A HEXAGONAL LATTICE GAS

Francis H. Maurais
Graduate Student

Mathematical Sciences Department
Worcester Polytechnic Institute

Abstract

A "lattice gas" or cellular automata model for simulating hydrodynamics in two dimensions is imple-
mented. The lattice gas models consist of automata which propagate along a regular, two-dimensional lattice
of sites and obey global rules for collisions, which are applied using only information "local" to a particular
site. A hexagonal lattice, invariant under ! rotations, is required to insure isotropy. Thus, the hexagonal lat-
tice gas macroscopically exhibits continuum properties of two-dimensional hydrodynamics. Test simulations
are reported for a seven-bit model in which shear flow develops into vorticies illustrating a Kelvin-Helmholtz
instability.
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SIMULATION OF FLUID FLOW IN TWO DIMENSIONS
USING A HEXAGONAL LATTICE GAS

Francis H. Maurais

Introduction

In the last decade, cellular automata have been"rediscovered" in their application to hydrodynamics.
In 1984, Wolfram extended his study of one-dimensional "elementary" cellular automata into two dimensions,
observing in each case that cellular automata can be grouped into four classes, some of which produce
complicated growth patterns [2, 3]. Immediate applications of such models were found in turbulent flows
and other classical hydrodynamics, utilizing a specific type of cellular automata called "lattice gas models".

These models are simple in construction: automata1 populate a regular lattice of sites and have a small,
finite set of possible states-i.e. six velocities. As these automata propagate about the lattice, they obey a
global set of collision rules. However, these rules are applied locally-that is, to update a particular lattice
site at time t, one need only know the state of the site and its near... ,ighboring sites (i.e. those which are
one lattice bond away) at the previous time step t - 1. Thus, we have dynamical systems in which space and
time are discrete where "lattice gas models" can be shown to simulate complex continuum behavior [3]-in
this case, hydrodynamical phenomena.

Compared to finite difference methods, which implement floating point arithmetic and favor the most
significant bits, and, as a result, become unstable over time, lattice gas models prove to be extremely stable by
executing calculations with only small integers. Moreover, because updating the lattice requires knowledge of
only a local neighborhood of sites, lattice gas models maintain an "exactly computable" structure naturally
suited for massively parallel machines [1, 41, thereby greatly reducing computation time and facilitating
large-scale simulations.

Methodology

The model presented here was initially based on the original hexagonal lattice gas model presented by
Frisch et al. in 1986, referred to as the FHP-I model [5]. In its final form, however, the 7-bit model discussed
here most closely resembles the FHP-III model.

The Lattice

Frisch, Hasslacher, and Pomeau have shown that lattice gas models utilizing a triangular lattice2, invariant
under I rotations, insures a diagonal momentum flux tensor, while a square lattice cannot, being invariant
only under z rotations [1]. We have implemented our simulation model on a two-dimensional hexagonal

lattice, represented in Figure 1.
'Each individual automaton is not equivalent to a single fluid particle or molecule.
2Alternatively speaking, a lattice of close-packed hexagons-hence the term, "Hexagonal Lattice Gas".
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Figure 1: Site (2,4) with nearest neighbors

Here, we see a "skewed" hexagonal lattice superimposed on a square lattice, with a site bonded to its six
nearest neighbors3. This provides for an isotropic flux tensor and allows for easy referencing to lattice sites,
using an cartesian coordinate system. Only one automaton may occupy a lattice bond at a time: that is, at
a particular site and time, only one automaton may arrive from each of the six directions.

Initially then, the configuration at a site S was encoded by a 6-bit word, with each bit representing a
bond connected to S. A bit value of 1 would imply a bond was occupied-a automaton arriving at site S
from the direction represented by the bit position-while a value of 0 would indicate no automaton arriving
from that direction. In Figure 4 the direction assigned to each bit is given. After preliminary testing, it was
suggested that a seventh bit, representing a possble "rest" automaton having velocity "eio, would improve
the model. Given an n-bit model, then, it is possible to find n automata present at each site-consequently,
the number of possible site configurations is 2".

Boundary Conditions

Special rules are necessarily applied to all boundary points on the lattice as well as any obstacles present
in the flow field. There are no obstacles in our present simulation, and periodic boundary conditions are
applied. As automata propagate off one edge, they are wrapped around to the opposite edge, maintaining the
same velocity (see Figure 3). Thus, the periodic boundary conditions map the two-dimensional hexagonal
lattice onto a toral surface.

Lattice Updating

Once initial conditions are prescribed, the automata are set into motion. At each site of the lattice,
collision rules are applied if possible, and automata are propagated (i.e. automata with non-zero veloc-
ities are moved one lattice link in their velocity direction). The result of each site update is written to
temporary storage to negate possible "rippling effects" from occurring: in essence, automata are prevented

3All lattice bonds are assumed to be equal in length.
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Figure 2: Collision Rules for the model: Automata arriving at a site are represented by arrows while rest
automata are centered black dots. N represents the number of automata involved in the collision, and
"folds" is the number of equivalent collisions obtained by 1 rotations for each configuration in the row. If a
configuration in the table is encountered, it is replaced by one of the "legal exchanges" located on the same
row.

from influencing more than one site per iteration. Collision Rules are applied from a look-up table of legal

collision-producing configurations, illustrated in F-gure 2 (also see [61, p. 304). For the intended 6-bit model,
only row 1 and a portion of row 3 contained legal collision-producing configurations, as rest automata were
not allowed. The entire table represents all collision rules for the 7-bit model.

This updating process continues over the number of iterations required. Collision rules are constructed to
conserve both automata number and momentum. However, in order to simulate large scale hydrodynamics,

the models must avoid any "spurious" conservation laws I5], Triple collisions (in Figure 2, the first two con-

figurations of row 3) do remove such spurious conservations, although not as effectively as do rest automata.

Collisions for the the 7-bit model are the maximum set of rules to preserve mass and momentum while re-

moving spurious conservations. Collision rules are both deterministic and non-deterministic: deterministic

rules assign a particular input configuration in a row only one choice of output (Figure 2, rows 2 and 8),

while non-deterministic rules randomly choose an outcome from the other configurations listed in the same

row with all choices equiprobable.

Continuum Behavior

As mentioned earlier, individual lattice gas automaton should not be thought of as single fluid particles.

Physical fluids, too, are composed of discrete particles, but on a large scale, exhibit the continuous flow

described by hydrodynamical differential equations 171. In a sense, one must step back from the lattice to

observe the model's general flow patterns rather than the movements of individual automata.

To achieve this distancing, large lattices must first be implemented (on the order of 106 sites and sub-
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Figure 3: Lattice configurations at respective times t and t + 1: Both moving (arrows) and rest (dots) au-

tomata from time t are subjected to collision rules and propagation, which results in the lattice configuration
at time t +- 1. Notice the effects of the "periodic boundary conditions" on automata located on the lattice's
outer edges.

sequently larger numbers of automata). Next, the lattice is subdivided into regions, from which averages

of momentum4 are extracted from the automata present. In this model, the lattice is divided into smaller

squares with sides having length (termed the "scale factor") determined by th~e user at run-time.-5 As an

examnp!_, for a lattice containing 1200 x 1200 sites, a scale factor of 8 would imply a resulting output image

size of 150 x 150. In other words, the lattice is divided into regions of size 8 x 8 sites, with all automata in

each region contributing its momentum to a single, average momentum vector. After this single momentum

vector is computed, each region is assigned a value and a corresponding color from the colorwheel, dep'cted

in Figure 4. This value encodes the average flow direction over each region. In this manner, we are able to

take miniaturized "snapshots" of the lattice at regular intervals to view the continuum behavior over the

entire simulation time.

Results

Coding and small-scale testing were performed concurrently in developing a working model for the

Hexagonal Lattice Gas. Recently, tests have been done here to locate the model's accuracy in simulating

large--scale hydrodynamics. As an initial example, conditions were imposed to develop vorticies formed from

a Kelvin-Helmholtz Instability [8]. A sinusoidal flow is injected into an opposing flow field at time t = 0,

and vorticies develop as the flow becomes turbulent. Figure 5 depicts a time sequence of frames for this

instability.

4 Because we assume automata have unit mass, momentum and velocity are interchangable here.
in multiple tests, lattice sizes of t at est1200 1200 and scale factors of 8 or 10 were found to produce the best results.
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Figure 4: Colorwheel of flow directions: a region's average momentum vector is assigned one of twelve
directions and colors for final output. "Bit's numbers indicate positions for possible automata arrivals on the
hexagon, which are listed in Appendix B.
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Figure 5: Time Lapse for the Kelvin-Helmholtz instability: t gives the iteration number for this simulation
idoneon a skewed 1500 × 4500 lattice (6.75 million sites) with 13.5 million automata. Output was averaged

into a 150 x 450 cell image, whose central-third portion was extracted for each iteration depicted. Here, a
sinusoidal flow towards the rigKt is injected into an opposing flow field at time t 0, with vorticies (indicated

by white circles) forming after approximately 2500 iterations. White contour lines are superimposed as a
visual aid for flow directions.
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Conclusions

Some evidence is provided that discrete automata-based models may t - implemented to simulate con-

tinuous systems such as hydrodynamics. To substantiate this further, test simulations done here must be
analyzed and compared to data extracted from classical hydrodynamic phenomena (i.e. a Kelvin--Helmholtz

instability). Furthermore, as typical speeds for present simulations were only on the order of 68,000 updates
per second (33 seconds per iteration on a 1500 x 1500 lattice), subsequent computer simulations should be

executed on parallel machines.

Code was written and tested on a NeXTstation Turbo located in the Simulation Laboratory of Phillips
Laboratory's Atmospheric Structures Branch at Hanscom AFB (PL/GP). Special thanks are offered to Jeff

Yepez and Don Grantham for their guidance throughout the summer.
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Appendix A. Source Code-Hexagonal Lattice Gas

// FILE: higseh (header file for source file "hlgs.c")
*define PI 3.14159
Idefine BIT-SIZE 7
Sdefin. CONFIG.NUN 128
#define LOOP(K ) for ( i 0 ; I; i++ ) for( j 0 ;J I; J++*)
*define GETRAND ( ( float ) rand ( ) / RAI•DAX )
#define NEWLINE printf ( "\n" )
#defines $.f ((((LATTICE.SIZE )/Radius )i )j ]
#define$ [ E J E j 2
#defina$.e(xy) [ x] y]
define UPPERLEFT I INK i ] I E j I

Udefine UPPERRIGHT I INK i I I I IP[ J I
Uefine RIGHT C I 3 E IPC J I I
#define LOVER0IGHT I IPL I ] 3 1 J 1
#define LOWERLEFT I IP[ i I I I IN[ i I I
define LEFT E i I CIE Ni I I

#define d4.51 0.262
#doe ine deg45 0.785
gdefine deg75 1.309 II in radians
2dsfius degl05 1.833
Idef in. deg145 2.356
#define d4g175 2.880

/1 FILE: hlgs.c
/1 FUNCTION: implementation of hexagonal lattice gas cellular automaton to
II approach to the Kelvin-Helmholtx instability
II DATE: 11 June 92 - 10 August 92
#include <stdio.h>
S1nclude <stdlib.h>
#ixkclude <fath.h>
Uinclude <time.h>
#include "hIlg..b"
Idofiri. LATTICE-SIZE 1500

int i , J , c . Radius , IP C LATTICE.SIZE I , IN C LATTICE.SIZE 3
int n.noncollisionsO, b2O , b3.0 , b4sO , b580 , ca a 0;
unsigned char S [LATTICE.SIZE3 [LATTICE.SIZE] , SMElT [LATTICE.SIZE] [LAITICE.SIZE].

*F , site [ BIT.SIZE I *neighbor E BIT.SIZE I

void set.periodic.boundary-.c•nditiome C )
{

for ( iwO ; i < LATTICE-SIZE ; i++ )
{

IP[ i I a 1 +1 ;
IN[ i 3 * 1 -1 ; // for applying periodic boundary conditions

}
IP [ LATTICE.SIZE -1 1 w 0
IN E 0 ) - LATTICE.SIZE -1

void set.initial.conditions ( )

float amp - (LATTICE-SIZE /15) off 1 , of f2 , lade - LATTICE.SIZE
float bound1 , bound2 , val ;

off1 I (LATTICE.SIZE/ 2 ) - (LATTICE.SIZE/15)
off2- (LATTICE.SIZE / 2 ) + (LATTICESIZE/15)
LOOP (LATTICE.SIZE)
{

bounds - amp e sin ( 2 0 PI j J / lamda ) * off I
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band2 -amp* sin (2* Pt I 3 / lead&) * off2
valafabs(cos( (2.PI* ( )) /lamda) )
it ( ( I )- boundi ) Ua ( I <a boud2 ) )

switch( 4 * 3 / LATrICE.SIZE )
{

case 0:
if ( GETRAND < val )

S S 33; /pink
else

S -96 ; /red
break

case 1:
if ( GETRAWD > val )

S* S; // red
else

S$ 46; // orange
break

came 2:
if ( GETRAND < val )

5 a 48 /orange
else

S 0 96 ; /red
break

case 3:
if ( GETRAND > val )

S$ 94; 9I red
also

5$ 33 ; /pink
break

}

else
5 $ 68; //light blue

void reset-lattice ( )
{

LOOP ( LATTICE.SI2)
{

S $= SMEXT S: // temporary storage in updating
SNET $a 0

void set.neighbors ( )

neighbor[ 0 ] LS4NET UPPERLEFT ;
neighbor[ 1] A 6s51T UPPERRIGiT ;
neighbor[ 2 ] A aSNUrT RIGHT ; // neighbor[ I gets the addresses of the
neighbor[ 3 J a 6531XT LOVERAIGHT ; // neighboring sites
neighbor C 4 J • 6531T LOERLEF ;
neighborC 5 ] a •SLa T LEFT
neighbor[ 6 3 a 653T $;

void set.site ( int i i nt J )
{

site[O S $ a8
site[ 1 S $ 16;
site[ 2 ] S $ A 32;
siteC 3 ] a S $ & I ; kI extracts "bit" information from sites
site[ 4 S $ A 2;
site[ 5 1 S S 4;
site[ 6 ] S $ a 64
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void propagate ( )
{

sst.neighbors ( )
setasite ( i . j )
for ( c - 0 ; c < SIT.SIZE ; c+4 +

*neighbor[ c I +- site C J
}

void choose2 ( unsigned char econf ig unsigned char a , unsigned char b unsigned char c )
{

if ( *co"t.g -u a )
switch (( Unt) (GETRAID * 2) )

case 0 *config - c ; break
case I sconfig * b break

else if ( e*config b )
switch ( (int) (GETRAND * 2) )
{

case 0 : econfig - a break ; // chooses a random outcome from 2 alternatives
case I : *config a c ; break

else
switch ( Cint) (GETRAUD * 2) )
{

case 0: config a b ; break;
came I *cofig U a ; break

void choose4 ( unsigned char *config , unsigned char a , unsigned char b * unsigned char c
unsigned char d , unsigned char a

C
if ( *config -- a )

switch ( (in%) (GETRAID * 4) )
{

case 0 : *config a b ; break ;
case I *cortig a c ; break ;
case 2 econfig a d ; break ;
case 3 econifig a e break ;

}

else if ( *config •8 b )
switch ( Int) (GETRAND * 4) )
{

case 0 'co,,ig • c ; break
case I oconfig a d ; break
case 2 *config a ; break
case 3 : *config a a break

else if ( *config mu )
switch ( (nt) (GETRAND * 4) )
{

case 0 *config a d ; break
came I *config a * ; break ; // chooses a random outcome from 4 alternatives
case 2 : *cofig = a ; break
case 3 : *config a b ; break

else if ( ecOnfig -ad )
switch ( (int) (GETRAUD * 4) )
{

case 0 : config a e ; break
case 1 : config a a ; reak
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case 2 *cof ig - b ; break
case 3 : confis a ; break

else
switch ((Jnt) (GETRAND * 4) )
{

case 0 : *enfsg a ; break
case I : *econig - b ; break;
case 2 : *econig a c ; break
case 3 *contig a d ; break

void update.lattice ( )
{

switch ( S S )
{

case 9
case 18
case 36 choose3 ( &S $. 9 . 18 . 36 ) ; b2++ ; break ; I/ 2-body collisions

case 5 S $ a 66 ; b2++ ; break;
case 10 S $ 0 68 ; b2++ ; break;
cae 17 : S 96; b2++; break;
case 20 : S 0 72 ; b24* ; break;
came 34 S $ = 65 ; b2+4 break;
case 40 : S S 80 ; b2*. ; break;
case 65 : S S m 34 ; b2*+ ; break; // 2-body collisions with rest particle
case 66 : S S a 5 ; b2.+ ; break;
case 68 S S a 10 ; b2++ ; break;
case 72 S $ m 20 ; b2++ ; break;
case 80 : S S m 40 ; b2++ ; break;
case 96: S S 17; b2+*; break;

case 21
case 42 I/ 3-body collisions possibly with a rest particle
case 73
came 82
case 100 : choose5 ( &S S 21 , 42 . 73 , 82 , 100); b3++ ; break;

case 85 :
cane 106 :I 4-body collisions possibly with a rest particle
case 27
case 46
cae 54 :chooses ( &S $ 85. 106 . 27 45 , 54); b4++ break;

case 11
case 38
case 69: choose3 (S $ 11 ,38 ,69); b3* ;break;
case 13
case 22
case 74 :choose3 (S $ 13 22 74); b3#; break;
case 19
case 37
cae 98: choose(S$ . 19 .37 96); b3++ ;break;
case 25 : 1/ 3-body collisions with a "spectator" or rest particle
case 52
case 104 :choose3 (S ,25 2 ,104) ; b34+ ; break;
case 26
case 44
case 84 :choose3 (S $ ,26 ,44 ,84); b3++ ;break ;
case 41
case 50
cae 81 : choose3 (S . 41 .0 81); b3+÷ ; break ;

17-12



case 23
case 75
cae 102 : choose3 (S $ 23 75 ,102); b4++ ; break;
case 29
case 90
cae 10: chooe3 (&S $, 29 ,90, 108); b4+*; break;
came 43
case 83
came o0: choose3 (S $ 43 ,83 .11); b4+*; break;
case 46 I/ 4-body collisions with a "spectator" or rest particle
case 77
case 66• choos93 (&M $ 46,77 ,86); b4++ ; break;
case 53
case 105
case 114 choose3 (aS $ * 63 , 105 , 114 ) ; b4++ ; break
case 68
case 89
case 116 : choose3(&S$ & ,S 8 e 116a) ; b4++ ; break;

case 91 :
case 109 :
case 118 : choose3 ( &S $, 91 , 109 l 118 ) ; b5++ ; break ; // 5-body collisions

case 31. S tlO; b544; break;
case 47 : S w - 87 ; b*++ ; break
case 55 : S * - 107 ; b5÷+ ; break
caset5: S9 m 117; bS÷+; break;
case 61: S S 122; b54÷; break;
case 62 :S S a 93 ; b5.+ ; break ; // 6-body collisions with a
case 87 S u a 47 ; b6+* ; break ; / "spectator" or rest particle
case 93 : S a * 62 ; b5÷÷ ; break
case 107 : S$-55 ; bS+ ; break;
case 110 :S 31; b5÷÷; break;
case 117 :S 9; b++ ; break;
case 122 : S $ - 61 ; bS.+ ; break

default : n.non.collisions+, ; break
}
propagate ( )

unsigned char choose-bin ( float angle )
{

if ( angle >= 0.0 )
if ( eagle >0 degiOS )

if ( angle >- deg145 )
if ( angle >= deg175

return 9
else return 10

else return 11 ;
*lee if ( angle >- dogIS

If ( angle >- deg45 )
if ( angle >a deg76

return 12
elie return I

else return 2
else return 3 ;

else // chooses which direction (color) a region is assigned
it ( angle <a -degl1S )

if ( angle <a -deg175 )
return 9

else return 8
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else return 7 ;
else it ( angle (< -degis )

if ( angle <- -deg46 )
if ( angle <0 -4eg75 )

return 6
else return 5

else return 4
else return 3

void get.compon•at C unsigned char ch , float *xcomp , float oycomp
{

float x 0 . y 0;

switch ( ch )
{

case 0 :2 0.0; y 0.0; break;
case 1 x a 0.5 ; y u -0.86602 ; breaks
case 2 : W -0.5 ; y a -0.86602 ; break ; // breaks down particle velocities
came 4 x a -1.0 ; y 0.0 ; break ; //into "x" and "y" components
case a: x -0.5; y a 0.86602; break;
came 16: xa 0.5; y a 0.86602; break;
cae 32: 1 1.0; y 0.0; break;

default x a 0.0 ; y a 0.0
}
*Xcomp +* x ;
oycomp += y ;

unsigned char get.momvector ( )
{

int iloop , jloop , ifront , Jfrout . ii , jJ
float xcomp 0 , ycomp a 0

ii a I * Radius ; II divides lattice into subregions
jj a j * Radius ; aI end computes average omaenta
ifront a ii + Radius
Jfront a jj + Radius
for ( iloop = ii ; iloop <= ifront ; iloop++ )

for ( Jloop = jj ; jloop <( Jfront ; jloop*+ )
{

set-site ( iloop , jloop ) ;
for ( c a 0 ; c < BIT.SIZE - 1 ; C++ )

get.component ( site[ c J , Azcoup, kycomp )
}

if ( xcomp "M 0 )
{

if ( ycomp a. 0 )
return 0 ;

else If ( ycomp > 0 )
return 12

else
return 6

*ISelse

return (chooseebin ( atan2 ( ycomp * Icmp ) ) );

void main ( Int argc , chare* argv )
{

FILE *out-stream
char outfile E 30 3
mnt images t , total_ terations . frequency, N LATTICE.SIZE e LATYICE.SIZE;
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if ( argc < 4 )

printf ( "usage: higs (it*:ations) (output frequency) (Radius)\n");
exit (0)

total -iterations , atot C argv y 1 3 )
frequency - atoi ( argv C 2 3 ) ; // processes contand line info
Radius a atoi ( argy C 3 ] )
images = ( total-iterations / frequency ) + 1
sprintf C outfile, "my%4-Xe..d", LATTICE.SIZE , argyll 3 , image )s
if o ( out.streau w f open ( outf il, "wb"' ) ) = NULL )

fprintf s atderr, "ERROR: Can't open output file: Ws'n", outfile 3
exit (I 3

F a (unsigned char *)calloc(C(LATTICE.SIZE) / Radius)5((LATTIC..SIZE) R Radius),
sizoof ( char ) ) ;
if ( F -- NULL 3
{

printf ( "ERROR: Memory Allocation \n" )
exit (I)

I
arand C C unsigned int ) time (NULL) ) ; // seeds random number generator
set.periodic.boundary.conditions ( 3
set.configuration.table C )
set-initial.conditions C )
LOOP C C LATTICE.SIZE ) R Radius ) // writes S to out.stream F

F $.f = get.momwvctor ( )
ferite( F. C(LATTICE.SIZE) / Radius ) * ((LATTICE.SIZE) I Radius ) .1 . out-stream 3
for ( t I ; t fn total-iterations ; t++
{

n.non.colliaions a b2 a b3 • b4 * b5 0 0
LOOP ( LATTICE.SIZE

update-lattice ( 3
reset.lattice ( ) ; // writes SNEXT to S + clears SNEXT
if ( C t % frequency 3 0 )
{

LOOP C ( LATTICE-SIZE ) / Radius ) w/ writes S to outustream F
F $.f v get.-movector ( )

firite (F,((LATTICE.SIZE) / Radius )*((LATTICE.SIZE) / Radius ) .1 , outstream )

fclose ( out-stream 3
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Appendix B. HLG Site Configurations

The following tables list possible site configurations for the 7-bit Hexagonal Lattice Gas model. Positions
on the hexagon are labeled with bits 0 through 6, beginning in the upper-left node of the hexagon and
continuing clockwise, with the central "rest" position assigned bit 6 (see Figure 4). Automata arriving from
a position set its bit value to 1. N gives the code number for each configuration-simply the decimal value
of the bits (i.e. The code N = 17 represents bit-configuration 0010001, the binary representation of the
decimal number 17.) Listed on the right is the configuration as it would appear on the lattice. A centered
black dot indicates a rest automaton present.

N bit# sit& I bits sit& 31 bit* sita N bit# sit&
6542210 6543210 6S43210 6543210

0 0000000 0 16 0010000 0 32 0100000 "0 40 0110000 -0
/ /

1 0000001 ) 17 0010001 0 33 0100001 *0 49 0110001 -()
/ /

I / I /
2 0000010 is 1 0010010 0 34 0100010 -s 5O 0110010 "0

1 /

1I I, 11 1/
3 0000011 is 1 0010011 O 35 0100011 "O S1 0110011 "O

/ /

4 0000100 O" 20 0010100 O" 36 0100100 -S)- 52 0110100 -0-
/ /

S 0000101 0- 21 0010101 O- 3? 0100101 -0- S3 0110101 -0-
/ /

I / / /
6 0000110 O- 22 0010110 O" 3s 0100110 -0- S4 0110110 -0-

/ /

I1 1/ I/ II
7 0000111 O- 23 0010111 O" 39 0100111 "O" SS 0110111 -0-

/ /

1 0001000 ) 24 0011000 0 40 0101000 S6 0111000 -0
/lI I I

3 0001001 0 25 0011001 0 41 0101001 -0 S? 0111001 -0
l II /lIl

/ / / I
10 0001010 0 26 0011010 ) 42 0101010 so 0111010

1 /I /I

!I I/ I/ I/
11 0001011 0 2? 0011011 () 43 0101011 -0 55 0111011 -0

II IlI II

32 0001100 O" 20 0011100 O- 44 0101100 -0- 40 0111100 --

II I Il

13 0001103 O- 29 0011101 O" 45 0101101 -0- 61 0111101 -0-
I/I Il/

/ I / /
14 0001110 O- 30 0011110 0- 46 0101110 -0- 62 0111110 -0-

I/I I /I

I/ I/ I/ I/
1s 000111 0- 31 0011111 0- 47 0101111 -0- 63 0111111 -)-
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i bit* site x bitf sit& x bitf sit4 N bit sitA6S43210 6343210 6S43210 6543210

64 1000000 s o0 1010000 •96 1100000 1O 112 1110000 -0
/ /

is 1000001 8 61 1020001 9 37 1100001- 113 111001 -
/ /

/ / / /
66 1000010 0 62 1010010 96 3100010 -. 114 1110010 -.

/ /

67 1000011 32 1010011 293 11000211- 113 1110011 -.,, 100010 84 10110 looo l , oolo.- In 1110100
/ /

69 1000101 6- 2 1010101 5- 101 1100101 -- 117 1110101 0
/ /

70 2000110 86 2001 102~o 310.1 .- le1,.1

72 1010 Is 10I0 0 110 2 1107 010 sllo lOs 1101001 121 22103001

/ /
1/ 1/ /

71 1000110 5- 8s 10310111 - 103 210100 1-* 112 111010 -

/ /

72 1001000 6 101100 104 110100 - 120 111000 -.SIt I I

76 10011001 92 10111001 c 110100 -. 121 1111001 "O
/l Iit

I I i i
74 IooCiCI 5 30 1011010 6 106 1101010 -. 122 11112010 -/II I/t

73 1001101 91 10110 li 210710201 -. 1262 1111011-

SIt I /I

76 1001100 5- 32 1011100 O- 106 1101100 -*- 124 1111100 -O-

II I II
771010 - 3 loi1lol 5 10, 1101101 -5- 123 1111101 -*-

II I /I
/ I I 1

76 1001110 5- 94 1011110 1- 110 21011 -- 126 1111110 -0-
I 7 I1

731011s- 3 1011111 3 111 1101111 -5 127 1111111 -5-
'I I /I
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ABSTRACT

The working fluid experiment investigates various methods of forming a medium

with the plasma parameters required for its use as a working fluid for

concentric solid liner implosion. Such a working fluid would make quasi-

spherical implosions possible with a cylindrical driver. A hydrogen filled

coaxial plasma gun is discharged into a volume simulating a solid liner.

Upgrades to the experiment including pressure diagnostics and the construction

of a high energy capacitor bank are described.
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INTRODUCTION

An experiment to develop a suitable intermediate compression media for

use in concentric solid liner implosions is currently underway at the Phillips

Laboratory High Energy Plasma Division. The solid liner is imploded radially

by a discharge driven by the SHIVA STAR 10 MJ Capacitor Bank. A fluid inserted

between the target and the solid liner as a compression media will permit a

quasi-spherical implosion of the target. The compression media requirements

are that it be dense, cool, uniform and long lived. The material sound speed

is inversely proportional to the mass density. A dense, low molecular weight

plasma prevents the formation of shock waves during implosion. This translates

into experimental goals of electron density on the order of 1018 cm- and

temperature of 1-2 eV. Low temperatures also minimize ablation of the walls

and, therefore, energy-sapping impurities. The Working Eluid eXperiment (WFX)

was designed to establish the most efficient methods of producing this plasma.

Preliminary project goals were achieved with an upgraded design featuring a

converging outer conductor and a vane structure. Additional diagnostics and a

higher energy source were developed to advance the scheme.

EXPERIMENTAL SETUP

A prefill in the range 10-100 torr of hydrogen ills the evacuated

plasma gun and payload volume simulating the liner volume. A surface discharge

is initiated across a coaxial insulator with the gun using a 35 kJ capacitor

bank discharge. The deposit of post-initiation energy to the arc causes it to

lift onto the outer conductor and propagate down the gun. This current sheath

pushes the hydrogen ahead of it along the cylindrical region. The tapered

outer conductor compresses the plasma making it hotter and denser. The plasma

is pushed through the vanes into the payload region. The vanes strip the

embedded magnetic field from the plasma and provide a return path for the

current. Present diagnostics are B-dot probes in various locations and optical

techniques. An Optical Multichannel Analyzer (OMA) gives time resolved spectra

for the visible emission from the plasma. The viewing fiber optics are placed
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chordally in the payload. The electron density and electron temperature are

measured from the H. and H, spectral lines. An optical search for impurities

indicate the system is clean. A Multichannel Plate (MCP) camera records the

longitudinally integrated plasma luminosity at a given time. A Cordin high

speed framing camera was used to photograph the payload volume in time

increments to measure the evolution of the plasma. Uniformity information was

obtained from the photographic data.

Various percentages of helium, argon and nitrogen were mixed with

hydrogen to obtain further information using the OMA. The ion temperature

could be determined from the spectral lines of the seed gas. The spectral

lines of the seed gas were not measurable until its percentage was so high

that it drained energy from the hydrogen. The method changed the experiment

too dramatically to be useful.

PRESSURE DIAGNOSTICS

The neutral density of the plasma in the payload volume is calculated

from the electron temperature and electron density using the Saha relation. An

independent measurement of pressure is desired because that is an important

parameter and would provide a check on the equilibrium conditions assumed by

the Saha equation and provide information on pressure uniformity. Initial

pressures of 100 bar are required. The first attempt to measure pressure was a

probe made from a wafer of piezo-electric material mounted in a metallic tube.

Integrated voltage signals were observed on an oscilloscope. Low impulse tests

indicated a potential nonlinearity in the pressure-voltage characteristics.

When tested with WFX, oscillations were observed and attributed to either

harmonics generated in the mounting tube or plasma swirling motion upon

entering the payload region.

An Endevco 2000 psi pressure transducer was tested for compatibility

with WFX. The transducer uses solid state resistors that change value with

applied stress. The resistors are in a Wheatstone bridge configuration and
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produce a signal proportional to the applied pressure. Piezo-resistive

transducers have a high output signal and low output impedance and intrinsic

noise. It is, however, quite sensitive to external noise. Pulsed power

circuits are prone to electrical noise due to the high fields during

operation. Semiconductor devices are rarely used with pulsed power equipment

because they are very sensitive to fields. To overcome this obstacle the

transducer and its required hardware were encased in a metal enclosure. A

feed-through is used for the output signal. Switches are a significant source

of noise on pulsed power generators. The transducer was inserted on the

payload of WFX and the bank triggers were activated. The noise test indicated

that the transducer shielding was acceptable. WFX experiments indicate that

exposure to the plasma produces noise impinged on the signal. A metallic film

will coat the transducer surface to shield it from IR radiation. The

semiconductor resistors in transducers react strongly to wavelengths in the

infrared regime.

CURWET DIAGNOSTICS

A material is said to be birefringent when the internal electric

displacement vector, D, and the electric field vector, E, are not parallel. A

consequence of this effect is that the direction of energy propagation and of

phase advance are not necessarily parallel. This is usually quantified as a

dielectric tensor with nonzero off-diagonal elements. The susceptibility

tensor is determined by the spatial arrangement and the type of atoms in the

unit cell and their effects on the dispersion electrons. External stresses can

induce optical anisotropy in non-crystalline materials. Birefringence induced

"by a magnetic field is called the magnetooptic or Faraday effect. The magnetic

field, rather than the molecular structure, imparts the perturbation to the

electron motion. The magnetic field causes a rotation per unit dielectric

length of the plane of polarization of the incident light propagating along

the field direction. The rotation is proportional to the field intensity.
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If the incident light is plane polarized in a single direction, the

angle cf rotation can be measured relative to the incident polarization.

Linear polarization can be considered as the sum of a right and a left hand

circular polarization. The perturbation manifests in purely imaginary, complex

conjugate off diagonal dielectric tensor elements in the directions

orthogonal to propagation. One polarization is an eigenvector of the resulting

dispersion matrix, and is unaffected by the anisotropy. The other polarization

couples to the electron motion. The sum of the two circularly polarized waves

is a linearly polarized wave which has been rotated through an angle

proportional to the applied magnetic field and the sample length.

The most useful relation for angle of rotation measurements in solid

dielectrics is:

dz

8 is the angle through which the polarization plane has rotated after passage

through the media in the direction of H, the magnetic field intensity through

a length, z. V is a constant of the medium called Verdet's constant.

The Faraday effect can be used as a current diagnostic. To produce the

appreciable magnetic field necessary to induce the Faraday effect, the current

density must be large. High current measurements can be difficult to obtain.

Magnetooptic current measurements have the advantage of being electrically

non-intrusive to the plasma sheath and invariant to noise. The fiber optic

cable is wound around a cylindrical support structure. The radius of curvature

of the winds are large to reduce birefringence due to mechanical stress. A

single mode fiber, Lightwave Technologies type F1506C, was used because of its

low internal birefringence. A HeNe laser and a polarizer produce a single

polarization light beam, which is directed into the fiber. The rotated output

light is passed through another polarizer, oriented perpendicular to the first

polarizer. The Faraday effect is sign invariant. The two polarizers provide a

method of determining the direction of B. Since the two polarizers are

crossed, a zero in the signal indicates either a 2w rotation or zero B.
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A photodiode converts the light output to a voltage which is viewed on an

oscilloscope.

THE 12 CAN BANK

It was experimentally determined, and confirmed by calculations, that the

present capacitor bank did not supply sufficient driving force for WFX.

High current capacitor banks need to be carefully constructed to ensure

safe, efficient energy delivery. Each of the twelve capacitors are 6Af, 60kV

and therefore capable of storing approximately 1/3 coulomb. These high energy

density capacitors are designed to withstand high reversal. Large reversals

stress the capacitors severely because the dipoles comprising the dielectric

must rotate completely to align with the field. Connection to the positive

terminal is made through a bolt and a 'donut'. The bolt is torqued to 150 ft-

lbs. The donut compresses a copper crush ring to the inner electrode. This

assures a good current joint and compresses the donut to the dielectric that

the probability of surface tracking is greatly reduced. The bank is supported

by a Unistrut frame. Each capacitor weighs 275 pounds and the connection

hardware another 500 pounds. Unistrut is strong, easy to assemble, and

versatile. Feet were put on the bottom to aid in leveling the structure. A

parallel plate transmission lines connect the capacitors to the switching

elements and to WFX. Parallel plate transmission line adds a low inductance to

the system while also making good current joints to the capacitors. The buss

plates are 1/2" thick aluminum. Precautions against field enhancing sharp

edges were taken:

- The plate and hole edges have a large radius.

- The screws are imbedded in the plate and their heads covered with

conducting epoxy, then sanded level to plate.

- The plates were smoothed with fine grain sandpaper to eliminate

scratches.
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Mylar sheets are used for the dielectric between the transmission line plates.

Sheets provide protection from punch-through. Solid dielectrics

contain minuscule pockets of air, called voids. In a void, the electric field

is higher and the breakdown strength is lower than in the bulk dielectric. In

highly stressed dielectrics, this situation will promote breakdown in the

void, referred to as punch-through. Layers of dielectric reduce the risk of

finding a void longer than one sheet thickness. The mylar sheets are cut for

the transmission line dimensions plus one foot around. The additional

dielectric guards against surface tracking between the plates. The mylar is

carefully cut to avoid crinkles or marks which would make the dielectric

thickness even slightly nonuniform.

The capacitors are discharged in parallel simultaneously with a four

railgap switch element. Railgap switches provide good multichannelling, which

is critical for high current switching because it distributes the coulomb

transfer and current among the channels, preventing destructive shock waves

and excessive electrode erosion. The railgap elements have a plastic tongue

that extends under the hot buss plate to retard surface tracking. The railgap

electrodes are charged to ± 40kV. Switching is activated by applying a high

voltage pulse to the rail. Typical pulse voltages are 50kV. The rail

crossection is triangular and spaced asymmetrically in the interelectrode gap.

During charging, the electric field is uniform. The trigger pulse distorts the

uniformity of the fields and produces fast switching.

CONCLUSIONS

WFX has progressed nicely this summer. A new and very successful

compression configuration was tested. The limits to the present diagnostics

were reached. Several prefill gas mixtures were unsuccessfully attempted for

diagnostic purposes. High pressure and current diagnostics are ready to be

implemented and the 12 Can Bank is built.
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AbItraa

Liquid jet atomization is dependent on flow conditions such as

Reynolds Number, Weber Number and both liquid and gas phase

properties. The L/D ratio, a variable describing injector geometry,

also strongly influences the atomization process. In order to develop

liquid rocket engine injector design criteria, a correlation of spray

characteristics (cone angle and breakup length) to the net circulation

of the liquid jet is proposed. The development of this correlation will

be conducted as part of an in-house research effort of the United

States Air Force Phillips Laboratory Propulsion Directorate.

,t9-2



Correlating Injector Performance for
use as Engineering Design Criteria

Michael P. Moses

InUr.duflon

The jet atomization process is crucial to understanding combustion and stability

processes in liquid rocket engines. A knowledge of spray characteristics is required input into

droplet evaporation and combustion models. Injector performance is also closely tied to liquid

rocket combustion stability and efficiency. For these reasons, the Phillips Laboratory is

conducting extensive research and testing in the area of injector performance. In support of the

Injector Design Impacts on Spray Characteristics program being conducted at the Propulsion

Directorate of Phillips Lab, Edwards Air Force Base, a new correlation procedure is being

developed to provide design criteria suitable for engineers to perform injector tradeoff studies.

This new correlation will include the effects of orifice geometry, as well as liquid and gas phase

fluid properties, on the atomization behavior of liquid jets.

o.menJalum

L orifice length (in)

D orifice diameter (in)

Pm manifold pressure (liquid)

Pc chamber pressure (gas)

AIP differential pressure across injector
7 density of liquid (lb/ft3 )

A-I viscosity of liquid (cP)

cri surface tension of liquid (Ib/sec 2 )

Ng density of gas (lb/ft3 )

Vg viscosity of gas (cP)
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Lb breakup length (in)

20 cone angle (degrees)

Re Reynolds Number

We Weber Number

r circulation

I let Impulse

r orifice radius

Uo average injection velocity (ftfsec)
8* boundary layer displacement thickness

The injectors examined in this study are plain-orifice types, consisting of a single, sharp-edged

orifice, as shown in Figure 1.

K

I • L- - .. ...

Pt 11  D P0 iigI

FigureI. Plain Orifice Injector

The geometric parameter governing the performance of this type of atomizer is LID, the

dimensionless ratio of the orifice length, L, to the orifice diameter, D.

The operating parameter that has the greatest effect on injector performance is AP, the

pressure differential between the manifold, Pm, and the chamber, Pc. The gas and liquid phase

fluid properties of density, p, and viscosity, gL, also play an important part in atomization. The

non-dimensional variables that are commonly used to describe atomization are Reynolds

Number (Re) and Weber Number (We), as defined below.
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Pi Uo D
Re =--

Al

P1 Uo2 D
We -

d

The fundamental features of an atomizing jet are breakup length and spray cone angle, as

shown in Figure 2. Breakup length, Lb, is the length of the intact liquid core downstream of the

orifice exit. Spray cone angle, 2e, is defined as the average angle of the droplet spray

measured at a distance of 60 orifice diameters downstream.

f Lb

600

20

Figur. Spray Characteristics

Effects of Injection Pressure (Velocity)

A liquid jet injected into a quiescent atmosphere will breakup a short distance

downstream of the orifice exit plane. This breakup length is dependent on the liquid flow within

the orifice passage. As injection velocity increases, the behavior and stability of the jet

changes. Figure 3 is a representation of the jet stability curve, broken down into seperate flow

regimes.
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Figure 3. Jet Stability and Breakup Curve (Hiroyasu, et. al. 1982)

In the laminar flow regime, breakup length increases as the injection velocity (manifold
pressure) increases. But then the trend reverses in the transition region, and the jet breaks up

closer to the exit plane. When the flow becomes turbulent, breakup length again starts to

increase as injection velocity increases. As velocity is further increased, the breakup length

decreases to small values, such that the jet disintegrates almost immediately upon exiting the

injector. Liquid rocket engine injectors operate in this spray regime, with very large Reynolds

numbers.

Effects of Orifice L/D

Work by many authors (Aral, et.al. 1985, Reitz and Bracco 1979, Ruiz and Chigier
1991, Varde, et.al. 1984g. Wu, et.al. 1991) has shown a general trend in the effect that L/D
ratio has on both breakup length and cone angle. Figures 4 and 5 are presented by Aral, et.al

(1984) and reflect the effects of LID on breakup length and cone angle respectively.
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As L/D increases, the breakup length gradually decreases, reaching a minimum. At the same

time, cone angle is increasing to a maximum value. The UD that produces the maximum cone
angle also produces the minimum breakup length. Hiroyasu, et. al. (1991) reports this value
of LID to be equal to 20. Wu, et. al. (1983) reports a value of 10, while Varde (1985) claims

a much lower number of 5. Further increasing L/D beyond this point will increase the breakup
length and decrease the cone angle. Wu, et. al. (1983) proposes that this is related to the flow
within the injector passage. At small values of IJD, vena contracta effects increase the radial

velocity component of the jet, increasing the spray angle. As UD increases, the flow reattaches

and boundary layers begin to develop, thus changing the velocity profile of the jet and decreasing
cone angle. This effect is visually depicted in Figure 6.
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•, Orifice Flow Streamlines (Lefebvre 1989)

Many authors have developed correlations to predict model spray cone angle. A few are

presented here in order to emphasis the parameters that influence cone angle.

Abramovich (Ohm 1991)

tan9 - 0.013 (1 +pg/pl)

Reitz and Bracco (1979)

4 n pg 0.5 plRe 2
tan 0 =-- (--) F (-- )

A pl pg We

A - F ( LID)

Aral, et.al (1984)

pg AP D2 0.25
9 [rad] - 0.05 , )

99g2

Relatively few studies have investigated the effects of L/D as well as flow conditions on the

spray characteristics. It Is for this reason that we propose a new correlation parameter.
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Technical Approach

As shown in the previous section, jet atomization is governed not only by the flow

variables (Re, We) but also to a large extent by the injector geometry and its effect on the jet

velocity profile at the exit. Therefore we are motivated to pursue a correlation that will hold

for variable geometries and test conditions, for use as a design parameter in the development of

liquid rocket engine injector.

If we consider the flow through a sharp-edged orifice, as shown in Figure 7,

Injection
Plane

L

Pu. D/2 Pc

rz z A/_Typical
StreamrlinesU1

Figure 7. Flow in Orifice Passage

we know that viscous forces will generate a vorticity in the boundary layer that will give rise to

a net circulation, r. In addition, the impulse of the jet into the quiescent ambient gas will give

rise to an additional component of the circulation due to the ring vortex formed at the periphery

of the jet. Therefore a net circulation of the form

r . rl + rv (1)

where rl jet impulse circulation
rv = viscous flow circulation.

will include effects of velocity profile development within the injector passage as well as

aerodynamic effects due to interactions of the liquid jet with the ambient gas. r therefore
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represents destabilizing influences on the jet, and we believe will be an ideal parameter to use

in the correlation of spray characteristics like cone angle and breakup length.

Impulse C1rculation

Heister and Karagozian (1990) present the circulation due to the impulse of a liquid jet

into a quiescent atmosphere as

I
rl = (2)

2xrpg

where r is the radius of the injector passage and I represents the impulse per unit length (or

thrust per unit velocity) of the jet,

P1 U0
2 i r2

I = (3)
Uo

The term Uo represents the average velocity of the flow in the injector passage,

(U(r) r drUo = -(4)
x r2

0

By combining equations (2) and (3), we can write the jet impulse circulation as

p] Uo D

pg 4

It is important to note the strong effect of density ratio in this term. Several researchers

(McCarthy and Molloy 1974, Ruiz and Chigier 1987, Varde 1985) have noted the importance

of this ratio on atomization cone angles as shown in the correlations presented in the previous

section. Therefore the rl term should properly model the effects of aerodynamic interaction of

the liquid jet with the surrounding gas.
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Viscous Circulation

The evaluation of the E'v term due to viscous forces is somewhat more difficult to

evaluate. Using the definition of circulation, we may write

rv - .U(r) dr (6)
0

where the closed curve of integration includes the passage centerline and wall as well as the

vertical surfaces at the inlet and exit of the Injector (see Figure 7).

By virtue of the no-slip boundary condition, we know that U(r)-O at the injector wall.

If we assume a well-behaved inlet and exit flow (that is, flow streamlines are exactly parallel

with the z direction), then the velocity at these planes is normal to the direction of integration

and no net circulation will be generated at these surfaces. In this case, Equation (6) becomes

L

rv Ucl dz (7)

which implies that the only contributions come from the centerline velocity of the channel
where U(r)=LUcl.

It is however not obvious that this assumption is accurate when modeling the conditions

experienced in liquid rocket engine injectors. Significant curvature of the inlet velocity

streamlines can occur as shown earlier in Figure 7. The assumption of parallel streamlines is

quite accurate at the orifice exit if the boundary layers are thin. In order to check this

assumption, a first order estimate of the boundary layer thickness at the orifice exit can be

derived by assuming a flat plate boundary layer development within the injector channel

(Schlichting 1955). Table 1 summarizes the results of these calculations for several

injectors.
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Table.1. Boundary Layer Thickness Calculations

_... .. ..... __ Fluid L/D ReD j d*/r
LOX/HC doublet LOX 2.4 355,000 0.0145
LOX/HC doublet RP- 1 3.8 191,000 0.0236

SSME LOX 20 322,000 0.08
Injector 2a Perc 1 184,000 0.008
Injector 2b Perc 10 180,000 0.052

It can be seen that the boundary layer displacement thickness S" is on the order of 1-2% of the
orifice radius except in the case of the very long SSME LOX injector post. Injectors 2a and 2b

are two of the four orifices tested in this study. Therefore we will proceed with the correlation,

using the assumption of thin boundary layers. The viscous circulation term becomes
L

rvm (Ucidz = UoL (8)

where Uo will be approximated by Bernoulli's equation.

2 AP 0.5
Uo (-) (9)

P1

AP =Pm - PC

We can now combine Equations (5) and (8), yielding an overall circulation term as

p] D
r = Uo ( L + (---)--) (10)

pg 4

and plugging in for Uo as given by Equation (9)

2AP 0.5 p! D
r =(-.--) ( L + (.-.).---) (I I )

P1 pg 4

Equation (11) represents the total disruptive force tending to cause jet atomization. By

comparing r to Re and We, which represent the forces of liquid viscosity and surface tension

tending to resist atomization, a correlation to predict spray cone angle and breakup length
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should result. This correlation should be quite successful because r includes not only the details

of the particular flow environment AP, pi), but also the effects of liquid/gas density ratio and

geometric effects on the velocity profile (L, D).

Experimental Facility

This study is being conducted by Phillips Laboratory, located at Edwards Air Force Base,

CA. The Air Force has constructed a cold flow facility that can perform injector performcnce

analysis and research under simulated rocket engine operating conditions.

H20 [Pe rc]

injector

[Facility GN2

Viewing Windows

M Catch rank
Collection

Bottles

Fig r . Experimental Facility
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The facility depicted in Figure 8 consists of two 250 gallon supply tanks rated to 2000

psia, a 2500 psia GN2 pressurizing system, an optically accessible pressure vessel rated to

2000 psia in which the injectors are flowed, a catch tank and 28 collection bottles. The facility
is capable of water flowrates up to 4.75 lb/sec and upstream water supply pressures of 3500
psia (using recirculation pumps not shown in the figure).

The pressure vessel is optimized for liquid rocket engine injector research. It has a

25.25 inch I.D. and is approximately 4 feet long. It has four window ports for use by three

different optical particle sizers to study atomization. It also contains a mechanical patternator
to obtain mixture ratios at different radii throughout the spray. The injector housing at the

tank's top can travel 6 inches vertically as well as rotate 360 degrees.
The injectors used in these tests are designed to minimize a distorted velocity profile up

to the discharge orifice. A 1/4 inch square channel with a 32 finish supplies the fluid to the

discharge orifice. All the discharge orifices are positioned perpendicularly to the incoming flow

and have sharp edged entrances.

Experimental Results

The first stage of testing in this faciiity was conduct6d at atmospheric ambient pressures

and at injection pressures ranging from 100 to 750 psia. Four injector geometries were tested

using perchloroethylene (tetrachloroethylene) as the fuel simulant. A CCD video camera was

used to image the spray and allow a measurement of spray cone angle.

Table 2 shows the operating conditions and results for two of the tested injectors.

Figures 9 and 10 show plots of cone angle versus Reynolds Number and circulation respectively.
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.abtaZ Experimental Results

L/D ReD 20 (deg.) r

1 72,603 10.2 1899
1 94,062 15.23 2453
1 109,565 15.33 2858
1 125,204 17.06 3255
1 142,456 16.59 3698
1 158,990 23.93 4102
1 172,310 22.15 4449
1 183,847 18.45 4742

10 74,818 3.1 2016
10 92,454 3.41 2487
10 103,175 3.79 2772
10 122,939 3.51 3303
1 0 138,833 3.71 3726
10 154,732 4.09 4155
10 168,128 5.97 4524
10 180,365 5.74 4850
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Figure 10. Cone Angle vs. Circulation

It is interesting to note the shape of the curve for L/D of 1 in Figure 9.

The decline of spray cone angle at high Reynolds Numbers (Re > 160,000) seems to indicate

that there exists a point of maximum cone angle for such a small LIJD. Increasing injection

pressure beyond this point decreases cone angle. This could quite possibly be due to the

increasing importance of aerodynamic effects at high injection velocities.

It can be seen in Figure 10 that the correlation versus circulation doesn't completely

model the effects of IJD ratio. Recall, however, that the model assumes a uniform parallel

velocity flow at both the injector inlet and exit. In the case of LIJD = 1 this assumption is

violated, thus causing the data to scatter on the graph. The L/D = 10 case appears much more

well behaved. Further testing at moderate LID ratios will be required in order to validate the

correlation.

Testing in this facility is by no means complete. As of the end of this internship, not

enough information or testing was completed in order to offer any hints towards the results of

the proposed correlation of spray characteristics versus circulation. It is believed that the

uniqueness of this Air Force facility to test at rocket engine conditions will allow for the

development of correlations that can be used by design engineers to predict liquid rocket engine

injector performance characteristics.
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Abstract

Using interactive two-dimensional seismic raytracing techniques, seismic

velocity models of the crust and upper mantle in New England were constructed

from data collected jointly by Phillips Laboratory and Boston College from two

seismic refraction experiments. One was from the 1984 Maine Seismic Refraction

Experiment (MSRP), with the shotpoints in southcentral Maine and the receivers

stretching from Rumford, Maine into the White Mountains in New Hampshire.

The second was from the 1988 Ontario-New York-New England Seismic Refraction

Experiment (ONYNEX) along a 200 km profile from western New York through

Vermont and into southern New Hampshire. From the MSRP data the lower crust

and Moho discontinuity in Maine were found to vary noticeably across the

Norumbega Fault, with a significantly deeper Moho to the west of the fault. From

the ONYNEX data the previously reported ramp feature, separating the Grenville

basement in the Adirondack Mountains and the Paleozoic basement in the

Northern Appalachians, was found. The ramp is inferred to dip from the surface

near the Vermont-New York border to 17 km depth beneath the Vermont-New

Hampshire border. 'the configuration of the ramp indicates that it controlled the

emplacement of the geology above it during Paleozoic and Mesozoic time. The

results of this study suggest models for ancient continental zones which may be

applicable to those in other parts of the world.
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INTRODUCTION

In 1984 and again in 1988 the Air Force Geophysics Laboratory (now

Phillips Laboratory) and Boston College (called here PL-BC) jointly participated in

carrying out piggyback experiments as part of large-scale seismic refraction

studies in New England. The two experiments, the Maine Seismic Refraction

Experiment (MSRP) in 1984 and the Ontario-New York-New England Seismic

Refraction Experiment (ONYNEX) in 1988. were carried out by the U.S. Geological

Survey (USGS) to determine the seismic velocity structure of the crust across an

ancient continental collision zone. Other participants in parts of MSRP and

ONYNEX were the Massachusetts Institute of Technology (MIT) and the Geological

Survey of Canada. The PL-BC participation in these experiments was designed to

expand the areal coverages of these experiments, to test field methods for

recording seismic refraction data, and to provide a detailed data set for waveforms

studies of explosions in areas of complicated geologic histories. The ultimate goal

of the PL-BC research was to improve the methodologies for monitoring nuclear

testing treaties in remote parts of the world by learning to model regional seismic

waveform data from a well-studied area.

The area of the surveys and the locations of stations of the PL-BC piggyback

experiments are shown in Figure 1. For MSRP the PL-BC stations for the first

night of the experiment were located in the White Mountains of Maine and New

Hampshire to the west of the shots which were fired that night. It is these data

which we analyzed during the summer, 1992 research effort. For ONYNEX data

primarily from the second night of the experiment, a line of receivers from just

northwest of Westport, New York to Manchester, New Hampshire, were modeled.

Seismic raytracing through models of the seismic velocity structure of the crust

along each of the profiles was used to match the arrival times of the major body

wave phases in the observed seismograms.

A number of crustal models for New England, based on the USGS data, have

already been published for the MSRP and ONYNEX experiments. For MSRP early

work based on first analyses of the data are found in Luetgert "* al. (1987) and
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Klemperer and Luetgert (1987). More recently, a detailed model of the crust for

the along-strike profile in central Maine was published by Hennet et al.

(1991).The data from the long, cross-strike profile from Canada to coastal Maine

are still being analyzed by the USGS during the summer of 1992 (J. Luetgert,

personal communication, summer, 1992). For ONYNEX a detailed model for the

eastern half of the experiment, stretching from Maine into central New York

state, was published by Hughes and Luetgert (1991). The results reported in these

studies are important because they provide constraints and starting models for

the analysis of our data sets. These studies are also important because we chose to

use with our observations the same analysis technique (ray tracing using the

computer programs developed by Luetgert, 1988) as was used in those previous

studies. About halfway through the summer, J. Luetgert provided an improved

version of his code, in this case ported to Macintosh computers (Luetgert, 1992).

The use of this code greatly facilitated the modeling of the very complex structure

sampled by the PL-BC data from the ONYNEX experiment.

GEOLOGIC SE1TNG AND TECTONIC HISTORY

Because the present seismic structure of New England is a reflection of its

past tectonic history, we present a brief summary of the geologic development of

New England relevant to the areas studied here. This summary is abstracted from

a number of sources, most notably Taylor and Toksoz (1979) and Press and Siever

(1982). A summary map of the geology together with the locations of the two

study areas are indicated in Figure 2.

During the late precambrian the eastern edge of North America rifted from

a iandmass to the east and evolved into a passive margin. The edge of the

continent in New England at that time ran from what is today western

Massachusetts north through central Vermont and then northwest across the

northern tip of New Hampshire and along the northern third of the state of

Maine. After a long period of drifting a series of collisional events started in New

England with the Taconic orogeny about 480 m.y. ago. During this orogenic

episode, oceanic sediments from the continental shelf and continental slope were

thrust westward and northward upon the eastern edge of North America, forming
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the Taconic Mountains among other structures. A part of the continental edge

also broke off and was thrust up and west, exposed today in various bodies such as

the Green Mountains in Vermont. Following the Taconic orogeny there occurred

a series of collisions between North America and several island arcs and

continental fragments from the east, along with the emplacement of a number of

plutons of various ages. In New England, the Norumbega Fault in Maine and the

Clinton-Newbury Fault in Massachusetts with its extensions in Connecticut are

mapped as the surficial sutures between Avalonia, one of the largest of these

continental fragments, and North America. The Acadian orogeny, which took

place about 380 m.y. ago, was a brief but intense collisional orogeny, probably of

an island arc with North America. The Alleghenian orogeny, which occurred

about 300 m.y. ago, was probably associated with the final suture of the African

land mass to the eastern North American margin. Subsequent to the Alleghenian

orogeny Africa was attached to North America during the period of the existence

of the supercontinent of Pangea. The breakup of Pangea in New England began

during the Triassic period (about 210 m.y. ago) with the opening (which later

failed) of a number of continental rift basins. During the Jurrasic (about 180 m.y.

ago) new set of basins formed to the east, and these successfully opened to form

the Atlantic Ocean. The late Mesozoic (about 120-100 m.y. ago) in New England saw

the emplacement of the major plutons which make up the White Mountains.

These are thought to have been due to the passage of North America over a mantle

hot spot. Finally, during the Cenozoic (since about 80 m.y. years ago) the eastern

margin of North America has once again evolved into a passive margin, a state

which still exists today,

DATA SETS FOR THIS STUDY

For both the MSRP and ONYNEX experiments the source shots were located

and detonated by the USGS. The shotpoints were separated by about 30 km along

the refraction lines set up by the USGS, with a subset of all shot points being

detonated during each night of shooting. In both the MSRP and ONYNEX

experiments the shots ranged in size from 1600 lbs. to 4000 lbs. of ammonium

nitrate with one additional 6000 lb. shot in Maine during ONYNEX. The shots were

detonated in 8-inch diameter holes, drilled 49-55 meters in the bedrock to ensure
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good coupling. One shot point each during MSRP and ONYNEX was in a water-

filled quarry. Data from these quarry shots were not used in this study.

The inst-umentation and recording configurations for the PL-BC

experiments were different during the MSRP and ONYNEX experiments. For the

first night of shooting during the MSRP (the data set analyzed here), five PL

Terra Technology DCS-302 recorders with 3 Hall-Sears HS-10-IB l-Hz geophones

were spaced about 15 km apart from Rumford, Maine westward to Crawford, New

Hampshire. Just west of Rumford Boston College installed at about 1 km station

spacing 5 Sprengnether MEQ-800 analog recorders with vertical HS-10 1-Hz

sensors and 2 digital Sprengnether DR-200 recorders with 3 Teledyne S-13 1-Hz

sensors. For the ONYNEX data set analyzed here PL-BC along with MIT installed a

line of seismographs at about 5 km station spacing from Manchester, New

Hampshire to just northwest of Port Henry, New York. The primary purpose of

this line was to record two shotpoints from near either end of the line. PL put out

25 Terra Technology recorders with Sprengnether S-6000 triaxial geophones,

while the Boston College-MIT data were recorded on 9 seismographs, 5 of which

were MEQ-800 analog seismographs which were connected to HS-10 seismometers.

The other seismographs were DR-200 digital seismographs connected to S-6000

seismometers. All of the instruments during both experiments were calibrated

either to WWV radio or GOES satellite time.

As the first step in the analysis of the data, the digital waveforms for both

experiments were assembled on the PL VAX computer. The waveforms were then

read into the computer program ICON, developed by Dr. John Cipar at PL, where

the first arrival times and the arrival times of other important P wave phases

were read. Using ICON we constructed record sect;- i of the data, facilitating

identification of phases from one waveform to the next. An example of a record

section from the ONYNEX data set is shown in Figure 3. We then added to the set of

arrival times from the digital data the times of arrival of first and later P-wave

arrivals from the analog records. These were read with a visual occular graded to

a 0.1 mm scale. The reading accuracy of the digital waveforms was 0.01 sec, while

for the analog waveforms it was 0.02 to 0.04 sec.
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Figure 3. Example of one of the PL-BC seismic sections from the ONYNEX
experiment. The traces are from shotpoint 10 to the southwest, with the 0 distance
being at shotpoint 10. The time axis represents travel time at a reduced velocity of

6.0 km/s. The amplitudes of the traces are individually normalized.
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MODLING R ULTS

MSRP Data Set

The set of seismograms from the MSRP experiment contained a number of

P-wave arrivals which were used in the ray-tracing analysis. In many cases the

first arrivals were rather emergent, indicating that these arrivals were head

waves or waves guided along the top of faster velocity layers in the upper crust.

Several later arrivals in the P waveforms were also analyzed. These generally fit

the expected travel times for mid-crustal or Moho reflections. Thus, the arrival

time data set could be used not only to measure seismic velocities in the upper

crust but also to estimate the thickness of the crust in the study area.

The approach in fitting the observed travel times was first to construct a

starting crustal model based on the results of Hughes and Luetgert (1991) and

Hennett et al. (1991). Rays were then traced through this model from the

appropriate source positions to each receiver location, and the predicted travel

times were compared to the observed travel times. The crustal model was then

changed and the ray tracing redone. This process was repeated a number of times

by trial and error until a velocity model which closely matches the travel time

data was found. The data were analyzed starting with that from the closest

shotpoint and working progressively toward the farthest shotpoint. For the

observations from each shotpoint, the first arrivals were matched first followed

by the later arrivals in the data set. The deepest reflections, those from the Moho,

were fit last for each shotpoint.

Plots of the crustal model which best fit the arrival time observations are

shown in Figure 4. Several interesting features can be observed in this model.

First, while a low velocity zone from the starting model is preserved in the upper

crust, the data set analyzed here is too sparse to either confirm or deny the

occurrence of such a feature. Second, the top of the lowermost crustal layer is

quite deep between shotpoints 4 and 5 and the receiving stations. It is as deep as

29 km here, whereas it is between 21 km and 27 km deep throughout other parts of

New England. The Moho depth of 37-40 km under the central part of this profile is
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quite consistent with the results of Luetgert et al. (1987) and Kafka and Ebel (1988)

who reported a local depression in the Moho in this vicinity.

For shotpoints 6 and 7 there are some notable changes in the crustal model

needed to fit the data. Specifically, the Moho is shallowed to a depth of 33-35 km

near the shotpoints, and the top of the lowermost crust is raised to about 22 km.

These changes occur to the east of the Norumbega Fault, and they suggest that the

Norumbega Fault represents a major discontinuity in the structure of the lower

crust. Curiously, such a discontinuity was not reported either by Klemperer and

Luetgert (1987) or Stewart et al. (1987). However, the observations in this study

sample a somewhat different part of the crust of Maine than those studies. Thus, it

appears that strong lateral changes in the seismic velocity structure of the lower

crust of Maine can occur over distances of a few tens of kilometers.

ONYNEX Data Set

Applying to the PL-BC ONYNEX data set the same analysis methods as were

described above for the MSRP observations, we first found constraints on the

layer thicknesses and velocities under southern New Hampshire and central

Vermont and under the easternmost part of the Adirondack Mountains. These

constraints were used in the creation of two seismic velocity models for the

seismic line which we studied. One model was for the arrivals northwest from

shotpoint 22 in Southern New Hampshire (an Applachian crustal model), while

the second was for the arrivals around shotpoint 10 in the Adirondacks of New

York (an Adirondack crustal model). Major differences in the seismic velocity

structure between these two regions had already been reported by Hughes and

Luetgert (1991). A single crustal model was constructed from these two distinct

models by ramping the Adirondacks underneath the Appalachians, as previously

recognized from the 1980 COCORP profile (Brown et al., 1983) and from the Hughes

and Luetgert (1991) study. The seismic velocities and positions of the layer

boundaries in the constructed model were varied until rays traced through the

model best fit the observed arrival times. The interactive two-dimensional seismic

raytracing program MACRAY (Luetgert, 1992) greatly facilitated the ray tracing

processing. This analysis lead to the development of a seismic velocity model that
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is similar to that found by Hughes and Luetgert (1991) for the region just north of

our study area.

The best fitting seismic velocity structure (Figure 5) is well constrained in

the upper 20 km as the first arrivals were strong and relatively clear of noise and

the source-receiver distances provided observations which primarily sampled the

upper half of the crust. An insufficient number of strong/clear second arrivals

representing reflections from the deeper parts of the crust and from the top of

the mantle lead to more ambiguous readings of their arrival times, and therefore,

the velocity structure below 20 km is not as constrained as that of the upper crust.

The northern end of the profile extends into the Adirondack mountains.

The Adirondacks velocity crustal model consists of a low velocity layer of seismic

velocity 5.45-5.50 km/s. This 0.5 km thick layer represents the weathered rock

and ground cover. From 0.5 km to 18 km depth the Adirondacks are characterized

by a high P-wave velocity of 6.30-6.55 km/s. This high P-wave velocity reflects

the anorthositic composition of the Adirondacks, which consist of 1.0+ b.y. old

Grenville basement rocks. The high crustal velocity rocks of the Adirondacks

extend from the near surface, at the northwestern part of the profile, to a depth

of 17 km under the Vermont-New Hampshire border. The Appalachian crust is

also topped by a 0.5 km weathering layer, and below that the P-wave velocities

increase from 6.03 km/s to about 6.3 km/s at 15 km depth. An upwarp in the top of

the 6.65 km/s layer near the base of the ramp was needed to fit the first arrival

time data from shotpoint 22 to the stations at the northwestern part of the profile.

A local upward bulge in the Moho surface was also inferred from the arrival times

of what were interpreted to be PmP reflected phases in the sections.

The major result of the analysis of the PL-BC ONYNEX data is the position of

the ramp under the profile. The ramp is found to dip steadily from the Vermont-

New York border downward to the Vermont-New Hampshire border where it

flattens out considerably. The bottom of the ramp under this profile occurs

approximately due south of the bottom of the ramp under northcentral Vermont

found by Hughes and Luetgert (1991). Thus, the edge of the ramp beneath

Vermont and New Hampshire strikes approximately due north-south, which is the
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prevailing trend of most of the surface geology in this area. Given the ancient

age of the rocks in the Adirondack Mountains compared to that of the

Appalachian rocks, it appears likely that the shape of the Adirondack/Grenville

massif has controlled the orientation of the emplacement of the geology and

tectonic terranes in Vermont since late precambrian time.

IMPLICATIONS FOR NUCLEAR TEST BAN TREATY MONITORING

One of the most important aspects of using seismology to monitor nuclear

test ban treaties, particularly using seismic stations located at regional distances

(less tha 100 km to 2000 km or so from the sources), is to understand the seismic

wave propagation between the sources and the receivers (Pomeroy et al., 1982).

Seismological studies in recent years have revealed strong complexity in the

structure of the earth's crust in many places (Braile, 1991), and the variation of

this complexity from place to place makes it difficult to find general rules to guess

the seismic wave propagation characteristics for any particular source-receiver

path. The results of this study demonstrate that, for an ancient continental

collision belt, major crustal variations can occur over distances of tens of

kilometers. In particular, the topography of the Moho can vary by several

kilometers, and the interface between older continental shield rocks and

younger, overthrust collisional terranes is a smoothly dipping structure with a

geometry which is reflected in the overlying surface geology. These results give

important clues about what crustal seismic structures may be found in other parts

of the world, such as under the Ural Mountains and the Caucuses Mountains in

Eurasia. They can be used to postulate possible crustal models for use in nuclear

test ban treaty monitoring studies in these and other areas of the world.

Braile, L.W. (1991). Seismic studies of the earth's crust, Reviews of Geophysics,

Supplement, U.S. National Report to International Union of Geodesy and

Geophysics, 1987-1990, 680-687.
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ESTABLISHMENT OF AN ARCJET OPTICAL
DIAGNOSTICS FACILITY AT PHILLIPS LAB

Daniel A. Erwin, John H. Schilling, and Jeff A. Pobst
Department of Aerospace Engineering
University of Southern California

An arcjet optical diagnostic facility was established at the Phillips
Laboratory. This facility is expected to provide accurate measures of flow
properties in the plume and nozzle region of arcjet thrusters to assist in the
development of more efficient arcjet thrusters for spacecraft stationkeeping
and orbit-raising applications. A 30-kW arcjet was mounted and successfully
operated in a vacuum test chamber capable of accurately duplicating the space
environment. Optical elements were installed to allow active or passive
measurement of flow properties using the techniques of emission spectroscopy
and laser-induced fluorescence. A tunable ring dye laser pumped by a 20-watt
CW argon-ion laser were installed and aligned for LIF experiments. Finally,
an automated control and data-acquisition system was installed and software
developed to conduct a variety of experiments.
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A Computational Model of the Magnetospheric Boundary Layer

David W. Rose

Graduate Student

Department of Mathematics

New York University

Abstract

A two-dimensional magnetohydrodynamic model of the magnetospheric boundary layer was studied.

The partial differential equations of the model written in magnetic potential-kinetic streamfunction form

were discretised by means of a Fourier-Chebyshev series in the two dimensions. This discretisation permits

both modelling of plasma velocity boundary conditions as well as efficient computation of the quasi-linear

differential operators. Physical reasons are given for including both viscosity and resistivity dissipation

effects in a model even though the magnetospheric plasma is collisionless. These dissipation effects

permit the establishment of uniform boundary conditions on connected components of the boundary for

mathematical and numerical well-posedness.
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A Computational Model of the Magnetospheric Boundary Layer

David W. Rose

Introduction

The connection between the solar wind and the Earth's magnetosphere is essential in understanding the

magnetospheric environment surrounding high-altitude satellites and human inhabited spacecraft. "Space

weather" consisting of particle flux, electromagnetic fields and electric currents is a factor to be considered

in design and maintenance of satellites, sensitive equipment and even human safety during space-walks.

The ability to forecast near space conditions will be necessary for the success of technological applications.

However, such capability is limited at the present time, due to the expense of making observations of the

geomagnetosphere and the limited understanding of the magnetospheric processes involved.

Model Problem

It is proposed that a portion of geomagnetospheric boundary layer may be studied numerically by use

of a Fourier-Chebyshev tau spectral method. Spectral methods are attractive due to their ability to

efficiently compute smooth fluid flows and have been used successfully in many hydrodynamic and mag-

netohydrodynamic (MHD) problems. This is due to the exponential convergence obtainable with spectral

discretisations and the efficient calculation of quasi-linear components through use of the Fast Fourier

Transform. While it is true that traditionally spectral methods have been only applied to smooth flows,

recent positive results have been achieved in applying spectral methods to non-smooth flows. Spectral

methods have been applied in the past to laminar and turbulent incompressible flows and have been

applied to meteorological simulations [1,5].

The model is that of a magnetohydrodynamic shear layer, which may be compared to the hydrody-

namic shear layer for which previous modeling work by others already exists [9]. This shear layer model

has been used to explain theoretically how solar wind bearing northward directed magnetic flux would

couple to the Earth's magnetosphere [3,11). The simplest form of this model would be a 2D MHD model

of periodic channel flow with resistivity; a more realistic 3D model could be obtained using the Straus

equation [12] form of ideal (resistiveless) MHD with ionospheric resistive coupling at the ends. Only the

2D model will be discussed in this report.

The domain of the problem is described as follows. Take the Earth's magnetic field to be aligned in

a uniform direction arbitrarily denoted the s-coordinate and oriented perpendicularly to the solar wind

shear. This approximation may be taken either by limitation to the magnetic equatorial plane or else by

considering only magnetic-line integrated quantities. We assume that the main component of the Earth's
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magnetic field is unaltered in this model and only consider perturbations of the magnetic field transverse

to the mean field. We also assume incompressibility of the flow and a uniform density. The computation

takes place entirely in the plane perpendicular to the field-aligned direction. The x- and y-coordinates

are aligned parallel and perpendicular to the magnetopausal layer, which is assumed fixed in space. In

reality, the magnetopause is known not to have a fixed position in space, but determination of the location

of the magnetopause requires solution of a free boundary value problem and will not be considered here.

(While it is known that the magnetopause moves through space, current satellite observations are too

few to determine observationally the motion of the magnetopause.) To further simplify the problem and

numerical method, the x-direction is periodic, limiting the method to solutions which are locally periodic

along the magnetopausal surface. The essential boundary conditic-is of the problem are taken on surfaces

parallel to the y-axis, at the values y = -1 and y = 1, corresponding to the Chebyshev approximation

used in the numerical method. The specific boundary conditions to be applied will follox the statement

of the equations to be solved.

Theoretical studies of the geomagnetic boundary layer indicate that there is an effective diffusion of

solar wind plasma into the magnetosphere in spite of it being a collisionless plasma. Theory indicates

that high frequency fluctuations of the plasma are responsible for this effective diffusion, which has been

estimated (4]. This momentum diffusion is what researchers presume responsible for the generation of

field-aligned currents in the awiroral zones of the ionosphere (7].

The equations of MHD have been rewritten into potential-streamfunction form,

at + [a, U] = -1j,

we + [w1 = U, a] +pAW.

The dependent variables a, u are the perturbation magnetic (field-aligned) potential and the velocity

(field-aligned) streamfunction. The auxillary variables,

j = -aa,

W = -Au

are the field-aligned electric current and the field-aligned vorticity of the perturbation. The dissipation

coefficients of this model, the resistivity 7 and the viscous coefficient p are likewise assumed uniform for

"simplicity and in the absence of more accurate information. The square brackets are defined mathemat-

ically as

[a, u] = au. - a~u.

and all subscripts denote partial differentiation. The advantages of this form is the automatic satisfaction

of incompressible conditions and the reduction of MHD into two scalar equations.
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The medium velocity and magnetic field perturbation can be obtained from

b = Vx(ia),

V= Vx(iu).

Note that both the two-dimensionality of the model and the assumption of incompressible density are

needed to reduce the vector dynamics of MHD to two scalar differential equations. Also, the vorticity

equation replaces the momentum equation, which permits the elimination of pressure, gravity and other

gradient forces.

The boundary conditions are those of the time-independent problem, and as the spatial operators

are of elliptic type, we expect on general grounds for three boundary conditions to apply, two boundary

conditions on the streamfunction (which satisfies in the limit of vanishing velocity gradients a biharmonic

equation) and one boundary condition on the magnetic potential. It remains to determine what boundary

conditions represent Vhe physical situation best. For the magnetic potential, the simplest choices corre-

spond to a Dirichelet condition or a Neumann condition. For the velocity streamfunction, there are two

conditions from four possibilities, for a total of 12 possible boundary conditions. Note that the typical

choice in spectral method implementations of Navier-Stokes channel flows, i.e. that the streamfunction

and its normal first derivative be specified on the boundary corresponds to the case of a solid boundary

and may not necessarily be the appropriate boundary conditions in this case.

The state variables a, u of the magnetospheric medium are then expanded in terms of complex

exponentials in z and Chebyshev polynomials in V:

E ~ak,ze'h*Tl (Y),

u =•
k'd

In the computer simulation, these expansions are truncated to a finite number of terms and the corre-

sponding finite difference equations (in terms of the coefficients) are then solved. The Fourier-Chebyshev

decomposition is advantageous both because of the ability of Chebyshev expansions to approximate so-

lutions of boundary value problems and the efficiency with which both Fourier and Chebyshev expansion

methods may be solved for on a computer. In particular, differentiation of a Fourier expansion transforms

into a diagonal operator on the coefficients, while differentiation of a Chebyshev expansion transforms

into a tridiagonal operator. Multiplication of functions can be handled in a psuedospectral manner on a

domain of 9/4 the size in order to eliminate psuedospectral aliasing. The transformations from coefficient

space into collocation space (evaluation for a fixed finite set of points) and its inverse are performed with

a Fast Fourier transform.
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Results

During the summer, programs defining and manipulating functions defined in Fourier-Chebyshev co-

efficients were written and tested, including the tridimensional solver required to solve the Helmholts

equation with appropriate boundary functions. At this time, all spatial operators required to model the

two-dimensional equations given above are prepared for future work.

Conclusions

A mathematically well-posed and computationally efficient model problem has been proposed as a tool

for study of the equilibrium and trasportational dynamics of the magnetospheric boundary layer. This

method is applicable for both time-dependent and steady problems of the magnetosphere, and the spectral

implementation permits simulation of non-trivial dynamics including MHD turbulence [10].

It remains to determine the most effective use of the above model in answering questions regarding

the magnetospheric boundary layer. While a more thorough bibliographic survey remains to be done, it is

clear that modeling of the magnetospheric boundary layer has been of research and observational interest

for some time [2,3,4,6,7,8]. Field-aligned currents, which are of interest because of their connection

to auroral arcs, arise naturally from the model equations as the curl in the transverse fluctuations of

the underlying magnetic field. The use of Chebyshev polynomial expansions across the boundary layer

permits the imposition of boundary conditions concerning momentum and magnetic flux transport from

the magnetopause while retaining spectral accuracy in calculation of differentiated quantities. With the

current trends in vector processing and larger amounts of memory, numerical codes that can realistically

model the fluid dynamics of even complex initial-boundary value problems will continue to become more

cost effective in verifying and generalizing theoretical models and should become better incorporated into

efforts of understanding and predicting the near-Earth space environment.
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ESTABLISHKET OF AN ARCJET OPTICAL
DIAGNOSTICS FACILITY AT PHILLIPS LAB

Daniel A. Erwin, John H. Schilling, and Jeff A. Pobst
Department of Aerospace Engineering
University of Southern California

An arcjet optical diagnostic facility was established at the Phillips
Laboratory. This facility is expected to provide accurate measures of flow
properties in the plume and nozzle region of arcjet thrusters to assist in the
development of more efficient arcjet thrusters for spacecraft stationkeeping
and orbit-raising applications. A 30-kW arcjet was mounted and successfully
operated in a vacuum test chamber capable of accurately duplicating the space
environment. Optical elements were installed to allow active or pass,:'o
measurement of flow properties using the techniques of emission spectroscopy
and laser-induced fluorescence. A tunable ring dye laser pumped by a 20-watt
CW argon-ion laser were installed and aligned for LIF experiments. Finally,
an automated control and data-acquisition system was installed and software
developed to conduct a variety of experiments.
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A STUDY OF AERO-OPTICS

Brian Staveley
Graduate Student

Department of Mechanical Engineering
University of New Mexico

Abstract

A study of previous work in aero-optics was conducted. An
attempt was made to modify a computer program developed by Jumper
and Hugo (1] which modeled the passing of a single optical beam
through a simulated turbulent boundary layer and measuring the
deflection of the beam as it passed though the flow field. The
modification was to pass two beams through the scale field at a
given distance apart and then compare the two beam deflections. As
part of a future study in aero-optics initial design considerations
and drawings were produced for a turbulent channel flow facility to
be built and operated at Phillips Laboratory.
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A STUDY OF AERO-OPTICS

Brian Staveley

INTRODUCTION

The last several years has seen a substantial growth in the field

of aero-optics and there promises to be continued growth in the

future as additional applications are recognized. Aero-optic

effects were first recognized in the mid sixties (2] during star

imaging experiments in which substantial image degradation was

noticed in images taken from an airborne platform. Fluctuations in

the index of refraction cause severe degradation of coherent

optical beams as they pass through the turbulent flow field. The

focus of research in the field of aero-optics is being redefined to

look more closely at the exact structure of turbulent flow fields.

Turbulence research has led to the discovery that the assumptions

of homogeneous isotropic turbulence can no longer be made if we

are to be able to accurately describe the effects of the flow field

on optical beam propagation in more than just a time-averaged

sense. Thus, more emphasis is beginning to be placed on

characterizing the structure of the turbulence and determining

which characteristic parts of this structure, often referred to as

"coherent structure", creates the most significant degradation. It

is clear that such an effort is required to develop solutions more

accurate then the widely published time averaged solutions, to

ultimately compensate or correct for the degrading effects of

turbulent flow fields on optical beam propagation through such

flows. As noted in Gilbert [2] numerous applications exist, such

24-3



as airborne observatories, airborne laser platforms and other

imaging operations.

METHODOLOGY

Jumper (1] conducted a proof-of-principle project in which an

objective was to construct a conceptual model of a turbulent

boundary layer in a channel flow across a heated flat plate. The

model was then used to produce a simulated instantaneous

temperature field in the boundary layer. A scalar index of

refraction field which was allowed to convect past the optical beam

was obtained from the temperature field. Using a ray tracing

technique the single optical beam was passed through the thermal

boundary layer and lateral beam deflection was computed.

To expand on this idea, an attempt was made to expand the scaler

temperature field so that two beams could be passed through the

scalar field at a distance of one boundary thickness apart. While

this part of the program appeared to work fine, countless attempts

to debug the program never resulted in good dual beam deflection

data. Figure 1 shows light seam deflections for .015 seconds

which were obtained from the program developed by Jumper and Hugo

[1] for propagation of a single light beam. As can be seen, the

signal in Figure 1 is highly fluctuating and looks somewhat like

experimental results obtained by Wissler and Roshko [3]. The

experiments conducted by Wissler and Roshko (3] used a lateral
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effect detector to dynamically track the deflection of a He-Ne

laser beam which was passed through a turbulent mixing layer.

Preliminary design calculations and drawings were made for a

channel flow. The channel flow in Figure 3 is designed to produce

a turbulent flow with a fully developed thermal profile in the test

section with a Reynolds number of 3300 (Re=hu/v, where h=half

height of channel, u=mean velocity and v-kinematic

viscosity),provided entrance length requirements are satisfied. A

fully developed turbulent thermal profile is developed in the test

section as the flow passes over heated flat plates positioned just

upstream of the two laser beams. A similar computational

experiment was conducted by Truman C4] using a passive scalar field

generated from data obtained from the data base of direct numerical

simulation at the NASA-Ames/Stanford Center for Turbulent Research.

The experiment studisd the effect of organized turbulent structure

on the propagation of an optical beam in a turbulent channel shear

flow. Instantaneous index-of refraction fluctuations which were

generated from the passive scalar by direct numerical simulation,

induced a phase error in the coherent optical beam being passed

through the flow. From this numerical experiment it was concluded

that the phase distortion induced in the optical beam propagating

through the homogeneous shear flow is sensitive to the direction of

propagation which indicates that the turbulence is highly

anisotropic. Further numerical experiments by Truman (5] studied

the relative influence of large-scale and small-scale turbulent
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structure on the propagation of an optical beam through the

turbulent flow field. The spatial distribution and magnitude of the

phase error was studied. Figure 2 from Truman (5] shows the phase

error obtained from the channel flow with a hot lower surface and

a cold upper surface. Results of the numerical experiment showed

that phase errors induced in a coherent optical beam were largely

dependent on the large-scale turbulent structure. Using

temperature as the scalar, a laboratory experiment could be

constructed in which the top wall of a channel flow could be held

at room temperature and the bottom wall heated to produce a similar

flow field. Figure 3 shows the design concept to be utilized in

constructing such a channel flow.

Using the method described in Pope an Harper [6] to calculate the

pressure drop across the entire wind tunnel, the pressure drop

across the channel flow in Figure 3 is 0.566 inches of water. This

indicates the blower supplying the air flow must be able to

maintain the desired flow rate while operating at this static

pressure. It is believed that the value is actually high since the

inlet flow will be variably restricted to vary the flow rate in the

test section. Therefore, a blower capable of operating at higher

static pressures will be used. A flow velocity of 1.4 meters per

second is required to obtain the desired Reynolds number in the

test section. Furthermore, based on a desired Reynolds number of

3300 and a half height of 0.04 meters, an entrance length to

channel width ratio of 17 (however it is thought that this ratio
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could be as high as 50:1)is required for the turbulent flow to be

fully developed in the test section. This requires that the first

laser not be placed less then 0.7 meters (2 meters if the ratio is

50:1) from the entrance to the channel.

The optical system consists of a single 5 mW He-Ne laser which

will have its beam split into two separate beams which will each be

passed through the test section at two separate locations. Optical

flats of controlled flatness will be used at both locations and

likewise at both the top and the bottom of the test section so that

the optical beam will pass through the test section unaffected by

the test section structure itself. Up to four lateral effect

detectors will be used to measure the deflection of the beam. For

a thin beam the one dimensional lateral deflection is given by

0x=6d/dx

If the direction of beam propagation is along the y-axis then the

phase error is defined as

L

S(X; t) =kfn (x; t) dy
0

where n is the index of refraction, L is the path length and k is

the wave number given by

k=2n/ )

Other notable characteristics of the wind tunnel are the bellows,

the expansion section, the honeycomb section, the screens and the
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plenum leading into the channel test section. The bellows are

placed between the blower and the expansion section to isolate the

blower from the rest of the wind tunnel to reduce vibrations

induced into the test section by the blower. A maximum expansion

angle of seven degrees is required in the expansion section to

avoid separation. The next section of the wind tunnel is the

honeycomb section which acts to straighten the flow and reduce the

turbulence in the flow. The screens which are placed after the

honeycomb section reduce the large scale turbulence in the flow by

breaking the large scale turbulence down into smaller scale

turbulence which decays much more rapidly. A natural contraction

will form in the plenum chamber at the entrance to the test section

as part of the flow is allowed to escape through the end of the

plenum while the remaining flow passes through the test section.

CONCLUSION:

This paper summarizes some of the work that has been done in the

field of aero-optics as it relates to channel flows. The works

summarized were all of the numerical nature and provide a possible

comparison for future experiments to be conducted in the channel

flow which is to be built based on the preliminary drawings and

calculations presented.
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A BRIEF STUDY OF PASSIVE VISCOUS DAMPING
FOR THE BULKHEAD STRUCTURE

Thomas J. Thompson

Graduate Research Assistant

Joseph R. Baumgarten

Professor

Department of Mechanical Engineering
Iowa State University

The SPICE Testbed at Phillips Laboratory is being used to evaluate the effects
of structural vibration on line-of-site error for this strut built structure.
A design incorporating active control and passive damping techniques is suggested
to reduce the optical path distortion created in the vibratinL structure. The
passive viscous damping applied to the structure serves to aid the active control
system stability in the cross-over and spill-over frequency range by producing
a specified magnitude of damping in specified critical modes. This magnitude of
damping is to be achieved by replacing the standard filament wound undamped
struts with optimally placed D-struts which contain series and parallel combina-
tions of springs and viscous dampers and produce damped vibration response from
in-line strut deflection. This D-strut must replace standard struts in a tear-
down of the bulkhead. The present study proposes to provide the requisite
damping by adding on viscous damping at diagonal nodal locations in the bulkhead,
circumventing the need to disassemble the SPICE bulkhead. The study shows
specific increase in loss factor and improved damping ratio provided by the
diagonal dampers when compared to in-line D-struts for specific modes and fre-
quencies.
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Abstract

Experimental vibration and compression tests of a composite isogrid panel have been
successfully carried out. The first four natural frequencies and mode shapes were successfully
identified. A simple analytical model developed in the study provided good estimates of the natural
frequencies of the bending modes. Bending and torsional modes were analyzed with a simple
finite element model. The predicted mode shapes agreed very well with those observed

experimentally. Failure loads in the compression test were lower than predicted. This may have
been caused by problems with the fixtures used to hold the specimen. Predicted strains were in

good agreement with the average values measured in the test. The strains varied more with
location on the panel than anticipated in the model, resulting in some strains being higher and
others lower than predicted.
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