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Final Report on AFOSR Grant #F{9620-92-J-0053
Investigations in Linear and Integer Programming

Principal Investicator Hobert B Bixby, Riwce Unsveraty

Linear-Programming Tools in Integer Programming:
The Traveling Salesman Problem

A new “world record” was st the traveling salesman problem. This work.
joint with D. Applegate. v Chvatal and W, Cook. was designated by Dis.
cover Magazine as one of 1ty top ten science stories of the year. The AFOSR
support of work on linear-progrannmng tools for integer programming pro-
vided partial support for this TSP project.

The problem we solved had 3038 nodes. The total computation time was
equivalent to approximately one and one-half years of SPARC 2 seconds. The
previous “record” was 2392 nodes, a problem that we can now solve in under
two hours on a SPARC 2 {with no branching!). In addition to solving the
3038 problem, we solved 15 additional previously unsolved real-world TSP
instances (mostly VLSI drilling problems).

We are now in the process of preparing to write up the results of the
above work, a project that we hope will be completed within the next six
months. From the point of view of integer programming. the impact of this
work should go well bevond the TSP. Several new separation techniques were
developed along with new methods for controlling the sizes of the the linear
programs that result in anv hranch-and-cut approach. Other consequences
were improved general-purj.ose branching rules and improvements in the in-
teraction of the LP-solver with the branching code (not to mention an almost
two-orders-of-magnitiude tniprovetment in the LP solutions times for problems
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Basis Recovery

A joint paper with Matt Saltzman, “Recovening an optimal LEP bases from an
tnterior point solution.” wos cotpleled and subrmtted for publication Taothas
paper we cousider a prinad versinn of the basis recorery probilem fur witenor
point methods: Given an optunad pronal sulution £ for some Linear program.

construct an optimal basic sotution 170 Phe exsentiads of that procedure are

o Construct some “numerically stable” starting basis # that includes as
many “positive elements fom 57 as possible,

o After the construction of the inttial B, there will, in general, remain
some “posttive” comipunents of r* that are outside of . Such vanables
are designated as suprrbusie. The second part of the procedure is to
modify the simplex method to deal with these superbasic variables.

Results from this approach were far superior to those for any previous
basis-recovery procedure. In tests on the Netlib problem set, this method
was able to recover an optimal basis in 3% of the interior-point solution time
for most problems.

Since the completion of this work there have been further significant de-
velopments. In particular. a procedure proposed by Megiddo has been inves-
tigated and shown to be very promising for problems that are highly primal
degenerate. This procedure has a time-complexity that is linear in the total
number of rows and coluinus in the given linear program.

Basis Reduction for Integer Programming

The object of this resear i was to study a method that is particularly well
suited for mixed integer programming problems with a relatively small num-
ber of general (non 0/1) \uteger variables. The drawback of this method has
been that the computationial effort grows quickly with the number of integer
variables in the problem beimmg solved. Thus, with current technology, the
number of integer variables 1< essentially restricted to 100 or fewer. The aim
of our research has been to extend the applicability of this method by study-
ing how it can be applied in parallel. In the process, we have not simply been
aiming to implement a known algorithm in a new computing environment,
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but to investigate the character of the method when concutrent steps are
executed.

The method m question was developed in 1990 by Cook. Rutherford,
Scarf and Shallcross. 1o date, we have been able 1o develop a sequential
tmplementation of their algornithor that s capable of solving some stall but
very ditficult mixed integer programs that arse i the design of fiber aptic
networks. These problens are intiaectable with standard Branch and Bound
approaches. Qur sequential code has been tested on the Intel IS60 hypercube.
and the preliminary steps needed to obtain a parallel inplementation are
nearly complete.

The algorithm that we have implemented proceeds by creating a large
search tree, and using a very complicated routine to determine which branch
to follow. Our focus thus far has been on parallelizing the branching step of
the overall process, and it 15 our belief that this will drastically reduce the
time required for solving a problem. Once this step has heen completed, we
plan to investigate possible parallelization of the complicated routine that
controls the branching sequence. This routine 1s invoked within every node
of the large search tree that is generated by the algorithm. and we hope that
by finding a viable paralienzation of this routine, the running time of our
code will be reduced ¢nough that we will be able to solve problems with a
larger number of integer variables.

Polyhedral Approaches

This work focuses on the study of the underlyiug polyhedral structure and the
development of a branch-and-cut IP sclver for a class of structured 0/1 integer
programs arising from a trick dispatching scheduling protlem. The problem
is characterized by a group of set partitioning constraints and a group of
knapsack equality constraints of a specific form. Families of facets for the
polytopes associated with individual knapsack constraints are identified, and
in some cases, a complete characterization of a polytope is obtained. In
addition, a notion of "conflict graph™ is introduced and utilized to obtain an
approximating node-packing polvtope for the convex hull of all 0/1 solutions.
We are in the process of developing the branch-and-cut solver which generates
cuts based on both the knapsack constraints and the approximating node-
packing polytope, and incorporates these cuts into a tree-search algorithm
that uses problem reformulation and LP-based heuristics at each node in




the search tree to assist in the solution process. Numerical experiments will
then be performed on large-scale real mstances supphed by an ol company
in the United States. The optimal schicdules obtained correspond to cost
savings for the company and greater job satisfaction for drive,s due to more
balanced work schedules and jneome distribution. [tis noteworthy that this s
apparently the first time that branch-and-cut has been applied o an equality
constrained problem in which the entries in the constraint matrix and nght
hand side are not purely 071




