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PREFACE

This Seminar is held as a medium by which there may be a free exchange ot information
regarding explosives safety. With this idea in mind, these minutes are being provided for your
information. The presentations made at this Seminar do not imply indorsement of the ideas,

accuracy of facts presented, or any product, by either the Department of Defense Explosives Safety
Board or the Department of Defense.
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THINK BEFORE TESTING!
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Abstract:

For a long time now experts on energetic materials and munitions have been using
experimental tests to evaluate the vulnerability of such materials or munitions, or at least their
sensitivity to various stimuli. Yet those tests are far from being representative of the scenanos
of accidental or combat stimuli, and the interpretation of them itself sometimes needs to be treated
cautiously, given the important decisions that may be made as the results of these trials, for the
design of insensitive munitions.

A study of many examples, such as bullet impact and cook-off, enables a critical evaluation
of those tests and suggests that they be conducted in a more scientific purpose by coupling them
with mathematical modelling. It concludes by advocating international co-operation, as the recent
NIMIC workshop shows the way, on modelling the tests and their experimental adaptation to the
requirements of the models.




I. INTRODUCTION

Nobody can deny the necessity of assessing the
vulnerability of ammunition before delivery to any of the
armed Services. The accidents that occurred on the Forestal
in 1967, and more recently the gigantic explosion in
Vladivostok and the incidents after "Desert Storm", remind us
of this.

Two approaches have been attempted to predict this
vulnerability versus accidental or war stimuli, such as
bullet or fragment impact, fuel fire, shaped charge jet or
sympathetlc detonation:

on the one hand, tests on whole munitions, costly
therefore few, but unavoidable at the time when
scientific generic tests and mathematical models did
not exist;

-~ on the other hand, small scale tests set up by

research centers in order to assess a given parameter
and with the objective of avoiding full scale tests.

As part of the latter, measurements made within or outside
the munitions tested, laboratory tests on energetic materials
and small scale tests have highlighted such features as the
lower vulnerability to bullet impact of cast cured plastic
bonded explosives (PBXs), the influence of the explosives
grain size, or the beneficial effect of buffer materials or
of some particular warhead designs (e.g. dual) to prevent
sympathetic detonation. They have brought a major
contribution to the munition science, particularly in the
last five to ten years, and this will increase in the future
since measurements and computer science will be more and more
efficient. They will be more and more used as input data for
the mathematical modeling of the vulnerability of munitions.

on the other hand, during the 1last ten years,
international groups within NATO and the UN have endeavored
to standardize the former category of tests, i.e. tests on
the munitions themselves, assumed to be representative of
stimuli such as fuel fire and bullet impact. These tests are
often effected as the final step in the development of a
warhead, a rocket motor or a whole munition, and they are
considered by some procurement authorities and program
managers as sort of a Bible since they have the authority of
official approval.

Questions can be raised about their representative value,
their reproducibility and their trustworthiness, given the
important decisions that may be made as the result of these
trials. These questions, indeed, naturally came out on
occasion of the first scientific workshop organized by NIMIC
on the topic of vulnerability of munitions to impacts.




The joint knowledge and experience of the specialists who
met at this workshop enabled a critical analysis of "go-no
go" experimental tests, as the result of various examples
examined. This helped to establish the necessity for
performing an operational and functional analysis of
munitions, and for coupling experimental testing with
mathematical modeling.

II. CRITICAL EVALUATION OF EXPERTMENTAL TESTING

Since energetic materials have first been used, various
random accidents or externally induced incidents have made
the world community aware of:

- a number of primary threats (shock wave, bullet impact,
fire, etc.) that may cause accidental explosion of a
munition;

- the additional threat of sympathetic propagation of
explosive initiation from one munition to others.

In order to study these threats and their effects through
other than undesirable and sporadic accidents, all the
world's experts have considered it necessary to define
simplified scenarios representing those accidents and to
simulate them on demand. As mathematical modeling techniques
developed only recently, everyone 1logically began by
resorting to experiment for these simulations, trying to
define tests as representative as possible of real scenarios.

But real scenarios may be highly diverse, with the result
that defining a simplified scenario presupposes a choice,
and defining the test with precision entails the even more
restrictive choice of a particular geometrical configuration.

An example will illustrate these concepts:

- a bullet impact on a munition is a threat;

- real scenarios may include the impact of bullets of
various calibers, at various velocities, from various
angles of incidence and at various points on the
munition;

- the simplified scenario involves choosing one type of
bullet and one impact velocity;

- the test is carried out in a particular configuration,
by selecting the angle of incidence and point of impact
on each particular munition (or munition component).

Everyone agrees on the nature of the threats to be taken
into account (e.g. bullet impact), but there is no such
unanimity concerning the choice of simplified scenarios,
still less on a precise definition of the tests. Indeed, NATO
did standardize the simplified scenarios and define the
reaction levels to be considered (I through V), but was not
always very specific in the description of the
configurations.




In order to clarify these statements, a number of
particular examples are given in annex. They prove that it
may be very dangerous to draw conclusions from standardized
pass/fail tests, particularly as far as IM design is
concerned. These tests, indeed, can highlight neither
threshold effects nor margins. Moreover, even replacing a
single test or a couple of tests with a set of similar tests
would not substantially raise the degree of confidence of a
result: applying the probability formulas would show that, if
one wanted to be nearly sure of a non violent result, the
number of tests to be carried out should be very large, hence
costly.

The aim of this paper is to examine how these tests might
be made more useful and fruitful. (1)

IIX. STANDARDIZATION AND GENERAL USE_OF TESTS

One of the drawbacks of standardized tests is the number
of degrees of freedom left in the procedure, so the same test
on the same munition can result in a different trial
depending on the test center where it takes place. But this
may even occur within the same center, e.g. according to
whether a bullet remains stable or not within the target.

Yet, even assuming that standardization is sufficiently
advanced to eliminate all these divergences, is it justified
for all that? Standardization, indeed, is not an end in
itself, and if one wants particular tests to be withdrawn in
favor of a universal test, it is essential to prove that the
latter is better than the others. In the absence of an
unobjectable answer to this question, it will always be
difficult to eliminate the specific tests that have been
conducted for years in national test centers, for a variety
of reasons:

- political and psychological reasons, each center

preferring its own test;

- financial reasons, everyone wishing to take advantage

of past expenditure;

- and even scientific reasons, since withdrawing a test

means withdrawing the corresponding results, therefore
emptying data banks.

IV. FUNCTIONAL ANALYSIS OF AMMUNITION

Yet how can it be proven that one test is better than
another? And admitting it is actually better to simulate a
particular configuration, what general conclusions can be
drawn? For what is important, ultimately, is not how a
munition behaves in a given test, but how it would behave in
the scenario one wishes to simulate.




Simulation of a complete scenario is hard to envisage by
purely experimental means, as shown in some examples. It is
therefore necessary to make a functional analysis of the
munition (e.g. consider separately HEs used as a booster or
as a main charge) as well as a geometrical analysis (as shown
in the case of a shaped charge or a cluster munition), that
is to divide a given munition into homogeneous sub-elements,
each one with a different vulnerability level. Vulnerability
studies carried out on each of them (by means of experiment
and modeling) will then help the designer of a munition to
assess its hazard level for a given stimulus.

This approach has already been adopted by battle tank and
aircraft designers, who are not in favor of destroying
thousands of targets to reproduce every angle and location of
impact. Based on this approach, NIMIC recently asked the
Dutch establishment TNO to check whether one of its models
could be applied to munitions.

V. PURPOSE AND OBJECTIVES OF TESTS

Examination of the common tests reveals various possible

purposes, which may be grouped under two headings:

- technical characterization of an energetic material,
with no attempt to deduce directly conclusions relating
to real scenarios;

- prediction of the behavior of a munition or munition
component in a real scenario.

In both cases the ambitions of the tests may vary widely.
In the first case they may range:

- from a simple check to ensure reproducibility of the
energetic material tested, e.g. for the acceptance or
rejection of a manufacturing batct,

- to a truly scientific test intended to go further into
the understanding of phenomena associated with the
initiation and the normal or accidental functioning of
the energetic materials, given their geometry and
containment.

In the second case, the scope of the test may range:

- from mere comparison of various munitions or different
variants of a single munition (e.g. using different
energetic materials) in a particular configquration of a
particular scenario;

- to general prediction of the behavior of real munitions
in all possible configurations of operational
scenarios.




Obviously, the more ambitious the test (or series of
tests), the more complex and expensive it will be. The
problem is that one is always tempted to go for the quickest
direct solution, because it is apparently the cheapest. Now,
the real costs have to be compared between

- a test which appears simple but that provides little

information (the cost/efficiency ratio then approaches
infinity), and

- a well instrumented test, more expensive but

productive.

VI. FROM EXPERTMENTAL TESTING TO MATHEMATICAI, MODELING

At the workshop organized in June 1992 by NIMIC on the
vulnerability of munitions to impacts, 40 specialists of the
five NIMIC participating countries confirmed that the
interpretation of "go-no go" tests could be misleading, as
opposed to scientifically usable (i.e. well instrumented)
tests which make it possible to answer the questions raised
within the hazard tree established for a stimulus. Only such
scientific tests can provide input data for the mathematical
modeling of munition sub-elements, hence their interest, even
if their ambition were limited to that purpose.

The following experimental devices and methods have been
carried out in the last 10 years by those who fund or carry
out tests, although most of them are not being currently used
for the purpose of modeling

- ionization gauges;

- flash X-rays (measuring bow shocks and internal damage

during shaped charge impacts);

- velocity strips;

- fiber optics (measuring temperatures and velocities of

luminous events);

- carbon resistor pressure gauges;

- manganin stress compensated pressure gauges;

- piezo pins (measuring bow shocks and reaction

propagation);

- temperatures (internally in target material);

- burst gauges;

- external overpressure gauges;

- LASER Doppler interferometry measuring propagation

v:.locities;

- internal shear;

- 1internal damage;

- delay time to detonation.

This does not mean that all the results of non
instrumented tests carried out in the past must be
disregarded: an analysis of these extensive data bases
available all over the world is necessary before deciding
that they are useless, as far as modeling is concerned.




Within the workshop mentioned above, the working group on
the experimental characterization concluded that the
following parameters or measurements constitute necessary
input data for vulnerability mathematical modeling. These
scientific tests and corresponding measurements are still to
be devised, for most of them:

- ignition;

- pressure-time map of the internal charge;

- location of the ignition site;

- internal temperatures;

- 1localized shear;

- causes of ignition for explosives, including the burn

to violent reaction process;

- sensitivity versus damage (vivacity, specific surface,

porosity, density variation).

So, most of the experimental tests need to have their aim
limited: the trials must be usable, i.e. they must be
conducted under conditions such that their scientific outputs
be transferable to other configurations, or even other
scenarios. In order to make such a transfer, one must combine
experiment with computation, i.e.

- build a mathematical model in which experimental

measurements can be used as input data;

- reciprocally, organize the test and experiment plans so

as to measure the parameters actually needed to operate
the mathematical model.

VII. THE ADVANTAGE OF MATHEMATICAI. MODELING

The development of various mathematical models,
particularly to simulate mechanical aggressions such as
impacts, represents a major step towards a better
understanding of the phenomena involved. In the case of
bullet penetration, for example, the models have demonstrated
that the critical part of the phenomenon was not necessarily
the impact itself, and that the conditions for initiation of
the energetic material (i.e. the buildup of high pressures
and temperatures, and their permanence during a sufficient
time) could appear at other points in the munition.

They have also explained the criticality (from the safety
point of view) of the central bore-hole in a rocket motor,
and accounted for the apparent paradox that a slow bullet may
be more dangerous than a fast bullet in such a rocket motor,
within a given range of diameters (SNPE).

The NAWC-developed FRAGMAP code, for instance, can be an
essential tool in a whole program for the evaluation of
munition vulnerability to all 1likely kinds of fragment
hazards (fragments as available from warhead arena tests),
and discusses other factors that should be considered in
order to estimate the probability for a munition to detonate
in response to fragment impact.




None of these phenomena could have been understocod from
the present purely experimental tests. Modeling therefore
represents a very significant progress, which must be
continued and which must definitely be the subject of
international cooperation. Indeed, such a cooperation is:

- easy, because the subject 1is scientific and not

industrial and commercial;

-~ desirable, because it is a vast undertaking which

cannot be successfully concluded by a single teamn.

The workshop sponsored by NIMIC highlighted several
possible cooperative efforts.

VIII. SCIENTIFIC EVOLUTION OF THE TESTS

Most of tlhie standardized tests presently carried out, and
some of the scientific ones, have been defined without any
modeling purpose. In particular, in those dealing with whole
munitions, more importance is given to the reproducibility of
the test procedure (which is not always satisfactory, e.g. in
the case of the bullet impact) or to the perfunctory
observation of a reaction, if any. But this simple
characterization is not sufficient to enable an efficient
coupling between testing and modeling.

It must be recognized that such a coupling is difficult
when the tests are carried out on real munitions (or munition
components) :

~ because, in general, these are entirely enclosed, which

makes it difficult to make internal measurements;

- and because their geometrical complexity may complicate

the design of the mathematical models.

As a result, the users of the models carry out specific
experiments for their own use, giving mathematical
feasibility priority over strict realism, since the realism
will then be reconstructed by the model. This consideration
of feasibility (both mathematical and experimental) leads to
carrying out the experiments:

- on mockups representing munition components, but with a
simple geometry adapted both to modeling and to the
implementation of measuring equipment, as listed in
Part VI;

- with modes of aggression that are also simplified, for
the same reasons;

- possibly replacing the energetic material with an
inert material with equivalent mechanical properties in
certain tests, in order to be able to obtain the
necessary displays and measurements without risk.

Mathematical modeling must be improved, too. For instance,
the details of all phenomena occurring in sympathetic
detonation phenomena are still difficult to model. Also in
bullet impacts, most hydrocodes are used in axysymmetrical 2-




D configurations, so they do not take into account the
possible tumbling of the bullets and deviations of their
trajectories in the target after impact. It is well known,
though, from wound ballistics studies, that any trajectory
can occur, even a U-turn.

In this case it might be preferable to replace the bullet
impact with a sphere impact (whose interpretation would be
less subject to doubt), or with the impact of a projectile
specially designed to ensure its stability. True, such a
test would apparently be 1less realistic, but what
significance can one attach to the realism of a test that
simulates only one specific configuration of one specific
scenario, while introducing a margin of uncertainty that may
entirely distort the result?

IX. VULNERABILITY AND OPERATIONAL SCENARTOS

We concluded earlier that, whatever test is considered, a
purely experimental simulation of all possible configurations
of a scenario would be financially out of reach. This being
so, even if using numerical methods rather than experimental
methods, simulating all possible configurations of even a
simple scenario (and still more a compound one) may also
involve considerable expenditure. However, not all
configurations are equally important, and one must take into
account their probability of occurrence in the real
scenario. One must therefore identify:

- firstly, the technical scenario simulated by a test;

- secondly, the position of that technical scenario

within an operational scenario over the whole 1life
cycle.

Therefore, prior to coupling experiment and modeling in
the "technical" tests, an operational research phase must be
conducted to assess the probability of occurrence of the
various types of aggression and of the various
configurations, as well as the severity of the consequences
in the event of an explosive reaction. The results of this
operational research phase may differ widely from one
service to another. For instance, sympathetic detonation
constitutes a major risk in a ship's magazine, but whether
this occurs or not makes 1little difference inside a tank,
where the detonation - or even mere combustion - of a single
munition is enough to cause unacceptable damage.

This whole method (operational model + breakdown of the
target into elementary units + technical study) has been
used for many years for land vehicles and aircraft. It has
sometimes 1led to pointless refinements and excessive
calculation time, but this should not be the case for
munitions:

- because munitions are simpler objects, both

geometrically and functionally;




- because one should benefit, in their case, from
experience gained elsewhere, particularly of excesses
to be avoided.

Halfway between the vulnerability of a single munition and
that of a tank, it may be interesting to utilize these
methods to study the vulnerability of a group of munitions
(e.g. packed for logistic transport) in order to optimize the
geometrical arrangement of the munitions and the position of
shieldings, if any.

X. CONCLUSIONS

The current practice of conducting purely experimental
tests 1is inadequate to evaluate the vulnerability of
munitions to accidental or deliberate threats. And even if it
only pretends to measure sensitivities (in terms of
explosiveness) and not vulnerabilities (in the operational
sense), it 1leads to making experiments which are often
costly, yet poorly exploited, sometimes even inexploitable
for lack of adequate understanding of the phenomena involved
(or, worse, incorrectly interpreted).

In order to maximize the benefit of the existing tests,
one should at 1least make an effort to understand these
phenomena through mathematical models, in conjunction with
the measurement of experimental parameters selected for their
representative value and not for their accessibility. Major
progress has been recently achieved in modeling, especially
with the establishment of experimenting plans based on the
requirements of the models, so as to achieve the reciprocal
linking of experiment and calculation. This progress has
brought a major contribution to the understanding of
phenomena, but it has not been able to capitalize most of the
existing tests, which are too empirical to be scientifically
re-used. One must therefore go further and design
experimental tests more scientifically so that, when coupled
with mathematical models, they can correctly predict the
behavior of ammunition.

The empirical nature of existing tests was acceptable -
and even inevitable - when these tests were first designed,
but the scientific environment has changed since then, and
it must be utilized. This is an economically costly and
scientifically difficult task, but it is all the more suited
to international co-operation for that. The path to such
co-operation was opened up a long time ago by those who
managed to define jointly standard tests. We should now
continue down that path for 1less normative and more
scientific purposes, but with the same ambition. The NIMIC
workshop was the first step.
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EXAMPLES

# 1 - Threshold Velocity in Bullet Impact

In order to select low sensitivity explosives, the French
Ministry of Defense carried out vulnerability testing (2) on
3-liter analogs of munitions (Fig. 1). The plot describes
12.7mm (0.5") bullet impact trials, the targets being these
analogs loaded with a melt cast explosive and different cast
cured PBXs (Fig. 2). For two of these PBXs, it evidences the
existence of two bullet velocity thresholds, one between
400m/s and 600m/s, the other between 600m/s and 800m/s. A
violent reaction occurred between these two thresholds, but
neither below nor - more surprisingly - above.

The reason for this is that, at 600m/s, the bullet stops
within the target, hence releases all its energy in the HE.
So this particular velocity is more dangerous than higher
ones, which was at first sight unexpected.

The same phenomenon may occur in a real munition with a
larger caliber and a different confinement, so carrying out
one or two impact tests at 870m/s, as required by the
standardized test, will not help discovering these two
thresholds, if they exist. It would then be particularly
misleading to conclude, on the basis of this single
standardized test, that "Munition X does not react violently
to bullet impact", then accept it and store it in the
magazines of a nuclear-powered aircraft-carrier.
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# 2 - Bore Effect in Bullet Impact

In the final stage of predevelopment studies for a French
missile, a standardized bullet impact test was carried out on
the rocket motor with an inner borehole. Surprisingly enough
for the designers, who had planned one single test, a
detonation occurred despite the low sensitivity of the rocket
propellant (nitramite G or XLDB) when tested in similar
diameters, but without a borehole. Further studies then
showed that, for some given webs (i.e. wall thicknesses), and
for some given impact velocities, the shock waves produced by
the impact focused on the other side of the bore (Fig. 3),
thus damaging the material prior to impact (cracking,
disruption due to high strains), and might sometimes lead to
violent reactions, up to detonation. This delayed detonation
was called the "bore effect" (3).

A whole testing campaign was necessary to explain this
phenomenon when it occurs, i.e. within a certain range of
bore diameters. As in the previous example, this is more
likely to appear at 1low impact velocities, since at high
impact velocities, focusing occurs only after the bullet has
reached the second section of the propellant. Therefore, had
the initial test been satisfactory from the point of view of
the designer (i.e. no violent reaction), the rocket motor
and the missile would be in use in the Air Force as such,
perhaps endangering aircraft.

12




l . . . . H . o =
dentification and Validation of the “Bare Effect SNPE

FIGURE 3 Scenario’Numerical Modelling

Umew 01080800 w

Cottawary of Prewswry P2

2.00

w—
as -0 1308e02
be-0100Le02
c00 100002
€400 1301002
enG 1008 ¢03
=l 2000+03

$.00

4.00

200

000

Contoury of Prossurs MPs

00 ~-2.00
T —
402G 1500002
6.00 80-0103E+02 -4.00 |
e®0 100f+C2
€80 130102
080 100€+0)
€00 fe0 2000 e02 -$.00
10 | l -8 00
w i
000
|
~200 w / Pressure contours at 106 us
¥ )
A i Umes 0 1100003 ws
e.00 C t‘ L ke Contours of Prewrure -¥Fa
~s00 | - ¢ .00
/ / f soteer
I - s®=p1
-8.00 ~ S s.00 we-o wol-;-
€o0 100L =02
=0 1308082
g g g 3 3 g & 3 e0 100003
? 7 0:: 3 ~ - - o 400 | 100.2001 «Q)
Pressure contours at 95 us
200
ooc¢
-2.00 //
/
//
-4 00 //
/
» » /
-6 00
-9.00
S &8 & g 3 38 & 3
- T O~ “ - ° -

Pressure contours at 110 ps

13




# 3 - Location of the Bullet Impact

This bore effect may also appear when shooting at the base
of a shaped charge, e.g. that of the HOT antitank missile
(Fig. 4), whereas common sense would lead to estimating this
location of the impact less dangerous that shooting at the
solid section of the HE, across a diameter in order to get
the longest possible path. This would not be the worst-case
configuration either, since shooting off-diameter would
produce an unsymmetry, and this might de-stabilize the bullet
and make it tumble, hence make it release its whole energy
within the explosive instead of passing through.

Anyhow, the worst-case configuration normally requires to
hit the most sensitive material within the warhead, which
means the booster and the detonator. But doing this
systematically would totally hinder any progress achieved on
the main explosive on the way to insensitive munitions.

Another case of ambiguity on the location of the impact is
a cluster munition, e.g. a mine-dispensing system such as the
MLRS phase 2 munition (Fig. 5). The choice of the impact area
is much broader (gas denerator, rocket propellant,
pyrotechnics, main or booster charge, main mine charge) than
assumed in the requirements for the vulnerability studies of
this system, undertaken in view of its storage and use
procedures in the British Army (4).

@ Impact of the bullet

The outcome of the trial can depend on the location of the impact

FIGURE 4 "HOT" SHAPED CHARGE SCHEMATIC

14




INTERFACE |

EXPLOSIVE QUTPUT FUZE LEAD
TO FLSC—BOOSTER AND
PYRO TRANSFER LINES

NOT TQO SCALE

INTERFACE N
4 PORT MANIFOLD
PYROTECHNICAL
INITIATION SIGNAL

bx<mw

\
PHASE 2

i

MVE 4

|
=
MLRS

INTERFACE Iv
OUTPUT PYROTECHNICAL
TRANSFER LINES 1O
INITIATION GAS GENERATOR
OF DISPERSAL SYSTEM THAOUGH
0.08 s DELAY ELEMENT

INTERFACE 1}
I PORY MANIFOLD
PYRQTECHNICAL
1ITIATION SIGNAL

FIGURE 5

15

INTERFACE v

OUTPUT PYROTECHNICAL TRANSFER LINE

TO INITIATION OF MVE THROUGH 7 ¢ DELAY
ELEMENT




# 4 - Fuel Fire

The standardized fuel fire test on a munition requires a
minimal flame temperature, so this temperature |is
systematically measured. But this data is of little interest
for the prediction of the reactivity of the energetic
material, hence of the behavior of the munition. Indeed, let
us assume that a missile warhead is normally storasd with its
booster (e.g. a missile warhead). If the test is nevertheless
conducted without this booster, which is in principle the
most sensitive element, and if the result is satisfactory,
it is rather unusual that another test be carried out, either
on the whole warhead or, better, on the booster element
alone, by submitting it to the temperature history it would
have faced if tested within the main charge.

It is often concluded that "warhead X does not react
violently to fire". This sort of assumption has already led
to the design of warheads where the main charge was a cast
cured PBX and the booster a pressed PBX, more sensitive to
fire and impacts. So two separate tests should normally be
conducted:

- the first one on a warhead without its booster, but
making temperature measurements in the location of this
booster;

- the second one on the booster alone submitted to the
temperature history thus measured, as described above.

This is the only way of knowing the real cause, location
and propagation of an event, particularly when it leads to a
detonation where nothing can be retrieved for examination.

# 5 - Multiple Stimuli

The phenomena are more complicated yet in the case of
multiple stimuli, or stimuli depending on several parameters,
for example sympathetic detonation. French studies have
highlighted that ONTA-based (i.e. NTO-based) cast cured PBXs
were remarkably insensitive to sympathetic detonation, even
in stacks of nine 40-kg test stores very close to each other
(Fig. 6). But what would happen with a still higher
confinement or a still more important number of targets, or,
conversely, with dual explosive warheads (Fig. 7) whose outer
layer would be still more insensitive? (5,6)

Anyhow, there again, "common sense" is not always the
answer: a US mathematical model has explained why, in a stack
storage configuration (Fig. 8), a sympathetic detonation is
more likely to be transmitted diagonally rather than to the
adjacent munition. (7) 1
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As far as multiple impacts are concerned, the NIMIC
workshop evidenced the major dependence of reactivity of an
explosive on its physical damage. If a first projectile
fractures the explosive without initiating it, but is
followed by a second projectile, the behavior of this
material under the second impact will depend on the degree of
fracture due to the first impact (i.e. on the physical and
mechanical properties of the material impacted), and also on
the trajectory of the new projectile and the delay after the
first one. The standardized test, as required by MIL~STD
2105A, can obviously not analyze all these sequences 1st
impact/fracture/2nd impact.

References
(1) - M. DEFOURNEAUX - "Development of a Methodology for
Evaluating the Vulnerability of Munitions"™ - NIMIC Report,
Feb. 1992.
(2) - J.M. DECORE, P. LAMY, B. SAINJON - "French Policy of

Providing Industry with Gun Propellants, Rocket Propellants
and High Explosives for Reduced Sensitivity Ammunition"-
AGARD IM Conference, Bonn (Germany), Oct. 1991.

(3) - J. BRUNET, S. HAMAIDE, B. NOUGUEZ, F. PITIOT - "Bullet

Impact Behavior of Solid Propellant Grains" -~ AGARD IM
Conference, Bonn (Germany), Oct. 1991.

(4) ~ "MLRS Phase 2" - Ordnance Board Proceedings.

(5) - J. ISLER, B. NOUGUEZ - “"Insensitive Warhead Concepts"-

ADPA Insensitive Munitions Technology Symposium, Williamsburg
(VA, USA), June 1992.

(6) IMAD Quarterly Reports.

(7) G. GLENN - "Sympathetic Detonation Predictive Methods for
Mk82 General Purpose Bombs" ~ ADPA Insensitive Munitions
Technology Symposium, Williamsburg (VA, USA), June 1992.

18




SIMPLE ANALYTICAL

RELATIONSIIPS FOR

MUNITIONS HAZARD
ASSESSMENT

Andrew C. Victor

Victor ‘Technology
Ridgccrest, California

VICTOR
TECHNOLOGY

Paper prepared for 1992 DDESB Explosives Safety Seminar, 18-20 August 1992, Anahcim, California.

VICTOR TECHNOLOGY
712 N. Peg Street, Ridgecrest, CA 93555 (619) 375-2375

19




SIMPLE ANALYTICAL RELATIONSHIPS
FOR MUNITIONS HAZARD ASSESSMENT

Aundrew C. Victor
Victor Technology
Ridgecrest, Calitarnia

ABSTRACT

‘This paper preseats simple analytical relationships that can be used for credible prediction and assessment ol munition
behavior in hazard scenarios and tests.  ‘The methods have been used for predicting munition response to impact/shock and
thermal several threats for insensilive Munitions (IM) Threat Hazard Assessments and for proposing modilications to some of the
IM test requirements. Unfortunately, no methods are yet available for predicting a priori the ultimate violence of reactions that
may occur following ignition-to-burning of encased energetic material. Nevertheless, the simple methods in this paper, when
used 1o predict the onset of reaction, can be valuable in system safety programs for hazard analysis and risk assessment of items
containing energetic materials as well as for rocket motor and ordnance item preliminary design studies. ‘The paper includes all
equations and supporting data needed to make the calculations described for a number of energetic materials. Comparisons with
data show the broad validity of the simple methods described.

INTRODUCTION

The U.S. armed services have a chain of documents defining procedures for demounstrating compliance of munitions with
iM requimmems,l'13 ‘IThese documents are linked or are being linked to the NATO requirements to enhance commonality
and interoperability. ‘The primary feature of these requirements is compliance with full-scale munition testing procedures
and resuits, which are fully described elsewhere. However, many additional tests are required at component and energelic
material (EM) levels as well for “classification™ and “qualification” of encrgetic materials and items. 1418 1n the US,, all
these requirements fall under system safety program requirements.

‘The author’s experience gained by managing a large program in insensitive munitions R&D (U.S. Navy IMAD Propulsion
Project, 1984-1989) and subsequently participating in industrial etforts 1o develop proposals :or weanons devefopment
programs to meet DO 1M requirements has helped highlight needs for expeditious analvt) = meibeds for preliminary munition
design that includes consideration of explosive hazards.

It is the author’s experience that the initial hazard assessments and test plans (including IM ‘Threat Hazard Assessment
(IMTHA), IM Test Plan , and Hazard Assessment Test Report, arc typicallv contractually scheduled early in munition
development programs and require information not readily available at the time they .ot be prep . ed. With enough money spent
up front, adequate characterization data for the energetic materials in the munition (qualification) will be available - and it is often
from these data that we must draw the information for use in the initial safety documents.  Subsequently the system safety
program will have the test data from the preliminary design tests to include in its documents (il indeed program scheduling has
permitted such tests). ‘The final hazard assessments will then have the advantage of more complete testing and design refinement,
and at that time there will be more system-level dala. But even at 1hat final stage, analytical relationships arc necessary to tic all
the information together to provide reasonable inputs for the hazard assessment and classification required by the system safety
program.

SCOPE

This paper presents some analytical relationships the author has found uscful for estimating technical input on explosive
safety, hazards, and classification used in the initial phascs of munition development.

The scope of the phenomena considered includes the seven basic IM test arcas that are closely related o tests used to meet
other classification requirements:

Fast Cookoff

Slow Cookoff

Buitet Impact

Fragment impact
Sympathetic Detonation
Shaped Charge Jet Impact
Spall Impact
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At the proposal phase, a contractor will naturally concentrate on these seven 1M test areas only as minimally specified by
DOD requiremenls.“ (This also seems to be a predilection of many Government weapon program managers for the obvious
reasons that it conserves resources for more traditional uses, it seems to meet the requirements - if not the intent of DOD IM
policy, and better approaches, although proposed, have not yet been inrplcmctnlcd78) Therefore, development programs focus on
creating munition designs lo pass the required tests.

Alternate or additional tests that simulate other possible threats may be suggested at the proposal phase usually only il there is
serious doub! that the basic tests can be passed. However, to justify any allernate lests it is necessary to demonstrate threat
feasibility (and if possible, probability) with a preliminary IMTIHA. An adequate IMTTA describes the nature and probability of
the alternate threats, the design ot alternate corresponding tests, and the expected responses (and their probabilities) of the munition
design to both the basic tests and the alternate tests. [t does not require much imagination to visualize the scope of the prior test
effort that would have been required to provide such an IMTHA with any degree of certainty, and to realize that it would be
prohibitively expensive and untimely in today’s development environment.

Into this data vacuum it is necessary to inlroduce analytical methods for estimating the IM behavior of a proposed design tn
the preliminary IMTIHA. The reliance on such methods will be lessened if data from more pre-proposal R&1D are available on the
proposed design concept or by analogy and extrapolation from similar design concepts. In the future, as appropriate scientific
studies are completed and complementary analytical techniques evolve, engincering approiches to IM design will become more
refined and systematized through experience. Even in that optimistically envisioned future, simple mcthods will have an
important part to play.

What is a proposal team to do in the current environment? ‘The simple methods described in this paper can be very helplul in
supporting required analyses.  Admittedly, these methods do not advance the state-of-the art.  Also, where they are
phenomenological rather than basic scientific models, they often cannot be extrapolated reliably beyond the range of inputs on
which they are based. Liven where the methods do not predict the violence of munition reactions, they arc useful for estimating
the pre-reaction behavior of preliminary design concepts and the elficacy for risk reduction of various munition design approaches.

What kinds of questions can be answered with the methods given here? A few examples {ollow.

* What warhead case design/explosive combinaiion optimizes kill probability and resistance to shock-to-detonation transition
(SH1)?

* What is the probability that a particular warhead design will pass the IM fragment-impact test requirement?

* What is the expected fragment velocity from a particular warhead design? How can one predict this for a basically untested
explosive?

* Will a warhcad or rocket motor design resist sympathetic detonation in on-on-one configurations?

* How can one approximate the effects of a warhead stack on the sympatlietic detonation response?

* What is the fast cookoff time for rocket motors or warheads with »pecific case, liner, insulalor designs and specific energetic
malerials?

* What is the expected behavior of a warhead or rocket motor in a siow cookolt or intermediate cookotf test or scenario?

* What is the maximum tolcrable external temperature

* What is the expected time to reaction?

* What is the internal temperature patiern and how w1l different energetic components be alfected?
° Are munition-scale thermal test results consister: with laboratory-scale test data?

Although much of what ollows has been published clsewhiere, its assembly here in one place should be usetul as a briel
compendium.
IMPACT INITIATION OF REACTIONS
This section presents calculation methods for initiation of detonation and ignition in munitions subject to impact by bullets,

warhead fragments, and shaped charge jets.  Also provided are methods for estimating the velocities, size distributions and spatial
distributions of fragments from threat warheads.
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DETONATION BEHAVIOR OF EXPLOSIVES

Simple methods for calculating the detonation behavior of explosives are available. With these methods, one can obtain
results comparable in quality to those obtained with the Tiger or BKW codes, and useful in the absence of laboralory data.

Detonation Pressure

The Kamlet-Jacobs formula2l gives the detonation pressure in an explosive (Py) as:
Pq = 1558 py2 NM12QY2  Gpa, (1-1)

where: N = moles of detonation product per gram ol explosive. (~0.03)
M = average molecular weight of detonation product gas. (~30})
Q = chemical energy of detonation reaction, cal/g. (~1,000 cal/g)

If one has trouble estimating values for N, M, or Q nceded in equation (1-1), the detonation pressure can be estimated
from the calculated propeliant specific impulse (Isp) of the explosive formulation by the method of Gill, Asaoka, and

Baroody (GAB):21

Pd = 4.44 py2 (0.009807 [Isp!™V),4 5 2.1, GPa. (1-2)
(Isp in Ib-sec/lb as obtained from PEP or NASA/Lewis codes
with combustion and exit pressures as shown in psia.)

For a wide but reduced variety of explosives the GAB formula may be simplified to:

Pd = 4.44 py2 (0.009807 Hsp¥)14.7), GPa ,which is in the same form as equation (1-1). (1-3)

Detonation Velocity
The detonation velocity (D) can be approximated by Jacobs formuta: 20

D = (0.809/py, + 1.052) Pg!/2, km/s. (i-4)

Walker22 has described a method for estimating detonation velocity on the basis of the Hugoniots of the explosive’s
constituent elements and the measured or calculated detonation pressure.

D= Z¢(Use|We /Ze Wel) (1+ £(Pg )), km/s (1-5)

where: W, = formula weight of element = Mg x ng, for example, for CgligNgOg,
n = 6 for each element.
and

f(Pq) = 2.0286(-3) + 2.231(-3) Py + 9.6429(-6) P42 - 4.1667(-7) P43

Us(C) = 4.5319 + 0.11651 Py + 1.0717(-4) Pg? - 1.5162(-5) P42
Us(H) = 5.976 + 0.35362Py + 1.6859(-3) Py - 5.0439(-6) P43
Us(N) = 1.2364 + 0.51667 Pyq + 1.5555 (-2) P42 - 1.9072 (-4) P43
Us(O) = 2.7904 + 0.18343 Py + 1.9501 (-2) P42 - 1.045 (-5) P43

It is conceivable that other elements could also be used in the Walker formulation; and (or those elements that do not

completely react lo form gaseous products some approach involving parlition of energy might be used to obtain good
calculated values of detonation velocity.

Baroody and Peters23 have published a method bascd on Isp calculations for calculating explosive heats of explosion
and heats of detonation. This method is summarized in Figure 1, which also shows the calculated results obtained for two
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densitics of HMX explosive and an unmetallized composite rocket propeliant. ‘This method can be used to obtain
reasonable values of Q for use in equation (1-1).

Section Summary

Wilth the data gencrated by the preceding equations, one van calculate the detonation pressure (Pg) and the detonalion
velocity (D) for an explosive if its chemical formulation and density are known. With this information, one can proceed to
estimating warhead performance.

WARHEAD BEHAVIOR OF EXPLOSIVES FOR IM CONSIDERATIONS

‘The warhead behavior of explosives involves the acceleration of metal as in case fragmentation and shaped charge jet
gencration, and the generation of blast shock waves and overpressures and impulse in air and water (wherein gas bubble
encrgy is also of interest). Our primary interest, from the IM standpoint, is the calculation of fragment velocities and sizes
that may be important in fragment impact and sympathetic detonation scenarios.

‘ragment Velocit

The maximum velocity of metal fragments in the detonation of a cased explosive is approximated by the Gurney formulas.
For cylindrical warheads, the initial elastic-plastic expansion of the case occurs as it expands from its original radius to
about 1.2 times that radius. At the end of this phase the case radial velocity is about 60% of the calculated “Gurney
velocity™. ‘The maximum velocity (as calculated by the Gurney formula) is that achieved at the end of fragment acceleration,

with the fragments at a radius of about 1.6 to 1.8 times the initial warhead radius.24 (It should be noted that lower values of
the “Gurney constant™ are oflen used to represent these lesser amounts of expansion.) The simplest expression of the
Gurncy formula for symmetrical configurations is:

Vgurney = VI2E /(1 + w/jn + 2))} @21

where:  p = M/C, and M= mass of metal in “warhead case” and C= mass of explosive charge.
V2E = “Gurney conslant™ in units of m/s or ft/s.
Values of n are 1 for a flat sandwich of explosive between two equivalent flat metal plates,
2 for a cylinder, and 3 for a sphere.

For an exploding cylindrical warhcad with partial additional circumferential confinement, such as a bomb stored in a
stack (typical of the sympathetic detonation stack test), it is reasonable to substitute a reduced value for the effective case
mass, Mj. This will result in a calculated higher fragment velocity. For example, a 2/3 reduction (i.e., M; = M/3) appears
to be consistent with Lundstrom’s calculations of the eflects of stack confinement and fragment focusing in sympathetic
detonation stack tests.2> Another factor, with confinement elfects, is that the donor case appears 10 be focused into a

planar shape, so that the problem appcears as a large impacting fiyer plate upon a cylindrical charge (sec Appendix D).
In addition, formulas for unsymmetrical sandwiches26 arce useful for flyer-plate warhead-booster performance

calculations.  Equation (2-2) may be uscd for an “open faced sandwich™, with metal on only one [ace, although other
formulas have been proposcd as well 81

Vgurney = V{2E/ {1+ (1420 + 1A6]1 + u]) }} (2-2)

For an unsymmetrical sandwich with metal mass of N on one face and M on the other:

VM = V{2E (1 + A3)(3 [14A]) + AZN/C + M/C} (2-3)
and VN=AVM

where A = (1 + 2 |[M/C]) /{1 + 2 |N/C})).
‘The Gurney constant, V2F, can be approximaled by the simple expression:

V2E = 0.338 D, km/s (2-4)
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or by the equation of Kamlet and Fingcr27:

V2E = 2330 1506 Pg1/2, m/s (with Py in kbar = 0.1 GPa) or 25)
o d
= 887 104 (N M1/2 Q11205 s

For a cylindricai warhead, the appropriate Gurney formula is applicable only for the cylindrical portion, and the values of M
and C used must by adjusted 1o eliminate end effects. A recent Russian papcr67 published expressions applicable to the ends
of cylindrical warheads. Equation (2-6) is derived {rom that work.

Vend = \/(d M Vgurey /4 L m) (2-6)

where:  d = warhead diameter.
M = mass of warhead cylinder case section.
. = warhead cylinder length.
m = mass of warhead case end section.

Eragment Size Distribution

The Mott equation is used to estimate the size distribution of fragments from a warhead:
N(m) = Ng exp(- m/a)1/2 = total number of fragments of mass greater than m. -7

where: a = 1/2 average (ragment mass in grams
Ny = M/(2a} = total number of [ragments (M is total mass of fragments)
a = B(lo [di + 1o ]P%di) (1 + w/2)\2
where: B = a constant ~ 338.1/Pg (in Kbar)
to = casing thickness, inches
d; = internal diameter of cylindrical case, inches.

The formulas in this section [(2-1) through (2-5) and (2-7)] are in common use, and are frequently modilied to extend their
useful range.28’73 For sympathetic detonation predictions, the calculated fragment size distribution may be irrelevant, and
for an unconfined donor-acceptor surface separation distance (x) of one munilion diameier (d) or less, one could assume the
impact by a cylindrical surface of radius x+d/2 and thickness t/(x+d/2), where t is the original donor case thickness. There
are reasons to believe this approach may have some validity out to valucs of x<3d. With confinement clfects the donor case
appears to be focused into a plane , and the problem may appear as a large impacting fiyer plate upon a cylindrical charge.

a | tial Distribution

The spatial distribution of {ragments about a detonating cylindrical warhead is not unitorm.24,29-31 Naturally
fragmenting metal warhead cylinders typically fracture into 20 to 23 initial radia) bands: therefore, the typical band width
(peak to peak or valley to valley) about the cylinder axis varies between 15 and 18 degrees. These bands break up further
during subsequent expansion into the ultimate fragment size distribution given by the Mott distribution. However, the
number of fragments per angle increment may vary by as much as a (actor of 4 or 5 between the peaks and valleys caused by

the initial fracture. Sewel30 gives a rulc of thumb that the number of initial (racture sites is given by equation (2-8).
F=V¢/ (2upc), number of fracture sites = number of axial fragment bands. (2-8)
where: V¢ = initial circumferential velocity of inner wall = 2n(radial velocity). The radial velocity
is approximated by the sweeping wave pressure divided by the wall acoustic
impedance. For steel and a typical explosive this radial velocity would be about
(20-GPa)/(45.2-GPa/mm/ps) = 0.442-mm/ps.
Upc = critical particle velocity. For typical warhead-case steel, Upc for shear is 200 ft/s or 0.061 mm/ps.

With these input values, I' = 22.8.
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The azimuthal (polar) distribution of {ragments is limited to a fan with small angular dispersion as shown in Figure 2.
For single-end initiation, the peak angular fragment density is angled from the normal (90°) by an amount that can be

approximated by one-half the Taylor angle,26 or about 5%
(sin"! |472]) = 0.6 Vgumey / 2D. (2-9)

Section Summary

Fragment velocities, size distribution, and spatial distribution can be estimaled with the equations given in this section
and the explosive behaviors calculated in the previous section. With 1his information, one can generate threat parameters
relevant to IMTHA fragment impact and sympathetic detonation scenarios.

SHOCK INITIATION OF DETONATION

Probably more effort has been devoled to analysis of shock initiation of detonation in explosive materials than to any
other IM related phenomenon. This is probably due to the relative accessibility of the phenomenon to high-speed
computer-based hydrodynamic calculations (hydrocade) as well as to the importance of the phenomenon both for safety and
performance issues.

In the absence of a hydrocode capability, or with insufficient lime to usc it adequately, there are still many simple, yet
useful, calculations that can be made. ‘The shock sensitivity plane (SSP) displays both wedge test results (Pop plots) and
the results of hydrocode calculations by Lundstrom32 1o provide a very accessible framework for such analyses.  The
ordinale of the SSP, shown in Figure 3, is the shock pressure (P|) entering an explosive in the wedge test that exactly
results in a one-cenlimeter (x = | cm) run distance to detonation. ‘The abscissa (S) is the slope of the Pop plot of log P vs.
log x: IS = log x/ (log P1 — log P), or x = (l’]/l’)s, cm}. Each explosive is assumed to have an exactly linear Pop plot, and
this results in a single point for each cxplosive in the SSP. Lundstrom obtained the curves in the figure corresponding to
the various test results with reactive-hydrocode calculations for specific explosive propertics as defined in the SSP.  Any
explosive point that lies above the line corresponding 1o a particular test will not detonate in that test, whereas, any
explosive that lies below the test curve will detonate. Some explosive and propellant values are shown in Figure 3 to aid in
practical use of the [igure as it stands.

‘The author has found that the following analytical relationships agree quite well with the SSP. For example, the
functional relationship between an explosive’s critical diameter (1c), the Pop plot slope, S, and the SSP pressure, Py,
defined above is given quite well by equation (3-1). 'The more cumbersome relationship of equation (3-2) fits the SSP curves
for the NOL Large Scale Gap Test (LSG1).

log P) = 1.9123 + 0.04173 S + 0.1108 (log DcAlog S), Kbar or 3-1)
log Dc = 9.025 (log S (log Py - 1.9123 - 0.04173 S)), cm
log Py = A -Blog (log S) 3-2)

where: A = 1.9454 - 0.0259 G - 0.1466 G2
B = 0.42227 + 0.12673 G - 0.36195 G2 + 0.15377 G3, where G = PMMA gap thickness, inches

Equation (3-2) fits all the card gap curves in Figure 3 well except for that corresponding to zero (0) cards. It is reasonable
that this is the point al which the relationship fails, since any matcrial that does not delonate in a card gap test of a given
size is not following the same relationship as those that do. Figure 4 shows the results of calculations with cquations (3-1)
and (3-2) for comparison with Figure 3. There is some question about the validity of values of D¢ shown in Figure 3 for
some non-ideal explosives due to the rate equations used in the hydrocode that generated the results.”0 For example, Dc for
Destex has been variously reported at values of 6, 10 and 38 mm.

Both critical diameter and NOLLSG'T tests are required for qualification of energetic materials. It is obvious from Figure 3
that there is some orthogonal relationship (i.e., they intersect) between card gap values and cntical diameter (except for
those corresponding (o the highest values of P'y). ‘Therefore, it should be possible to convolve the results of card gap and
critical diameter measurements into a corresponding point in the SSP. Equations (3-1) and (3-2) may aid the task by
solving for P} and S for measured pairs of De and card gap thickness values.
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The critical impact velocity (Vger, lowest impact velocity (tat-on-flat) that will cause an SD'T reaction) for explosives
was investigated by several different curve-fitling approaches. ‘The results of both approaches are given by equation (3-3)
for “chunky™ or cylindrical-rod steel impaciors of diameter, d. Because of impedance matching ctlects, resuits will have
some dependence on the shock Hugoniots of the impactor and unreacted explosive materials.

Vdet = Py €3 (44 ld/6|”(2$)), km/s (d in ;mm > Dc) or (3-3a)
Vdet = 10A ¢t 1B log d) (3-3b)
where: A =.6663 ~.346 S + 0.007462 P, (d in mm > Dc)

B =1.0663 - .346 S

t = case thickness, mm

a = an ellective attenuation coetlicient that depends on the case material, a = 0.073 for steel,
a=0.04 for Al, a = 0.08 [or Plexiglass (PMMA). Attenuations may be combined for
lined cases. See Appendix C for additional trcatment.

‘The attenuation coelficient in equation (3-3) is an artifice that nevertheless can be used to account for non-planar shock
wave effects that occur on propagation through cases thicker than about one fragment radius.  Using impedance matching
techniques, as shown in Appendix A, the matched pressure into the explosive (ignoring attenuation eflects) can be
calculated both for bare and covered (cased) explosives. Effects of some material impedance mismatches actually increase
the sensilivity of an explosive in a thin cases. Lor example, as Appendicies A and C show, for a stecl impactor upon a thin
aluminum case, the matched pressure into the explosive is actually greater than with the bare explosive. ‘This has been
confirmed by cxpcrimcnl,37 ‘Thereiore, for situations of marginal seasilivity to shock initiation, sclection of case and
liner materials can be critical.  However, with reasonably thick cases (t>d/2), the clfect is probably overwhelmed by the
effects of release waves combining with the primary shock.

Equations (3-3a) and (3-3b) become less applicable toward the right side of the SSP. Equation (3-3b) fits ncarly perfectly
to data for explosives PBX-9404, Comp B, and Destex for d>D¢ but its validity beyond that range of explosives is
unknown. Equation (3-2a) fits all dala less accurately. ‘These equations were based on experiments involving planar
geometry and would have to be modificd to include curvature effects for typical munitions,

For d<Dc, equation (3-4) was obtained by litting data for Comp B and Destex. Tlowever, there is very little work reported
in this regime, particularly for explosives with relatively large critical diamcters, and the equation should therelore be used
only with extreme caution.

Vdet = exp(0.6 S Dc/d) e, kmy/s  (for d in mm < Dc) (3-4)

The lack of a term in equation (3-4) related to Py is initially disturbing until one realizes that the region of applicability
(i.e.,, d<bc) is a function of P|. 'The values given by equations (3-3) and (3-4) are based on a limitcd number of curve fils to
SSP results. This problem can be treated with more basic approaches, as shown in Appendix C, similar o those of Greene33
and Jamcs.34 or of course, with hydrocodes.

For impacts by spherically tipped (instead of flat tipped) projectiles with sphere-tip radius equal to rod radius, a rough
rule of thumb obtained from the work of James and Hewitt33 is that about a 50% 10 1009 higher impact velocity is required
to initiate detonation than with flat-tipped projectiles:

Vdet(sph) = G Vdet(fat) . (3-5)

where G ranges between about 1.4 (tungsten) and 1.8 (steel) and depends on the impactor material as well as on the
explosive material, impactor and case dimensions, and impact velocity. The experimentally-based work of liddiard and
Roslund36 indicates the factor in equation (3-5) is in the same range as their resulls. Their work is recommended as an
aiternate method of calculating. A future step in these studics will be to relate the constants in the Liddiard, Roslund report
to the SSP. (Sewell’s relationship that can be expressed as dsph = dfla1 (0.4393 V; - 0.060814 V; 2_ 0.00029359 Vi)3 in
82

equation (3-3), seems to give values of dsrh for low V; that are lower than reported dala.)79 FFerm and Ramsay ®4give

dsph =(2x +d¢ep) (1 + (co/'Vi)z) r2 (See Appendix C and reference 82.

For rods with the spherical tip radius greater than the rod radius, Vdct(sph) is lower and approaches, with increasing
sphere radius, the value for a Nat-tipped rod. The relationship of Vdet(sph) to the relative radii of the rod and sphere is
given by equation (3-6), which is also applicable with some amount of protective case on the explosive, provided the value
of Vdel(ﬂat) also applies to the cased explosive.

26




vdcl(sph) = Vdet(flat) X 10(0-2785 rmd/rsphcrc) (3-6)

For cone-tipped projectiles, James’ recent work shows a dependence of  Vey on cone angle, q.37 As a rough rule of
thumb, equation (3-7) gives the relationship of increasing Vgey as a function of decreasing cone angle (where a flat surface
has a 180° cone angle).

Vdﬂ(m“c) = Vei(flat) (1+ 0.0183 [180 - O]), for 0 between 180° and 120°. 3-7)
Eguation (3-7) is also applicable with some amount of protective case on the explosive.

For ablique impacts of flat-faced projeciiles, a rule-of-thumb used by Sewel138 is that the critical impact velocity, Ve,
is increased by about 61 m/s for every one-degree increase of obliguity.

Vdcl(obl) = Vdcl(ﬂal) + 61, m/s, where « is the angle of obliguity in degrees. (3-8)

For side-on impacts against cylindrical munitions, the cffect of this trend alone can be expressed as a probability less
than unity of ST given a randomly located impact of a specific size projectife at a specific velocity. This is because at
most {ragment impact velocities (for example the 2,530 m/s “unaimed™ IM (ragment impact test) there may be a large
invulnerable area that can result in hits that do not cause SD'T. For example, consider a [ragment impact scenario against a
cylindrical munition for which the fragment velocity is equal to Vdct(obl) as calculated by equation (3-8) for a = 20°. For
impacts at all angles greater than 20° off the cylinder normal (assuming flat projectile face normal to direction of travel),
the target will not detonate by an SD'I' mechanism; since sin 20°=0.34, this represents a 66% probability that a single
randomly located impact on the cylinder will not cause a detonation by SIYI. ‘This isn’t as good as it sounds, since with
only 3 such impacts on the cylinder, the detonation probability rises 1o 96%. Sewell46 suggesis that if the angle of
obliquity (or for pointed impactors, the cone angle of equation (3-7)) exceeds the minimum jetting angle for the impacling
materials, the impulsive load [ollows dynamic pressure relations (of equation (4-4)) rather than shock wave equations. ‘The

critical angle range for jet formation for stecel upon steel impacts is given by equation (3-9).71'76
tan-! (5.945/V;) > 0;> sin"! (0.864/V;), degrees, with Vi = impact velocity in km/s (3-9)
where Oj is the angle the projectile surface tangent makes with the target surface.

Johansson and Persson3? show a relatively small effect of obliquity upon bare explosive for angles up to 8°. At larger
angles of obliquity an abrupt increase in critical impact velecity commences.

I{ the explosive is cased in a warhead or rocket motor, as is the usual situation of 1M interest, applicability of equations
(3-3) and (3-4) to closely related data should be checked before using them. For impactors of diameter less than the
explosive’s critical diameter (such as the IM tcst fragment (2,530 m/s) or a shaped charge jet), SD'T" can apparentiy occur
with very high impact velocities, although there are speculations that a shear heaiing and ignition mechanism could he

operating (see next secbion).“7 Chick 74 cited an empirical observation that prompt surface impact (SDT) initiation  of
bare explosives can occur with shaped charge jet impact for ratios of Dc/d < 5. For this situation, equation (3-10) can be
used to oblain the critical jet impact velocity.

Vjiz p d = a constant, where p = jet densily (3-10)
Chick ascribes initiation occurring when Dc/d>S to the bow wave of the penetrating shock. It is also possible for shear

heating cffects to operate in this second situation.47 For this situation, equation (3-11) can be used 10 obtain the critical
jet velocity for bow wave initiation. Dala reviews can be used to oblain values of the constants for particular materials.

Vjp2 d pl/2 = a constant (3-11)
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Section Summary

The minimum fragment impact velocity Veq that will initiate SD'I reaction of an explosive can be estimated by the equations
given in this section. The equations given apply only to “rod” ar “chunky” fragments. (The shorter duration shocks caused by
flyer plate impacts (generally of radius more than six times lhickncse)34 require higher shock pressurces (higher velocity) 1o cause
SDT.) With these equalions one may now estimate probabilities of SD'T given impact by the fragments generaled in the previous
section. Other factors that decrease fragment velocity and spread the fragment patiern and otherwise reduce the chances ol an
impacting fragment detonating a munition were given by Wagenhals, ot a1 and are summarized in Figure 5. Drag dala on
warhead fragment shapes are available (or application to problems of this ()1)('.(’5'(“’\ An orthogonal relationship between card gap
test results and critical diameter exists that may permit generation of SSP loci for energelic materials on the basis of those two
common tests without the need to perform wedge tests in all cases.

OTHER REACTION MODES INITIATED BY IMPACT

SDT initiation maodes for cased explosives may be envisioned as oceuring in the time frame prior to projectile perforation of
the case. Other impact initiation modes than SIYT are too complicated for simple analysis. Specifically, at this time a priori
prediction of reaction violence is not pussible. The mechanisms by which these modes occur are not known with certainty, and
analytical and experimental rescarch in these arcas is ongoing. ‘[he basic mechanismis, as currently envisioned, are:

1) XDT, by which damaged explosive can be initiated by lower impulsive loads than required for ST, with the damage
appearing as voids from structural failure of the explosive due 1o physical damage by the current load or shock eflects of the
current load that cause lension failure. (Preshocking can also reduce an explosive™s SDT sensitivity by compression and
presumably reducing the concentration of hot spat sites.) Fairly small void volumes (a few percent) can cause significant
increases in an explosive’s SDT sensitivity. (Increased shock scositivity caused by prior damage would logically be classified as
an SDT, however, with a different locus on the SSP.) Apparent XD'T mechanisms in bulfet impact tests against rocket motors
and rocket motor simulants have been reported to be influenced slightly by the nature of the motor casc and greatly by the bore

dimensions of the propeliant gmin.‘“'42 No analytical model [or this phenomenon is presented here.

2) DDT, by which ignition and buruing of the explosive creates pressure that compresses the explosive and at the same time
builds the pressure to a level with a rate that forms a shock wave. DDT generally requires a substantial inilial void volume.

3) All other mechanisms of impact-induced reactions lead initially to propellant burning. ‘Then, depending upon a number of
factors, the reaction (1) may continue to complelion as burning, (2) may increase in violence to cause a case burst with some
projection of debris (what is referred 10 as “dellagration™ in reference 11), (3} may consume cxplosive at a nearly sonic rate causing
an explosion, or (4) may build to a detonation as ina DD'T.

The first requirement for these mechanisms to accur is penctration of one wall of the munition casc. More often, perforation
is required sinoe this teaves the projectile with some cxeess kinetic encrgy after penctrating the case wall. Perforation is delined as
compele penetration without plugging. (There have been only a few examples of initiation of scrious reactions by projectiles that
did not have sufficient energy for case penetration.) Figure 6 is a “phase diagram™ of the various phenomena that may occur upon

projectile impacl.“3 ‘The tip shape of the projectile has only a small ctfect on the perforation-ballistic limit for normal impact.
For complete petforation, the ballistic limit of conically tipped projectiles is slightly larger than for flat faced projectiles. Also,
rounded or conically tipped projectiles wiill have a greater tendency lo ricochet at oblique impact angles, particularly when the
impact obliquity angle excceds the tip hal(-angle.‘“ ‘The ballistic limit of a steel case can be calculated approximately by the

equation™:
Vsg= C{4ptAnmcos 0))30 mss (4-1)

where: C=332.43+171.06 B -14.286 B2 -3.1111 1383
B = BHN/100 (BHN = Brinell hardness number).
p = projectile density.
t = case thickness, cm.

A = projected frontal area of projectile, cm
m = projectile mass, grams.

0 = angle of obliquity of impact. For a cylindrical target itis the tangent angle at the impact point.

2.
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‘This equation applies for a blunt projectile and a steel case that is thick enough that the bracketed term in equation (4-1)
is always greater than 0.125. For other case materials than steel the equation may become more complicated and the cited

reference> should be used.

For harder aluminum alloy case materials, the ballistic limit cquation is given approximately by equation (4-2).
Vsg= {1904 p t A/(m m cos g )|l'75 + 120}, m/s 4-2)

If the ballistic limit is exceeded, the projectile moves inlo the case malterial with an initial residual velocity given by
equation (4-2):

Vi=(Vi2 - V5022 (1 + petinp 1) (4-3)

where: V; = initial projectile velocity
| = jength of impactor
t = thickness of case
pc = density of case material

Pp = density of projectile material

Ignition of the energetic material will occur by a combination of heat from the case debris and projectile after their
violent impact and heat generated by shear heating as these items move through the encrgetic material. ‘The least damage
that can be caused to the energetic material is the hole through which the metallic intruders have moved. It is more common
to have severe breakup of the energetic material due to these intruders. This generates increased surface arca that can burn
following ignition and result in a very rapid pressure rise.

46

Sewell and Graham™® usc equation (4-4) to calculate the dynamic pressure generated as a projectile penctrates explosive.

Payn = /21 V2 Cp x 1079 (4-4)

where: Pyyy is in GPa if the explosive density, e is in kg/m, and is Vi in km/s.
CD. the drag coefficient = 2.68 for velocities of interest: Vi > 100 m/s or Cpy = 1.8 for Vp < 100 m/s. 46

This dynamic pressurc is then combined with the work of I~‘rcy"7 to obtain a temperature in the shear-heated explosive
based on an assumed shear heating mechanism. If one assumes the shear velocity is equal to the projectile residual velocity,
equation (4-5) approximales lemperalure risec as a function of residual velocity. This may be used, if the “ignition
temperature” of the energetic material is known, to make a first approximation to the lowest residual velocity that might
cause ignition.

T =25+04V,+0.003 V2, °C with V, in m/s (4-5)

Any temperature rise due to shear heating competes with cooling thermal conduclivity and phase change cffects.
Nevertheless, equation (4-5) gives as a rough approximation, 350 in/s as an approximale minimum residual velocity
required to ignile more sensitive energetic materials. (It must be recognized that the concept of an “ignition temperature™,
being a dimensional balance belween a source lemperature, heat loss by conduction and phase chang -, and exothermic
decomposition, must be used cautiously. The methods used in this paper’s section on slow cookoff can be used to estimate
an ignition temperature for appropriate shear-layer thicknesses with known durations of heat addition.) Melting of the
energelic malerial will absorb heat and increase the velocity required for ignition. Ileating of the projectile during case
penetration and hot spall will tend to reduce the velocity required for ignition.

Sewell and Graham?6 also proposed calculations of case conlinement effccts, including projectile induced venting, on
reaction buildup (specifically, by the buildup of internal pressure). ‘fo make such calculations in a meaning(ul way one must
also know the burning-rate slope vs. pressure for the contained energetic material and the surface area of the burning
potlion as a function of time. For very rapid reactions, the dynamic confinement conditions of the reacting region, rather
than the static conditions given by measurable case burst pressure are critical.

Recent work#8 reports a relationship between response of munitions to the bullet impact test ((1L.50-caliber) and
response of the encrgetic materials lo friability (shotgun and relative quickness - pressure rise rate) tests and hot ball

ignition (8()()°C).la The results show absence of reaction or only mild combustion in bullet impacts up to 1,140 m/s for
cxplosives whose laboratory tests give 0.5 MPa/ms quickness and no ignition with the hot ball test.  Combustion and
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give 0.5 MPa/ms quickness and no ignition with the hot ball test. Combustion and deflagration reactions in bullet impact were
reported corresponding to pressure rise rates of 3 to 7 MPa/ms and ignition occurring with the hot ball. With hot bail ignition,
materials with quickness of about 8 1o 20 MPa/ms showed mostly deflagrations with one reaction ranked an explosion
(HMX/polyurethane (PU) at a projectile impact velocity of 1,140 m/s) in the bullel impact test, and for quickness above 24
MPa/ms a mix of explosions and detonations. Comp B explosive detonated in all its bullet impact tests at velocities above 740
my/s and had a quickness of 114 MPa/ms.

Ammonium perchlorate (AP) containing materials have a shock-to-ignition threshold considerably lower than their threshold
(or detonation. Some iron-conlaining burning-ralc catalysts can greatly reduce the ignition temperature as well as the friction
sensitivity of AP. For some other encrgetic malerials, the thresholds for shock ignition and SD'T seem 1o be quite similar. 3449
Figure 7, taken from the work of Anderson and Louie shows a relationship between detonation and ignition threshoids for a
material comprised of 75% HMX and 25% PU).

Liddiard’s results on low level shock-induced ignition in water-attenuated shock-ignition tests®U46 tend 1o folfow a PR 1=
constant relationship, with | between 5 and 50 ps and n between 0.7 and 2.6. [n general, the percentage standard deviation of the
constant for a specific explosive is between 10% and 25% over the entire range of data. For TN'T-based explosives, n tends to be
about 2 (1.7 to 2.6), indicative of a critical energy relationship; for plastic-bonded explosives, n tends to be about 1 (0.7 1o 1.6),
indicative of a critical impulse relationship. However, there are exceptions, for example, for the two data points for PBXC-117
explosive at P=7.8 and 10.1 kbar, n=2.2; and two of the eight data points for PBX-9404-03 show considerable irregularity,
aithough they have little influence on the average value of n = 1.5. 'The onc fairly stable factor in the water-attenuated tests is that
the minimum shock pressure that will cause ignition in a large number of explosives is about 5 = 2 kbar (there are some
exceptions apparent in the data).

‘The etfect of multiple bullet impacts on a cased energetic material can be significant, as shown in Figure 8, which is taken
from the work of Milton and Thomn.50 Al of the propellants tested by Milton and Thorn contained RDX or [IMX, and were
shock detonable if struck hard enough. Also, Milton and Thorn found .223-caliber bullets more effective in causing violent
reactions than .50-caliber bullets. A possible reason for 1= ;s that the hyperdamaged zone for the .50-caliber bullets may have
been larger than the propeliant samples themselves. W* ua the first bullet grazed the edge of the grain bore, more propellant was
damaged and the probability of a closely plact. - ..ad bullet causing a very violent reaction was increased. Although it is
premature to use this work (o generate ana' tic . ielationships, it is clear that if a bullet impacts a region damaged (but not
“destroyed™) by a previous bullet the reactiun ..t often increase in violence, presumably because of the increased sensitivity and
surface area of the damaged energetic mat:nal.

Section Summary

Projectiles with insutTici nt energy to initiate prompt detonation of a munition can still cause reactions that range in violence
from burning through deflagration, explosion and detonation. From a simple analytical standpoint, it it is possible to do little
more than estimate th perforation of the case and ignition by shear heating. Parametric studies can be done involving as
variables, burning ra'c vs. pressure, case vent arca, and burning surface arca. Such studies can be used to estimate the case vent
and energetic material damage conditions that will permit pressure buildup to levels that cause hazardous casc bursts; in fact, such
studies have been done. 51 One must always be aware that stimuli or environmental conditions like confincment may be outside

the range of available data. A protocol for assessment of the many effccts related to impact initiation is in prcparalimL74

THERMAL THREATS

Expusure to high temperatures will initiale reaction in energetic materials. ‘f'wo heating rate regimes are of concern, (1) rapid
heating by flame impingement directly on munitions, and (2) slower heating as might occur in an area subject to healing, but
without direct flame impingement on munitions. The first of these conditions is exemplified by the IM fuel-fire fast cookofT test
(FC())I'll or the wood-based bonfire test. 14 At such heating conditions, bare munitions are brought to ignition in about one to
fiv« minutes, depending on design details and specific test-fire conditions. The second condition is tesied, in exiremis, by the IM
sicw cookoff test (SCQ) at a heating rate of 6°F/hr (3.3°C/hr). Assessment of threat conditions indicates a wide range of pussible
iniermediate heating rates, with 50°F/hr (27.8°C/hr) being a reasonable estimated likely minimum heating rate under shipping or

storage conditions. 253 In this section, simple analytical methods for calculating cookoff behavior are presented.
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FAST COOKOFF

‘T'he most important thing one can do to analyze the fast-cookolf problem of a munition exposed to direct flame impingement
is a heat transfer analysis. ‘The reason tor making this statement is the presumption that if the energetic material, exposed 1o the
rapidly rising temperaturc of a flame impinging on ils case, gets hot enough to ignite, it will.

Fifteen years ago Vetter? proposed using pyrolizable outgassing liners to build up decomposition gas pressure, collapse the
grain (for star perforated propellant grains) znd expose the case for a short time to direct flame healing with no radial backwall heat
conduction path. Vetter demonsirated the feasibility of this approach with stress analyses. ‘This model was further presumed to be
correct on the basis of previous and subsequent lest resulis, and was subscquently proved by IMAD lests that used real time X-ray
(side view) and video cameras (longitudinal view through the nnzzlc).“‘ Pakulak has reported the use of oulgassing liners in
warheads with violence reducing effects when combined with stress risers or other mechanical case venting mechanisms 55
Although these approaches do not yield easily 1o simple analyses, it is possible lo calculate generaled gas pressure at iemperature
from the liner material and apply the calculated pressure to heated case burst or explosive ejection calculations

For heat transfer analyses, simple onc-dimensional cylindrical analysis will be adequate (if applicable 1o the munition
geometry) for metal cased munitions, il there are no other heat paths from the munition case to the interior of the propellant (for
cxample, metal bulkheads) and no important end heating clfects. Non-metal cases, such as fiber/epoxy composites, will
experience charing, burning, and other physical changes that obviate the use of a simple heat-transfer calculation.

‘The most critical factor in a heat transfer calculation simulating a fast-cookolf heating scenario is the selection of the proper
heat flux to the munition. Measurements at Sandia National Laboratories>® determined a maximum heat flux in large

hydrocarbon pool fires of about 160 KW/m2. ‘The decreasc in heat flux as the surface temperature of the heated cylinder rises can
be approximated by equation (5-1) for surface temperatures up to about 1350°F. These values are consistent with those measured

at the Naval Weapons Center in the late 1970s (6 - 10 B’l‘U/l‘lz-scc). In open propane burner tests, the heat flux values are about
one-half the magnitude of those in liquid hydrocarbon fuel fires.

Q = 0.75 (156 - (Ts/100)2), KW/m?2 or (5-1)
Q = 0.062 (156 - (Ts/100)2), BTU/scc-fi2

where:  Tg = munition surface temperature in Kelvins (K), (K = (°F - 32)/1 .8 + 273.15)
R = outer radius of munition

‘The numbers in equation (5-1) can be increased for larger or hotier fires, or decreased (or smaller or less sooty tires. ‘This heat
flux is many times greater than would be obtained by assuming an initial heat {lux from an outer wall at the nominal flame
temperature (1500°F) flowing to an inner wall at ambient temperature (for example, 70°F), and that is why this factor is so
critical.

Because the thermal conductivily of the metal casc is at least 100 times higher than that of the liner or energetic material
immediately in contact with its inner surface, as a first approximation, the case wall temperature rise can be approximated by the
ignoring heat flux from its backwall (Q|jper, Which ranged from < 2% to 7% of the influx). Ignoring the backwall heat flux in
equation (5-2) reduces calculated time to cookolT by about 3%.

Tave = Tave-aty + (Q' = Qliner ) At/ (Cpcase I‘P(Roz -R?) (5-2)

where:  Taye = average case wall temperature. The subscript, (1-At), represents condition at
previous time step. T = Taye + A1/2, sce equations (5-1) and (5-3).
Rg = outer case wall radius.
Rj = inner case wall radius.
Q" = 2n Ry Q (assuming unit length cylinder)
Cpcase = specific heat of case

At = time step uscd in step-by-step calculation.

‘The temperature gradient through the case wall is given by the usual cylindrical heat [Tow equation:
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AT = Q' In (Ro / Rj) / 27 k¢ase (5-3)
where: k¢ase = thermal conductivity of case.
‘The heat [lux throagh the liner/insulator is calculated by:
Qliner = 27 kjus At (Tave ~ AT /2 - Thiner(1-A1)) / In (Ri / Rp) (5-4)

where:  Kins = thermal conductivity of liner.
Tiner(1-At) = temperature of inner surface of liner or outer propeltant/explosive surface.
Rp = radius of inner liner surface or outer propetlant/explosive surface.

Finally, the propellant/explosive surface temperature is approximated by considering Arrhenius kinetics and using the
method of Appendix B, although in the earliest runs ignition was postulated to occur (instantly) upon reaching energetic material
surface temperatures greater than some value (both 550 and 980°F were used).

Although the approach is guasi-steady state, the problem is stable enough to give a solution. A spreadshect has the advantage
that numerical instabilities can be spolted immediately and bootstrapped across. ‘The problem can be set up on spreadsheet and
run, all in a fraction of an hour. The values used in these calculations are shown in Table I. [ have {ound that these equations arc
solved reasonably well with a spreadsheet using [-second steps.

Figure 9 shows the results of some fast cookoff calculations with the spreadsheet. The results show calculated energetic
material “surface” temperature vs. time. All these calculations were for 8-inch diameter cylindrical munition cases including
AP/HTPS composite propellant b (from Table 1) in cases with 0.1 inch aluminum, 0.1 inch steel, and 6.5 inch steel wall
thicknesses, each with 1/8 and 1/4 inch of insulation/liner, and PBXN-109 explosive g;\lso from Table 11) in a 0.5 inch thick case

with 1/8 inch liner. The calculated cookoff times are reasonably consistent with data 3
When a similar calculation was attempted with a composite case, such a large temperature gradient built up through the case

wall that it was obvious the case would be destroyed by the fire before conducted heat could ignite the energetic material. 1t is
clear therefore, that a more complicated procedure is needed for composite case fast-cookolf analysis.

Table 1. Thermal Properties Used in Fast Cookofl Heat Transfer Calculation*

Material K(BTUML-ALF) Cy(BTU/Ibm-°F) o (Ib/113)
Aluminum 130 0.21 169
Steel 25 0.11 490
Insulation 0.1 0.2 100
Propellant 0.) 0.2 110

* “English” units used because of availability of data tables.

‘There is currently no a priori method [or calculating the violence level to be expected in a fast cookoll reaction. If alf pertinent
parameters (material condition, vent area to burning surface area, thermal parameters, burning rate and slope, case strength at all
locations, etc,) are known, or can be reasonably estimated, such a calculativn couid be attempted - but it would involve. a fairly
large effort, in the context of this paper. Reaction violence cannot be calculated in a simple way with the present stale ol the art.

Section Summary
Simple one-dimensional quasi-stalic heat transfer calculations can be used lo estimate [ast cookoff times of cylindrical ordnance

with metal cases. However, modern, low conductivily composite cases cannot be analyzed in the same way. ‘The mosi critical
parameter for the analysis is the heat [lux to the ordnance submerged in a jet-fuel fire. Good values for malterial thermal
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SLOW COOKOFF

From the perspective of preparing IMTHAs and IMTTs, there are two pertinent questions concerning stow cookolt
analysis. First, how will the munition react in the standard IM SCO test {heating rate, 6°F/hr), and sccond, what other
heatiny rates are of operational importance, and how will the munition react at those heating rates?

From the perspective ol IM preliminary design, the question of how design variables will affect the heat (Tow, total
cookoff time, and the ignition site are important. Of <ourse, the ideal solution would also predict reaction violence and its
dependence on design variables, but that is currently beyond even the most sophisticated analytical methods.  Simple
methods for predicting slow cookoff reaction violence will not be available until more complex methods have succeeded
and the important physical parameters are identified and routinely measured and reperted.

‘T'he primary equation of thermal decomposition and heat transfer applicable to predicting thermal explosion is equation
(6-1), the Frank-Kaminetskii diffcrential equation. For materials that undergo physical changes, it may be necessary to
include appropriate changes in density and thermal conductivity (and even 7 and [F) during the caleulation. For materials
that melt, it may be necessary to include a convection term in the heat transfer calculation.

~AV2T + 1 Cp (dT/dt) = £ Q Z w exp(-E/RT) (6-1)

(The Laplacian operator V2, in the special cases of spheres, infinitely fong cylinders, and infinite slabs,
reduces to V21 = (32 '1‘/ax2) +(m a1/xdx).)

where: A = thermal conductivity, cal/s-cm °C
T = temperature, K
p = density, g/cm3
Cp = specilic heat, cal/g-K
Q = heat of reaction, cal/g
Z = collision number, sec!

w = mass fraction of undecomposed energetic material, = 1 for 0th order solution.
E = activation energy, cal/mole

R = gas constant, 1.987 cal/mole-K

m = shape factor: 0 for slabs, 1 for cylinders, and 2 for spheres.

‘Table Il gives values of the constants in cquation (6-1) for a number of encrgetic materials.
When the reaction heating term (the right side of equation (6-1) is zero, the equation is the well known heat flow
equation. Because equation (6-1) is not solvable in closed form, it is common practice 1o solve it for the limiting adiabatic

boundary condition, 8§/t = 0. This defines the critical temperature, T¢p in equation (6-2). If the exposure temperature is
less than Ty, self-heating ignition will never occur.

Ter = E/ (R In (a2 p QZEW)/(Tor2 AOR)) , Kelvins, K 6-2)
) (

where:  a

slab hal(-thickness or cylinder or sphere radius.
b = shape factor (0.88 for slabs, 2 for cylinders, and 3.32 for spheres).

Note that the unknown variable, T'¢r, appears on both sides of the equation. Lguation (6-2) can be quickly solved
iteratively on a pocket calculator; it is helpful to note that the left side ot the equation is relatively insensitive to the
guessed value of T¢p on the right side. A 20 K error in T¢p on the right side leads to an error of only about 1 K on the left. If
an energetic malerial is exposed to a temperature greater than Tep it will eventually cook off. “The time to cookoff can be
calculated from equation (6-3).
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Fable 11. Thermal Phenomena: Critical Temperatures™ and Parameter Values tor Explosives.

Explosive  T¢r (°C) p!g[cm:‘) Qealig)  Z(s')  Eghealm) rx10%(calig/s/K) C (caljg/K)  Ty4°C**

HMX 253 1.81 SO0 sy f s 7.0 27 287
RDX 215 1.72 500 2015 (18)  47.1 2.5 27 204
TNT 287 1.57 300 251(11) 344 5.0 36 300
PETN 200 1.74 0 6.3(19) 47.0 6.0 .25 202
TATB 331 1.84 600  3.18(19) 599 10.0 384
DATB 320 1.74 300 1.17(15)  46.3 6.0 .23

NQ 200 1.63 500 2.84(7) 20.9 5.0 3

HNS 320 1.65 500 1.53(9) 30.3 5.0 4

N-109 1.68 S25  1.023(14)  36.5 13.0 .34

NC 1.5 500 846 (18) 485 3.0 31

APMTPB? 1.806 500 1.29(10) 328 12.7 31

APHTPB® 1.715 300 1.35(8) 27.0 7.5 29

* Lowest experimental values for “a” between 0.003 and 0.039 slab cm thickness.
# Numbers in parentheses are powers of ten.
** Ty represents deflagration point or ignilion temperature (shown for comparative information only).

ab Typical values for two different (AP/ATTPB) reduced smoke composite propellants.

tco = (p C a2/A) Fu (6-3)

where: Fn = 10l¢

Ic = —.008511 0173 v —.0061754 v2 + 4.0756 x 10-5 v3; for a cylinder geomelry.
v =E/((1/T¢) ~ (1/T)), where T is the environmental lemperature.
For a sphere, the value of Fn is about 1/2 as large, and for a slab about 2.5 times larger.

Equations (6-2) and (6-3) arc readily set up in the memory of an inexpensive pocket calculator for solutions within a
minute of problem delinition.

Solution of equation (6-1) with the SINDA finite difference code (one-dimensional spherical geometry) and RDX
paramelers given in Table Il is compared in Figure 10 with measured values.>? The agreement is virtually perfect. The
results of quasi-static spreadsheet calculations of time to cookoff for an 8-inch diameter cylinder of RDX are shown in
Figure 11 for a wide range of healing rales and initial soak temperatures, the same results were oblained with the SINDA
code.  ‘These results are remarkably consistent with measured cookoff times [or ordnance of similar size. The result is
refatively automatic, since when thermal explosion occurs in the calculation it “blows up™ the computer run. The
spreadsheet solution of the slow cookoff problem uses cquations (5-3), (5-4), and (6-1) with the RDX values from Table 11,
and the cylindrical item divided into 10 calculation shells of equai thickness. Calculated thermal profiles for the RDX
problem are shown in Appendix 3 along with more explanation of the calculation. Calculations with a reduced-smoke
propellant were similarly successful. The method has also been used to successfully model reduced smoke propetlants in the
NWC 25°F/hr Slow Cookoff Visualization (SCV) Test (190 gram, 2-inch long cylindrical sample [Table 11?] in glass tubc:
measured cookoff lime and temperature: 7.88 hrs/436°F, calculated: 7.55 hrs/438°F) and 18°F/min di(fcrential thermal
analysis (DTA) test (0.5 gram spherical sample [lable Ilh|: measured cookoff lime and temperature: 23 min/494°F;
caiculated: 23.5 min/503°F). The problem is relatively unstable and calculationa) time sleps must be selected appropriately
depending on healing rate, physical dimensions, density, and heat transfer parameters of the materials and the various
interfaces involved. Spreadsheets requiring 2Mbyles of memory are not uncommon. ‘the spreadsheet method fails (or very
small samg s in which thermal gradients cannot be approximated lincarly in reasonable time step sizes.

‘There are no currently available simpie methods for calculating the violence of slow cookof( reactions. Recent research
indicates the importance of energetic material type, condition, and dynamic confinement at the instant of ignilion.(’("64
When calculation methods become available they will operate 1n the microscale regime of time sieps comparable 1o those
required in reactive hydrocode calcutations of SD'1"and in DT analyscs.
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! Seclion Summary

1 Simple hand analysis of the slow cookoff probiem is limited to simple symmetric shapes of the type that were published
over 30 years ago involving constant boundary temperatures. Modern computers, using finite-dilference codes can be used

! 1o readily solve problems with varying boundary temperatures to predict time to cookoff. Quasi-static solutions of
symmeltric shapes (slabs, cylinders and spheres) obtained with desklop computer spread sheets may give the same results as
the finite differenice codes. There are no a priori methods for predicling the violence of the slow cookoff reaction. These

{ same comments apply as well to intermediate cookoff heating rates (greater than 6°F/hr).

r PROJECTION OF FRAGMENTS BY REACTING MUNITIONS

3

‘To meet the U.S. Navy's IM requirements, a munition must react no more violently than burning in the fast cookoff, slow
cookoff, bullet impact, and fragment impact tests 11 “Ihe burning reaction is defined as one with no fragments that cause
fatal wounds to humans or “hazardous fragments™ at distances less than 50 leet from the lest item. 11 A hazardous fragment
is defined, as it generally is in safety slandards, as one having less than 58 [i-1b of cm:rgy.14 If a test result fails to meet
this requirement, the reaction is usually ranked a “deflagration.” It can be very important to program offices and contractors

4 that the Government evaluators use a consistent ranking method to cvaluvate IM tests.

( The evaluation of fragment hazard has often been done by mapping the final location of reaction debris found on the
ground surrounding the test item. 1t is then not uncommon to find that a reaction has been ranked a deflagration if any
debris is found outside a circle of 50-fect radius. Sometimes, the video record is also studied, and if any debris is seen
moving more than 50 feet from the test item following the munition reaction s reaction may be ranked a deflagration even

! if no debris has been found beyond 50 feet.

) This sitvation bothered me. It seemed obvious that some debris could travel more than 50 feet from the test iicm and yet
nol constitule a hazardous fragment at 50 fect. It is not at all difficult, given a specific fragment, to calculate its frajectory

$ )

and its energy at every range. llowever, a general relationship, while pe haps not quite as accurate as such individual
calculations, would be very helpful to rationalize the judgement of fragment hazard. Such a relationship (ollows.

'The maximum range (o which an object subject to a one-time initial velocity can travel is given approximately (within
the ranges of interest for IM evaluation) by a generalized refationship between non-dimensional maximum range (R°) and

non-dimensional initial velocity (V').(’s

V'’ = 0.10606 +1.7593 R* + 1.2609 R'2 + 0.45671 R’3, “English” (slug, 1t, sec) units (7-1)

where: V" = log(tair Cpy AD Vo2 / Mg)air
R™ = log(raie Cp AD Rmax / M)
Cp = drag cvefficient
A]) = area for drag calculation, n2,
M = mass of debris projectile, slugs.
: Paic = 0.0024 slug/f3

g = acceleration due to Earth’s gravity, 32 fi/s2
The velocity at 50 feet can be approximated by equation (7-2)460
Vs = Vg exp(-pair CD Ap S0 2 M) (7-2)
p Figure 12 shows the results of such calculations for six debris projectiles: (1) a 2-Ib nozzle, both end and side-on, (2) a
! 0.01-1b (70 grain) chunky fragment, (3) a 0.1-Ib chunky fragment, (4) a 1-1b chunky [ragment, (5) a 16-square-inch arca
thin case fragment (0.12 Ib-wt), and (6) a 1-square inch arca thin case fragment (.0075 1b-wi1). The values of drag
1 coefficients®3:69 used in the calculations arc shown on the figure. What Figure U1 shows, in bricf, is that only the 2-Ib
nozzle, thrown end-on is a “hazardous (ragment™ at 50 [cet, if its maximum (rajectory distance is 50 (eet. The same nozzle,
[ thrown side-on can travel a 65-foot horizontal distance to have been a “hazardous fragment™ at 50 feet. All the other debris
3 fragments may have maximum horizontal trajectory distances in excess of 100 feet and still pass the hazardous fragment

criterion (< 58 ft-1b) at 50 fect.
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An evaluation technique that is able to measure the debris initial velocities, Vg, and relate them to specilic debris
projectile masses and shapes found in the later mapping process would form a better basis for compliance with published

requiremcmsl 1

Section_ Summary

than the current approach.

It takes more than debris mapping or estimation of fragment range and velocity from video-tape records to determine
whether or not a munition has ejecled “hazardous fragmenis.” In order to create a technically and contractually salid basis
for IM requirements, the Government should either change the published requirement for debris encrgy 1o deline measurable
variables, or adopt an evaluation approach that accounts for realistic trajectory phenomena.

SUMMARY
This paper prescnts simple analytical methods for _stimating values of paramelers important for evaluating the IM and
other hazard behaviors of munitions. While thesc methods are no substitute for laboratory and field testing or for state-of-
the-art (and hopefully, new near-future) computer-based analyses, they provide virtually instant values for prefiminary

design purposes. Under the pressure of proposal preparation and for use in preliminary hazard assessments and test plans,

methods of this simplicity can be invaluable. Many other relationships of similar simplicity are available and under

continuing study by the author.36,77.78 Simple techniques based on laboratory data are also available. 72,75

REFERENCES

1. McQuaide, P.B., “l'est and Evaluation of Insensitive Munitions,” Test and Fvaluation of the Tactical Missile, AINA
Progress in Astronautics and Aeronautics, Volume 119 | pp. 203-232, 1989.

2. Naval Surface Warfare Cenler, Accident Incident Data Bank, NSWC, Dahlgren, Virginia.

3. Naval Weapons Slation, Explosive Incident Summaries, NWS, Yorktown Virginia, prepared for Deputy Commander for
Weapons and Combat Sysicms, Naval Sea Systems Command (an example document), June 1984.

4. Bentley, R. “Peacetime Stimuli Potentially Hazardous to Air Force Munitions,” 1990 Joint Government/Industry
Symposium on Insensitive Munitions, ADPA, White Qak, Maryland, 13-14 Mar 1990.

5. ‘The Joint Chiefs of Staf(, “Memorandum of Agreement on Establishment of a Joint Requirement for lnsensitive
Munitions,” Washington, 1D.C., 3 Sept 1987.

6. NATO Insensitive Munitions Information Center (NIMIC), NATO Headquarters, B-1100 Brussels, Belgium. Quarterly
newsletter available: Naval Sea Systems Command, attn: NIMIC Ni‘PO, SEA-661, Washington, DC 20362-5101.

7. Advisory Group for Acrospace Research and Development, /Hazard Studies for Solid Propellant Rocket Motors,
AGARDograph, AGARD, Neuilly sur Scine, I'rance, 1990.

8. North Attantic ‘Treaty Organization, NAT(Q Standardization Agreement, Principles and Methodology for the
Qualification of Explosive Materials for Military 1lse, NATO AC/310 Working Group, STANAG 4170.

9. Chief of Naval Operations, “U.S. Navy Insensitive Munitions Policy,” OPNAVINST, 8010.13B, 27 June 1989.
10. Naval Sea Systcms Command, “U.S. Navy Insensitive Munitions Requirements,” NAVSEAINST 8010.51, 5 Dec 1989.
11. Military Standard, “Hazard Assessment Tests for Non-Nuclear Ordnance,”™ MH.-STD-2105A(NAVY), 8 Mar 1991.

12.  Department of Defense, “Department of Defense -- Ammunition and Explosive Safety Standards," DoD)-6055.9
ASD(M,I, and L), July 1984,

13. North Atlantic Treaty Organization, “Guidance on the Assessment of the Safcty and Suitability for Service of
Munitions for NATO Armed Forces,” NATO-AOP-15, Mas 1985.

14. Depariment of Defense, “Department of Defense - Explosives Hazard Classification Procedures,” Army, TB 700-2,
Navy NAVSEAINST 8020.8, Air Force TO 11A-1-47, Defense Logistics Agency DILAR 8220.1, Dec 1989.

15. Naval Sea Systems Command, “Qualilication of Energetic Materials,” NAVSEAINST 8020.58, 16 May 1988.

36




16. Military Standard, “Qualification Procedures (or Explosives (High Lxplosives, Propetiants, and Pyrotechnics),” MiI .-
STD-1751(A), proposed draft, 1 Feb 1990. (Pending completion and approval.)

17. Naval Ordnance Systems Command, “Safely and Performance Tests for Qualification of Explosives,” NAVORD O
44811, 1 Jan 1972.

18. North Atlantic Treaty Organization, Manual of Tests for the Qualification of Explosive Materials for Military Use,
NATO-AOQOP-7, Feb. 1988, also sce AOP-7, Annex-1, July 1989,

19. Department of Defense, “Military Standard, System Safety Program Requirements,” DoD)-MIL-STD-88213, March 1984,

20. Lawrence Livermore National Laboratory, LLNI. Explosives Handbook, Livermore, California, UCRL-52996 Change B,
January 1985,

21. R. Gill, L. Asaoka, and E. Baroody, On Underwater Detonations, 1. A New Method for Predicting the CJ Detonation
Pressure of Explosives,” J. Energetic Materials, 8, pp.287-307, 1987,

22. F.E. Walker, “Calcsiation of Detonation Velocities from Hugoniot Data™ Propellants, Explosives, Pyrotechnics, 15,
pp. 157-160, 1990.

23. E.Baroody and S. Pelers, HHeat of Explosion, Ieat of Detonation, and Reaction Products: Their Estimation and Relation
to the First Law of Thermodynamics, Indian Head, Maryland, NOS, HITR 1340, May 1990,

24. ). Pearson, A Fragmentation Model for Cylindrical Warheads, China Lake, Calif, NWC TP 7124, December 1990.

25. E. Lundstrom, Advanced Bomb Family Sympathetic Detonation Analysis, China Lake, Calif.,, NWC TP 7120, March
1991.

26. W.P. Walters and J.A. Zukas, Fundamentals of Shaped Charges, John Wiley & Sons, New York, 1989,

27. M. Kamlet and M. Finger, “An Alternate Mcthod for Calculating Gurney Velocities,” Combustion and Flame, 34, pg.
213-214, 1979,

28. See recent issues of the journal Propellants, Explosives, Pyrotechnics for articles by Hirsch, lleld, etc.
J iy T ¥ Yy

29. J.S. Rinehart and J. Pearson, Behavior of Metals Under Impulsive L.oad, American Society for Metals, Cleveland, Ohio,
1954.

30. R.G.S. Sewell, Fragmentation of Uncontrolled Cylinders, COMARCQO, Ridgecrest CA, September 1987.
31. J. Pearson, A Iragmentation Model Applied 1o Shear-Control Warheads, China Lake, Calif, NWC TP 7146, May 199].

32. E. [.undstrom, “Shock Sensitivity Tesling and Analysis for a Minimum Smoke Propellant,” 1990 JANNAF Propulsion
Systems Hazards Subcommittee Meeting, Albuquerque, New Mexico, CPIA Publ. 562, March 1991,

33. L. Green, “Shock Initiation of Explosives by Impact of Small Diameter Cylindrical Projectiles,” Seventh Symposium
(International) on Detonation, White Qak, Maryland, NSWC, pp. 273-277, June 1981.

34. H.R. James, “Critical Energy Criterion for the Shock Initiation of Explosives by Projectile Impact,™ Propellants,
Explosives, Pyrotechnics, 13, pp. 35-41, (1988).

35. HR. James and D.B. Hewitt, “Critical Energy Criterion for the Initiation of Explosives by Sphenical Projectiles,”
Propellants, Explosives, Pyrotechnics, 14, pp. 223-233, (1989).

36. T. Liddiard and L. Roslund, Fragment Impact Sensitivity of Explosives, White Oak, Maryland, NSWC TR &9-184,
Seplember 1991.

37. 1LH. James, P.J. Haskins, and M.D. Cook, “Eftect of Case Thickness and Projectile Geometry on the Shock Initiation
‘Threshold for a Given Explosive,” Insensitive Munitions, AGARD Conference Preprint 511, Neuilly sur Seine, Irance,
AGARD, October 199].

38. R.G.S. Sewcll, COMARCQ, Inc., Privatc communication.

37




39. C.1lJohansson and P.A. Persson, Detonics of High Explosives, Academic Press, Inc., Orlando, Florida, 1981.

40. M. Wagenhals, L. Lundstrom, R. Heimdahl, R. Randolph, and T. Boggs, “Which Threat? Which Response? or
Determining Vulnerability of Weapons to Real World Ballistic Impact Hazards,™ 1988 JANNAF Propulsion Systems
Hazards Subcommittee Meeting, Los Angeles, Calif., CPIA Publ. 477, March 1988.

41. ). Brunet, S. Hamaide, B. Nouguez, and F. Pitiot, “Bullet Impact Behavior of Solid Propeffant Grains,”™ Insensitive
Munitions, AGARD Conference Preprint 511, Neuilly sur Seine, France, AGARD, October 1991,

42. S.A. Finnegan, J.C. Schultz, J.K. Pringle, and A J. Lind{ors, “The Relationship Between Bailistic Impact Damage and
Violent Reaction in Cased Propellant,” 1991 JANNAF Propulsion Systems Hazards Subcommittee Meeting, Albuquerque,
New Mexico, CPIA Publ. 562, March 1991,

43. M. Backman and W. Goldsmith, “The Mechanics of Penetration of Projectiles into Targets,” Int. J. Engng Sci., 16,
pp. 1-99, 1978,

44. Naval Weapons Center, Effect of Projectile Nose Shape on Ballistic Limit Velocity, Residual Velocity, and Ricochet
Obliguity, by T, Ipson, R. Recht, and W. Schmeling, Denver Rescarch Institute for NWC, China Lake, Calif.,, NWC 1P
5607, December 1973.

45. ITCG/ME, Penctration Equations Handbook for Kinetic Energy Penetrators, 61 JTCG/ME-77-16, 1977.

46. R.G.S. Sewell, KJ. Graham, “Fragment Initiation of Cased Explosives,” in Air Weaponry Technology Program for
Strike Warfare, I'Y 1983, Second Quarterly Report, Volume 4, Warheads, NWC TP 6350-6, Volume 4, China }.ake, Calif.,
NWC, 1983.

47. R.B. Frey, “The Initiation of Explosive Charges by Rapid Shear,” Seventh Symposium (International) on Detonation,
White Oak, Maryland, NSWC, pp. 36-42, June {98].

48. 1. Isler, P. Gimenez, and S. Hamaide, “Experimental Addressing of Energetic Materials for IM Applications,™ Joint Int.
Symp. on Compatibility of Plastics and Other Materials with Explosives, Propellants, Pyrotechnics and ['rocessing of
Explosives, Propellants and Ingredients, ADPA, San Jicgo, Calif. Aprii 1991,

49. W.H. Andersen and N.A. Louie, * Projectile Impact Ignition Characteristics of Propellants, 1. Deflagrating Composite
Propellants,” Combustion Science and Technology, 20, pp. 153-160, 1979,

50. Milton, R-W. and Thorn L.B., “Propellant Reactions and Damage Caused by Multiple Bullet Impact,” 1991 JANNAF
Propulsion Systems Hazards Subcommittee Mecting, Albuquerque, New Mexico, CPIA Publ. 562, March 1991

S1. D.E. Canley, Insensitive Iligh Explosive Munition Redesign Study, Technical Report, Contract No. ['08635-87-C-
0225, Sunnyvale, Calif, LMSC-F230369, January 1990.

52. Naval Weapons Center, Analysis of Heating Rates for the Insensitive Munitions Slow Cookoff Test, by Fontenot, J.
S., and Jacobson, M., China Lake, Cafif.,, NWC, NWC IM 6278, July 1988.

53. A. Victor, IM Threat Hazard Assessment Reports on the ABF, AIWS, and ARS, Viclor Technology, 1991.
54. R.F. Vetter, Reduction of Fuel Fire Cook-off Hlazard of Rocket Motors, China 1ake, Calif., NWC TP 5921, bunc 1977.
55. J.M. Pakulak, “ABF Cookoff,” ABF Technology Transfer Conference, San Dicgo, Calif., 2-4 April 1991,

56. J.J. Gregory, N.R. Keltner, and R. Mata, Jr., “Ihermal Measurements in Large Pool Fires,™ Transactions of the ASME,
111, pp. 446-454, May 1989.

57. 1.S. Fonlenot, Summary Report of Insensitive Munitions Testing of Bombs, Rockets, and Missiles, Naval Weapons
Center, China Lake, Calif., NWC TP 7077, January 1991.

58. 1. Bazaki and N. Kubola, “Friction Sensitivity Mechanism of Ammonium Perchlorale Composite Propelilants,”
Propellants, Explosives, Pyrotechnics, 16, pp. 41-47, 1901,

59. J. Zinn and C.L. Mader, “Thermal Initiation of Explosives,” J. Applied Physics, 31, pp. 323-328, 1960.

38




60. R.D). Skocypec, et al, “An Evaluation of Cookoll: Status and Direction,” 1991 JANNAF Propulsion Systems Hazards
Subcommittee Meeting, Albuquerque, New Mexico, CPIA Publ. 562, March 1991,

61. G.A. Butcher, “Propellant Response to Couk-off as Influenced by Binder Type,” 1990 JANNAF Propulsion Systems
Hazards Subcommittee Mecting, Laurel, Maryland, CPIA Publ. 538, April 1990,

62. G.A. Butcher, “Propellant Response to Cook-off as Influenced by Binder Type, H: Effects of Conflinement™ 1990
JANNAF Propulsion Systems Hazards Subcommitiee Meeting, Albuguerque, New Mexico, CPIA Publ. 562, March 1991.

64. A. Diede and A. Victor, “Propeliant and Rocket Motor Behavior in Low leating Rate ‘Thermal Fnvironments, (U), 1989
JANNAF Propulsion Systems Hazards Subcommitice Meeting, San Antonio, Texas , CPIA Publ. 509, Feb 1989.
CONFIDENTIAL (Unclassified - Public Release version available from the Naval Air Warfare Center, Weapons Division,
China Lake, Calif.)

65. P. Daniels, JW. McDonald, and V.K. Morgan, Subsonic Transonic, and Supersonic Drag Categories of Warhead
Fragments, Dahlgren, Virginia, NSWC TR 81-112, May [981.

66. Naval Weapons Center, A Study of Rocket Mators and large-Scale Hazards Testing for the Insensitive Munitions
Advanced Development (IMAD) Propulsion Program, by J.W. Farmer, RW. Pritchard, and L.M. Davis, China Lake, Calif,,
NWC, NWC TP 6840, August 1988.

67. V.A. Odintsov, “Expansion of A Cylinder with Bottoms Under the Effect of Detonation Products.” Combustion,
Explosion, and Shock Waves, 27, pp. 94-97, 199].

68. U.S. Department of finergy, A Manual for the Prediction of Blast and Fragment I.oading on Structures, Amarillo, Texas,
U.S. DOE Albuquerque Operations Office, DOE/ITC-11268, pg. 6-54, Change 2 - 1 April 1982.

69. U.S. Army Matericl Command, Engineering Design Ilandbook, Design for Control of Projeciile Flight Characteristics,
AMCP 706-242, pg. 4-6, Seplember 1966.

70. E. Lundstrom, Naval Air Warfare Center, China Lake, California, Private Communication, January 1992.
71. S. Carpenter, IHigh Energy Forming, Denver Research lnstitute, Report No. AMMRC CI'R 74-69, Nov. 1974

72. J.M. Pakulak, Jr. Simple Techniques for Predicting Sympathetic Detonation and Fast and Slow Cookoff Reactions of
Munitions, Naval Weapons Center, China Lake, Calif.,, NWC TP 6660, June 1988.

73. T. Zulkowski, Development of Optimum Theoretical Warhead Design Criteria, Naval Weapons Center, China lake,
California, NWC TP 5892, December 1976.

74. T.L. Boggs and C.W. Dickinson (Ed), The Ilazards of Fnergetic Materials and Their Relation fo Munitions
Survivability, The Technical Cooperation Program (TTCP) Subgroup W Action Group(WAG)-11, Summary Report of
Workshop held at ‘The Naval Weapons Center, China Lake, California, March 1990 .

75. P.M. llowe, The Response of Munitions to Impact, Ballistic Rescarch Laboratory, Aberdeen, Maryland, ARBRL-TR-
02169, June 1979.

76. R.G:.S. Sewell Effects of Velocity and Material Properties on Design Limits for Linear Shaped Charges, Naval Ordnance
Test Station, China Lake, California, NOTS ‘TP 3894,

77. M. Kornhauser, I'ngineering Methods of Calculating Munition Sensitivity 1o Impact by Bullets and IFragments, 3C
Systems, Inc., Wynnewood, Peansylvania, SBIR Contract N00024-87-C-5163, July 1987.

77. M. Kornhauser, Engineering Methods of Calculating Sympathetic Detonation of Shielded and Unshielded Munitions,
3C Systems, Inc., Wynnewood, Pennsylvania, SBIR Contract NO0024-87-C-5162, July 1987

78. JANNAF, Propulsion Systems flazards Subcommittec, Safety and Hazard Classification Panel, Mceting of 13-14
November 1991, as described in minutes by JANNAF Itr, WBR-BI.W-JEC/CT11-24-91 of 28 January 1992.

79 R.G.S. Sewell, “Fragment Impact Response of Warheads,™ in JICG Surface Target Survivability Meeting, Fglin AU'B,
Florida, January 1975.

39




BO. 1P, Liddiard and J.W. Forbes, A Summary Keport of the Modified Gap dest and the Underwater Sensuvity Test, Naval
Surtace Warlare Ceater, Sitver Spring, Maryland, NSWC TR 86-350, March 1987.

81. M. Dckourncaux, “Encrgy Trambers in Explosive Propuision,” UCRL- Frans- 10778, October 1974 of pp. 723-930 of
Sciences et Techniques de U'Armement, vol. 47, No. 3 (1973).

82. E.N. Ferm and J.B. Ramsay, "Spherical Projectile fmpact on Explosives,” 9th Symposium on Detonation, paper No.
41, pp. 662-665, U.S. Government Printing Oftice, August [989.

Al B[ c [ o €e€]Ffraea [ nif 1 T K | L
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B=chamber enthalpy at 1000 psi

C= exbaust cothalpy 21 0.0017 psi
D=heat content for exhaust condition (V17 psy)
E=(C-B)* 10u/giw, calfg
F=-E+D, calig

G=F*A, cal/ec
H=exnaust enthalpy st 14.7 pai
I=beat content at exbiaust condition (14.7 psi)
1= (H-8)* J00uigfw, calig
K=-J+!, cabg

L=K*A, calicc

Figure 1. Calcolating Heats of Detonation and Explosion with PEP Code. 23

£ 120

: . 2

] end Iiniated,
g‘ 10 par degres n ‘004 end inibhated
: £
B 4 -
s 87 ° 80 1
] ¥
5 6 center Initiated, ;‘ GOJ center inated
g per degree 8
E 4 - ¥ 404
b 9
[ 3
S 2 E 20 4
o E
a 5

0 g g = v T v o 4] &y v L T v
70 a0 90 100 110 70 80 90 100 110

anglo, dey anyle, deg
Figuee 2a. Azunuathal Dittecential Percentage Fragaent
Spatal Disintwation, pee degiee foe emd and center- initiated
cybindiical washeads.

Fwure b Anmethal Cumulanse Pacentage Fragient
Spatial Distribnttion, per degree for end s center iniated
cylindrical washeads.

40




00 00
[ 300 }~ NOLLSGE
3 300 |- SELECTED EXPLOSIVE SSP VAL ULS a GAP (CARDS)
< 200 }— = 200
[ X023 0 e
- ')
5 PBX 9502 ;
o
@ o b ™ 4 ‘83
? Foll IMAD 301 {RUX) £ w
70 }- mau 0
t PLURT g 60
2 O gcows A 307 s
2 ¥ OpBXN 107 |
4 Py zZ w0
¥ B OnEP b
30 |-
§ el LT PRV g
S N N N | ol L L Ll
®yo v5 20 28 30 35 o0 161§ 20 25 38 3
SLOPE. iS) SLOPE. (S)
172" CUBE FRAGMENT IMPACT
“11C DETONATION - feet/second
_k‘.n CRINICAL DIAMETER - SYMPAITHETIC DE 8,300 fee
———— ]
= - = Expliosive Bare
10 e, Contsinerized Rocket Motor .'M‘
: |,./ ; : = gsssss
: - Warhesd bare, l/I"ﬂlul‘ru: -
- - '* - \______‘
p " o and
% L Laptomive wah 1727 seel cose
.. 02 - Warkesd with 17 Al baver -
1 )
. [\ 1 1 L 1 i i i
P — L L v6 18 28 38 36 3% 40 1g 15 2 23 30 3% 40
10 LX) 20 23 30 3 40 SLOPE. (S)
SLOPE - SLOPE (S} .
Figure 3. Shock Sensitivity Plane (SSP) Presentation of SDT Ph na. 32
e 24
300
7244 YU
200 S e o 224
221160 Rt T SO 4 NOLLSG Test
ar'. - N - 1g Gep. carde
. .
¥ Lk SRR e - ° . 20+%400 o
b [ 80 2 £ 2 ]
o 184 70 ! bt w0
h Al
23 50 82 184 60
16140
b 30 150
14 161 40
[ 20 I 10
12 v 200
1 2 3' . 5 'e T T A\l
S, slops of Pep pio ' 2 3 ‘ s
. Slope P plot S, slope of Pop piot

a. Critical Diameter Calculated by Equation (3-1).

b. NOL LSGT Resulis Calcutated by Equation (3-2).

Flgure 4. Shock Sensitivity Planc Sbowing Results of Algebraic Calculations

41




—

——

DIVERGENCE

E o8}
=
-
3
E / KANDOM
e ORIENIATION
2
H°
osiquity
[ 2]
CYLINDRICAL
ARG
(1] T
" we " ses "o s

DISTANCE. #Y

Figure 5. Reduction of Probability of Warhead SDT Due to Degradation of Fragment
Hazard Threat by Effects of Randomness. 40

WOy~ = i em e s

PLREQMAIES SNATTERED

PLNEOMAIES BHDREN

i 8
T

g

WPACT BPEED a/SEC

FEMPORATES INTACT

&

T BALLISTIC LT CURVE)

RICOCHETS INTACT -1

EmMBLOS INTACT

IRICOCHE T CURVE) —*

O#LiQuity DEGREES

Figure 6. Phase Diagram of Projectile Impact Phenomena

42




1900

1800 A

1700
4

detonation
threshold

ignition
threshold

Projectile impact veiocity, mys
1

2 4 6 8 10 12 14 16
Projectile diameter, mm

Figure 7. Ettect of lmpact Velocity and Projectile Diameter (Brass) on Ignition and
Detonation Thresholds for 8 75% HMX/25% Polyuretbane propellant.

P cricelly ag: hypodamaged
par comt
wviolent
raactions
BURN EXPLODE / DE TONATE BURN
0~ BULLET SPREAD. DISTANCE —
Figure 8. Effcct of Multiple Bullet Spatial Disuibution on Reaction Violence. 3V
¢ 2% ZPRTEE ™ FaxN 10
1* case 5* Slesl case APMHIPB
Al Steel 1/8° Iner 5" Steel case

:

Both 1/8" and 1/4°
liners lor APHTPB
calculalions

Propeilant Temperature,

T T T

0 100 200 300
time, sec

Figure 9. Results of Fast Cookol[ Spreadshect Caiculations [or AP/HTPB Propellant

in 0.1-inch Thick Aluminum and Stecl Cases and 0.5-inch Thick Steel Cases with

1/8 and 1/4- inch Lincrs, and PBXN-109 Expiosive in 1).5-inch Thick Stect Case
with 1/8-inch Liner.

43




x
35 x §
5
log {t, sec) 'x log (t, sec) 1 * To-27C
2.5 . 4
ume t t |{
ime to . o ime 1o 1 & To=T7C
explosion explosion 35 ()
,_si o Calculaled ) B B\% % To=12"C
| B To= 178C
05 '
0 . - 0 + v —_
9264 204 182 6 60 600 6000
soak temperatuie °C temperature ramp *F / hr

Figuse 10. Comparison of Data and SINDA Calculation
for 1-inch radius RDX Spheres with Initial Temperature,

To =25°C.

Kinetic Energy of Frag at S0 &, ft-ib

Figure 11. Calculatcd (Sprcadsheet and SINDA) Time to
Cookoff fur RDX Cylinders of 8-inch Diameter, for Four
Initial Soak Temperatures.

120
100 9 rMr— oz side-on, CD=1 2
o nouz end-on, (D= 82
80 4 e— 011 frag,(Dai
Fo— 0.1 1bftayg, (D=l
60
4 Fe—  11b (rag,CD=1
40 + MO 16sq-in case [rag, (D=
1 r—  1sqin case frag, (D=2
20 1 b-a—  1:haz=58010b
0+ T

0 100 200 300 400 500 600 700
Fragment Maximum Range, ft

Figure 12, Plot of Kinetic Enesgy of Debris Fragments at 50 Feet trom Test Iiem
vs. Maximum Trajectory Range of Fragment.

44




APPENDIX A

IMPEDANCE MATCHING CALCULATIONS FOR
IMPACT PROBLEMS

The conservation equations for the “jump conditions™ for shock wave transfer across a material discontinuity are:

MASS V/Vo = polp = (us —up)/ug (A-1)
MOMENTUM P—Po = poupus = potp(co + sup) (A-2)
ENERGY E-Bo=12(P+P)(Vo-V) o, up=V[P(l/po- tp)] (A-3)

where: the subscript  refers to the unshocked material.
p = material density.
ug = shock velocity.
up = particle velocity, material velocity in direction of shock wave.
P = piessere.
V = specific volume.
E = encrgy.
co = sonic velocity in unshocked material.
s = coefficient for calculation of ug = ¢ + sup, these parameters are puhlish(‘d,A'] some are shown in
Table A-L.

‘The acoustic impedance of a material is defined as ryc,. At a material frec surface, the free surface velocity is equal to
twice the particle velocity (ie., Vig = 2 up}.

‘The equation of state (EOS) or Hugoniot for materials is defined by these equations and can be presented in two
orthogonal dimensions such as P vs. V, P vs. up, or ug vs. up. etc.  Impedance malching calculations can be done
graphically in the P vs, up plane. Figure A-1 shows shock Hugoniots (or several materials relevant to [M problems.
Values of the parameters of the conservation equations for some materials are shown in Table A-l.

Tabic A-L. Shock Properties of Sclected Materials

Material r. g/em3 co, km/s s
Tungsten 19.224 4.029 1.237
Titanium 4.527 5.037 0.955
Steel 7.89 4.58 1.49
Aluminum 2.785 5.328 1.338
Copper 8.93 3.94 1.489
PMMA (Plexiglass) 1.186 2.654 1.488
Waler .998 1.647 1.921
Polyurethane 1.265 2.486 1.577
Polyrubber 1.01 0.852 1.865
Comp B 1.715 3.03 1.73
Nitroguanidine 1.71 2.72 1.5
PBXN-109 1.66 1.75 2.78
PBXN-110 1.657 3.70 1.905
PBXN-107 1.63 2.449 2.019
PBX 9404 1.84 2.43 2.57
Pressed TNT 1.54 2.08 2.44
Destex 1.694 2.31 1.83

A-lgp. Marsh, LASL Shock Hugoniot Data, University of California Press, Berkeley, Calif., 1980.




‘The one-dimensional impedance matching cafculation can be done graphically as shown in Figure A-2 and given by
equation (A-4). The intersection of the Hugoniot curve for the target (in this case, Plexiglass) and the “mirror image™ or
“reflection™ Hugeniot curve for the impactor (in this case, aluminum) is found in (P, uy) coordinates intersecting the
abscissa at the velocity of the impactor (the free surface velocity). ‘The intersection of the point where the reflected
impactor Hugoniot curve crosses the target Hugoniot curve gives the matched pressures and particle velocities in both
materials. ‘The intersection of the aluminum Hugoniot curve and its mirror image curve delines the matched pressure and
particle velocity for a problem in which an aluminum projectile impacts an aluminum case. Since this analogy applies o
any impact of identical materials, that step can be left oul of problems involving impacts of stecl projectiles on steel cases,
which can thus be treated as sieel impacting directly on the next layer of liner or energetic material.

Py =Py = prusi(u —up) = pousaup, (usi=col + squp) (A-4)

Problem Statement: 1 km/s Al plate hitting plexiglass.
Match conditions: up =(.784 km/s, P = 3.8 GGPa.
Plexiglass free surface velocily = 1.57 km/s (2up).

A more gencral problem would involve an impactor of material (1) a munition case of material (2) and an internal load of
energetic material (3), as in Figure A-3 and equations (A-5) and (A-6). One can also cavision a {ourth material, a liner or
insulator between the case and the energetic malerial, as in Figure A-4. The problem shown graphically in Figure A-3
involves three materials: steel impactor, aluminum case, and Comp-B explosive load. On the graph of Figure A-3, the
positions are labcled for the solutions to the variables defined in the following cquations:

Py =Py = prugy(Vi-up1) = pausaupi, (A-5)

where the subscripts 1= Steel, 2 = Aluminum, 3 = Comp B.

P3 =r3ug3up = rpuga(Va —up), Vo =2up) (A-S)
where:  V; = 2.53 km/s impactor velocity.

upy = 1.7249 km/s, P} =36.68 GPa

up = 2.1664 km/s P3 =25.18 GPa

‘The solutions can be found quadratically or by setting the equations up on a spreadsheet ~ which can be manipulated to
give both solution points and a plot of the problem, as shown in Figures A-2, A-3, and A-4. It is inleresting 1o note thit
the aluminum case actually increases the shock pressure into the explosive over what it would be if struck directly by the
steel impactor. This is consistent with measured data. (See reference 37 of the main lext.)

If the impactor velocity is known, as in the problems shown here, the matched pressures into the case and explosive can
be found. Aiternatively, if the pressure into the explosive (P3) is known, ur can be calculated, as {rom Ve using equation
(3-3) or (3-4) of the main text of this paper, the other variables can be worked through to find the impactor velocity.

For two- and three-dimensional geometries, a rarefaction wave starting at the boundary of the impactor/target surface
proceeds into the shocked target malerial at the sonic velocity of the shocked material, which is approximately:

Cg = (US - llp)(lls + Sul))/Us. (A‘7)

For thin malterial layers, the shock strength can be treated as constant in the shocked cone ol decrcasing diameter until the
diameter becomes smaller than the critical diameter ol the explosive within. Thercalter atienuation approximations can be

applied as suggested by (jreene,33 Lundstrom’s 1-D) ESIN code.32 or the exponential term in equation (3-3). Sec Appendix
C for discussion and application of these shock-wave approaches.

For impactors with cone angles, 0, of 90 degrees or greater, the radial contact velocity of the impactor boundary
(vp = Vi tan (0/2)) exceeds the impact velocity and an approximately spherical shock wave will progress into the

largel.:;'7 For spherically tipped impactors, the radial contact velacity (v = VY(2ZR/Vjt - 1), averaged over contact
time, and dv;/dt gives the instantaneous change in v) varics with sphere penetration, and is cnormous (infinite at t=0)
during the initial contact period. Material distortion during penctration modifies these relationships.
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Figure A-2. Impedance Matching for Aluminum Impactor and Plexiglass Target
For Impactor Velocity of 1 kin/s.




300
—— P, sleel

1 —e— Pstrefl
—— P Al

.......... ¥ SEEN P' A‘ reﬂ

P.Comp B

P, GPa

Up, km/s

Figure A-3. Impedance Matching Display for Steel Impactor, Aluminum Case, and Comp-B
Internal Explosive For Impactor Velocity of 2.53 k/s.

SO0 T——F—F steel
——e—  Pstrefl
4009 —@— p A

j ......... e P, Al refl
E 300 S om0 P PMMA
o 1 P,PMMA refl
o

0 1 2 3 4 5
Up, km/s

Figure A-4. Impedance Matching Display for Steel Impactor, Aluminum Case, PMMA liner,
and Comp-B Internal Explosive For Impactor Velocity of 2.53 ks,

48




APPENDIX B

THERMAL PROFILES CALCULATED WITH
SPREADSHEET SLLOW COOKOFF PROGRAM

The method was developed on an EXCEL spreadsheet on a MACINTOSH S19/30 computer with a math coprocessor and 8
Mbytes of RAM. The calculation uses the steady-state heat flow equations for cylindrical gcometry. ‘The following logic is
foltowed.

1. The ordnance cylinder is subdivided into a number of concentric radial shells, and the initial temperature at cach shell
interface is input.

2. The outer wall temperature is sct by raising it at the desired heating rate.

3. The heat flow through cach shell of energetic matenial is calculated. In the same calculation, shell self-heating due 1o
energelic material decomposition is calculated. ‘This resets the lemperature at the inner wall of the shell. The calculation
moves inward to the next shell. The outer boundary temperature is assumed o be independent of any internal heating.
However, each shell is subject 10 radial heat Now from either direction.

The basic equations solved in cach cell are shown below, with the spaiial index, n, given 1o the shell volume heat Hlow
being calculated and to its outer boundary temperature. The time index, k, applics to the time step being calculated.

Qn= 7 (tk —k-1) (2 k (Tog = Tm+1)k.1)) / In (R/R(n+1))
+p QZ (Rn? — Rm+1)2) exp(EAR(Tuy + T+ k-1))/2))

Tm+1)=Tn + Qn/(mt p Cp(RnZ — Ru+1)2))

For calculations with a reduced smoke propellant (8% ammonium perchlorate, 14% HTPB) the following values of the
parameters were used.

k = (L00127 cal/em-sec-°C, thermal conductivity

p = 1.8006 g/('m}, propellant density

Q = 500 cal/g, related to heat ol explosion

7= 10101 el rate constant (“preexponential term™)
Cp = 0.32 cal/g-°C

E = 32.8 kcal/mole, activation energy

R = 1.987 cal/g-°C-mole, gas constant

Q was taken as the value midway between 1/3 and 1/2 the calculated heat of vxplmiun72 for a propeliant containing 8647
ammonium perchlorate (AP) and 14% HTPB. Teat of explosion was calculaled using the method ol Baroody and Peters 23 1:

and 7. were selecled from among many different published values Tor AP,

Toaster Oven Test®? simulation was done with the Pyrex glass containment cylinder and inner air space between the
container and the propellant (before propellant expansion) included in the calculation. The ‘Toaster Oven simulation
included modification of the heat flow equation to include convection elfects from oven temperature air to the outer glass
surface and from the inner glass surface to the air space between the glass and propellant. For the Toaster Oven simulation,
the following additional values physical properties used were:

k
p=217 g/cm3, glass density
h = 0002 cal/cm-sec-°C, air convection coclficient

0.0124 cal/em-sec-°C, glass thermal conductivity

In addition, the heat equation was modified for  the experimental results NWC abtained that show propeliant volumetnie
expansion ol 38% starting at a propellant temperature of 340°F and cominuing until the propellant was at 400°F. This was
simulated by assuming that all expansion occurred when the propellant was at 340°F (450K). Upon this expansion, density
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and thermal conductivity of the propellant were reduced to the following values, and the propellant was assumed 10 come
into countact with the Pyrex cylinder wall:

k = 0.0008 cal/cm-scc-°C, thermal conductivity of expanded (foamed) propellant.
p=12 g/cm3, density of expanded (feamed) propellant.

‘I'he Toaster Oven Test is run with an initial accelerated healing rate intended to bring it within about 6 hours (150°F) of
cookoff reaction at the subsequent healing rate of 25°F/hr. In the calculation, a heating rate of 194.4°F/hr was used for the
first hour followed by 25°F/hr to reaction.

‘T'he calculated time 1o reaction was 7.55 hours with an oven temuperature at ignition o 438°F.

‘T'he measured time o reaction was 7.88 hours with an oven temperature at ignition of 436°F.

Calculations were also made for several motor geometries containing this and another reduced smoke propellant.

Figures B-1, B-2, and B-3 were obtaincd from the spreadsheet slow cookofl analysis of 8-inch diameter RDX cylinders with a
1-cm (.3937 inch) diameter central bore. ‘The RDX thermal parameters of 'Table 11 were used. The outer temperature is given by
To and the other stalions, through Ty represent radial increments of 1.016 cm (0.4 inch), with the tinal station, Tj¢, at .5 cm
radius. The calculations are shown for heating rates of 6°¥/hr, 21°F/hr, and 24°F/hr. These two higher heating rates are
interesting because il is in the range of these healing rates that the calculated cookofT point moves {rom the inner to the outer shell
of RDX. At 21°F/hr the calculated ignition point is at shell 9 and at 24°F/hr it is at sheli 2. Sampie dimensions and thermal
conductivity are critical parameters for this eflect.
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Figure B-1. Calculated Thermal Profiles for 8-inch Diameter RDX Cylinder at Slow Cookoff
Hecating Rate of 3.3K/hir (6°F/hr) with Spreadsheet Cookoff Program.
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APPENDIX €

SDT CALCULATIONS USING
SHOCK RELATIONS

In the main text, equations (3-3) and (3-4) were given for simple calculations of critical impact velocity for detonation for
right circular cylindrical impactors larger and smaller than explosive critical diameter, respectively. Figure -1* compares
data and calculations (using equations (3-3b) and (3-4)) for critical impact velocity values for the threc explosives PBX-
9404, Comp B, and Destex. ‘The agreement is excellent. However, since the equations used arc based on curve fitting to
data or to the results of more sophisticated calculations, it is not surprising that the cquations are inapplicable in certain
regions of the shock sensitivity plane (Figure 3). Specifically, cquation (3-3b) fails for explosives with values of POP plot
slope (S) greater than 3. To overcome this probiem, a more fundamental approach is required. ‘This Appendix presents more
basic equations for calculating SD'T. Since these equations are based on shock wave propagation, they should be applicable
over a wider range of explosive types.

The method used hiere to predict shock initiation limits by projectile impact is a modification of approaches by James,34

Green,33, and Lundstrom.25 Lundstrom's shock sensitivity planc (SSP) in Figure 3 is uscd as a data source.  All
calculations were made for projectiles shaped as right circular cylinders impacting upon plane explosive or case surfaces.

Two dilferent methods are used to calculate shock initiation of detonation:
1) ‘The shock wave respoasible for initiating detonation is reduced in diameter by lateral release waves as it progresses

through the case and explosive. During this process, the shock wave pressure does not change. 'This method can only he
used if the impactor diameter is larger than the explosive critical diameter and at least about twice the case thickness.

2) ‘The shock wave is assumed to expand in area as it progresses through the casc and cxplosive. During this expansion, the
shock pressure decreases proportionally to the increase in the wave diameter 33 The expanded wave is then used as the
basis for calculating shock initiation. ‘This method is only nceded if the projectite diameter is too small or the case is too
thick to use method 1).

¥rom the SSP, the relationship of run distance (X) 1o shock pressure (P) is obtained from equation (C-1).
X =10 +(P{/P)S , with pressures in GPa. (C-1)

Critical diameter (d¢g) can be obtained cither from equation (3-1) or by direct measurement. ‘The latter is preferable. ‘The
shock jump relations are given by cquations (A-1) through (A-3), and the approximate value of sonic velocity in a shocked
explosive (cg) is given by equation (A-7). ‘The malcrial property conslants pg, ¢o, and s that are required to specifly the
Hugoniot equation of state for a number of materials are given in Table A-1.

The following steps comprise the calculation:

1. A value of P=P¢ (shock pressure at the explosive surface, GPa) is sciected, and the corresponding run distance is
calculated from equation (C-1).

2. The particle velocity, upe, and shock velocity, uge, in the explosive for pressure Pe are caleulated from equation (A-2).
‘The velocity of sound in the shocked explosive, ¢ge, is calculated from equation (A-7).

3. The diamcier of the corresponding shock at the surface of the explosive, de. thet will cause of a pressure wave of diameter
d¢r at a depth X in the explosive is calculated using equation (C-2). Figure (-2 shows the geometsy underlying equations (C-
2) and (C-5).

de =2 X tan (0) + d¢r , where 0= cos™! (use/tse): (Green33 usestan 0 = 1) (C-2)

* ‘The prefix C is used for all equations and Agures in this Appendix. Other prelixes refer to other Appendices or main text.
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There is reason (o think that the argument ot cos lin cquation ((-2) can be better expressed by the,term [(uge = Uped/cgel 1o
represent the motion of the release wave in the shocked material superimposed on the particie velocity. However, a better
fit 10 the data for explosives PBX-9404 and Comp B is oblained with the equation as given. Green's assumed vatue of § =
45 degrees is in rcasonable agreement with the values calceulated using the shock and sonic velocities over a reasonable
shock pressure range.

4. 'Ihe corresponding impact velocity tor a projectile (impactor) of material @ is caleulated by equation (C-3)
Ve = upe + Pe/(pi usj), where: Usi = Coj + 8i Upe (C-3)
For uncovered explosives PBX-9404, Comp B, and Destex, the calculation with these equations is compared with data in
figure C-3. 'The calculated results appear quite good . Some improvement in the agreement tor Destex is oblained it a larger
value of dcr, corresponding to measured values, is used in equation ((-2).
At this point it is relevant to note Ferm and Ramsay's cqu;llinnxz (C-4) tor the diameter of a spheie that will shock
initiate detonation at the same impact velocity, V., as the cylindrical impactor of diamcter de. 1 case parameters are

substituted for explosive paramelers in equation (C-4), the method also scems o work [or sphere impacts on cased
cxplosives.

Dsph = (2 X + der) (1 + (coe Ne)?)V/2 = (2X tan 0+ dep) (1 + (coe N2 (-9)

Method 2) for calculating shock initiation by impactors smatler than critical diameter follows the appropriate geomeltry
of figure C-2 for expanding waves. 'The method used here for uncovered explosives defines 0 in the same way as equation (C-
2). The results using this assumption were compared with Green's33 assumption and virtsally no ditference in plots of V;
vs. dj was found. The basic assumptions of the method are as follows:

a. The shocked diameter {d.) on the explosive surface is oo small 1o calculale initiation of the explosive by method 1).

b. The shock wave pressure into the explosive is assumed Lo decrease unitormly with distance from the explosive surtace
to a depth , X, that corresponds to the run distance for the surface shock pressure, Pe. The equivalent pressure, Pey. at the
depth X is inversely proportional 1o the diameter increase in the shock wave. The shock wave equivalent diameter at this
depth is given by Deg.

¢. 'The new values, l’eq and Deg are used to calculate run distance, Xeqe by method 1) 1o a critical diameter ol propellam,
der, deeper in the explosive.

In order to use this method to determine values of critical impact velocity, it is necessary to start {tom the inside, i e, at
the inner dep position and work outward 1o the explosive surface, as follows.

1. Solve the following equations for a wide range of ch values. ‘This is easily done by selting up a solution matrix in a
desktop computer spreadsheet.

2. Calculate X,:q = (F‘|/ch)S for these values of Py, also caleulate Upeqs Useqs AN Copqy (C-5)
3. Calculate Deg = dep + 2 Xeq tan Ocq . where Ocq = 008 (Ugeqg/tseq)- (Green 33 hses Ocq =5 degrees ) (C-6)
4. Calculate Pe = Peg Deg/de.  For each P'g, calculate Upe: Use, and ce. (Shock pressure at explosive surface) (C-7

‘This step should be more complicated than this simple calculation indicates. It shock pressure is assumed to altenuirte
with depth, the corresponding velocities in the unreacted explosive will also change. This results in variations of 0 with
depth in equation (C-6) that can only be calculated with a stepped or ditferential approach.  This ditticully alone
recommends Green's approach for quick calculations.

S. Calculate X = (ch - de)A(2 1an 0) for cach Py, where 0 is detined by cquation (C-2). (C-8y
((}rce|1833 effectively uses tan 0 = V2/2 in this step.)
This step must be done for a range of d¢ values for each initial value of Py,

6. Caleulate impact velocity on bare explosive, Vi = upe + Pe/{pi ug) forall sefected vatues of d, (C-9)
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This will provide a number of diftferent values of Vj, corresponding to the initially selected values of ch. ‘The desired
solution of V; vs. de corresponds to the minimum value of V| for each value of de.  This will generally correspond Lo an
initially selected value of ch in the range of 4 to 20 GPa, depending on the explosive being studied. As a rough rule of
thumb, the minimum value of V; for each value of dg will occur for Peq= 2P

Figure C-4 compares calculated values and data over the impactor size range surrounding the explosive critical diameter.
Green's simple assumptions about the shock spreading angle scem to be completely adequate for explosive PBX-9404,

‘The method described by equations (C-5) through (C-9) gives an exceltent it 10 PBX-9404 data, but poorer fits 1o Comp
B and Destex. Green's simple assumption of a 45 degree expansion angle scems ta give a generally better fit lor all three
explosives. These methods calculate the crilical (minimum) impact velocity at each impactor diameter that will cause shock
initiation. It is obvious, but not trivial, that for a given impactor diameter, initiation will occur for any higher velocity, or
lor a given velocity, initiation will occur for any greater impactor diameter.  This point is important when the resulls
obtained above are used as the basis for calculating shock initiation of cased explosives.

For more practical scenarios the explosive will be covered or cased by a material designated by the subscript ¢, In these
scenarios, an impactor of diameter d ;> de (where d¢ is determined as described above) will generally be required to cause
SDT. However, there arc exceplions, for example, thin aluminum cases, because of acoustic impedance coupling, actually
decrease the critical impact velocity or impactor diameter requited to initiate a detonation.  This is born out in the
calculation as well as by measured data.

For cased explosives, one might propose to use either method 1) or 2) to determine the V; vs. d; locus of impacts on the
case that will give the V| vs. dg locus determined above for impacts on bare explosive. However, cursory examination of
the equations indicates that method 2) will fail to give a positive (real) value of d; for small values of d¢ or for thick cases.
Therefore, method 1) is recommended as a first approach for calculating the shock in the case. ‘The loci of the Vj vs. dg pairs
is exactly as given by equations (C-1) through (C-9).

etho or Thin Cases

For the cased explosive, the conservation jump conditions as discussed in Appendix A, give:

Pe Use Upe = P Use (2 upe - upe) = Pe (C-10)

Pi Usi (Vi - Upe) = pe Use Upe =Py (C-11)
Arranging terms, one oblains the casily solved quadratic lor Upe!

Zs¢ “pc2 + (2 ese - e Upe) Upe - (Cse pe + Pelpe) = 0 (C-12)
Uge and ugj are easily obtained across the projectile-case matched conditions (as discussed in Appendix A),

Use = C¢ + 5S¢ Upe
Usj = Cj + Sj Upc

and the impactor velocity is given by equation (C-13)
Vi = upc + Pi/(pi usj) (C-13)
‘The impactor diametcr required at the outer case wall to give the conditions already calculated in the explosive is
dij=de + 2 t:tan (cos" (usc/(use + 5¢ Upe))), Where te is the case thickness, mm (C-14)

Figure C-5 shows resulting calculations [or the explosive PBX-9404. The curves of V; vs. d; appear to become vertical at
some case thickness. ‘This is interpreicd 1o mean that this initiation mechanism ceases to apply with “thick" cases (greater
than about one-hall the projectile diameter). What actually happens, is that the diameter of the transmitted shock becomes
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smaller than the critical diamcier at the explosive surface. This resuits in the interesting relationship calculated between
critical delonation velocity and case thickness for fixed projectile diameter (13.15 mm in this case) with PBX-9404 shown
in figure C-6a. 'This is rcasonably good refalive agreement with James37 data for PL4 explosive, as shown in figure C'-6b.
To the right of the region shown in figure C b the data move on to regimes of greater case thickness, where the measured
behavior of critical impact velocily vs. case thickness diverges considerably from the calculation.  The data show
somewhat discontinuous behavior in moving to these regimes. It is reasonable to assume that in these regimes a ditferent
mechanism is causing the transition to detonation.  One possibility is that the mechanism may be related 10 that which
causes detonation upon impact by high-velocity projectiles that are smaller than dep. Another possibility is that
expanding shock waves in the thicker cases are responsible for initiating detonation.

Method for Thick Cases or Small lmpactors

There is a detinite limit to the use of method 1) for calculating critical impact velocity for covered explosives.  First of
all, the method fails to compute for t > 0.5 d, and the resulis begin to diverge from data for t > 0.4 d. In applying method
2), one must be careful to use reasonable values of the spreading angle 0 in the case material. 1l one assumes that tan 0 =
v2/2, no reasonable answers are readily obtained for case thicknesses, t, greater than about (175 d;. In applying method 2)
to case atlenuation effects it is quickly seen that the results are proportionally dependent on the assumed shock wave
spreading angle, and gross errors may be made with no other indication than that the calculated critical impact velocities
seem unreasvnably low.

1 have chosen instead to apply the results published recently by Heimdahl and Dimaranan -1 “These results are based
upon SMERF hydrocode calculations involving PBXN-107 explosive and steel and titanium coverplates of thicknesses
ranging [rom zero to the impactor diameter, and exirapolated in the original paper to 1.2 d;. I found their resulls fit simple
exponential equations very well, which when applied to PBX-9404 explosive agreed with cquation (C-3) out to t = 0.4 d and
generally agree with the data of James oul to about t=d (which is as far as James’ data go). The critical impact velocity
equations in terms of the critical impact velocity on bare explosive, Vg, for right circular cylindrical steel impactors upon
steel, aluminum, and titanium cases are as follows:

Steel Vi/Ve = 0.949 = exp (1.035 (1/d)) (C-15)
Aluminum  V;/Ve = 0.814 = exp (10,9051 (t/d))
Titanium Vi/Ve = 0.902 * exp (0.869 (1/d))

In figure C-7a calculations with equation (C-15) for atluminum and steel cases are compared with the results of equation (C-
11), as plotted in figure C-6. In figure C-7b the equation (C-15) calcuiations are compated with James’ data for covered PE4
explosive. ‘The agreement is generally good. Although the finer details of James’ experimental data are not reproduced, the
general trends of the data are carried in the equations out to the limit of the data (t =12mm = (.91 d).

1t scems, from the comparisons in figure C-7, that equation (C-15) can replace method 1) tor thin cases. his applicability
for very small impactors and for t/d > 1 is not known, as these situalions were owtside the scope of the studies from which
the equation was derived.

Recent work by Hudson on hydrocode energy flux analysis of various projectile shapes and case materials also provides a
basis for setting up simple equations for calculations of this lype.( 2 Experimental data from high-velocity impact tests
are also available for a range of explosives, case malerials, and impactor shapcs.( -3

Hancock, et al's data for steel cylinder and sphere impact on aluminum covered PBXN-150 explosive is Tit well by
cquation (C-16) bascd upon other equations generated in this paper | as clearly shown in figure C-8 The author of the
present paper is continuing to explore these simple methods and relating them 1o published experimental and hydrocode
studies.

Dsph = dj (1 + (coc /Vi)2)}/2 (C-16)

G-I OFR. Heimdahl and 1.F. Dimaranan, " Study ol Impact Induced Petonation for Steel ang Titanium Covered PBXN-
107, 1992 JANNAF Propulsion Systems Hazards Subcommittee Mecting, NSWC, Silver Spring, Maryland, 27 April-1
May 1992, Vol. I, pp. 251-258, CPIA Publ. 582.

C-2 4. ¢ fiudson, NI, "Energy Flux Analysis of Varicus Projectife Impacts,” fnsensitive Munitions Fechnolopy
Symposium, 15-18 June 1992, Williamsburg, Virginia.

-3 P. Hancock, J. O'Connor, P. Spahn, and W. Wilson, "Iragment Tmpact Studies for Explosives, Cases, and Liners,” ind
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APPENDIX D
SYMPATHETIC DETONATION CALCULATICNS

The method of Ferm and Ramsayg2 as exemplified in equation (C-16) can be expanded to explore sympathetic detonation
(SD) problems involving cylindrical donors and acceptors. The key assumption in developing this approach is that a
shock wave is introduced into the acceptor by a cylindrical or plane impactor. Relcase waves are assumed to originate on
the suriace of the acceptor case at the location where the phase velocity of the leading surface contact point is equal to the
bulk velocity of sound, cq, on the case surface. The examples given in this section are for similar donor and acceptor
geomelries, however, the method was derived for the more general case of non similar geometries. For one-on-one SD
configurations, the donor case is assumed to expand as a growing cylinder with velocity, Vp, given by equation (D-1). For
stack geometries with confinement of the expanding donor case metal, the impacting case is assumed 1o distort 1o a planar
shape due tv confinement effecls32 on the expanding gas, however, lor simplification, and consistent with hydrocode

calculalions,D‘l the velocity of the plane impactor is assumed to follow equation (ID-1). Figure -1 shows the form taken
by equation (D-1),

VD/VGumey =12 VI(L)R] for L<0.7R;  for L>0.7 R, Viy = VGumey D-1)

where:
V) = Velocity of donor case at position L..
L = Distance donor case has moved [rom its original position or cquatorial distance between donor and acceptor
cases.
R = Original outer radius of donor case.
VGurney = Gurney velocity of donor explosive as given by equation (2-1).

For values of L. < 0.7R, in equation (1)-1) the value of V}y should continue to increase during impact with the accepior
case. However, since this adds considerable complexities to simple calculations it was ignored in the derivations for this
paper. It will result in fairly large errors using equation (D-3) for SI) geometries in which the donor and acceplor are in
contact or fairly close together.

The solutions involve circular geomelry as shown in equations (1)-2) and (1D-3). ‘The plane impaclor velocity in equation
(D-2) is generally taken to equal the Gurney velocity.

For the situation of a plane impacting on the cylindrical acceptor case, equation (D - 2) applies.

s = R%02 = 0%(Y? + X?) (D-2)

ds dy

2 dX do - 2
2S— = 0°(2Y 2X—)+20—(Y X“)=2R0c
dt ( a T a )+ dl( + X%) = 2R0c

dX

— =V,
dt

d; /DA =707V / ¢,

For expanding donor cylinder geometry, equation (D - 3) applies.

Y2 =(Rp +L)> - (X -Rp - (Rp +L))? (D-3)
ﬁ-lzw —-L—-,forL/R< T K,XG(_RA__*_L_Z'R,,L/R> 7.

dt  (2RpA+L) YRp dt (2R +L)

VG(RA +L ,
d; /Dp =128 RAL) | Ly Re 74, /Dp = 70728 RATD) R 7,
(2RA + L)co Y 2RA (2Rp + L)cq

Da = 2R, and L is as defined in equation (1)-1).

D-1 1.G. Glenn, M. McCormick, and M.E. Gunger, "Sympathetic Detonation Predictive Methods,” Insensitive Munitions
Technology Symposium, 15-18 June 1992, Williamsburg, Virginia.
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The solutions to equation (D-3) as given by dj represent the effective shock width on the acceplor surface. ‘The value of ¢,
can be worked back through the methods of Appendix C to obtain loci of S explosives in the shock sensitivity plane
(SSP) of figure 4 in the main text. The results of a worked example for an AFX-1100 filled MkB3 bomb case are shown in

figure D-2.
Further development of this method is possible. 'The following limitations should be noted at this genesis: (1) as noted

earlier, dX/dt would be more accurately given in equation (D-3) for L/R< .7 if L. were allowed to grow during the impact, (2)
the effect of the cylindrical gcometry is ignored in working back through the methods of Appendix . Lundstrom's

hydrocode calculations have shown surface reflection effects on shock propagation and SD'T in cylindrical warheads. -2
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Figure )-1. Velocity of Case Expansion from Eyg. (D-1). Figure D-2. Shock Sensitivity Plane (SSP) Showing Threshold
Line for Sympathetic Detonation with Mk83 Bomb containing

AEX-1100 Lxplosive (V2L = 2 km/s)(d¢y = 50.8 mm shown too).
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DEVICE FOR EXPLOSIVES STORAGE SAFETY RESEARCH
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L. K. Davis
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BACKGROUND

Over the last several decades, research on explosives storage safety has been a
subject of steadily increasing interest, not only in the U.S., but in many countries around
the world where significant amounts of military ammunition must be stored in areas
surrounded by encroaching civil development. This research normally is performed
(a) to refine the definitions of hazardous areas (Quantity-Distances, or Q-D's), or (b) to
develop improved storage methods which will reduce the hazards produced by an
accidental explosion.

Many explosive tests have been conducted to simulate accidental explosions, and
to measure the blast and shock effects for specific test conditions. Until recently, the
primary areas of interest for such measurements were at distances where the blast and
shock levels are near the threshold for damage to surrounding structures. Additional
measurements are made at closer distances mainly to establish attenuation rates of the
blast and shock, as a function of distance.

Within the last few years, however, it has become increasingly important to record
more intense levels of blast effects, very near the explosion source. Such data are
needed to develop better understandings of the explosion process (for example, the
propagation of a detonation from one unit of munitions to another), or to evaluate the
performance of storage structure configurations, barriers, or other concepts designed to
contain, reduce, or simply survive the intense blast effects from an accidental explosion.

The Explosion Effects Division of the Waterways Experiment Station (WES) has
specialized for many years in the measurement of blast, shock, and other effects of
explosions. In 1986, WES made airblast and ground shock measurements for a U.S. Air
Force test simulating an accidental detonation of 28 MK-84 bombs in an earth-covered
magazine, or "igloo." Hardened blast pressure gages were installed inside the igloo to
help evaluate the performance of "buffer” walls in limiting the propagation of the
explosion.
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Although the gages were able to record peak pressures in excess of 103 MPa
(15,000 psi), the pressure records ended only a few milliseconds after the peak reading,
due to destruction of the gage cables by the explosion.

From this test and similar experiments, it was evident that a measurement
technique was needcd which would not only allow the sensor to survive intense explosion
loads, but would also enable the recording system to survive long enough to capture
complete records of the explosion effects. To achieve this capability, WES began
development of a hardened, self-recording measurement package which would eliminate
tiie need for cables connecting the sensor to a remote recording unit.

HDAS DESCRIPTION

The product of this development effort was the Hardened Data Acquisition
System, or HDAS. The basic HDAS module is a miniature, solid-state device containing
an instrumentation amplifier, an auxiliary gain amplifier, an 11-bit flash analog-to-digital
converter, a 128 kiloword (16-bit word) memory, and an output interface (Reference 1).
The module is encapsulated in an epoxy/glass microbead matrix to provide shock
hardening. Together with a shock-hardened 10.5-volt battery power supply, the complete
unit measures only 15 cm long, 6.5 cm wide and 4 cm thick (see Figure 1).

The data sample rate is adjustable from 1 MHz down to less than 10 kHz, with
associated recording times of 120 msec to 12 seconds, respectively. The recorder can be
activated either by a small, expendable cable connection, or by an internal shock-
sensitive switch. Data is recorded in a continuous loop mode after the device is
activated. The internal battery allows the data to be stored for five months or more.
After the unit is recovered following a test, it can be connected to a portable computer
and a plotter to immediately produce finished plots of the data record. Filtering,
baseline correction, and single and double integration can also be performed within a
very few minutes, as desired.

TEST RESULTS

Over the last few years, WES has used the HDAS system on a wide variety of
explosives safety tests -- sometimes successfully; sometimes not. As with any complex,
developmental device, unexpected problems occur that must be solved in a careful,
deliberate process. This paper describes some of the successes, and some of the
problems, that have been experienced with HDAS.

The first use of HDAS on an explosion test was in 1988 (Reference 2), in a
project sponsored by the KLOTZ Club, which simulated an accidental detonation of
20,000 kg of explosives in a shallow underground magazine (Figure 2). Standard, hard-
wired gages were used to measure the detonation pressures in the chamber, the short
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access tunnel, and the outside area. Two HDAS gages were installed in the floor of the
tunnel entrance. As expected, the standard gages inside the chamber and tunnel
recorded only the first few milliseconds of pressure, before destruction of the gage
cables. The detonation produced a large crater, extending beyond the tunnel entrance.
After some hours of digging, the HDAS units were located in the crater rubble. The top
of the gage located 1 m outside the tunnel entrance had originally been installed with its
top surface projecting about 1 cm above the concrete floor of the tunnel entrance (due
to a construction error). As a result, the intense "plasma” of detonation gases going out
of the tunnel (before the chamber cover was blown away) eroded the metal cover of the
unit, burning up the pressure gage after about 20 msec. The second HDAS unit was
properly installed flush with the surface, and was undamaged. As can be seen in

Figure 3, it produced a complete record of the pressure history.

In 1990, the United Kingdom and Australia jointly conducted a test at Woomera,
Australia, involving the detonation of 75,000 kg of explosives to evaluate the survivability
of a new design for an earth-covered magazine, called a "Spantech” structure
(Reference 3). HDAS units were used to record the internal pressures in the donor
magazine (Figure 4), as well as the pressure loads on adjacent Spantech structures, and
in the free-field around the test. Good records were obtained from all of the HDAS
units outside the donor magazine, and from units on the side walls in the interior of the
donor structure. As shown in Figure 5, the measured interior pressure reached 72 MPa
(10,500 psi).

The interior gages near the top of the donor structure were thrown several
thousand metres by the explosion. Several were never found; those that were found
survived the detonation itself, but were destroyed by their impact with the ground due to
an inadequate design of the protective canisters containing the HDAS units.

In later Spantech tests, HDAS units with redesigned canisters were placed on top
of the donor magazine to measure the initial, or "break-away", motions of the structure.
The canisters were again thrown several thousand metres, but those that were located
survived the impact and produced good motion data (Figure 6).

Also in 1990, WES conducted a series of experiments for the U.S. Army Program
Manager for Ammunition and Logistics (PM/AMMOLOG) to evaluate the effectiveness
of parking ammunition trucks in shallow, covered trenches, as an expedient method for
reducing the blast and debris hazards from an accidental explosion of an ammo truck at
a temporary field storage site (Reference 4). One of these tests involved the detonation
of an unprotected ammo truck (parked in the open) containing 1,500 kg (net explosive
weight) of 155-mm projectiles and propellant canisters, to provide control data on the
blast pressure and debris hazard from such an accident.
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To measure the initial velocities of debris thrown out by the explosion, HDAS
units containing accelerometers were installed inside empty 155-mm projectiles, and
placed around the live ammunition (Figure 7). The instrumented projectiles were
separated from the live rounds by a single layer of sandbags, to prevent their destruction
by the detonation. Unfortunately, a single layer of sandbags was not enough. While the
instrumented projectiles were not destroyed, they were deformed enough to crush the
HDAS units inside.

On the third experiment in this series, two ammo trucks were parked rear end-to-
rear end in a single covered trench, with a 1.5-m thick sand wall between them. The
purpose was to prove that an accidental explosion of one ammo truck would not
propagate to the other, even when the trucks were confined by the trench walls and
cover. HDAS units were again installed in empty projectiles, and placed on the top and
rear of the acceptor truck to measure the blast pressure environment from the
detonation of the donor truck (Figure 8). These units survived the detonation, and
produced complete pressure histories (Figure 9).

One of the most recent attempts to use the HDAS system was in support of the
U.S. Navy's program to develop an advanced design of an earth-covered magazine, called
the High Performance Magazine, or HPM. The HPM concept is based on limiting the
total amount of explosives involved in an accident, by using barrier walls between
individual storage bays within a magazine. The barrier walls must be thick enough to
prevent a detonation in one bay from propagating to adjacent bays, yet small enough to
allow an efficient volume of munitions to be stored in the magazine.

In a recent series of experiments by the U.S. Naval Civil Engineering Laboratory,
different barrier designs were tested to evaluate their effectiveness in preventing the
propagation of a detonation from one stack of bombs to another. In small-scale tests
using 155-mm projectiles to model the acceptor bombs, HDAS units were used to
measure the acceleration of the acceptor rounds impacted by the barrier material. The
donor in this test was an MK-82 bomb. Figure 10 shows such a measurement for an
acceptor round located 15 cm behind a 1-m thick sand wall, which was 1.0-m from the
donor bomb. The HDAS unit record a peak acceleration of about 750 g's, and a peak
velocity of about 10.5 m/sec induced in the acceptor projectile by the impact of the well.
Unfortunately, a number of the HDAS units in this test failed to operate properly,
possibly due to an electromagnetic pulse induced in the HDAS trigger circuit by the
detonation. The pulse apparently caused the HDAS memory to stop recycling before the
arrival of the shock wave.
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CONCLUSION

The HDAS system shows great promise as a revolutionary technique for
investigating intense explosion environments that current instrumentation systems cannot
survive. The HDAS concept is still in the developmental stage, however. Although
HDAS units have been used to make measurements of explosion effects that would have
been impossible with normal instrumentation methods, several problems have been
encountered with HDAS use in very severe explosion environments.

The most important problems to date are the HDAS units' vulnerability to
crushing forces, being lost (i.e., not found after a test), and the recent case of
electromagnetic interference. The crushing problem has largely been solved by redesign
of the protective containers. An effort is also underway at WES to develop a miniature
radio transmitter that can be included in HDAS packages used on large explosive tests.
The transmitter should allow the HDAS units to be found up to several kilometers away
after the test. A prototype transmitter has been designed, and preliminary experiments
have confirmed its ability to survive high levels of detonation shock.

When the current work to overcome the operational problems described here is
complete, the HDAS system will be turned over to the private sector for commercial
production. At that time, it will become widely available as, we hope, a significant new
tool for explosives safety research.
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Figure 1.

HDAS circuit board before and after encapsulation in
epoxy case (top), and mated with batteries prior to
insertation with sensors in protective canisters
(bottom).
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Figure 3. Comparison of pressure histories recorded by pressure
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Figure 4. HDAS unit location to measure internal blast
pressure from destructive test of a donor igloo
magazine at Woomera, Australia.
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Figure 6. Records obtained by HDAS accelerometer units installed

in top of Spantech concrete igloo to measure initial
debris velocities for structure breakup by detonation
of 75,000 kg of explosives. Acceleration record
(top) was integrated to produce velocity and
displacement histories.
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Figure 7. 1Installation of HDAS units with accelerometers in

empty 155-mm projectiles (top) arnd placement of HDAS~-
instrumented projectiles on truckbed with Unit Basic
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Figure 10. HDAS-recorded acceleration (top) and velocity of

acceptor (inert 155-mm) projectiles induced by impact
of sand wall between projectiles and donor detonation
of a MK-82 GP bomb.
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SAFETY CONSIDERATIONS IN STORING
LIQUID GUN PROPELLANT XM46

by ].S. Gardner

U.S. Army ARDEC
Picatinny Arsenal, N.J.
07806-5000

NTROD N

The U.S. Army is currently devcloping a regenerative liquid propellant
gun for artillery application. The liquid propellant XM46 (LP) is composed of
60% Hydroxyl Ammonium Nitrate (HAN), 20% Triethanol Ammonium
Nitrate (TEAN), and 20% water. Since this is the first time that a liquid gun
propellant is being planned for field use, it is important to investigate the
conditions and environment for safely storing the LP. This paper will discuss
some of the considerations necessary for storing XM46.

STORAGE COMPATIBILITY GROUP ASSIGNMENT

One major consideration for storing the LP is determined by its storage
compatibility group assignment (SCG) given by its hazard classification.
Liquid propellants have historically had their own classification and SCG
assignment, however these hazard groupings (4 total) are designated by
description in DARCOM 385-100 and not by rigorous testing. The LP XM46 is
a monopropellant which did not fit any of these liquid hazard groupings.
Therefore the tests required for solid propellant classification described in the
Army TB 700-2 were modified for liquid propellant testing and then
conducted on XM46 (ref 1). These tests resulted in a 1.3 interim hazard
classification for the LP, but since there was no designation of liquid
propellants for any of the storage compatibility groups in TB 700-2, the XM46
was given a compatibility group C which is the same as that for solid
propellants. However, since liquid propellants have never been stored with
solid propellants, the safety community requested that compatibility tests be
conducted on solid propellan:s contaminated with XM46. Since there 2re no
formai compatibility tests for an SCG assignment (assignment by description),
the tests were developed independantly and then reviewed by the local
(ARDEC) Safety Office. The tests were the same as the interim hazard
classification tests described in TB 700-2 but were conducted on solid
propellants immersed in the LP for at least 3 weeks. These propellants passed
all of the tests except for the Thermal Stability test, which indicates that a solid
propellant cookoff is possible if contaminated with LP. As a result, the SCG
for the LF was changed to group L, which simply states that any material in
this group will be stored alone.
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The next revision of Army TB 700-2 will be modified for interim
hazard classification testing of liquid propellants, but the Storage
Compatibility Group descriptions still do not include liquid propellants. 1t is
recommended that a new SCG be developed which is designated specifically
for liquid gun propellants, and that formal compatibility tests be developed
for assigning new liquid propellants into the appropriate SCG.

R TIB

The decomposition temperature of neat XM46 is approximately 125°C,
but it can be lowered if it degrades or becomes contaminated. Transition
metals, for example, are known to accelerate the decomposition of HAN and
lower the decomposition temperature of the LGP. Since the possibility of a
spill in the magazine or storage site always exits, it is necessary to determine
the compatibility of the LP with anything it may contact. This would include
magazine construction materials, pallet and container materials, clothing and
cleanup materials. Some of the materials necessary for compatibility tests are
given below:

Construction Materials Packaging Materials Cleanup Materials
Concrete Polyethylene Rags
Wood (Softwoods) Low Carbon steel Rubber gloves
Pine Paints (MSD 171) Clothing
Nails Plastic Absorbent Mat'ls
Fiberboard

The compatibility tests to be developed will require analyzing the
integrity of the material after LP contamination and also to analyze the
sensitivity of the LP. This is designed to identify any materials which should
not contact the LP or to identify the hazards which may occur in case of a spill.

ENVIRONMENTAL PROTECTION

Another important consideration for storing the LP is to protect the
environment in the case of a large scale spill. The storage facility may need to
be bermed so that any size spill can be contained in the magazine and thereby
preventing contamination to the outside environment.

LONG TERM STORAGE
Temperature
It is also necessary to determine the maximum and minimum ambient
temperature conditions required for safe long term storage. The XM46 does
not freeze above -50 C, which is considered to be the coldest storage condition
for propellants, and since degradation is decreased at lower temperatures, it is
therefore anticipated that cold temperature storage should be safe.
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However, since the LP does decompose more rapidly at elevated
temperatures, it is essential to determine the kinetic rates of decomposition as
a function of temperature and contamination, and also to determine the
ignition temperature of the LP as a function of degradation. Current
accelerated aging studies of the LP will eventually answer these questiors (ref
2) and their results will be incorporated into the surveillance procedure for
monitoring the stability of the LP during long term storage.

Packaging

Another major factor in the long term storage of the LP is its container.
It is very important to design a container which is compatible with the LP at
the entire storage temperature range of -50°C to 65°C. Since metal
contamination can increase LP decomposition, the material in contact with
the LP must be non-metallic. However, not all plastic materials are
compatible with the LP and other plastics may not maintain its integrity at the
required temperature extremes. They may become brittle and break at low
temperatures or become soft and pliable at elevated temperature. At the
present time, high density poylethylene is the preferred material, but
additional compatibility and temperature testing with the LP is required
before the final material is chosen.

In addition to the container compatibility, it is also important to
incorporate pressure relief features into the container so that any gaseous
degradation can be vented thereby avoiding a container explosion from
pressure build-up.
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High Explosive Material Testing Laboratory
Scale Model Test

by

B. Louise Bolton, Richard V. Browning,
and Larry W. Berkbigler

ABSTRACT

An experimental study of the personnel protective
capability of a proposed high explosive material test
laboratory using a one-eighth-scale model is summarized.
Various configurations of the scale model were tested
against internal blast loading over a range of scaled
explosive charge weights. Pressures and resulting
impulses were measured at pertinent locations on the
model. The experimental results are compared with
standard blast loading calculation methods. This study
provides data for developing guidelines to protect
personnel in typical high explosive test facilities.

1. INTRODUCTION

A new High Explosive Material Test Laboratory specifically designed for materials
property testing work on high explosive materials was configured with eight relatively
small testing bays in order to separate different testing functions. Although the use of
small, separate bays was done to enhance operational safety, there is a side effect of
increasing pressure loadings on bay walls and building occupants outside a bay in the
event of an accidental detonation.
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Early calculations done using simple methods in design handbooks, such as Baker,
Cox, Westine, Kulesz, and Strehlow (1983), indicated that using desirable HE loads in
the working bays resulted in pressures close to the allowable 5 psi in the hallway
outside the bays. To obtain more accurate values of pressures, an overstrong scale
model of a bay pair was designed and constructed of aluminum plate. This model
could be viewed as one end of the building or as a bay pair from the middle of the
building. The overly strong model provides accurate scaled measurements of initial
pressure loads in corridors, adjacent bays, and the immediate surroundings. It also
allows for experimentation with simple modifications, such as alternate blow-out-wall
(BOW) and bay door arrangements. It does not provide any information about the
structural response of the building; it addresses only the blast pressure-induced
structural loads. The scale model results will be used to calibrate the design
handbook methods and provide reference values for interpolation to allowable HE
loads. Additional tests are planned on the actual building to provide a final
confirmation of the pressure levels expected in accidental situations.

The selection and arrangement of pressure gauges were based on recent experience
in explosive effects testing, (Berkbigler and Walker,1990), and earlier tests on scale
buildings, (Anderson,1969). The pressure gauges were arranged to measure the
maximal effective pressure (referred to as "overpressure” in thu rest of this report).
DOE 6430.1A (1989) defines the maximal effective pressure as "the highest of (1) the
peak incident pressure, (2) the incident plus dynamic pressure, or (3) the reflected
pressure.” The peak positive incident pressure is defined by DOE 6430.1A (1989) as
"the almost instantaneous rise from the ambient pressure caused by a blast wave's
pressure disturbance.” The incident plus dynamic pressure (caused by patrticle flow) is
the pressure of the blast wave once the wave continues past the tip of the probe. The
reflected pressure is the pressure of the blast wave after it has been reflected off a
solid surface. The peak positive incident pressure was measured only in the loaded
bay because the blast wave was reflected many times before reaching the other
pressure gauges.

2. DESCRIPTION OF THE MODEL

The model was a 1/8 scale of a bay pair of the proposed building. A hall and an
instrument room were included in the model. The floor plan of the proposed buiiding
is shown in Figure 2.1. The model's roof was made of a steel plate with lead bricks for
weight and was removable for easy access to the instrumentation. The model was
made from 1/2-in. welded aluminum plate. The bay walls in the proposed building will
be made from 12-in.-thick reinforced concrete. Because the wall thickness was not
scaled exactly (the model walls should be 1 1/2 in. thick at 1/8 scale), the model's floor
plan was not quite to scale, but sufficiently accurate. The floor plan of the model is
shown in Figure 2.2. A photograph of the model is shown in Figure 2.3. The model
had no permanent front wall or hallway door, so different blow-out walls and attenuator
doors could be tested and the instrumentation and charge could be easily accessed.
The blow-out walls and attenuator doors will be described in Sections 4.3 and 4.4.
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Figure 2.1. Floor plan of the proposed High Explosive Material Test Laboratory.
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7 172"

Figure 2.2. Floor plan of the model showing pressure gauge locations 1 through
10 and charge locations A through H.
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Figure 2.3. Photograph of the model.

3. MODEL INSTRUMENTATION
3.1. Description of pressure gauges

Three types of piezoelectric (PE) pressure gauges with internal amplifiers were used
in the tests: PCB models 102M141, 102M156, and 102M160. These pressure gauges
are designed to measure pressures normal to the blast wave. We plan to test the
gauges further to find their response to off-axis pressure waves. Table 3.1 gives the
pressure range, sensitivities, the discharge time constant, and bandwidth of each
gauge. Table 3.2 gives the gauge assignment and gauge operating range for each
channel by test. Model 102M160 became available for use only after test 22. Models
102M141 and 102M156 were used because of their availability even though their
pressure range was higher than desired.

Gauge - Pressure Sensitivity Discharge time | Bandwidth (Hz)
PCB model Range (psi) (mv/psi) constant (sec)

102M141 1000 5 100 0.0016 - 100k
102M156 5000 1 500 0.0003 - 100k
102M160 200 30 1 0.16 - 100k

Table 3.1. The pressure range, sensitivity, discharge time constant, and bandwidth
for each gauge.
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Tests 1-5 Tests 6-22 Tests 23-29 Test 30
Ch | Gauge / Operating | Gauge / Operating | Gauge / Operating | Gauge / Operating
No. | Range (psi) Range (psi) Range (psi) Range (psi)
1 102M156 / £ 350 | 102M156 /+ 350 |102M156 / + 350 |102M156 /+ 700
2 102M141 /% 20 102M141 /+ 20 102M160 / £ 20 102M160 / + 80
3 102M141 / + 20 102M141 /1 20 102M141 /£ 20 102M141/+ 20
4 102M141 /£ 20 102M141/+ 20 102M141 /1 20 102M141 /1 20
5 102M141 /£ 20 102M141 / + 20 102M141/+ 20 102M141 /£ 20
6 102M141 /1 20 102M141 / + 20 102M141 /£ 20 102M141 /£ 20
7 102M141 /£ 20 102M141 /£ 20 102M141 /1 20 102M141 /+ 20
8 102M156 / £ 200 | 102M156 /+ 100 | 102M156 / + 100 | 102M156 /+ 100
9 102M141 /1 20 102M141 /£ 20 102M160 / £ 20 102M160 / £ 40
10 |N.AC 102M141 /£ 20 * |102M141/+ 20 102M141/+ 20

*Channel 10 was not used in tests 1 through 7.

Table 3.2.

All gauges were supplied with manufacturer's calibration sheets; the calibration values
were used as exact gauge sensitivities. Before each event, each pressure gauge was

test.

The gauge assignment and gauge operating range for each channel by

checked using a compressed air "puff” (of about 15 psi) as a stimulus. The pressure
gauges were located as shown in Figure 2.2.

3.2

Description of recording system

The NOMADD digital recording system was used for these events. All recording

equipment was housed in the bunker at K-Site, which was located about 100 feet from

the model. Nine analog data channels were used for the first 7 events, and 10
channels were used for the remaining 23 events. The NOMADD system also used
several other types of channels for housekeeping and setup purposes.

3.2.1.

The analog signals were carried from the model to the bunker by one overall-shielded

Cabling

150-foot cable that contained 20 twisted/shielded pairs. At the model, each channel
was terminated in an 8-pin connector and each gauge was wired to a mating 8-pin
connector.

3.2.2.

Signal conditioners

Ectron 755 signa! sonditioning amplifiers were used for each data channel. They
supplied excitation current to the gauges and the gain needed for the recording
system channel.

For the PE pressure gauges on these tests, a 10-mA current source was used with a
high pass filter having approximately a 40 sec. time constant. That time constant was
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short enough to eliminate dc drifts in the gauges, while still being long enough to
minimize filter roll-off errors during measurement periods.

The amplifier has a maximum bandwidth of dc to 100 kHz, a filter stage that can limit
the bandwidth to lower ranges, and a maximum usable gain of 2000. The filter was set
to 100 kHz for these tests.

The Ectron 755 also has a voltage calibration capability. Under computer control, the
amplifier input can be switched between the gauge signal and a calibration source.
Before each event, a programmable precision calibration source was connected to
each amplifier's input. The calibration source was first set for zero and then for half-
scale level. At each setting, the channel output was recorded and saved. When the
finished data file is made, each channel's calibration information is used to correct the
data for zero and gain errors in the recording system channel.

3.2.3. Recorders

The amplifiers' outputs were recorded with Pacific 9820 transient digitizers. These
recorders convert the data to 12-bit binary values at a maximum sample rate of 500
kilosample/sec. The sample rate for these tests was 500 kilosample/sec.

When the recorders are armed and triggered, they digitize and store data until they fill
their local memories. For these events, 1 kilosample of data was saved for each
channel before triggering and 15 kilosamples were saved after the trigger. After the
recording is finished, the controlling computer reads the data from the digitizer local
memory and stores it on a disk. The digitizer's local memories are battery backed up
and retain the data until it is overwritten.

3.2.4. Triggering

The system trigger is considered zero time on data plots. Because reliable triggering
is crucial, redundant schemes using conditioning equipment fabricated by the Analysis
and Testing Group were used for these events. The first trigger source was a voltage
pulse from the fire set, and the second was a flash detector. In all these events, the
fire-set pulse provided the system trigger. The fire-set trigger pulse was optically
isolated from the fire set. The flash detector was a United Detector Technology PIN 10
detector with no filter. It was set to provide a trigger at about twice the intensity of
midday sun.

3.3. Data formats
After an event, the digitizer data is stored in raw data files on a hard disk in binary
format. Binary format allows the highest transfer speed and uses the least storage

space. The data quick-look is done using the raw data files, and data is backed-up
and transported on digital tapes in the binary format.
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Later, the raw data is converted and saved as finished data files. The finished data
files are ASCII coded to enhance transportability and readability. They are also
plotted for end users who desire hard copies.

4. MODEL TESTING
We varied five factors for the scale model test:

Charge magnitude

Charge location

Blow-out-wall design and use
Attenuator door design and use
Room addition

AR o\

These five factors were varied in each of the 30 tests, but the tests can be grouped into
three main categories. Data from the first 7 tests and test 30 are questionable because
of problems with the instrumentation; however, we will present these results for
comparison purposes.

4.1. Charge magnitude

Five charge magnitudes were used: 100 mg (the 1E30 detonator was assumed to be
equivalent to a 100 mg charge), 500 mg, 2.5¢, 2.7 g, and 25.5g. The TNT equivalent
HEs for the model and prototype are given in Table 4.1 below. Table 4.1 gives the
charge magnitude for each test. Calculations for the conversion from the charge used
and the TNT-equivalent HE are given in the Appendix.

Charge Equivalent Equivalent
HE model HE prototype

100 mg 0.0002 Ib 0.1lb

500 mg 0.001 Ib 0.5ib

25¢g 0.005 Ib 241b

27¢ 0.005 Ib 26 1b

255¢ 0.048 ib 24.7 b

Table 4.1. Equivalent HE.

4.2. Charge location

The charge was placed at one of eight locations in the loaded bay as shown in Figure
2.2. Location A, positioned front center of the blow out wall, was used for 17 of the 30
tests. Locations B through G were used for the remaining 13 tests. We varied the
location of the charge to see the effect of charge location on the pressures in the
surrounding rooms.
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4.3. Blow-out-wall design and use

Various blow-out-wall designs were used on the front wall of the loaded bay and
adjacent bay. We simulated the density of proposed blow-out walls (scaled as
described in Appendix A) by using Styrofoam sheets, aluminum sheets, and a
combination of Styrofoam and aluminum sheets. The blow-out walls were generally
modeled to match only the simulated density of the proposed blow-out walls areal
density although the aluminum-Styrofoam assemblies were not totally unrealistic.
Table 4.2 gives the density of each blow-out wall. Table 4.3 gives the loaded-bay
configuration, and Table 4.4 gives the visual results for each test.

Test Material/ Dimension/ Weight/ Density Prototype
Number equivalent
4,5, 10-17, | Styrofoam/ 32 in. x 24 in. x 1 in./ 0.845 Ib/ 1.27 Ib/ft2
20-28 1.9 Ib/ft3 (0.03 g/cm3)

6-9 Styrofoam strips/ 8 ea. - 4in. x 24 in. x 0.5in./| 0.63 Ib/ft2
0.055 Ib/ 1.9 Ib/ft3 (0.03 Jg/cm3l
18-19 Styrofoam/ 2 ea. - 16 in. x 24 in. x 1-in./ 1.27 Ib/ft2

0.423 b/ 1.9 Ib/ft3 (0.03 g/cm3)
Aluminum/ 4 ea. - 32 in. x 24 in. x .005in./ | 1.12 lb/f2
4.7 Ib/ 168.5 Ib/ft3 (2.7 g/cm3)
Total 2.39 Ib/f2
29-30 Alurinum/ 32 in. X 24 in. x .063in/ 4.7 16/ | 7.07 lb/ft2
168.5 Ib/t3 (2.7 g/cm3)

Table 4.2. Blow-out-wall density and prototype equivalent.
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Test Charge

Equiv.

HE

"Confinement/Mitigation
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19
20

21
22
23
24
25
26
27
28
29

30

Det. only (100 mg)
Det.+ 2.7 g PBX-9407

Det. only (1E30)

1E30 Det. +2.5¢g

1E30 Det. + 2.5¢

1E30 Det. + 500 mg

1E30 Det. + 500 mg

1E30 Det. + 25.5¢

0.1l
261b

051b

E 2 2 2 2 3 2 2

051b

24.7 b

None

None

None

1-in. Styrofoam BOW, both bays

1-in. Styrofoam BOW, one bay

0.5-in. Styrofoam BOW, door, header

0.5-in. Styrofoam BOW, header

0.5-in. Styrofoam Strips BOW on other bay
reinforced with two angles. Vinyl door. Pos. A
0.5-in. Styrofoam Strips BOW on both bays.
Vinyl door. Pos. A.

1-in. Styrofoam BOW on both bays. Two viny!
doors. Pos. A.

1-in. Styrofoam BOW on both bays. One viny!
door. Pos. G.

Same as above. Pos H.

Same as above. Pos C.

Same as above. Pos D.

Same as above. Pos. E.

Same as above. Pos. F.

Same as above. Pos. A.

1-in. Styrotoam "Slide Door" with 1-in. brace.
(1) layer 0.005-in. Al on each side of 1-in.
Styrofoam BOW. Pos. A.

Massive Styrofoam. One iayer 0.005-in. Al on
each side of 1-in. Styrofoam BOW. Pos. A.
1-in. Styrofoam BOW, no attenuator doors.
Pos. A.

Same as above. Pos.
Same as above. Pos.
Same as above. Pos.
Same as above. Pos.
Same as above. Pos.
Same as above. Pos.
Same as above. Pos.
Same as above. Pos.
0.063-in. Al BOW, no attenuator doors. 1-in
Styrofoam building addition (2-ft. addition).
Pos. A.

0.063-in. Al BOW, massive Styrofoam door.
1-in Styrofoam building addition (2-t.
addition). Pos. A.

TMOOI>O®

Table 4.3. Summary of the loaded-bay configuration for each test.




TEST

VISUAL DAMAGE NOTES FROM VIDEO AND PHOTOS |

W N

10
11

12

13

14

15

No BOW.

No BOW, smoke.

No BOW.

One BOW covered both bays. The BOW blew straight out and up and
broke into two pieces. The half piece in front of the adjacent bay dropped
slowly to the ground and the other half broke up into two large pieces and
several small pieces that were blown around. Explosion moved roof back.
One BOW covered the main bay and 1/3 of the adjacent bay. The
explosion broke up the BOW into five big pieces and several small pieces
Two BOWs with four strips each. The strips were broken into many pieces
in the main bay. The adjacent bay had two strips that remained attached
and whole and two strips that were broken in half.

‘iwo BOWs with four strips each. Main bay had one strip that was almost
whole and three that were broken into pieces. Adjacent bay had one strip
that stayed intact and attached, two strips that broke in half, and one strip
that was blown apart and away.

No video.

Two BOWs with four strips each. All strips broke. Retaining bar in adjacent
bay broke strips in half with top half of sirips remaining attached. Pieces of
the main bay blew out and back around the building.

One BOW, covering both bays, stayed in one piece after explosion.

Two BOWs. Main BOW blew apart; adjacent BOW separated from the
building intact.

Two BOWs. Main BOW blew apart; adjacent BOW separated from the
building intact.

Two BOWs. Main BOW blew apart; adjacent BOW separated from the
building intact at a delayed time

Two BOWSs. Both broke up. A large piece of the adjacent BOW still
attached. Roof moved back approximately 3/4 in.

Two BOWs. Main BOW broke in several pieces, adjacent BOW broke in
half down the center. Vinyl dcor damaged slightly, strips twisted.

Table 4.4. Summary of the visual results for each test.
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TEST | VISUAL DAMAGE NOTES FROM VIDEQ AND PHOTOS

16 Two BOWs. Main BOW blew off intact, adjacent BOW stayed together and
slowly dropped to the ground. Roof moved back approximately 11/16 in.

17 Two BOWSs. Bright flash. Main BOW blew off from bottom to top, could not
see door remains. Adjacent BOW dropped slowly top first to the ground
and remained intact.

18 Two BOWSs. Bright flash. Main BOW blew off; top intact and bottom
mangled. Adjacent BOW blew off, breaking far left corner.

19 Two BOWSs. Bright flash. Main BOW torn apart and sheet separated from
Styrofoam. Adjacent BOW fell slowly to ground intact.

20 Two BOWs. Smaller bright flash. Main BOW has small hole from charge.
Adjacent BOW still attached.

21 Two BOWSs. No flash. Main BOW blew off vertically, adjacent BOW still
attached.

22 Two BOWSs. No flash. Main BOW blew off vertically, adjacent BOW stil
attached.

23 Two BOWSs. No flash. Main BOW blew off vertically, but not as fast or as far
as BOW in tests 21 and 22. Adjacent BOW still attached.

24 Two BOWs. No flash. Main BOW broke in half (top/bottom) plus a few
small pieces. Adjacent BOW still attached.

25 Two BOWs. Saw a flash. Main BOW broke in half (top/bottom) plus a few
small pieces. Adjacent BOW dropped to ground intact.

26 Two BOWs. Saw a very small flash. Main BOW blown off intact. Adjacent
BOW separated at sides from building.

27 Two BOWs. Very, very small flash. Main BOW blown off intact, adjacent
BOW intact.

28 Two BOWSs. No flash. Main BOW blown off intact, adjacent BOW
separated slightly at sides but returned back to original place.

29 One BOW covered both bays. Building addition. BOW blown off bottom
first, rest of building intact.

30 One BOW covered both bays. Building addition. flash larger than building.
Building addition destroyed, roof biown off, BOW blown off and mangled.

Table 4.4. (cont.)
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4.4. Attenuator door design and use

Various attenuator doors were installed in the doorway to the loaded bay in
combination with the blow-out walls. Vinyl strips were used in tests 8 through 17, a
massive Styrofoam door was used in tests 19 and 30, and a braced Styrofoam slide
door was used in test 18 (see Figure 4.1). For the other 17 tests no attenuator door
was used. A header was also installed in the doorway for test 6 and all tests following.

4.5. Room addition

A room addition, shown in Figure 4.1, was added to the scale model to better
simulate a complete building. The scale model without the room addition had
openings directly to the exterior, and we feit that these openings may have lowered
the interior pressures. The addition was made from 1-in.-thick Styrofoam sheets
held together with tape. The addition was used in tests 29 and 30. It survived test
29 with a 0.5-Ib-equivalent charge substantially intact but was demolished by the
24.7-Ib-equivalent charge of test 30.

4.6. Test categories
The 30 tests can be grouped into three main categories:

1. 1-in. Styrofoam blow-out wall and vinyl attenuator door with 2.4-Ib-
equivalent HE charge at seven locations (tests 11 through 17),

2. 1-in. Styrofoam blow-out wall and no attenuator door with 0.5-1b-
equivalent HE charge at eight locations (tests 20 through 28);

3. Comparison of a variety of blow-out walls and attenuator doors with
various charges at location A (tests 1 through 10, 17 through 20, 23, 29,
and 30).

Note that category 3 does include a few tests from categories 1 and 2.

93




\
—@
'E'F oE-F
eD eB oG °D ‘B *G
e C o H eC °H
o A oA
Braced Styrofoam Slide Door “"Massive” Styrofoam Door
S —
°E.F
©pD o°oB ©°G
2 foot room addltion using Styroloam °C A H

Figure 4.1. Attenuator door design and room addition.

5. MODEL TEST RESULTS

5.1. Pressure time histories

Woe obtained pressure time histories from the interior and exterior pressure gauges
described in the Model Instrumentation Section. An example of pressure time

histories for six sensor locations is shown in Figure 5.1. From this data, we read off the
peak pressure. These peak pressures are summarized in Table 5.1.
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Example of time history pressure results for six sensor locations. Data

from test 20. A 0.5-Ib-equivalent HE charge was used at position A.
Facility had a 1-in. Styrofoam blow-out wall and no attenuator doors.
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5.2. impuise time histories

From the interior channels, we determined the resulting impulse time histories.
Tabular results of the peak impulse are shown in Table 5.2 Impulse resuits were taken
from tests 9 through 30.

Test |Ch. 1 Ch. 2 Ch.3 Ch.6 Ch. 10
Loaded Bay | Adjacent Bay | Corridor Hallway Hallway Wall
Probe
(psi-ms@ms) | (psi-ms@ms) | (psi-ms@ms) | (psi-ms@ms) | (psi-ms@ms)

9 N.A. 1.3@3.7 25@ 33 1.1@4.2 20@ 36
10 |116@ 28 |12@44 27@ 36 1.2@ 4.2 19@ 36
11 140@ 23 |11@45 6.9@ 3.4 25@ 35 46@ 3.7
12 1101 @ 27 |1.0@48 52@ 34 1.8@ 3.7 36@ 34
13 9.7@ 17 |15@4.3 40@ 30 1.4@ 3.9 27@ 34
14 1127@ 26 [|15@49 55@ 3.5 1.9@ 3.9 36@ 35
15 |171@ 23 |11 @46 59@ 33 22@37 38@ 33
16 |131 @ 24 [1.4@45 7.4@ 33 28@36 50@ 35
17 85@ 26 |1.3@4.58 33@ 3.1 1.3@4.0 23@ 36
18 (109 @ 3.1 1.8@3.5 35@ 38 1.4@4.2 23@ 3.8
19 |118@ 29 |[13@44 07@ 59 05@5.2 06@ 6.2
20 21@ 34 |]03@55 15@ 39 05@44 09@ 39
21 39@ 32 |04@5.2 19@ 35 0.6 @ 4.1 11@ 38
22 41@ 32 [05@5.0 19@ 39 0.7@ 3.8 12@ 34
23 23@ 36 |]03@5.6 1.3@ 39 04@ 4.1 08@ 38
24 24@ 32 |05@5.3 18@ 38 0.7@ 4.0 1.2@ 36
25 38@ 09 [05@49 21@ 37 0.8@4.5 1.5@ 39
26 38@ 1.1 05@5.3 22@ 38 0.7@4.2 1.3@ 38
27 39@ 29 [05@53 21@ 38 0.7@ 4.1 14@ 3.7
28 40@ 37 |05@5.3 20@ 3.9 0.7@ 4.0 1.3@ 35
29 41@ 35 |06@58 27@ 39 09@43 16@ 41
30 |923@ 34 |9.0@37 N.A. N.A. N.A.

Table 5.2. Tabular results of peak impulses at five interior locations.

5.3. Charge location comparison

We looked at the effect of charge location in the loaded bay on various interior
locations by comparing the peak pressure and peak impulse as shown in Figures 5.2

and 5.3.
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Figure 5.2. Comparison of 0.5-Ib- and 2.4-ib-equivalent HE charge pressure resuits
at six interior locations as a function of charge location. (Note the change
in the pressure scale for the loaded bay.)
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54. Scaled distance versus pressure

In order to extrapolate pressure at various locations in the building, we compared our
pressure and position data with two log-log plots found in Baker et al. (1983):

1) Side-On Blast Wave Properties for Bare, Spherical TNT at Sea Level
(Figure A.1) and

2) Normally Reflected Blast Wave Properties for Bare, Spherical TNT at Sea
Level (Figure A.2).

To compare our data with bare, spherical TNT log-log plots we normalized our charge
weight to bare, spherical TNT at sea level. Because our charge was placed on the
floor, we multiplied the charge weight by a factor of 2 to take into account the reflection
off the hard surface (DOE/TIC-11268,1980).

As a check on our arrival time data, we compared the measured distance between the
charge and each pressure gauge, with distances based on blast arrival times. Blast
arrival times were converted into scaled arrival times, as discussed in Appendix A.
Scaled distance was read off the arrival time curve from the Side-On Blast Wave
Properties for Bare, Spherical TNT at Sea Level log-log plot (Figure A.1). The
measured distance between the charge and each pressure gauge was converted into
a scaled prototype distance as discussed in Appendix A. The scaled distances were
then plotted verses the peak pressure as shown in Figures 5.4 and 5.5. As a
comparison, side-on and reflected pressures (adjusted for altitude) from the bare,
spherical TNT plots (Figures A.1 and A.2) are also shown on the plot. There is scatter
in the distance data in Figures 5.4 and 5.5 for each pressure gauge (channel) because
of the different charge weights and charge locations.

A few discrepancies in the data will be discussed next. The scaled distance (based on
arrival time) plot, Figure 5.5, does not have as many data points as the scaled
measured distance plot because many arrival times were questionable for channels 4,
5, and 7. Channels 4 and 5 had low signal-to-noise ratios, possibly from wall
vibrations, and channel 7 had problems from sunlight. Channel 4 recorded a
frequency between 300 and 500 Hz, in the range of the natural vibration of 400 Hz for
a plate clamped on all sides. Channel 5 had a frequency in the range of 1000 to 1500
Hz. Channels 4 and 5 were both located in the same wall but the mounting of channel
5's support inside the model makes the vibration approximation more difficuit. Another
factor in the low pressure readings for channels 4, 5, and 7 was the measurement
limits of the pressure gauges. The pressure gauge, rated for 1000 psi and operated at
* 20 psi, was measuring pressures below 0.5 psi. Also some of channel 1 data is on
the high side. This is probably because location of the charge relative to the pressure
gauge in the loaded bay. Data from channel 9 was higher than the bare spherical TNT
plots because of the effects of the blow-out wall delaying arrival times and/or
increasing pressures.
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The remaining data agrees well with the bare, spherical TNT pressure curves. This
good agreement indicates that we can extrapolate peak pressure at various locations
in the building.
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Figure 5.4. Scaled measured distance versus pressure for charge location A. As
a comparison, side-on and reflected pressures (adjusted for altitude)
from bare, spherical TNT charges (see Figures A.1 and A.2) are also
shown on the plot.
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5.5. Blow out wall and attenuator door comparison

As discussed in the Model Testing Section (Secticn 4), various blow-out walls (BOW)
and attenuator doors were studied. A tabular summary of pressures and graphical
peak pressures are shown in Figure 5.6 and Table 5.3.

Pressure Results-Loaded Bay

Pressuro (psij

T T

12 3 4 56 78 91017181920232930

T

T T T Y

Test Number

Pressure Results-Hallway Probe

Pressure (psi)

Test Number

Figure 5.6. Comparison of blow-out-wall and

attenuator-door configuraiions at
three interior locations. The
charge was at location A for all

tests. Test descriptions are given

in the table.
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Pressure (psi)

Pressure Resuits-Corridor

T T T T T T T

T T T T

1 2 3 4 5 67 8 9 101718192023 2930
Test Number

[4]
(1
—_

Test notes

ONONHWN 2f—

10
17
18

19
20
29
30

det. only, no confinement.

2.6 Ib, no confinement.

2.6 Ib, no confinemen.

2.6 Ib, 1-in. BOW both bays.

2.6 Ib, 1-in. BOW one bay.

2.6 Ib, 0.5-in. BOW,door,header.

2.6 Ib, 0.5-in. BOW, header.

det only, 0.5-in. Strips BOW,

other bay reinforced. Viny! door.

2.4 Ib, 0.5-in. Strips BOW,

both bays. Vinyl door.

2.4 1b, 1-in. BOW both bays.

(2) Vinyl doors.

2.4 b, 1-in. BOW both bays.

(1) Vinyl door.

2.4 Ib, 1-in. 'Slide’' Door with 1-in.
brace;{1) layer .005-in. Al on each side
of 1-in. BOW.

2.4 b, Massive Door (1) layer.
.005-in. Al on each side of 1-in. BOW.
0.5 b, 1-in. BOW, no att. doors.

0.5 Ib, 1-in. BOW, no att. doors.

0.5 Ib, .063-in. Al BOW, no att. doors.
1-in. Styrofoam Building Addition.
24.7 b, .063-in. Al BOW, Massive
door. 1-in. Styrofoam Building
Addition.
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6. SUMMARY AND CONCLUSIONS

Our results indicate that in order to maintain an interior maximum pressure less than 5
psi, a maximum 0.5 Ib equivalent HE charge should be used in a building with no
attenuator doors and a blow-out wall equivalent to 1 in. Styrofoam (1.27 Ib/ft2 density).

In comparing charge magnitude and charge location, we looked at the results from
tests 11 through 28 where we had two charges, 0.5-Ib and 2.4-Ib-equivalent HE, and
eight charge locations. The location of the 0.5-Ib-equivalent HE charge had little effect
on the pressures measured in the model as shown in Figure 5.2. The 2.4-lb-
equivalent HE charge at locations D, F and G produced the largest pressure readings
in the hallway. These three charge locations are adjacent to the doorway (location B
was not used with the 2.4-1b charge.) Location A for both charges produced the lowest
impulses outside the loaded bay as shown in Figure 5.3. For the 0.5-Ib-equivalent HE
charge, location C gave the highest impulse at all interior sensor locations but little
variation in impulse was seen for locations C through H. For the 2.4-Ib-equivalent HE
charge, more variation in impulses was seen but they remained fairly consistent.
Location F produced the highest impulses outside the loaded bay of the 2.4-Ib-
equivalent HE charge cases.

Our data was in good agreement with bare, spherical TNT data from Baker et al.
(1983) as shown in Figures 5.4 and 5.5. A few discrepancies in the data were
discussed in Section 5.4. Our data was from all test conditions, with and without blow
out walls and attenuator doors. Also our data was obtained from a maze-like model,
and the bare, spherical TNT data was from "unobstructed” tests. Even with these
differences we believe that estimates of pressure at various locations in the model can
be made from Figures 5.4 and 5.5.

We found that the pressure and impulse results varied considerably with different
attenuator-door and blow-out wall designs, as shown in Figure 5.6 and Table 5.2. The
pressure results from using different attenuator doors are given below in order of
maximum pressure reduction in the hallway:

1. Massive Styrofoam door with approximately 600% reduction in
pressure (test 19),

2. Slide door with approximately 200% reduction in pressure (test 18),
3. Vinyl door with approximately 200% reduction in pressure (test 17), and
4. No door (tests 4, 5, 7).

The various attenuator door options not only reduce the peak pressure but also

reshape the pressure time histories by changing the peak impuise. The massive door
as compared with the slide door reduces the peak impulse by five times in the corridor
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and four times in the hallway wall as shown in Table 5.2 (tests 18 and 19). The
massive door also delays the peak impulse by 40% in the corridor and hallway.

The results for the various blow-out walls indicate that the stronger, and more solid the
blow-out wall, the higher the pressure in the hallway and corridor, Figure 5.6 (tests 20,
29). Test 20 with a 1-in. Styrofoam blow-out wall had 20% lower pressures and 50%
lower impulses in the corridor than test 29 with a 0.063 in. aluminum blow-out wall.
The 2-ft. building addition added in test 29 could account for some of the differences.

APPENDIX. SCALING

The derivation of the scaling laws, based on the Buckingham Pi theorem, is presented
in several references, for example, Kinney (1962); Baker, Westine, and Dodge (1973);
and Anderson (1969). The scaling relations used in this report are given in Table A.1
below. They assume that air and detonation products can be treated as inviscid but
compressible gases. Only inertial forces are considered. These scaling assumptions
will lead to some situations that cannot be properly modeled. One situation is common
combustion processes because gravity-forced convection effects are not scaled
correctly.

Prototype Model
length <=> length/8
force <=> force/64
pressure <=> pressure
time <=> time/8
impulse <=> impulse/8
mass <=> mass/512

Table A.1. Scaling conversions.

Calculations for the conversion from the charge used in the model and the TNT-
equivalent HE at sea level are given in Equation A.1. This conversion takes into

P AHga07
consideration altitude differences, po; heat of detonation differences, AHt ; and
scaling differences, L'

(Weq)prototype = —p— é_'_"_%&?_ ’ (L.)a' Wgyo7 (A-1)

PO AHmy
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Substitute pressure and temperature for density from the Ideal Gas Law:

PV =nRT
=P
RT
Equation (A.1) now becomes
_ P . To . AHgao7 (L)
(Weq)prototype = F—DE : : ~\L ) w9407- (A-2)

T AHNT

As discussed in Section 5.4, the prototype charge equivalent HE was multiplied by a
factor of 2 in order to compare our data with bare, spherical TNT, as shown in Figures
A.1 and A.2. And we had to convert from actual distance and time to scaled distance
and time to make a comparison. Equations A.3 and A.4 give the conversion from
actual distance and time to scaled distance and time. The actual distance and time
are from the model and had to be multiplied by the scale factor, L". so that the
comparison would be in terms of the prototype:

/3 -
{pﬁ o (actual distance)
0

(scaled distance)prototype = (A.3)
(Weg)prototype )1 &
Wo
and
1/3 .
(pg-) . (Tl)1/2- L - (actual time)
. 0 0
(scaled time)prototype = , (A.4)
((Weq)prototype )1 3
Wo
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where:

(Weq)prototype = €quivalent weight of TNT for prototype (Ib)
Woag407 = weight of 9407 in mode!l (ib)
Wo=1IbTNT

AHmT = heat of detonation for TNT (1 .29 l_<c§a_l H20 gas)

AHg407 = heat of detonation for 9407 (1 .46 l_<gg_a_| HO gas)

p = air density during model test

po = air density at sea level for TNT test
P = air pressure during model test (579 mm Hg)

Po = air pressure at sea level for TNT test (760 mm Hg)
T = air temperature during model test (527.69°R)

To = air temperature at sea level for TNT test (529.69°R)
L = prototype length _ g
model length 1

This form of blast scaling is the Hopkinson-Cranz or "cube-root” scaling with correction
factors for altitude. The Hopkinson-Cranz law states that "self-similar blast waves are
produced at identical scaled distances when two explosive charges of the same
explosive but of different sizes are detonated in the same atmosphere" (DOE/TIC-
11268, 1980).
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ABSTRACT

Efforts to characterize the response of complex structural systems to the intense transient
loads generated by bomb blast can involve significant computational effort. Additionally, the
practitioner must have a substantial amount of experience to interpret the results of these analyses.
Unfortunately, when facilities are subject to terrorist attacks, sufficient time is often not available
for detailed analysis.

Southwest Research Institute (SWRI), under contract to the US Army Corps of Engineers
at Omaha and the Naval Civil Engineering Laboratory at Port Hueneme, California, has been
developing simplified procedures for the prediction of damage to conventional buildings generated
by airblast transient loads. In these methods component damage is first calculated for each
component in the building using pressure-impulse curves (P-i curves). The P-i curves relate
non-dimensional terms calculated using the component geometry, material strength, material
stiffness, and boundary condition, and the peak applied blast pressure and impulse, to component
damage. The P-i curves were developed theoretically using an energy approach and then shifted,
where necessary, to match measured damage data. The theoretical curves are shifted to match
damage data in regions where the damage is overpredicted.
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In the second step of these procedures, building response is calculated by summing
component damage. Several summation algorithms have been written which calculate percentage
of overall damage to the building, the amount of reusable floor space, the repairability of the building,
and the level of protection provided by the building for a given explosive threat.

1.0 Introduction

A general procedure for determining the vulnerability of common industrial buildings to
explosion threats has been established and is outlined in this paper. This procedure is essentially
a two-step process where, first, damage to each component in the building is determined using P-1
diagrams, and then damage from all the components in the structure is summed to determine overall
building damage. The key features of the procedure include the development of the P-i curves
which correlate the blast load and component structural properties to component damage and the
summing algorithms used to add up component damage and determine building response. The
procedure has been programmed into a computer code, called BDAM, and the code has been used
to calculate damage to a number of different buildings, considered "typical” of commonly
constructed buildings, from a wide variety of explosive threats. The key features of the blast
vulnerability analysis procedure are described in this paper and some results of damage calculated
to common building types from given explosive threats are shown.

2.0 P-i Curve Use

The general procedure for determining building vulnerability that is outlined in this paper
i1s based on the calculation of building member response using P-i curves. P-i curves, or
pressure-impulse curves, are used in the procedure because they can be programmed easily into a
computer code and because they were used in the initial work on this procedure to describe measured
component response in terms of component properties and blast loading parameters. Work on
simplified vulnerability analysis of industrial facilities began at SWRI several years ago with an
effort sponsored by the Naval Civil Engineering Laboratory (NCEL) to develop a procedure which
predicted damage for common construction components based on available data. P-i curves were
chosen as the basic tool for this purpose. Damage data was plotted against theoretical P-i curves
(developed using with energy methods) and when the data did not agree with the curves, the curves
were shifted, or "calibrated” to overlay the measured damage points as closely as possible. An
ongoing effort at Southwest Research Institute (SwRI) is the improvement of the theoretical P-i
curves to include all the types of strain energy that affect member response (such as compression
and tension membrane action) so that damage data will match better with theoretical curves.

Figure 1 shows a typical P-i diagram which can be used to calculate the level of dynamic
response in terms of level of protection for two-way concrete slabs (the relationship between level
of protection and component response parameters such as ductility ratio is defined later in the paper).
The protection levels shown in the margin of the diagram apply throughout the diagram between
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Figure 1. Example P-i Curve

the curves. The terms on each axis are made up of blast loading parameters, the peak pressure (p)
and the blast load impulse (i), and slab structural parameters, such as the plastic moment capacity
(M,) and characteristic span length (1). The level of protection provided by the slab is determined
by calculating the non-dimensional terms on either axis of the P-i diagram and reading the protection
level off the diagram based on the location of the point defined by the two terms. In cases where
detailed infomn .ation about the structural parameters are unknown, approximations can be made.
The curves assume a given shape of the blast load history, a right triangular load history for all the
P-i curves used in the procedures discussed here, and are only valid for load histories with the
assumed shape.

P-i curves are different from other similar tools used to calculate dynamic response to blast
loads, such as time-stepping computer programs or other types of charts showing dynamic response,
in that the portion of the dynamic response that is affected only by the peak load is separated from
that which is independent of the peak load and only affected by the time integral of the applied load
(the impuise). This is due to the manner in which loading history parameters and structural member
geometry and physical property parameters are grouped into algebraic terms and plotted against
each other to make up the P-i curves. Often, it is advantageous to the designer to know the extent
to which impulse or the peak load affects member response since the effectiveness of various design
strategies depends on the which loading parameters are controlling dynamic response. Another
distinct feature of P-i diagrams is the simple shape of the response curves. This feature is
advantageous to the implementation of P-i curves into computer codes since the response curves
can typically be described with a single equation that connects the two asymptotic values.
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Figure 1 shows these distinct features. The figure shows the two basic loading parameters,
the peak pressure and the impulse, are separated into the two terms along the axes. In the portion
of the curves which is perpendicular to the horizontal axis, the level of response (or protection) is
controlled only by the horizontal axis term which indicates that, in this portion: of the curves, response
is controlled only by the peak load and not by the impulse. This is labeled as the quasistatic region
in Figure 1. The opposite is true in the portions of the curves perpendicular to the vertical axis,
which are labeled as the impulsive region. In the portions of the curves perpendicular to neither
axis, the response is dependent to some extent on both loading parameters, and this region is labeled
as the dynamic region in Figure 1. The simple shape of the response curves is also shown i the
figure.

P-icurves based on damage data have been developed for a variety of structural components
which are representative of those expected in common industrial buildings. Table 1, which is
presented later in this paper, lists all these structural components. For some components no damage
data from explosive loading was located in the literature and theoretical P-1 curves are used.
References 1 and 2 document this work.

The P-i curves assume a given type of structural response (e.g. flexural response, buckling).
Some structural elements fall under more than one type of P-i diagram as more than one mode of
failure is possible for these members. The components for which there is more than one failure
mode include:

. Open web steel joists
. Exterior columns (all)
. Interior columns (all)

Open Web Steel Joists - Two modes of failure are possible: tension failure of the bottom
cords and web buckling. P-idiagrams are provided for each failure mode. The user should calculate
the protection level using each diagram and accept the lesser of the two values.

Exterior Columns - These elements can fail due to bending induced from exterior blast
loading or by deformations due to frame sway of the structure. First, use the P-i diagram for a
column in bending to obtain a protection level. Second, use the frame P-i diagram to obtain a
protection level. Use the lesser level of protection provided.

Interior Columns - These elements can fail due to either buckling or frame sway. Since
buckling is simply a fail/no fail condition, the P-i diagram for column buckling for dynamic axial
loads is used first to determine if the element will fail or not. If it does not fail due to buckling,
then the diagram for frame response is used to determine the protection level provided by the
columns.
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The following are a variety of comments conceming various structural components and
how they are addressed in analysis.

Non-Arched and Arched Sections - P-i curves are provided for one-way masonry and
two-way reinforced concrete components for both the non-arched (NA) and fully arched (FA) cases.
Arching is the contribution of compressive membrane effects to the resistance of the section in
flexure. Arching can be considered when the supporting structure of a component provides in-plane
resistance, or resistance to in-plane translation during response. Specific cases include concrete
frame structures with in-fill masonry walls (arched walls), or in-fill two-way concrete walls. When
it is not apparent that arching can develop, the non-arched figures should be used. It is always
conservative to use the non-arched case.

Columns - A structure can have interior and exterior columns. This guide considers
response modes of buckling for interior columns, but not exterior columns. Exterior columns are
loaded directly by the blast wave and can respond in bending. The damage caused by bending
response is expected to cause more severe than that caused by buckling for most cases. It takes a
relatively large load to induce buckling failure, and such a load will easily cause bending response
failure in the column. The P-i diagrams are based on the assumptions that interior columns are
unsupported over each story height and are not laterally loaded to a significant extent by any of the
blast wave which "leaks” inside the building.

For structures which have moment resisting frames, the frame mode of response needs to
be accounted for in the analysis. Both interior and exterior columns can contribute to the frame
stiffness if they are moment resisting. Only those that are moment resisting should be included.
Directionis given onthe P-idiagrams onhow to calculate the strengths and mass of framed structures.

Doors, Windows, and Cement-Asbestos Corrugated Panels - For these structural
components, P-i1 diagrams are not provided since these elements are considered to be pressure
sensitive only. The suggested failure criterion is 2.0 psi. Above this value, these elements are
considered to have failed; below this value, they survive.

Finally, end conditions of components (i.e., "fixity") can be specified if not completely
known using the guidance provided in Reference 4. Localized response experienced by structural
elements due to very close-in or contact detonations is not considered by the P-i diagrams.

30 Component Damage Evaluation

Two different sets of categories have been used to describe the level of component and
building response in blast vulnerability assessment projects at SWRI. In previous work performed
by SwRI for the Naval Civil Engineering Laboratory (NCEL) (References 1, 2), four damage
categories generally were defined for each structural element. They were:

Slight Damage -- damage level 0, (0% damage)
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Moderate Damage -- damage level 0.3, (30% damage)
Severe Damage -- damage level 0.6, (60% damage)
Failure -- damage level 1.0

These damage levels corresponded to damage observed in tests used to adjust the
theoretically determined energy solution curves or "P-i" curves. They are used to characterize
component and building response in the blast vulnerability procedures developed for NCEL. The
inputs required to analyze the blast damage to each component with P-i curves are explained in
detail in the "Blast Vulnerability Guide" (1) developed for NCEL by SwRI. The guide provides
easy-to-follow calculation procedures which allow engineers estimate blast damage to structural
components using hand calculations for a wide range of explosive threats. Figure 2 shows a P-i
diagram which describes the response of a wood roof subjected to blast loading in terms of the four
damage levels shown above.

In subsequent work for the US Army Corp of Engineers at Omaha (COE), a different set
of categories were used to define component damage in terms of component utility. For vehicle
bomb and exterior attacks, the COE "Security Engineering Manual” (SEM)™ defines three levels
of protection.

They are:

Low Level of Protection -- unrepairable structural components, a high level of damage
without collapse

Medium Level of Protection -- repairable structural components, a significant degree of
damage

High Level of Protection -- superficially damaged

The adjustment required to use the P-i curves developed for NCEL, which are based on
the 30%, 60%, and failure damage levels, to define Low, Medium and High protection levels
described in the SEM is based on component utility. Table 1 lists the 25 components which can
be analyzed with P-i curves and indicates whether the component is judged to be repairable at a
certain damage level. Note that the R’s indicate a repairable comporent, while the U’s indicate a
component requiring replacement. This table was developed during work for NCEL because the
Navy wanted building response described in terms of both damage level and reusability.

Particular attention was given to the fact that the steel components generally are shown to
require replacement at the 30% damage level. Asdiscussed inReference 2 however, this requirement
is more of a suggestion, since "(steel members) are relatively easily and inexpensively replaced;
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Table 1. Repair/Replace Factors Recommended in the Reference 2

Structural Component

Damage Level

e
o

0.6

o

R/C Beams

R

R/C One-Way Slabs

u

R/C Two-Way Slabs

R/C Exterior Columns (bending)

R/C Interior Columns {buckling)

lm|™|I®mIR

cjcicjclc

R/C Frames

1
)

Prestressed/Post-tensioned planks

Steel Beams

Metal Stud Walls

Open Web Steel Joists (web failure)

Open Web Steel Joists (chord failure)

Corrugated Metal Deck

Steel Exterior Columns (bending)

Steel Interior Columns (buckling)

Rlm|»m™|@™I=mI®m| ™| ™

mlmjalcljcljclalc

claclaclcjclclac|c

clajajiclcliclcylac

Steel Frames

One-Way Unreinforced Masonry

Two-Way Unreinforced Masonry

One-Way Reinforced Masonry

Two-Way Reinforced Masonry

Masonry Pilasters

Wood Stud Walls

Wood Roofs

Al m]|™ ™| ™

cjcjcljcjajcyac

Wood Beams

Wood Exterior Columns (bending)

Wood Interior Columns (buckling)

AlRm|ImIWIP || IR

cljclcfclcicaclalalclac

Note: R =repairable, U = unrepairable
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hence, we chose to require replacement for damage levels of 0.3 and above.” Thus, it could be
interpreted that the steel components may not require replacement at the 30% level, but will require
replacement at the 60% level.

These repair/replace suggestions were used to translate the P-i curves based on damage
levels into curves corresponding directly to SEM protection levels. The following correlation was
defined:

Low Level of Protection -- this level is indicated on the P-1 curves by all values falling
below and to the left of the threshold line dividing 6()% damage and failure and above and
to the right of the threshold line dividing 30% and 60% damage. The upper limit for a low
level of protection generally corresponds with the 6(% damage level.

Medium Level of Protection -- this level is indicated on the P-i curves by all values falling
below and 1o the left of the threshold line dividing 30% damage and 60% damage and
above and to the right of the threshold line dividing 0% and 30% damage. The upper limit
for a medium level of protection generally corresponds with the 30% damage level.

High Level of Protection -- this level is indicated on the P-1 curves by all values falling
below and to the left of the threshold line dividing 0% damage and 30% damage. The
upper limit for a high level of protection generally corresponds to the 0% damage level.

Figure 3 shows a P-i diagram which describes the response of a wood roof to blast loading
in terms of the three protection levels shown above. Reference 4 shows the P-i curves which relate
level of protection to the non-dimensional terms on the axes of the P-i diagrams. In this reference
the inputs required to determine the level of protection provided by the structural components listed
in Table 1 using the P-i curves developed at SWRI are explained in detail and easy-to-follow
calculation procedures are provided which allow engineers to estimate blast damage to structural
components using hand calculations for a wide range of explosive threats. There are numerous
example problems. Default values which can be used as inputs when detailed structural information
is not available are also listed.

In summary, two different approaches to characterize component damage have been used
in the building blast vulnerability procedures developed at SwRI. Basically these two approaches
are based on the same damage data and are equivalent to each other except for the nomenclature
used to describe component response. Table 2 shows how the High, Low, and Medium protection
levels used in work for the COE are defined in the more generally used response terms of deflection
to length ratios (w/l’s) and ductilities (1’s). Since the level of protection terms used by the COE
correlate closely with the percentage of damage terms used for NCEL, Table 2 also indicates the
correlation between deflection values and ductilities and percentage damage levels shown at the
top of this section.
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4.0 Building Vulnerability Assessment

The preceding sections explain how component damage is calculated. This section
describes how several measures of overall building response are calculated with the blast
vulnerability procedures. Two separate types of summation algorithms for summing component
damage and determining overall building response have been used because NCEL and the COE
have used the blast vulnerability methods to assess blast damaged buildings for different end
purposes. NCEL has been more concemed with overall, or average damage and the need for building
repair or repl~~¢ment, while the COE has been concemed with the level of protection provided by
the most damaged portion of the building.

4.1 Building Damage Assessment Procedures Developed for NCEL

Separate procedures to calculate the total building damage, a building reusability factor,
and a building repairability factor for a given explosive threat were developed for NCEL. In these
procedures the damage level of each component is first calculated as described in the preceding
section, and then building response is determined using different summation algorithms. The
procedure to calculate total building damage begins by weighting each component based on the
importance of the component to the overall integrity of the building structure, and then summing
the product of the damage level of each component multiplied by the weighting factor. This sum
is divided by the weighted sum of all components corresponding to total building destruction. This
fraction is the total building damage and it is usually expressed as a percentage. The summing
algorithm used to determine building damage assumes that, if any component fails (100% damage),
all members supported by this component also fail. This is referred to as cascading failure.
Component weighting is determined primarily according to how other many members are supported
by the component in question (e.g. columns are weighted more heavily than beams).

The results of an evaluation made using this procedure with the same charge weight at
several standoffs can be used to determine building damage as a function of explosive separation
distance and plotted as a "damage function” for that particular charge weight. Several damage
functions can be plotted on the same graph. The explosive amounts which can be considered range
from a few ounces of TNT for a typical hand grenade up to 4000 pounds for a large bomb.

The component damage levels are also used to determine the building reusability factor.
This factor, which can be used to determine how much of the building is reusable prior to repair,
is equal to the percentage of usable floor space in the damaged building. In this procedure it is
assumed that floor space is nonreusable only if a component beside or over that area incurs 100%
damage. Finally, the building repairability factor is calculated based on the calculated component
damage levels and the assumed relationships between damage level and repairability in Table 1.
The sum of all the weighting factors of all unrepairable components is divided by the sum of the
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weighting factors of all components and this ratio 1s called the repairability factor. If the factor 1s
greater than 0.5, rebuilding is recommended rather than repair. This factor provides a
recommendation as to whether the building should be repaired or rebuilt for a given explosive threat.

Twelve building types considered to be representative of common industrial facilities were
"designed” by SwRI so that the damage that was likely to be incurred by common buildings exposed
to various explosive threats could be calculated. During subsequent work for the COE a thirteenth
common building was added. These common buildings, each of which represent a "category” of
buildings common to a naval or army base, are summarized in Table 3. Doors and windows in all
buildings are assumed to be of standard construction. These non-hardened doors and windows are
assumed to fail at low pressures.

Building damage functions (percent building damage plotted against standoff for a given
explosive threat), building reusability functions, and building repairability functions were calculated
for each common building in Table 3 and these functions are included in Reference 2. Figures 4,
5, and 6 show percent building damage, percent building reusability, and rebuild/repair plotted for
three explosive threats at various standoffs to Building No. 6 in Table 3.

In order to automate the work involved in assessing building vulnerability to blast Joading
with these procedures, SWRI developed the computer program BDAM. The P-i curves and the
summation algorithms that calculate each type of building response described above (damage,
reusability, and repairability) are programmed into the code. Thus, the BDAM code automates the
procedure of calculating component and building damage so the user can determine the vulnerability
of a building if he/she is given the weight and location of the explosive and the structural
characteristics of all components comprising the building as determined by on-site surveys and
structural drawings. The final output of the BDAM code includes total building damage,
repair/rebuild factors, and the percentage of usable area of the building. The code will also output
a summary of the damage to each individual component. Details of the input and output to the code
are included in Reference S.

4.2 Security Engineering Manual (SEM) Approach Developed for the COE

Subsequent to the NCEL work, the US Army Corps of Engineers Omaha District (COE)
contracted SwWRI to improve the P-i curves for concrete and masonry components, to simplify the
building damage summation procedure, and to redefine the building damage in terms of that
described in their SEM as described in Section 2. Improvement of the P-i curves is an ongoing
effort where new data is used as it becomes available to obtain better correlation between damage
predicted by the P-i curves and measured values. Improvement efforts have also included a
reformulation of the theoretical P-i curves for some components to include strain energy absorbed
in response modes other than flexural response (e.g. compression membrane response) which has
resulted in a better agreement between theoretical P-i curves and damage data for these components.
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Table 3. A Summary of Building Types and Categories

Building No. Category

One-story, large (> 6000 ft*), reinforced concrete building.

2 One-story, small (< 6000 ft*), reinforced concrete and reinforced masonry
building.

3 One-story, small (< 6000 ft") unreinforced masonry building.

4 One-story, small (< 6000 ft°), unreinforced clay brick building.

5 One-story, small (< 6000 £1°). metal stud wall building.

6 Two-story, small (< 6000 ft*), reinforced concrete building.

7 One-story, small (< 6000 f), pre-engineered (Butler® type) building.

8 One-story, large (> 6000 ft’) metal stud wall building.

9 Two-story, small (< 6000 ft’), timber building.

10 One-story, large (> 6000 ft*), tilt-up reinforced concrete building.

11 One-story, large (> 6000 ft°), heavy timber building.

12 Two-story, large (> 6000 ft°), steel frame building.

13 One-story, large (> 6000 ft’), prestressed concrete (double "T™) building.
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The method for determining building damage originally presented in the NCEL work was
reviewed and determined not suitable for use when building response in terms of protection level
provided. The critena required by the SEM considers the damage of any component at a given
protection level to determine the protection provided by the whole facility. Therefore, the summing
algorithms used in the building damage procedures developed for NCEL were not applicable. The
following definitions of building damage level were generated:

Low Level of Protrection -- this level corresponds to a charge weight and standoff
combination that generates damage no more severe than that associated with a low level
of protection for any component anywhere in the facility. This excludes door and window
components.

Medium Level of Protection -- this level corresponds to a charge weight and standoff
combination that generates damage no more severe than that associated with a medium
level of protection for any component anywhere in the facility. This excludes door and
window components.

High Level of Protection -- this level corresponds to a charge weight and standoff
combination that generates damage no more severe than that associated with a high level
of protection for any component anywhere in the facility. This exciudes door and window
components.

The criteria and resulting curves were incorporated into two computer based algorithms.
The first algorithm predicts building damage as described in Section 4.1. The second algorithm
computes building protection level based on any component reaching a prescribed protection level
(damage) at a particular standoff for a given charge weight. Buildings 1-13 in Table 3 were analyzed
using these algorithms. Figure 7 shows a comparison between percentage building damage as
calculated using the method described in Section 4.1 and protection level as prescribed in the SEM
for Building No. 6 in Table 3.

The final product of this work for the COE was a set of building protecticn level curves.
These curves are shown in Reference 4 for the thirteen typical structures in Table 3. They can be
used for an estimate of structure protection level if the cases under study are of similar construction
to one of the common building types. The accuracy in applying these curves depends directly upon
how closely the structures in question compare with the structures represented by the curves. In
general, if the dimensions (i.e., spans, roof height, column spacing) of the structure are within 25%
of those described for each building type, and the materials (wall thickness, roof type, etc.) are
similar (within 15% of thickness or depth) the protection level curves may be generally applied to
similar buildings. Building plan dimensions are not as critical. A wide range of plan sizes and
aspect ratios (length to depth ratios) can be analyzed with the curves.

The following steps can be taken to conduct an analysis using the building protection curves:
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Figure 7. Comparison of Percentage Building Damage to Building Level of Protection
for Building No. 6 Subjected to Various Explosive Threats

1. Select the analysis parameters. Determine three of the following four parameters.
. desired level of protection
. charge quantity

. distance from weapon to structure (standoff)

. orientation to structure (adjacent to long dimension or short dimension of the
structure)

2.  Define the building type to be analyzed.
. determine which type closely represents the structure of interest
. check to make sure story heights, spans, column/beam spacings are generally
within 25% of "common” types and that thicknesses and depths are within
15% of "common" types

3.  Determine the protection level provided or standoff required by entering the curves.
Enter the curve with the appropriate charge weight on the vertical axis, and the
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appropriate standoff on the horizontal axis. Read the protection level at the
intersection of these lines. Points below and to the right of the low, medium and
high curves correspond to protection levels at the indicated level or higher.

The protectionlevel curves present the protection levels provided by the buildings described
in Table 3 for different charge weights (TNT equivalent) and standoffs. A typical protection level
curve is shown in Figure 8. The dashed lines indicate the protection level provided against an
explosive charge placed at a standoff perpendicular to the center of the "shornt” side of the buildings,
or 90° for the "long" side. The solid lines or 0° lines represent the protection level provided for a
charge placed at a standoff perpendicular to the center of the building "long side".

The curves should be entered with the standoff in feet and the charge weight in pounds of
TNT. The intersection of those points, then, indicates protection level provided. A point to the
right and below a curve indicates a level of protection greater than that curve, but less than that of
the curve further to the right. Conversely, a point to the left and above a curve indicates a protection
level less than that of the curve, but greater than that of the curve to the immediate left. Points to
the left of the low level of protection curve indicate structural failure.

On several of the plots the protection level curves do not extend down to lower standoffs.
This indicates that the use of the respective Level of Protection (LOP) curve below that standoff is
beyond the range of applicability of the analysis used to define the curve. In all cases, scaled
standoffs of R/W'” = 3.0 were defined as a lower limit, since response mode changes can occur for
certain materials below that standoff These response mode changes can mean that local breaching
or panel shearing could occur at these low standoffs. If local breaching is not important to overall
building or asset protection, the analyst can neglect this component response. If the desired or
plotted point is in this regime, the protection level provided can be determined as the greater of the
values obtained by either moving horizontally to the right along the same charge weight line or
vertically up to the next LOP curve.

If the building to be analyzed cannot be compared well with those in Table 3, the level of
protection can be calculated by first calculating the level of protection provided by each component
in the building using the P-i curves in Reference 4 (see Figure 3 for an example). The use of these
P-i curves requires knowledge of structural and geometry parameters describing each component
and the peak pressure and impulse applied to each component. Considerable guidance in the
calculation of each of these parameters is provided in Reference 4. Then, the level of protection
provided by all the components is searched for the lowest level of protection. This lowest level of
protection is the building level of protection for the given charge weight and standoff used to
calculate the blast loads.
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Protection Level Curves versus Charge Weight

Future Developments

First and most importantly--any future efforts must begin with additional literature
searches to collect data for all components to be considered. In order to truly confirm
the analytical resistance functions we postulate for the components--we must validate
the predicted response with data for all components.

Secondly, additional data must be acquired to validate building damage predictions.
The most recent work for NCEL included some limited validation of building damage
using WW II data that was not really sufficient in detail for analysis. Details of most
of the attacks that have occurred over the last ten to twelve years in Britain and Ireland
may be available. These documented "data points” should have sufficient detail for
analysis.

Third, we ought to look at the way we calculate collapse--and attempt to come up
with a more realistic (in a structural sense) scenario for member collapse and

subsequent loss of a building’s usable space. There are data and reports available
describing collapse. The thing to remember is that engineered structures retain an
astonishing amount of load carrying capability even after the loss of "key" members
because of strength in secondary structure and sheathing, etc.
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. Fourth, response modes other than flexural should be investigated and included in
the code or procedure capability. We should start by looking at buckling, shear and
local shear (breach).

. BDAM or the code should also be modified to allow analysis or design of individual
components. A tool might be developed that can be entered with standoff and charge
weight, told what type of construction (concrete, steel frame and sheathing, wood,
etc.) the designer wants, and the code will do preliminary sizing, etc.

6.0 Conclusions

The work summarized in this paper demonstrates the usefulness of the P-i approach as a
basic method for quickly assessing blast damage to relatively large buildings taking into account
the blast responsr of each component. The P-i curve approach is flexible enough to be used to
describe many types of components, ranging from open web steel joists to concrete slabs; many
types of response, ranging from buckling to flexural response; and different tvpes of building
vulnerability assessment approaches, ranging from a level of protection assessment to a bailding
damage assessment.

The usefulness of the P-i approach is considerably enhanced by the BDAM program
developed at SWRI. This computer code reads a description of all the building components and the
charge weight and charge locations of interest and quickly calculates damage to all components in
the building based on the P-i curves which are programmed into the code and then sums component
damage or level of protection according to the set of "rules”, or algorithms which are programmed
into the code. The code outputs both a detailed component-by-component summary of damage and
simple plots which show the total building damage or level of protection as a function of charge
weight and charge standoff. Work which is funded by the US Army Corp of Engineers at Omaha
is currently underway at SwRI to reduce the effort involved in the input of typical buildings.
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ABSTRACT

Two widely available general purpose computer programs for three-dimensional nonlinear
dynamic finite element analysis were applied to three types of reinforced concrete structures of
recent interest to Navy explosive safety: a novel cylindrical missile test cell concept, flat slabs
with variable shear steel, and a soil-covered roof slab for a new high performance magazine
concept. Results from codified single-degree-of-freedom (SDOF) methods for design of
explosive safety structures were considered and compared with finite element technology. An
overview of these baseline studies is presented.

A commercial implicit finite element program was used to analyze the cylindrical missile
test cell. Three-dimensional model construction, nonlinear concrete material modeling, and
dynamic response were emphasized. Support for embedded reinforcement modeling was found
to be very useful in construction of the model so as to retain the inherent anisotropic behavior
of the composite structure. Concrete material modeling capability was highly sophisticated, but
problematical in application when substantial cracking accumulated in the dynamic response.
Sufficient results were nonetheless obtained to demonstrate the value of computational structural
dynamics technology in providing detailed understanding of the behavior of complex explosive
safety designs.

An explicit finite element program was used to analyze the dynamic response of two flat
slabs subjected to conventional blast pressure levels. Elasto-plastic models included in the
material library were used to model the material behavior of concrete and steel. The rebar
pattern was modeled via the discrete reinforcement method; no embeded modeling capability
existed. Measured residual deflections from field tests were compared to calculations from both
three-dimensional finite element models and codified SDOF methods. In these limited data, the
codified SDOF method was prone to unconservative results, while the finite element method
bracketed the measured residual displacements, and further, successfully calculated observed
failure modes and the onset of buckling in the reinforcement.

The explicit finite element program was also applied in the analysis of the soil-covered
roof slab design. In this case, the blast load pressures were an order magnitude higher, and the
concrete material response included hydrodynamic behavior. The three-dimensional finite
element model also included discrete reinforcement modeling and elasto-plastic behavior of the
rebar. The dynamic response of the slab was calculated up to onset of a localized failure mode.
This failure mode was consistent with initial field test observations of breach failure modes in
scale models of slabs.

It is concluded that commercial or available general purpose finite element programs for
nonlinear dynamic analysis of reinforced concrete structures merit wider recognition and
application in analysis and design of explosive safety systems. However, these programs have
definite strengths and weaknesses, and consequently proficiency in their application must be
developed to exploit them as resources.
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INTRODUCTION

Traditional design of reinforced concrete structures to resist blast loads has been based
on structural dynamics of elastic-plastic lumped parameter models of one or two degrees of
freedom. These models are well explicated in the classical reference by Biggs (1964). In
addition to this analytical technology, design procedures are also based on field testing experience
accumulated in explosive safety engineering for the past quarter century. The combination of
traditional structural dynamics and field test experience has led to a semi-empirical method for
L the design of explosive safety facilities as embodied by the standard Tri-Services guide,

NAVFAC P-397 Design Manual (1991). However, this guide does not address modern
computer methods in structural dynamics and finite element methods. It neither promotes nor
b precludes their use in the analysis and design of explosive safety facilities. Nonetheless, it is of
! interest to investigate how well these modern methods perform, and whether they merit further
recognition in conjunction with codified procedures in explosive safety.

Objective

The objective of this paper is to discuss the effectiveness of modern computational
structural dynamics methods which have been applied to recent problems in naval explosive
containment facilities constructed of reinforced concrete. The methods are embodied by two
widely used general purpose, nonlinear dynamic, finite element computer programs. One is
based on implicit and the other on explicit, temporal integration of the equations of motion.
More detailed information on this subject is presented in a corresponding NCEL technical report
(Shugar, et al., 1992).

Structural Analysis Models Studied

The reinforced concrete structures studied include a novel missile test cell concept
subjected to an internal blast load, flat slabs subjected to close in blast loads and a soil-covered
roof slab subjected to an internal blast load which has been recently proposed for a high
performance magazine concept.

The unique feature of the missile test cell analysis is the complexity of the steel
reinforcement model which was constructed using the embedded reinforcement model method.
In contrast to this method discrete reinforcement models were employed for the analysis of the
flat slabs and the soil-covered roof slab, both of which have comparatively regular patterns of
reinforcement. The missile test cell analysis was addressed with the implicit code, ABAQUS
(1989), whereas the flat slabs and soil-covered roof slab were analyzed with the explicit finite
element program, DYNA3D (Hallquist and Whirley, 1989). In general, implicit codes are
suitable to analyses dealing with slow, sluggish dynamic loads, while the explicit codes are
suitable to highly transient dynamic loads. On the other hand, reinforced concrete modeling
capability is more substantial in ABAQUS than in DYNA3D. This is because the former
supports modeling of complex reinforcement patterns, and because the concrete model is more
sophisticated; it includes strain softening and orthotropic cracking behavior, for example.
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The DYNA3D analysis of the flat slabs was noteworthy because some experimental data
was available and was used to compare computed and measured dynamic response. Two slabs
were studied, one with substantial shear steel reinforcement, and the other with no shear steel
reinforcement.  Further, comparisons included computed dynamic response as calculated
according to the NAVFAC P-397 Design Manual.

The unusual feature of the the soil-covered roof analysis was the magnitude of specified
blast loads. These were an order of magnitude higher than in the missile test cell analysis. This
necessitated an auxiliary study of DYNA3D material models available for concrete behavior in
the hydrodynamic range, as well as in the shear deformation range. In addition to discussion of
the dynamic response of the roof, an approach to computing fragment and debris distance is also
discussed.

NONLINEAR DYNAMIC FINITE ELEMENT ANALYSIS OF
REINFORCED CONCRETE MISSILE TEST CELL

In this baseline study we addressed the problem of analyzing a reinforced concrete missile
test cell (MTC) structure subjected to an internal blast load. The study employed ABAQUS
Version 4.8, which is a general purpose implicit finite element program for static and dynamic
analysis. The study featured accurate replication of three-dimensional geometry and composite
structural behavior for a complex reinforced concrete design. Accurate modeling of an entire
reinforced concrete structure was pursued, and how current technology addresses nonlinear
material behavior such as cracking and crushing of concrete was studied.

Though the study included linear static analyses, eigenvalue analyses and linear dynamic
analyses of the MTC, these and other results are generally omitted for brevity. The discussion
given emphasizes the MTC model development, the nonlinear concrete material model, and the
numerical results for the nonlinear dynamic response of the MTC wall.

Missile Test Cell Model Development

Commercial computational methods that may be used for the analysis of a complex
reinforced concrete missile test cell are limited to ones based on implicit temporal integration
algorithms. This adversely impacts the requirement for computational efficiency. For large
scale problems this may mean that the analysis will be prohibitive. Codes based on implicit
temporal integration are technically capable of predicting high frequency response, and are
capable of predicting both nonlinear material and nonlinear geometric behavior, but the required
computational power can be prohibitive.

Blast Load and Expected Structural Response. To model the MTC so that its dynamic
response can be accurately computed, the blast load should be determined as closely as possible.
For purposes of this investigation, the MTC is presumed subjected to the two-phase design
(internal) blast load graphed in Figure 1 which is based on an inadvertent detonation of a missile
warhead.
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The bilinear triangular pressure history shown is composed of an initial triangular shock
pressure phase and a subsequent triangular gas pressure phase (Murtha and Dede, 1988). In this
case, the pressure is further assumed uniformly distributed over all internal surfaces of the MTC.
The shock pressure history includes a 2,560-psi peak pressure with a duration of 1.75
milliseconds and a specific impulse of 2,240 psi-ms.

The calculation of the gas pressure phase is based on containment of the products of
detonation. This phase has a comparatively low magnitude, long duration triangular pressure
history. The semi-empirical method used and the computer program developed for calculating
the gas pressure loads are described by Tancreto and Helseth (1984). According to this
methodology, the gas pressure history depends on the shock pressure and various geometric and
physical properties of any venting mechanisms present. In the case of the MTC, a frangible
circular aperture in the back wall constitutes a venting mechanism which is factored into the
computation. The resulting gas pressure history shown has a peak value of 307 psi, a duration
of 177 milliseconds, and a specific impulse of 27,155 psi-ms which is substantially larger than
the specific impulse of the shock phase.

MTC Configuration and Steel Reinforcement. The MTC is fundamentally a reinforced
concrete thick-wall cylinder with thick circular plate endwalls. The walls of the structure are 32
inches thick, and the inside chamber is approximately 20 feet in diameter and 30 feet in length.
Regarding model construction, these simple geometrical aspects are deceiving because the
geometrical complexity of the steel reinforcement is substantial. Modeling this complexity
represented the major challenge to the development of the finite element model of the MTC for
it was desired to retain, as closely as possible, the anisotropic behavior inherent in its composite
design.

Description of the MTC steel reinforcement design is facilitated by subdividing it into
three sections as shown in Figure 2; they include the cylinder, the front wall and the back wall.
The geometrical patterns shown in these graphics are the result of an intermediate stage of the
reinforcement modeling procedure which employed computer aided design software. This stage
was necessary to clarify and define the reinforcement patterns from data taken directly from
design drawings of the MTC.

The hoop and longitudinal steel reinforcements for the cylinder subsection, which are
indicated in Figure 2a, are comprised of #11 bars. Groups composed of four concentric hoop
bars are located at stations every 6-inches along the length of the cylinder. To each of the four
hoop bars there corresponds a layer of longitudinal reinforcement. Each layer contains 156
longitudinal bars equally spaced about the circumference at intervals of 2.3 degrees.

The reinforcement design for the back wall of the MTC is shown in Figure 2b. It is
composed of two identical layers of mutually orthogonal hoop and radial bars. One layer each
is embedded just beneath the inside and outside concrete surfaces of the wall.

The front wall reinforcement design shown in Figure 2c¢ is more complex since the
aperature is rectangular instead of circular to provide for a blast resistant access door. The radial
steel is similar to the radial steel in the back wall in that only every other bar extends from the
outer perimeter to the aperture. The radial reinforcement consists of 156 #6 bars, and the hoop
bars are #11 bars in both end walls.
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In addition to the primary reinforcement described, the MTC design also included shear
steel and diagonal bars, which for clarity are omitted in these graphics. For example, the shear
steel consists of stirrup bars tying together the four concentric layers of primary bars in the
cylinder wall. These stirrup bars are meant to confiie the concrete to the hoop and longitudinal
steel bars. The diagonal bars are #11 bars, and they were intended to reinforce the interface
between the cylinder and the front and back walls. To this end, a pair of crossing diagonal bars
were included at each of 156 uniformly spaced stations around the two perimeter interfaces
between the cylinder and end walls.

Three-Dimensional Finite Element Model. The three-dimensional finite element model
of the MTC is shown in Figure 3. One plane of symmetry is exploited due to symmetry of the
structure and applied load. Eight-node brick elements in which the displacement fields are
interpolated linearly were prescribed. Two elements were prescribed through the thickness of
the wall. Earlier models were also developed with four elements through the thickness, and
linear static runs indicated that the radial stiffness of the MTC model was the same for either
model. The model possessed 1300 nodes or 3900 degrees of freedom. PATRAN Plus (1989),
Release 2.4, was employed to generate the basic three-dimensional models. It has ABAQUS file
format translators for basic mesh and surface load information, but it does not support the
ABAQUS embedded reinforcement data files which describe the reinforcement model.

Description of Embedded Element. The steel reinforcement model is constructed by
the embedded reinforcement model approach. The advantage of this approach is that it provides
a reasonably accurate replication of the effect of reinforcement while being convenient and
expedient to implement into an existing finite element model. No changes to the aforementioned
finite element model (Figure 3) were required to introduce the reinforcement model, in spite of
the complexity of the reinforcement patterns. A recent discussion of the embedded reinforcement
modeling method is provided by Cervera, Hinton and Hassan (1989).

A sketch of an embedded element is shown in Figure 4. This element is typical of the
cylindrical wall of the MTC model, so that principal directions are labeled hoop, longitudinal
and radial. Two such elements, each 16 inches thick, model the wall through its thickness.
There are four layers of steel reinforcement in the wall, of which two exist within each element.
Shown here is the inner element with the bottom node lying in the internal cylindrical surface
of the wall, and the top node lying in the middle surface of the cylindrical wall. The exact
locations of the two inner layers of reinforcement relative to the middle surface are indicated.
Each layer is a smoothed composition of bars running through the element. Moreover, a layer
possesses an anisotropic or directed stiffness corresponding to the percentage and direction of the
steel. This stiffness is superimposed on the otherwise isotropic stiffness of the parent concrete
element.
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Embedded Reinforcement Element Test. Forces were applied to the nodes of a single
embedded element (Figure 4) to demonstrate the anisotropy in load-deflection behavior due to
the embedded steel reinforcement. The node forces were applied in the longitudinal, hoop and
radial directions in separate tests. The applied nodal forces were uniform and predetermined
such that without reinforcement, the plain concrete element would experience | psi axial stress
in each case.

The numerical resuits of the three cases, with and without reinforcement present, are
compiled in Table 1. The top and bottom node point displacements and element concrete stresses
which were computed agree with the expected solution in the absence of the steel reinforcement.
Comparison between these values and values computed with the reinforcement present
demonstrated that the anticipated anisotropic behavior of the embedded reinforcement was
present. The results showed that the steel reinforcement added more stiffness to the upper
portion of the element in both the longitudinal and hoop directions, as would be expected from
the placement of the two steel layers nearer the upper half of the element. Correspondingly, the
element concrete stresses diminish below 1 psi in the longitudinal and hoop directions because
the applied load is shared by the steel reinforcement. The element stiffness in the radial direction
is otherwise insensitive to the longitudinal and hoop reinforcement.

Table 1. Embedded Element Behavior

Node Displacement Concrete Stress*
Nodal (in. x 10°) (psi)
Load

Direction Without Steel With Steel Without Steel With Steel
Top/Bottom Top/Bottom Top/Bottom Top/Bottom
Longitudinal 1.600/1.600 1.261/1.317 1.000/1.000 0.800/0.810
Hoop 1.600/1.600 1.240/1.310 1.000/1.000 0.790/0.800
Radial 0.533/0.533 0.533/0.533 1.000/1.000 1.000/1.000

*Concrete stresses are reported at the top and bottom Gauss points.

MTC Reinforcement Model Description. ABAQUS provides a graphics package for
visual checking of the input data snecifying the location of embedded reinforcement. Samples
of these graphics for the MTC model are shown in Figure S, in which the reinforcement model
is shown located relative to the three-dimensional finite element mesh. A longitudinal vertical
section through the MTC’s steel rebar cage model is shown in Figure 5a. For clarity, it is only
one element deep in the direction perpendicular to the section. The four nested layers of
longitudinal steel running horizontally through the cylinder wall and terminating at the end walls,
are clearly visible at both the top and bottom of the cylinder. The thinner vertical lines
uniformly spaced in the section of the cylinder vall represent stirrups.
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Design of haunches in a conventional sense aims to provide fixity against rotation to
develop the strength in adjoining walls and slabs. These graphics show how the crossing pair
of diagonal bars in the haunch design of the MTC are modeled in detail. Each bar is modeled
individually. This capability demonstrates unprecedented potential for accurately modeling the
dynamic anisotropic interaction between walls and slabs in corner regions of explosive safety
facilities in a reasonably automated fashion. Design and analysis procedures in explosive safety
typically ignore this interaction which nonetheless is important to the overall dynamic response
of magazines or missile test cells.

In Figure 5b, multiple layers of hoop and radial steel through the wall thickness are
shown for the back wall. A similar model of the front wall reinforcement had an elliptical rather
than a circular hoop reinforcement pattern near the aperature.

Nonlinear Concrete Material Model

The necessity of modeling nonlinear material behavior of concrete in explosive safety
applications of finite element technology is apparent when it is considered that these structures
are designed to sustain severe damage while containing or managing explosions. The anticipated
extent of nonlinear material behavior might well vary with the particular facility, and modeling
this behavior may be more important for some designs than for otheis. Compression behavior
is important, for example, because compressive stresses equilibrate tension forces in steel rebar
at cracked sections in flexure. Even if the compressive strength is not exceeded in such cases,
the stress-strain behavior may well be nonlinear.

Moreover, failure of concrete in tension precipitates cracks which propagate and affect
subsequent dynamic response. Nonlinear concrete material modeling is therefore primarily
necessary for accurate determination of cracked surfaces and hence the structural modes which
participate in the subsequent dynamic response of the structure.

Nonlinear concrete material models are generally very complex both theoretically and
computationally. The overall complexity of modeling reinforced concrete is reduced somewhat
by the strategy of modeling the reinforcement separately (e.g., using an appropriate
reinforcement model) from modeling the concrete material behavior.

The interaction between reinforcement and concrete, known as bond-slip behavior, is
rarely accounted for in today’s technology. Bond-slip models are the subject of ongoing basic
research at NCEL (Cox and Herrmann, 1992), as well as elsewhere. Such models have been
used with embedded reinforcement models for steel, for example by Elwi and Hrudey (1989).
However, the technique remains tentative and embryonic as the discussion by Pandey (1991)
suggests. Schnobrich (1989) suggests that application of bond-slip models is currently prohibitive
with large, nonlinear finite element analysis of reinforced concrete structures.

Theoretical Aspects. Theoretical complexity derives from the concepts of the theories
of plasticity and continuum damage mechanics as applied to the failure of brittie materials. Such
materials exhibit very different behavior for compression and tension loadings, and the material
model is correspondingly very different for compression and tension stress-strain behavior. The
ABAQUS concrete material model uses plasticity theory to describe crushing behavior and
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damage mechanics for cracking behavior. These theories are combined to derive a constitutive,
or stress-strain, law for overall material behavior. The constitutive law is ultimately expressed
as a system of several nonlinear differential equations.

Computational Aspects. The constitutive law must be numerically integrated in a
manner analogous to numerical integration of an initial value problem. Computational complexity
derives from the algorithms used to integrate the system of equations along the stress-strain path
at special points within each finite element known as stress points or Gauss points. For example,
the nonlinear concrete material model implemented in ABAQUS, as described by Resende (1987,
1989), is over 4,000 lines of code in length. In an implicit nonlinear dynamic finite element
analysis, this code sequence must be traversed for each Gauss point, within each element, for
each iteration, within each load step, over the history of the dynamic response. For a single
three-dimensional analysis using the MTC model, this could amount to over one million traverses
of the material model loop. Clearly these analyses are not suited to personal computers, and
require at least the use of very powerful workstations.

Practical Aspects. The ABAQUS nonlinear concrete model is limited to confining
pressures below three to four times the concrete compressive strength. Hydrodynamic material
models such as are available in DYNA3D offer an alternative in this regard when much higher
pressures are encountered.

Furthermore, while the concrete material model handles severe loading, well beyond the
elastic response, it is limited to relatively monotonic loads. The ABAQUS concrete material
model should therefore be applicable to problems involving over pressurization of containment
structures such as nuclear reactor containments or missile test cells since there is generally little
interest in the response after only a very few cycles. Conversely, it is not suited to high
performance magazine concepts wherein design pressures are of an order magnitude higher than
the compressive strength, or to severe seismic loads where cyclic inelastic response with many
cycles is important.

Nonlinear Dynamic Response of MTC Wall

It was discovered that the nonlinear dynamic response of the MTC using the
aforementioned three-dimensional model could not be computed satisfactorily due to the extreme
sensitivity to cracking of the concrete material model. In the material model, cracks form when
the direct stress exceeds the tensile strength of concrete. Secondary cracks form in planes
orthogonal to the plane containing the initial or primary crack. At most we were able to simulate
only the first 1.6 ms of the dynamic response before secondary cracking took place, which could
not be handled by the material model. This deficiency is now documented in ABAQUS version
4.9.

Simplified Model of the MTC Wall. To determine further the cause of the difficulty,

a simpler model of the MTC wall was constructed. This model consisted of a transverse section
through the cylinder, and was formed directly from a ring of solid elements from the center of
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the three-dimensional model. Plain strain conditions were imposed on this layer of elements, so
that the dynamic response derived from this model would be strictly applicable to the wall of an
infinitely long tube possessing the cross-section shape of the MTC.

Attempts to run the simplified model were successful, but not before many failed attempts
occurred which were similar to those for the three-dimensional model.

Post mortem data of failed runs indicated that primary radial cracks had formed in the
wall in a rational manner, but that the directions of secondary cracks which also formed were
arbitrary and meaningless. Furthermore, the occurrences of secondary cracks were correlated
with occurrences of hashing in the reported hoop stress data in the MTC wall. The hashing, or
occurrence of large spikes in the response, was spurious since subsequent to formation of radial
cracks, the concrete hoop stress response should have diminished smoothly to zero with
continued loading. It was found that boundary conditions at the base of the MTC induced high
bending moment in the wall which caused severe cracking to occur, and this overburdened the
concrete material model’s capacity to handle cracking correctly. The difficulty was finally
resolved when boundary conditions representing support at the base of the model were removed.
Subsequent to that adjustment, the simplified model ran reasonably successfully.

Unfortunately, similar adjustment of the boundary conditions at the base of the three-
dimensional MTC model did not noticeably improve subsequent simulation attempts. This model
is more challenging to the concrete material model since the additional geometrical complexity
induces severe stress concentrations, particularly at the interface between the cylinder and end
walls, which leads to widespread cracking. These stress concentrations were clearly visible in
the results of preliminary linear static runs with the three-dimensional model.

Dynamic Response of the MTC Wall. Using the unrestrained simplified model of the
MTC wall, the nonlinear dynamic response was computed relative to the prescribed blast load
(Figure 1). The simulation terminated after 30 ms. The displacement fields at three intermediate
stages of the response are depicted in Figure 6 where the radial expansion of the wall and base
are shown (exaggerated for clarity).

The nonlinear dynamic response at top dead center (TDC) of the wall is shown in Figure
7. The first peak occurred at 12 ms and the second peak occurred at about 28 ms as shown in
Figure 7a. The second peak is slightly larger at 2.3 inches displacement on the cylinder inner
radius.

The hoop stress response at TDC is shown in Figure 7b. These data are remarkable for
they show the relationship between radial cracking of concrete and progressive transfer of hoop
force to the steel reinforcement at this section. This information is important to a detailed
understanding of how the MTC wall behaves in resisting load. It would otherwise be difficult
to obtain this information experimentally in full scale or model field tests of any reinforced
concrete structure or structural element subjected to severe blast loading. It typifies the potential
contribution of modern computational structural dynamics methods in supplementing information
gained from full scale or model tests in explosive safety research.
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(a) Longitudinal section through cytinder. (b) Isometric view of back wall model.

Figure 5. Embedded reinforcement model for MTC.
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Figure 6. Dynamic response of MTC wall.
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Figure 7. Dynamic response of MTC wall at TDC.

The aforementioned response results are from the inner finite element at TDC. Similar
results also occurred for the outer element, thus indicating that the 32-inch wall was completely
fractured at TDC. The peak tensile stress shown for the concrete is 540 psi, which was precisely
the value prescribed in the material model for the tensile strength of concrete. The section
completely cracks within the first millisecond, and data from other finite elements in the wall
indicate that this response was also typical of most of the wall. That is, the concrete strength
of the wall was not a factor after the first millisecond in resisting the residual gas pressure
impinging on the wall.

The hoop steel reinforcement was seen to carry the load for tiie great majority of the
dynamic response. These results tend to corroborate the assumption made in the MTC design
that the concrete strength plays a negligible role in resisting internal blast loads and may be
ignored (Ayvazyan et al., 1988).

The two inner layers of hoop reinforcing bars are shown to yield at the prescribed value
of 86.7 ksi (Ayvazyan et al., 1988) within the first three milliseconds. Again these data were
typical of the entire section and of most of the wall. Prescribed strain hardening of the bars was
also evident in the response subsequent to yield until such time as the wall rebounded after 12
milliseconds had elapsed. Complete unloading of the hoop reinforcement was indicated, and in
fact the bars momentarily experience compression before the second cycle of the response. These
data warn that buckling of reinforcing bars designed primarily to resist tension forces is often
a possibility due to rebound. A similar observation is made in the subsequent description of the
computed dynamic response of reinforced concrete slabs.
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NONLINEAR DYNAMIC FINITE ELEMENT ANALYSIS
OF REINFORCED CONCRETE SLABS

An assessment of explicit tinite element methods using the program DYNA3D is carried
out in this section. Data trom blast tests of reinforced concrete slabs conducted by NCEL were
used to evaluate the calculations of dynamic response from DYNA3D as well as from standard
NAVFAC P-397 single-degree-of-freedom (SDOF) methods. It is shown that finite element
technology can provide very detailed insight into the structural response as well as improved
accuracy tor close-in blast loads.

Slab Test Program Overview

Dynamic blast load tests have been conducted on 12 two-way reinforced concrete slabs
to verity shear reintorcement design criteria for NAVFAC P-397. Test results were reported by
Tancreto (1988).

The test setup is shown in Figure 8. A 7.5 x 7.5 x 8 ft. deep cubicle was used to support
the test slabs. The 10.5 x 10.5 tt. slabs (clear span 7.5 ft) had their outer 1.5 ft. edge clamped
to the cubicle top.

Only slabs [ and V were analyzed in the present study. Slab I had 1.06% (each way,
cach face) longitudinal steel (#2 deformed bars, yield stress 74.5 ksi) at d/2 spacing, W1 stirrups
(vield stress 60 ksi) at d/2 spacing, a 4.5-in. thickness, and an effective depthd = 3.1 in. Slab
V was designed with no shear steel, had a longitudinal steel percentage of 0.31% with #2 bars
at d spacing, a 6-in. thickness and a 4-in. effective depth.

Sphencal Composition C4 explosives (60 Ibs) were used to generate the blast loads (TNT
equivalency by weight of 1.13). Scaled standoff distances were 0.69 and 1.1 ft/Ib!/3 for slabs
l and V, respectively.

Finite Element Models of Slabs

A three-dimensional nonlinear dynamic analysis of the two slabs was carried out using
DYNA3D. In the finite element model, eight node solid elements and two node truss elements
were used to represent the concrete slabs and steel bars, respectively. Representation of bars
directly using truss elements is known as a discrete reinforcement model. Due to double
symmetry, only 1/4 of the slabs was discretized as shown in Figure 9. The solid elements are
3x3 inches in plan with variable thickness. Four elements are used through the depth. Truss
elements are located on the first layer in from each face. The steel area was lumped at 3 inches
on center as dictated by the size selected for the solid elements.

To facilitiate comparison to SDOF models the load was first assumed to be uniformly
distributed. The corresponding idealized triangular load history decreased from 5,724 to O psi
in 0.2 ms for slab I, and from 3,564 to O psi in 0.264 ms for slab V. A second round of
analyses considered a non-umiform load distribution. Pressure load histories were obtained using
the program SHOCK (NCEIL. 1988) in the absense of measured blast load data.
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To verify the different material models available in DYNA3D for the behavior of concrete
and steel, single elements were analyzed under tension and compression loads. From these tests,
material models 3 and 16 were chosen as best suited for steel and concrete, respectively.

Concrete properties used were as follows: the modulus of elasticity was 4,000 ksi,
Poisson’s ratio was 0.2, and the dynamic compressive strength was 6,000 psi. A dynamic
increase factor DIF of 1.25 to account for strain rate effects on strength was specified from
NAVFAC P-397. The pressure versus volumetric strain graph for specifying the equation of
state in DYNA3D material model 16 was used for concrete. For steel, the modulus of eleasticity
was 29,000 ksi, the Poisson ratic was 0.3, the dynamic yield stress was 97 ksi (DIF 1.3), and
{ the dynamic ultimate stress was 102 ksi (DIF 1.05).

Results and Discussion of the Dynamic Response for the Slabs

DYNA3D computations of the dynamic response, as well as design values from standard
NAVFAC P-397 single-degree-of-freedom (SDOF) methods, are compared to limited
experimental test data in the following.

Experimental Results. Measured maximum residual deflections were 8 and 8.3 inches
at the center of slabs I and V, respectively. These deflections were measured after rebound, and
are less than the maximum deflections reached during the tests. The deformed shapes, including
yield line formations, were also apparent in Figure 10. For slab I, classical yield lines formed
along the diagonals (Figure 10a). Slab V however exhibited a circular yield line about 9 inches
from the sides (Figure 10b). During the rebound phase buckling of the lower reinforcement at
the center of both slabs was observed.

SDOF Predictions. Design deflections, which included membrane action, were found
using SDOF modeling procedures from NAVFAC P-397 using the computer program SOLVER
(Holland, 1989). The results were 5.5 and 6.1 inches for the centers of slabs I and V,
respectively.

Using the simplified procedure in NAVFAC P-397, employing a constant plastic
resistance function, and design values for both steel and concrete, maximum deflections were
calculated again yielding 6.8 and 6.9 inches for slabs I and V, respectively. These values are
closer to measured residual values and represent an upper bound for SDOF predictions. Figure
11 shows the dynamic response data for the slabs.

In all cases, SDOF calculations of maximum response were less than the measured
residual deflections. Although maximum predictions are only 15 % off, they are unconservative.
This could be due to the fact that the SDOF model was employed assuming an equivalent
uniform load distribution which is not as severe as assuming a non-uniform load distribution.

DYNA3D Predictions. Figure 11 also shows the dynamic response of both slabs using
DYNA3D. Experimental residual deflections fall between the residual deflection values predicted
by the uniform and non-uniform load cases, the former being unconservative and the latter being
conservative.
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Computed displacement fields at specific times are shown in Figure 12. Figure 12a
shows the deformed shape of slab I at peak displacement under uniform and non-uniform loads.
Classical yield lines for this slab are indicated by the greater deflections along the diagonals.
Figure 12b shows the deformed shape of slab V at 50 ms (displacements enhanced for clarity).
Experimental yield line patterns for slab V were circular, and the finite element model also
computed a circular localized deformation for this casc.

Figure 13 shows a typical stress-time history of a bar located at center bottom of slab V.
Initially, both top and bottom steel bars go into compression (less than 16 ksi for all cases) for
a very short time while the shock load is still being applied. Later both top and bottom steel go
into tension reaching yield stress, indicating that membrane action is taking place. During
rebound, top and bottom bars unload and go into relatively high compression. In practice, these
high compression stresses will not be reached because the bars are usually not braced against
buckling. Buckling of the lower bars was discovered in photographs of the tested slabs as a
result of analysis of these finite element data. However, beyond the indication of potential
buckling in bars the finite element simulation was not necessarily accurate because it did not
account for buckling phenomena.

Summary of Alternative Methods. In the case of close-in explosions it appears from
these results that SDOF design criteria predictions can be unconservative unless the non-
uniformity of the load is some how accounted for when computing the dynamic response.
DYNA3D predictions with uniform and non-uniform loading, using material model 16, provided
lower and upper bounds for the measured residual deflections. Dynamic responses from
DYNA3D with uniform loading assumed were in reasonably close agreement with results from
SDOF models. In addition, the finite element models provided an efficient and accurate way to
obtain detailed information on the nonlinear dynamic response and structural behavior of flat
slabs, including yield line pattern, concrete and rebar stress histories, and prediction of the
potential for reinforcement buckling.

NONLINEAR DYNAMIC FINITE ELEMENT ANALYSIS OF
A SOIL-COVERED REINFORCED CONCRETE ROOF

The explicit finite element code DYNA3D was evaluated for a problem involving much
higher blast loading pressures. A soil-covered reinforced concrete slab represents the roof of a
proposed high performance magazine concept, currently being developed at NCEL, consisting
of several adjacent cells for efficient explosives storage.

The objective of the numerical analysis is to determine the dynamic behavior of the roof
slab due to a very high pressure (up to 24 ksi) explosion in one of the cells. This study also
included examination of computed initial debris velocities of concrete fragments emanating from
the failed slab.
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Reinforced Concrete Roof

The high performance magazine is designed to store a large amount of munitions in a
small area, thus reducing the encumbered land around storage facilities required for safety. The
preliminary design for the magazine is that of a large buried structure with munitions to be stored
in cells, as shown in Figure 14.

The roof is a 2-foot thick reinforced concrete slab constructed of 4,000-psi concrete (150

Ib/ft}) with top and bottom reinforcement of Grade 60, #9 bars running in both directions at 10
inches on center. Shear reinforcement consisting of Grade 60, #4 bars connects each intersection
of the longitudinal bars across the top and bottom of the siab.
! The roof primarily functions as a one-way, simply supported plate carrying four feet of
soil cover (110 1b/ft}). The soil cover provides mass for enhancing kinetic energy dissipation
of the blast energy. Since the soil cover is presumed to be unreinforced, no resistance is
expected from its strength (only its inertia will contribute). The roof is supported by the outer
walls and the middle wall in the long direction. It is lightly connected to these walls, and this
connection is designed to offer no resistance to uplift due to an internal explosion.

The wall design of the cells is aimed at preventing sympathetic detonation, so that an
explosion in one cell will not detonate munitions stored in another cell. The roof, however, will
be subjected to the full force of the explosion and is designed to suffer considerable damage and
absorb most of the energy released (through strain energy mechanisms involving nonlinear
material behavior and large residual deflections). Due to the cell concept, the blast load will be
off center and nonuniform, as shown in Figure 15a.

Blast loads were obtained using the program SHOCK, as described in the previous study.
A charge of 10,000 ibs detonated in a central cell was simulated. Figure 15a shows the shock
wave scaled impulse loading (units are psi-ms/lb” 3). Pressure values are obtained from P =
21/t, where 1 = scaled impulse x 24.27 (scaling factor, lb”3) and t = 4.06 ms is the load
duration, which is assumed constant over the roof. The load time history at a point above the
charge is shown in Figure 15b. It includes both the initial shock load and the residual gas
pressure. The gas pressure load is relatively low but lasts for 20 seconds.

Finite Element Model of the Roof Slab

The concrete slab was represented via eight-node three-dimensional solid elements. Two
solid elements were used through the depth. To simplify the discretization, the concrete cover
was not modeled but its mass was added to the concrete core. Element generation was carried
out using the DYNA3D preprocessor program INGRID (Stillman and Hallquist, 1985), as well
as a custom made preprocessor. A top view of the finite element mesh is shown in Figure 16.
The single plane of symmetry for the problem is exploited.

To accurately capture the response of the reinforcement, a discrete reinforcement model
of the steel in the roof was implemented. This method is generally more accurate than a smeared
or an embedded reinforcement model, and well suited for reinforcement patterns which are
regular. Although an embedded model would also be efficient, it is not available in DYNA3D.
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Top and bottom steel meshes were modeled using discrete two-node truss elements located
at 20 inches on center, i.e. each element representing the contribution of 2 bars. Similarly, the
shear reinforcement was lumped at 20 inches on center, each truss modeling the cross sectional
area of 4 bars lumped together. The way in which the steel bars are lumped together depends
on the design of the three-dimensional discretization of the concrete slab.

Material Models and Properties

An evaluation of the material models available in DYNA3D was performed to find
suitable models for the reinforcing steel and the concrete. The evaluation consisted of
compressive and tensile tests on single truss and solid elements in the expected stress and strain
ranges. For steel, material model 3, an elastic-plastic model with isotropic/kinematic hardening,
exhibited the expected elastic plastic behavior. For concrete, linear and nonlinear responses with
materials models 17, 16, 5 and 25 were evaluated using an 8-node solid element. Matenal
model 16, a concrete/geological material model, with no smeared reinforcement was determined
most suitable for plain concrete. In tension, it accurately captured cracking of the concrete,
whereas in confined compression it was able to reproduce the behavior of concrete under
pressures in excess of the 24 ksi peak pressure. This peak pressure is four times higher than the
compressive strength of concrete and could not be handled by the ABAQUS material model for
concrete according to Resende (1989). The direct use of ABAQUS is precluded for this problem
not only because it is an implicit code, but also because of acknowledged material model
restrictions.

Concrete and reinforcement were modeled with the properties shown in Table 2. The
program internally generates the remaining concrete properties. Yield stress and compressive
strength were increased to account for strengthening due to high strain rates.

Table 2. Maicrial Properties for the DYNA3D Roof Slab Model

Steel: Young’s modulus E = 29,000,000 ksi
Poisson’s ratio p =023 .
Yield stress o, = 82.5 ksi (DIF 1.25)
Tangent modulus E, = 447 ksi
Hardening Parameter p=1

Concrete Poisson’s ratio p= 0.2 _
Compressive strength f.’ = 6000 psi (DIF 1.25)
Cohesion a, = -1
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Dynamic Response of Soil-Cover~d Roof Slab

The deformed shape of the roof slab (enhanced five times) is shown in Figure 17 at two
different time steps in the dynamic response. It is observed that the displacement field is very
localized. However, there 1s also a rigid body displacement component in the long-term
computed dynamic response. For example, the entire roof rises uniformly about 8 inches in 30
ms.

Figure 18 shows the concrete stresses in the plane of the slab. Upon arrival of the shock
wave the concrete goes temporarily into compression, then unloads, cracks in tension and loses
all load-carrying capacity. The elements closest to the load are subjected to longer lasting and
more severe compression, as should be expected due to local slab bending. After element
cracking, the concrete mass is assumed to be still acting on the system. However, cracking of
the top elements occurs at 2.5 milliseconds and it is expected that the concrete cover would then
separate from the roof slab and generate debris.

Figure 19 shows the stresses in ten lower reinforcing bars along the plane of symmetry,
five on each side of the point of maximum load. Some of the bars are seen to reach yield
between 16 and 18 ms. At that point it is expected that additional debris will separate from the
roof slab.

Figure 20 shows contours of the velocity field at 7 ms and at 27 ms. The velocity time
history at the point just above the load yields the highest velocity, 2500 in/sec, which is reached
at about 8.5 ms, as shown in Figure 21. Knowledge of the velocity field at various times
facilitates computing the distance of debris fallout, which in turn will help characterize the
effectiveness of the soil-covered roof slab concept.

Calculations for the dynamic response of the high performance magazine indicated that
blast effects on the roof will be highly localized. The concrete directly above the blast should
crush early, then carry pressure hydrodynamically during the shock load phase.

Debris Prediction Data. Calculations of the dynamic response also indicated that the
rebar directly above the blast load will yield and snap early, thus reducing the concrete
confinement and releasing parts of the roof slab as debris. The model did not allow for direct
prediction of actual debris and release of broken bars, and the predicted dynamic response will
therefore diverge from the actual one when the reinforcing bars reach their ultimate capacity.
However, debris distance predictions can be facilitated with this data as follows:

N knowledge of the complete concrete stress field and rebar stress response as a
function of time allows the determination of the time and the amount of debris
separation;

(2) knowledge of the complete velocity field as a function of time allows the
determination of initial debris velocities;

Similar calculations of debris velocity from slabs using DYNA3D have been reported (Terrier
and Boisseau, 1989) where agreement is shown with debris velocity measurements.
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Independent calculations using the program FRANG (Wager and Connet, 1989)
determined the average velocity of debris from a 16- by 28-foot breached area directly above the
cell. The program calculates pressure time histories resulting from an explosion in a room which
has vents and frangible panels, i.e. panels designed to break loose and provide additional vent
area. Displacement, velocity and acceleration histories of the frangible panels are also
determined.

It was found that for the weight of a 4-foot soil cover, the average maximum velocity of
the debris would be 2400 in/sec (Murtha, 1992). Those calculations assume that fragments have
already separated from the roof, and their velocities were therefore expected to be somewhat
higher than velocities calculated by DYNA3D. From Figures 20 and 21 it is observed that the
velocity field above the cell at 8.5 ms (maximum values) varies between 700 and 2500 in/sec for
an area of about 20 by 20 ft.

Recent NCEL field tests on a 1/10 scale model of a high performance magazine (Murtha,
1992) have qualitatively confirmed localization of the deformations and breaching of the roof
above the cell which had been predicted by the results from the three-dimensional nonlinear
dynamic finite element analysis.

Summary of Soil-Covered Roof Slab. The explicit finite element program DYNA3D
was successfully used in modeling the soil-covered roof slab which was subjected to an unusually
severe blast load. It was shown that concrete and reinforcing bar stress histories can be obtained,
yielding information on cracking, concrete cover separation, bar yielding and rupture. Initial
debris velocity fields can also be determined, which in turn facilitate the calculation of debris
distances.

CONCLUSIONS

Three-dimensional nonlinear dynamic finite element studies have been carried out for
three classic problems in Navy explosive safety engineering; these include a specialized missile
test cell design concept, reinforced concrete slabs with variable shear steel design, and a soil-
covered roof design for a proposed high performance magazine. Two widely available general
purpose computer programs were applied in these analyses, one based on implicit and the other
based on explicit temporal integration of the equations of motion.

Application of these computer programs can provide a viable alternative to codified
single-degree-of-freedom (SDOD) methods currently used in the design and analysis of explosive
safety structures. This modern technology can be at least as accurate as historical SDOF
methods for computing dynamic response, and can provide substantially more detail on structural
behavior, particularly when special structural concepts are encountered.

Concrete material models which have been implemented in commercial implicit computer
programs are sophisticated, but they can be unreliable and cause simulations to terminate
prematurely. This difficulty is partially offset in programs that provide for users to supply their
own specialized material model subroutines which may be more suited to specialized problems.
Implicit programs were found to provide for excellent reinforcement modeling capability when
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they supported embedded reinforcement modeling. This capability is important for explosive
safety because many designs include heavily reinforced sections and complicated reinforcement
patterns in both two- and three-dimensional configurations.

Explicit programs are more robust regarding large-scale numerical solutions of highly
nonlinear equations of motion describing the dynamic response of explosive safety structures.
However, their concrete material models are less mature than corresponding material models in
implicit programs. Moreover, reinforcement modeling is not as well supported in explicit
programs. Although they can model regular patterns of reinforcement, often found in slab
designs for example, they cannot model more complex patterns efficiently without embedded
modeling capability.

In summary, general purpose computer programs for three-dimensional nconlinear dynamic
finite element analysis represent a powerful tool for specialized problems in explosive safety, as
well as an attractive alternative for codified SDOF methods. Accurate models of specialized
reinforced concrete missile test cells and magazines can be constructed more fficiently using
available implicit programs, whereas, available explicit programs yield successful simulations
with less difficulty.
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Abstract

The stress and strain distribution in an impulsively blastloaded plate is far from equili-
brium. Part of the plate will be elastically strained whilst other part will be strongly pla-
stically deformed. A high explosive (HE) charge, detonating near to a flat steelplate pro-
duces an impulsive aerea-load. Stress and strain is time dependend and is different fror
element to element in the plate. The time-dependend displacement of nodes in the net
of finite element calculation and the time dependend stress and strain in elements that
correspond to the nodes will be discussed.
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1. Introduction

The designer of blast resistant structures should be aware that in an impulsively blastloa-
ded plate the distribution of stress and strain is far from equilibrium. Static design prin-
ciples are based on equilibrium and must be used carefully.

A high explosive (HE) charge, detonating near to a plate produces an impulsive
acrea-load. An impulse is imparted into the plate and any element of the plate is set
into motion. Only a small fraction, in the order of 1% of the kinetic energy, can be
transformed into elastic deformation. Most of the kinetic energy must be transformed
into plastic deformation. Stress and strain is time dependend and is different from ele-
ment to element in the plate. An extreme non-equilibrium loading situation was chosen
in order to highlight the differences to static loading.

The time-dependend displacement of nodes in the net of finite element calculation and

the time dependend stress and strain in elements that correspond to the nodes will be
discussed.
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2. Test Arrangement, Experiments

A spherical HE-charge (1 kg of PETN) d3etonates at some distance (HOB) above the
center of a square steelplate (1*1*0.002 m-). The plate was clamped along all edges to
a rigid support. The test arrangement is shown in Figs.2.1 and 2.2 (Ref.1, 2).

A typical experimental result is shown in Figs.2.3 and 2.4. The final shape of the
impulsively loaded plate is close to a pyramid, whilst a statically loaded plate results in
a near spherical shape. If the final shape is different, there must be a different mecha-
nism of deformation.

The maximum deflection of the plate's centerpoint as a function of the specific blastim-
puls (impulse per unit area imparted to the plate) is shown in Fig.2.5. The results from
10 experiments with a plate Im * Im and 2 mm thick and HE-charges at different HOB
and 8 results from numerical calculations obviously lie at one straight line. This dia-
gram demonstrates that the DYNA 3D FE-code is suited to describe the large deformati-
on of a steelplate under impulsive loading. More checks were done to confirm this re-
sult.

3. Numerical Calculation

The overall deformation of the steelplate, as well as stress and strain in different ele-
ments of the steelplate was calculated by means of the DYNA 3D code. Details, how to
find the best net-discretisation, to minimize the machine time and to optimize the input-
and output procedures can be found in the references 3, 4, 5, 6.

The numerical work with the FE-code can only be successful, if two sets of input para-
meters are correct:

- the load function in spacial and temporal distribution.
- the material properties.

The input load function was measured carefully with piezoelectric pressure gages at a
nonresponding platform (Ref.1). At close-in detonation the spherical shockfront is not
flat when it impinges the flat plate. It impinges first at the center of the plate (ground
zero) and then spreads to the edges. Different pressure-time histories for up to 20 zones
at the plate's surface were determined.

Additional numerical calculation was done for arrangements where no direct compari-
son with experimental results was planned. Identical input blast parameters had to be
used for different arrangements. In that case blast parameters from the literarature were
taken (Ref.5; 6).

Most of the numerical calculation was done with standard values for the material proper-
ties of mild steel under "static” load:

Mass Density 7770 kg / m3
Modulus of Elasticity 207 GPa
Poisson's Ratio 0.3
Yield Stress Tension 340 MPa
Yield Stress Shear 195 MPa (0.6 of tension)
Tangent Modulus 68.9 MPa / Strain (m/m)
Temperature 20 degree C
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Numerical calculation was done in the field of:

Different HoB for 1 kg HE charges (Ref.1, 4)

Difgegent spatial and temporal pressure distribution at the flat plate for spherical blast
(Ref.3, 4)

Centric and excentric detonation (Ref.3)

Square and rectangular plates (Ref.1; 3)

Effect of tension yield stress (525 MPA instead of 340 MPa) (Ref.1)

Effect of tangent modulus (3 GPa instead of 69.9 MPa) (Ref.1)

Effect of stiffeners (Ref.4)

Effect of a girder (Ref.5)

Discretisation of the plate in 2 layers

Results from different reports will be discussed.

4. Phenomenology of Impulsive Blastloading

A high explosive (HE) charge, detonating near a plate produces an impulsive aerea-
load. The time-scale of the process generally is milliseconds. The reflected blastpressu-
re at the plates surface rises suddenly to its peak overpressure and decreases to zero in a
time that is short relatively to the reaction-time of the plate.

An impulse is imparted into the plate and any element of the plate is set into motion.
The plate's mass contains an amount of kinetic energy that must be transformed into de-
formation. Only a small fraction, in the order of 1% of the kinetic energy, can be trans-
formed into elastic deformation. Most of the imparted energy must be transformed into
plastic deformation. The reaction-time is over when all the kinetic energy is transfor-
med and the plate is at rest.

The acceleration, velocity and displacement vs. time of a selected point (node) in the
center of the square plate will be discussed. The shape of the plate at different moments
of time will be shown as well as the final shape after the loading.

Fig.4.1 The shape of the plates cross-section from the center (left) to the fixed edge in
the middle of the span at 500 mm (right) is shown at 4 moments of time after the shock-
front arrival (Ref.2). The plate was loaded from above and moves downwards. At
0.125 ms the movement starts with a flat plate. At 0.875 ms the flat bottom has rea-
ched a displacement of 30 mm. A "knee" moves along the plate from the fixed edge to
the center and causes a rim at constant slope. The section of the plate that was passed
by the knee is at rest. The flat bottom moves downwards at constant velocity. It gets
smaller with time. At 2.2 ms the knee has reached the plate's center. The whole plate
was plastically deformed and is at rest now. This is the end of the reaction time.

Fig.4.2 The final cross-sectional shape of the deformed steelplate for different blastim-
pulses is shown. The plate was fixed at the left side. Different impulsive load was pro-
duced by different distances (HoB) of the HE-charge above the plate. The slope of the
rim gets steeper with increasing impulse. The final shape was reached at the same time
of 2.2 ms, independently of the load.

Fig.4.3 The center of the square plate was accelerated during the positive pressure
duration of 0.22 ms. Maximum acceleration is 58,000 g*s. Acceleration is zero from
0.22 ms to 1.8 ms, when a force acts in the opposite direction. Maximum acceleration
in the opposite direction is 36,000 g's at 2.2 ms.
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Fig.4.4 A certain amount of kinetic energy was imparted into the plate during the phase
of acceleration. We are intersted in the mechanism that reduces the kinetic energy. At
2.2 ms, at the end of the reaction time, there is no kinetic energy left, the plate is at
rest.

Fig.4.5 The velocity reaches a constant value of 75 m/s at the end of the acceleration
phase. The plate's centerpoint moves at constant velocity from 0.22 ms to 1.8 ms and
then is rapidly stopped. Zero velocity is reached at 2.2 ms.

Fig.4.6 The centerpoint moves at nearly constant velocity for 2.2 ms where it reaches
its maximum displacement of 150 mm. Some relatively small vibrations occur later
than 2.2 ms.

The discussion of the diagrams results in the following conception of the deformati-
on mechanism:

The deformation of steelplates at impulsive blastloading happens in the timeframe of
milliseconds. An amount of kinetic energy is imparted into the plate and must be trans-
formed into plastic deformation.

Any point of the plate is accelerated during the time of positive pressure duration.
Extremely high values of acceleration occur (some 10,000 g's). At the end of the acce-
leration phase a constant velocity is reached (some 10 m/s). A plastic wave or knee
starts in the moment of loading from all fixed edges and runs at constant velocity along
the plate to the plate's center (225 m/s). Any point that is caught by the knee will be re-
tarded roughly and comes to rest. Most of the kinetic energy must be transformed in
the running plastic knee. The reaction-time is determined by the time that it takes for
the plastic wave to run through the material from any fixed edge to the center of the
plate.

The mechanism results in a rim at constant slope, that depends on the loading impulse,
the mass and the strength of the material. The final shape of the deformed plate is pyra-
midal.

The mechanism of energy transformation and material deformation results in a spatial
and temporal stress and strain distribution in the plate that will be discussed in the follo-
wing section.

5. Stress and Strain in the Plate

The effect of a blastwave on a steclplate was computed by means of the explicit, 3-di-
mensional FE-code DYNA 3D (Ref.5, 6). Acceleration, velocity and displacement at
different points (nodes) of the plate was calculated as well as the shear stress, the effec-
tive stress and the effective plastic strain in corresponding elements.

A spherical 150 kg TNT-charge detonates at a distance of 6 m from a steelplate. The
plates dimensions are 7.2m * 2.5m * 0.004m. The blast data are 3.66 MPa reflected
peak overpressure, 3 ms positive duration and 2564 Pa*s specific reflected blastimpul-
se. The yield stress was 340 MPa. Large plastic deformation occurs.

The time-scale is 10 ms in all diagrams shown in this section.
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Fig.5.1 A pressure pulse of 3660 kPa peak overpressure and 3 ms positive duration im-
pinges on the flat surface of the plate at time 0. It transfers impulse to the plate and in-
duces the plate to movement. According to its mass and velocity the plate contains
kinetic energy that has its maximum at 1.8 ms. The kinetic energy decreases continous-
ly and is near 0 at 6 ms.

Fig.5.2 The effective stress in 3 elements of the plate is shown as a function of time.
The element B is situated near to the clamped edge and the element J at the midspan.

It takes 0.2 ms to reach the yield stress near the edge (B) and Ims at th> midspan (J).
The stress rises very fast (sub-millisecond) in each element.

The sudden rise of stress starts at different time in the elements from "near zero" stress
to yield stress. The "mechanism” that causes the stress to reach yield stress runs with
longitudinal acoustic wave velocity (5800 m/s) from the clamped edge to the plate's
center.

In all three elements the stress remains constant at a "yield stress plateau” for a period
of time. The moment of time is marked by an arrow when the stress in an element
exceeds the yield stress. This happens first at the clamped edge (B) and 2ms later at the
midspan (J). There must be a "mechanism” that causes the stress to exceed yield
stress at different moment of time in different elements.

When the Kinetic energy returns to zero (KE = 0 at 6 ms) the effective stress in the ele-
ments decreases below yield stress.

Fig.5.3 The time history of the shear stress in the elements is nearly identical to the ef-
fective stress. Shear yield stress was taken as 0.6 times the tension yield stress. Shear
stress is an important parameter in the deformation mechanism of the steelplate.

Fig.5.4 Effective plastic strain arises in an element at the time when the stress exceeds
yield stress in this element. The time to reach the maximum strain is different in the
elements.

The strain rate in m/m/s can be calculated and is different in the elements.

When the Kinetic energy returns to zero (KE = 0 at 6 ms) the plastic strain in the
elements has reached its maximum and constant value.

Fig.5.5 and 5.6 Stress and strain in 4 elements along the short fixed span are shown.
The strain exceeds the yield stress at the same moment in all the elements. Highest
stress arises in the middle of the span (A). In the corner (I) the stress exceeds yield
stress marginally. The plastic strain is marginal in the comner (I, 0.25%) and maximum
in the middle (A, 4.2%). Strain at the short span is smaller than at the long span (see
Fig.5.4, Element B).

Fig.5.7 The maximum strain in an element is directly proportional to the maximum

stress in the element. The stress-time history does not have an effect on the final plastic
strain.
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Clamped steel plate: L*im Belm d=2mm < Blast loading: 188ber t+-8.22ms
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Fig.4.3  Acceleration vs Time
Centerpoint of 3 Blastloaded Square Steelplate
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Clamped steel plate: L=im B=1m 0+2mm ~ Blast loading: 1@0bar t++3.22ms
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TRIALS TO DETERMINE THE CONSEQUENCES OF THE ACCIDENTAL
IGNITION OF STACKS OF HAZARD DIVISION 1.2 AMMUNITION

M.J. Gould,
UK Ministry of Defence, Explosives Storage and Transport Committee

W.D. Houchins,
Naval Surface Warfare Center, Dahlgren Division

1. Introdyction

To date nearly all international effort in the field of accidental explosion consequence
determination has been aimed at the quantification of the effects of a Hazard Division (HD) 1.1,
mass detonation, event in an explosives storage facility. Trials such as those carried out in
Australia, France and the United States (US) over recent years have assessed the effects of blast
and fragment throw from accidental mass explosions in brick and concrete storehouses, igloos and
tunnel magazines.

Little attention has been paid to quantifying the consequences of the accidental ignition of
HD 1.2 ammunition. This class of ammunition is not expected to explode en masse. Individual
rounds will explode when sufficiently stimulated (by, for example, fire) without causing others
around them to explode. Such explosions will continue spasmodically over a period as further
individual rounds receive sufficient stimulus. Current HD 1.2 quantity—distance (Q-D) guidance
within NATO and UK is "based upon US trials”. Unfortunately literature searches have, to date,
failed to unearth any record of these trials. US guidance does not follow that of NATO and UK
and their methodology is based on a determined maximum fragment throw distance for the
munition under consideration. More detailed descriptions of the NATO, UK, and US
methodologies are given below.

In 1989 NATO AC 258 (Group of Experts on the Safety Aspects of Transportation and
Storage of Military Ammunition and Explosives), acknowledging the frailty of the basis for their
HD 1.2 Q-D's, agreed that a program of trials should be carried out to investigate the
consequences of an accidental HD 1.2 event with the aim of revising the current NATO quantity-
distance relationships and placing them on a firmer footing. Exposed stack trials and trials within
typical storehouse structures were proposed. This program would also offer the opportunity for
the development of an approach common to and acceptable to NATO, UK and US for the
calculation of HD 1.2 safety distances.

To enable the program of trials to proceed in a short timescale, the UK Explosives Storage
and Transport Committee (ESTC) and US Department of Defense Explosives Safety Board
(DDESB) agreed to finance jointly an initial series of trials to examine the consequences of the
accidental ignition of stacks of HD 1.2 ammunition in the open. This paper describes the current
rules and underlying philosophies governing the storage of HD 1.2 ammunition in the US, UK
and NATO. It then describes in detail the trials program, methodology and results obtained so far
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and makes some initial suggestions for the revision of the quantity-distance relationships for HD
1.2 storage. In conclusion the future program of trials is described.

2. US Hazard Division 1.2 Quantity-Distances

US explosives quantity—distance standards are defined in DOD 6055.9-STD, the
Department of Defense Ammunition and Explosives Safety Standards. For HD 1.2 items, safety
distances are related to the maximum range of hazardous projections as determined by specified
Hazard Classification Tests. Four Inhabited Building Distances (IBD) (400, 800, 1200 and 1800
feet) are specified within which "most projections for given items will fall”. However, very
recently a revised methodology has been introduced in which IBD's based on hazardous fragment
range test results may be defined in 100 foot increments with a 200 foot minimum!. This method
has only recently been approved by the US joint hazard classifiers and DDESB. The test method
for assigning items to the four categories (400, 800, 1200 and 1800 ft) given in the US DOD
Explosives Hazard Classification Procedures is still a valid method2.

The tests specified for definition of IBD in 100 ft increments for an item of ammunition are
either a single or three "unconfined stack tests, bonfire tests or any combination thereof with 360
degree fragment recovery”. To determine the IBD, if a single test is uscd, the maximum hazardous
fragment throw distance is determined; it is rounded up to the next 100 ft and either 100 or 200
feet added dependent on the size of the item. If three tests are carried out, the maximum hazardous
fragment throw distance is determined from all three trials and it is then rounded up to the next 100
feet. There is no additional increment added.

The remaining distances (public traffic route, intraline and above—ground magazine) are,
with minor deviations, defined as percentages of IBD.

Public Traffic Route Distance takes account of the transient nature of the exposure
and is calculated as 60% of IBD.

Intraline or Explosives Workshop Distance takes account of the extended period
over which the event occurs and the consequent potential for evacuation. It is calculated as
50% of IBD. If the net explosive weight (NEW) at an operating line potential explosion
site (PES) is limited to 5000 Ib for items with IBD between 500 and 1200 ft then the
Intraline Distance may be reduced to 200 ft.

Above-ground Magazine Distance "provides a high degree of protection against any
propagation of explosion” excepting that "Items of this class/division with IBD
requirements of 1200 ft or greater present a risk of propagation to adjacent above—ground
magazines, particularly when packed in combustible containers. Storage in earth—covered
magazines is therefore preferred”. It is calculated as follows

For IBD less than 400 ft — 50% of 1BD.

For IBD between 400 and 700 FT - 200 FT.

For IBD of 800 ft or greater — 300 ft.

The distances described above are independent of the NEW in the structure concemed.
However, for items with IBD greater than 800 ft there is a storage limit of 500,000 1b NEW.

180




Recently a further "subset” of HD 1.2 has been defined — Unit Risk Class/Division 1.2.
Ammunition. This type of ammunition is highly insensitive to accident stimuli and it is expected
that only one round will react. IBD is calculated using the HD 1.1 areal number density criterion
(one lethal fragment per 600 ft2) for a single round of the ammunition.

3. Division 1,2 ntity Distanc

Current NATO and UK quantity-distance prescriptions are defined in Allied Ammunition
Storage and Transport Publication 1 (AASTP-1) for NATO and ESTC Leaflet 5 Part 2 for UK.
They differ in principle from those of the US in that they do not rely on the results of
device-specific tests giving device-specific distances. There is a broad division, based loosely on
calibre, into

(1) those items which give small fragments of moderate range (HD 1.2%*).
(ii) those items which give large fragments with considerable range (HD 1.2).

The generally accepted divide is 60mm calibre though it is emphasized that this is not
absolute. Where explosion effects trials data exists for the item or it is considered necessary to
produce it, this may be used to support the allocation of the appropriate classification.

The prolonged nature of the event is considered in terms of fire fighting response, time for
evacuation of exposed sites both within and external to the explosives area and time for closure of
traffic routes. The protection afforded to ammunition and personnel at exposed sites is also taken
into account. As has been stated earlier, quantity—distances are based on US data which, to date,
has not been traced.

Quantity—distances for HD 1.2 and 1.2* ammunition are defined as follows:
y

Inhabited Building Distance is based on an acceptable risk from fragments and is
defined

(1) For HD 1.2* as D1=53Q0.18 (D1 in meters, Q is NEW in kilograms) with a
minimum of 180m and maximum of 410m. If the exposed buildings are isolated
and can be evacuated promptly a fixed distance of 180m is allowed. Schools,
hospitals, etc., must be at the D1 distance.

(i1) For HD 1.2 as D2=68Q0-18 with a minimum of 270m and maximum of 560m.
Under similar circumstances to the above a fixed distance of 270m is allowed.
Schools, hospitals, etc., must be at the D2 distance.

It is believed that the IBD Q-D formulae may relate to a lethal fragment density (fragment
energy>80J) of one per 56m2 though this is not certain.

Public Traffic Route Distance is based on "an acceptable risk from fragments and
lobbed ammunition to be expected in the first half hour of an incident”. It is defined such
that if traffic can be stopped promptly, presumably within the half hour period, half the
fixed IBD distances may be used. Failing this the full D1 and D2 distances are to be
employed.
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Intraline or Explosives Workshop Distance is a fixed distance of 25m for exposed
sites with "virtually complete protection”. Otherwise 90m or 135m are to be used for HD
1.2* or HD 1.2 ammunition respectively.

Inter-magazine distances are fixed distances of 2m, 10m, 25m or 90m dependent on
the degree of protection provided at the exposed site.

4. Test Program

The trials described herein are bonfire tests on palletized 105Smm cartridges stored in the open.
This initial series will consist of at least seven tests, five of which have already been completed.
Each of the first three tests was conducted using a single pallet of cartridges (single pallet tests).
The fourth and fifth tests were conducted using eight pallets each (8-pallet tests). The sixth test
will be conducted using 27 pallets. The primary intent in using at least three different stack sizes is
to determine which, if any, parameters scale as a function of stack size. The type and quantity of
ammunition to be used in any test beyond the sixth is still to be decided.

The single pallet tests and the 8-pallet tests were conducted during the period May 1991
through April 1992. The 27-pallet test should be completed in the fall of 1992. The test site for
the initial series of tests is the Naval Air Warfare Center, China Lake, California.

5. Test Items

The M1 105mm cartridge is a semi-fixed, high explosive artillery round. The general
configuration of the assembled cartridge is illustrated in Figure 1. Several varnants of the M1
cartridge have been produced with projectiles loaded with TNT explosive or Composition B
explosive. This series of tests is being conducted using cartridges containing approximately 4.5
1bs of TNT explosive each. The projectile body is fabricated from forged steel and weighs
approximately 25.8 lbs. An aluminum shipping plug is assembled into the nose of the projectile in
lieu of a fuze. The propelling charge is comprised of approximately 3 Ibs of M1 propellant
contained in a spiral wrap steel case. Each propelling charge case weighs approximately 4.7 1bs.

The cartridges are packaged in wooden boxes for transport and storage. Each box contains
two cartridges that are packaged individually in fiberboard sleeves as shown in Figure 2. The
cartridges are oriented such that the projectile of one cartridge is adjacent to the propelling charge of
the other cartridge (i.e., nose-to-tail arrangement). A complete pallet consists of 15 boxes. The
boxes are secured on the pallet using steel banding.

6. Test Mcthod

The first four tests (i.e., all three single pallet tests and the first 8-pallet test) were conducted
generally in accordance with the methodology prescribed by the UN Recommendations on the
Transport of Dangerous Goods (the UN Orange Book)3. The test items were stacked on a test
stand that provided approximately 30 in clearance between the bottom of the stack and ground
level. The stacking arrangements for the tests are illustrated in Figure 3. Dried lumber placed
beneath the test stand and around the pallet(s) was used as kindling to provide fuel during the initial
stages of the test. Four shallow troughs containing a small amount of gasoline were placed around
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the base of the stack to provide an ignition source for the fire. The gasoline in the troughs was
ignited using an electric squib. In order to eliminate ground cratering and burrowing of
unexploded test items at the stack site (ground zero), the stack and bonfire were constructed over a
steel deck that was supported by a concrete pad. A typical completed test setup is shown in

y Figure 4.

The fifth test (second 8-pallet test) was conducted in the same manner except that kindling was
placed beneath the test stand only. This was done to simulate a more probable scenario in which
the test item packaging and the energetic components are the primary fuel source for a fire. In the
single pallet tests and the first 8-pallet test the amount of kindling lumber used was nominally the
same (115 ft3). Each pallet of ammunition contained approximately 8.2 ft3 of lumber. Thus, of
the total lumber in the stacks (the wood of the ammunition boxes plus kindling), the ammunition
box contribution was only 6.6% in the single pallet tests and 36% in the first 8-pallet test. In the
second 8-pallet test the ammunition box contribution rose to 57%. Figure 5 is a photograph of the
completed setup for the second 8-pallet test.

The debris recovery area, a flat, dried lake bed, encompasses a full 360° azimuthally about
ground zero. It has been scraped clear of virtually all vegetation to a range of 1300 ft. In order to
facilitate recovery of the test item debris, this cleared region has been marked with a 10° x 200 ft
grid as illustrated in Figure 6. Recovery of the test item debris is accomplished manually through
systematic visual searches of the area by test personnel. The debris that are recovered inside the
200-ft range are not retained for analyses due to their large numbers. These debris are segregated
according to type (i.e., projectile case piece, cartridge case piece, or miscellaneous) and the total
weight of all pieces of each type is determined. The pieces of debris that are recovered between the
200-ft and 1300-ft ranges are identified according to the grid sector in which they are found. The
pieces of debris that are recovered beyond 1300 ft are identified individually by the appropriate
azimuthal zone and range. The post-test searches conducted to date have been limited to a range of
approximately 2000-ft. Recovery beyond this range was not considered cost effective because the
numbers of fragments landing beyond 2000-ft were thought to be too small to justify the time and
manpower required to search such a vast area. Additionally, the likelihood of finding any of the
few fragments that might lie in this region was considered low due to the presence of vegetation.

The test events are recorded using closed circuit video systems. Typically one or two video
cameras are positioned approximately 500 ft from the test stack to record the events that occur
within the immediate confines of the fire. Another two or three video cameras are positioned on
hillsides overlooking the test area to record the general location of larger debris as it impacts the
ground. The video signals are recorded on standard 1/2 in VHS videocassette tapes.

An attempt was made during each of the first four tests to determine the terminal flight
characteristics (e.g., velocity, angle of fall, etc.) of fragments impacting within a selected sector by
capturing their terminal stages of flight on video. However, a fragment impacted within the
selected sector in only one test and in that instance the image size of the fragment was below the
resolution of the video record.

Blast overpressures are measured to provide a means of analyzing each explosion (in
particular, "simultaneous” multiple explosions) and to provide a time record of the whole event.
Eight piezoelectric pressure transducers are located along the 0° and 90° radials at ranges of 50, 70,
100, and 200 ft. The elevation of each transducer is approximately 20 in above ground level. The
response of each pressure transducer is recorded using analog FM tape recorders providing 20 kHz
frequency response. Due to constraints on the instrumentation cable lengths that can be used with
this type of transducer, the recorders and ancillary signal conditioning equipment are housed in a
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shelter that is located approximately 500 ft from the test site. Because personnel cannot be
adequately protected at this range, the recording equipment is controlled and monitored trom a
remote site located approximately 4000 ft from the recording equipment. The recording systems
are controlled by a master remote control station that sends commands and receives status reports
through Dual Tone Multi-Frequency (DTMF) encoded radio transmissions. Each recorder, when
operated at the required frequency response, provides approximately 50 minutes of usable
recording time. Extended continuous recording for these relatively prolonged tests is obtained by
operating multiple recorders sequentially so that their recording times overlap slightly.

7. Results

In general each of the tests produced events that were on the order of 1 hour duration. After
ignition, the fire developed rapidly, enveloping the entire stack within three to five minutes.
Typically the first reactions were observed about 15 to 20 minutes after ignition of the fire. These
initial reactions were seen as localized areas of intense burning and were occasionally acconipanied
by a small flash and/or a low level audible report (pop). Itis believed that these initial reactions
were mild deflagrations of propelling charges and subsequent burning of the spilled propellant.
Significantly more violent reactions, believed to be explosions of projectiles, would begin to occur
several minutes later. These reactions were characterized by abrupt instantaneous expansion of the
fire, a loud audible report, and localized scattering of burning wood and other debris about the test
site. Additionally, large pieces of test item debris could often be seen impacting in the recovery
area following one of the larger reactions (explosions).

Typically the fire would continue to burn at full intensity only until the first few explosions
had occurred. It would then begin to die out slowly due to scattering of the stack by each
successive explosion. Both the smaller, burning type reactions and the explosions continued to
occur intermittently throughout the duration of the fire. Additionally, in each test, several
explosions wer. observed after the fire was reduced to broadly scattered pieces of smoldering
debris. It has appeared in all instances that the explosion reactions have occurred in the immediate
vicinity (i.e., within 50 ft) of the fire. Neither on-site observations nor video records from the
tests have provided any indications of test items being thrown significant distances prior to
reacting. However, in each test some unreacted projectiles have been recovered several hundred
feet from ground zero. The following sections summarize briefly specific observations for each of
the tests. The event times are given in the form "minutes:seconds”, e.g. 20:35.

. The first indications of test item reactions were observed 15:32
after ignition of the fire. The first major reaction, believed to be a projectile explosion,
occurred 18:24 after ignition of the fire. The fire was reduced to broadly scattered
smoldering debris after approximately 25 minutes. A total of 13 explosions were observed
during and after the fire. Following the test, 17 projectile bodies were recovered intact. A
total of 78 pieces of debris were recovered beyond the 200 ft range including 44 projectile
case (and rotating band) pieces with a total mass of 139.5 lby, and 19 cartridge case pieces
with a tcial mass of 5.1 1b,,. The projectile case pieces and cartridge case pieces that were
recovered inside the 200-ft range had total masses of 118.5 Iby, and 130 iby, respectively.
The total mass of all recovered projectile case pieces accounts for approximately 77% of the
estimated mass of the projectile bodies that were not recovered intact (i.e., estimated
percentage of recovery based on mass). Similarly, the total mass of all recovered cartridge
case pieces accounts for approximately 96% of the mass of the cartridge cases that were in
the pallet.

184

a




2 . The first indications of mild deflagration reactions and burning
reactions were observed 20:22 after ignition of the fire. The first explosion occurred 24:14
after ignition of the fire. The fire was reduced to broadly scattered smoldering debris after
approximately 35 minutes. A total of 9 explosions were observed during and after the fire.
Following the test, 21 projectile bodies were recovered intact. A total of 37 pieces of debris
were recovered beyond the 200 ft range including 31 projectile case pieces with a total mass
of 153.5 Iby, and one cartridge case piece with a mass of 2.5 lby,. The projectile case pieces
and cartridge case pieces that were recovered inside the 200-ft range had total masses of
66.0 1b,, and 136.3 by, respectively. The corresponding estimated percentages of
recovery based on mass are 95% for projectile case pieces and 99% for cartridge case
pieces.

. The first indications of test item reactions were observed 20:05
after ignition of the fire. However, the first explosion was not observed until 36:48 after
ignition of the fire. The fire was reduced to broadly scattered smoldering debris after
approximately 60 minutes. A total of 11 explosions were observed during and shortly after
the fire. Following the test, 18 projectile bodies were recovered intact. Additionally, a 19t
projectile body was recovered nearly intact (moderate splintering in nose region). A total of
49 pieces of debris were recovered beyond the 200 ft range including 42 projectile case
pieces with a total mass of 140.5 lb,, and three cartridge case pieces with a total mass of 4.1
Ibm. The projectile case pieces and cartridge case pieces that were recovered inside the
200-ft range had total masses of 85.6 lb,, and 134.5 lby,, respectively. The corresponding
estimated percentages of recovery based on mass are 73% for projectile case pieces and
98% for cartridge case pieces.

8-Pallet Test No, 1. The first indications of test item reactions were observed 18:13 after
ignition of the fire. The first explosion occurred 20:48 after ignition of the fire. A total of
66 explosions were observed during and shortly after the fire. Following the test, 174
projectile bodies were recovered intact. A total of 808 pieces of debris were recovered
beyond the 200 ft range including 263 projectile case pieces with a total mass of 593.4 1by,
and 320 cartridge case pieces with a total mass of 88.4 Ib,,. The projectile case pieces and
cartridge case pieces that were recovered inside the 200-ft range had total masses of 754 lby,
and 874 Iby,, respectively. The corresponding estimated percentages of recovery based on
mass are 79% for projectile case pieces and 85% for cartridge case pieces.

8-Pallet Test No. 2, The first indications of test item reactions were observed
approximately 14:135 after ignition of the fire. The first explosion occurred approximately
18:37 after ignition of the fire. A total of 65 major reactions were observed during and
shortly after the fire. Following the test, 174 projectile bodies were recovered intact.
Fragment recovery data for this test are not yet available.

The event times for the explosions that were observed during the single pallet tests are
provided in Table 1. The event times for the explosions that were observed during the 8-pallet
tests are provided in Table 2. The azimuthal and radial distributions of fragments recovered
outside the 200-ft range (far-field fragments) after the single pallet tests and the first 8-pallet test are
illustrated in Figures 7 through 10. Photographs of typical fragments are provided in Figures 11
and 12.
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Explosion No, Test No. 1

Table 1. Elapsed Times Until Explosions During Single Pallet Tests
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Table 2. Elapsed Times Until Explosions During 8-Pallet Tests

18: 24
18: 51
19: 58
20: 43
20: 55
27: 40
27: 44
28: 50
29: 34
29: 51
33: 48
35: 21
48: 53

Test No, |
No. Time No, Time No, Time

1 20:48 26 33:49 51 41:18
2 23:47 27  34:07 52 42:00
3 23:57 28 34:10 53  42:16
4 25:51 29 34:12 54 42:19
5 26:32 30 34:44 55 42:23
6 2637 31 34:49 56 42:50
7 2713 32 35:04 57 43:13
8 2736 33 35:27 58 43:44
9  27:44 34 35:28 59 44:13
10 27:58 35 35:47 60 44:39
11 28:22 36 36:11 61 46:25
12 28:29 37 36:30 62 47:05
13 29:23 38 36:42 63 47:46
14 29:23 39 37:05 64 51:41
15 29:58 40 37:15 65 52:58
16 30:59 41 37:47 66 61:08
17 31:04 42 38:38
18 31:16 43 40:01
19 31:22 44 40:07
20 31:48 45 40:15
21 31:54 46 40:22
22 3217 47 40:24
23 32:24 48 40:24
24 3312 49 40:29
25 33:16 50 41:18

Elapsed Time (min:sec)
Test No, 2
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N
24:
27:
30:
33.
33:
38:
39:
41:
42:

14
01
57
25
33
24
09
03
36

Test No, 3

36:

47

48

: 05
49:
Si:
S54:
56:
57
61:
63:
67:
78:

02
10
50
29
09
29
13
35
40

Test No, 2
No. Time No, Time No, Time
1 18:37 26 25:04 51 29: 49
2 18:56 27  25:09 52 29: 50
3 18:53 28 25:15 53 29: 55
4 21:18 29 25:18 54 30: 30
5 21:25 30 25:28 55 30:45
6 21:35 31 25:38 56 30: 58
7 21:43 32 25:41 57 31: 04
8 21:51 33 2545 58 31:33
9  21:53 34 25:50 59 32:29
10 22:07 35 2551 60 33:43
11 22:12 36 25:55 61 36: 48
12 22:17 37 26:06 62 37:28
13 22:57 38 26:16 63 38: 46
14 23:11 39  26:26 64 39: 28
15 23:34 40 26:30 65 41: 42
16 23:37 41  26:33
17 23:40 42  26:41
18 23:42 43  27:05
19 23:56 44 27:09
20 24:07 45 27:29
21 24:09 46 27:44
22 24:40 47 27:54
23 24:44 48 28:34
24 24:54 49  29:12
25 24:55 50 29:13




The blast data from these tests are too voluminous for inclusion in this paper. To date the blast
data from each test have been used primarily to confirm, based merely on the presence of air
shock, the number of explosions that occurred. However, analyses of the blast data are continuing
in an attempt to estimate the locations of the test items when they reacted and to determine their
yield.

8. Analyses

The recovery data for these tests have not been subjected to rigorous statistical tests. However
inspection of Figures 7 through 10 suggests that the distribution of far-field fragments with respect
to azimuthal angle about the stack is fairly random. Therefore, the following analyses are oriented
primarily towards description of fragment hazards in terms of range, independent of azimuthal
angle.

The recovery data were used to calculate areal densities of lethal fragments analogous to those
used to establish hazard ranges for HD 1.1 items. In the absence of any means of determiining
fragment energies, all recovered fragments were assumed to be lethal, including some of the
cartridge case pieces and miscellaneous debris recovered within the 200-ft to 400-ft range interval
which had masses as low as 0.01 lb,,. Additionally, it was assumed that the distribution of
fragments with respect to azimuthal angle is indeed random. Thus the areal density for each range
interval was calculated as the total fragment count for the range interval divided by the area of the
corresponding annulus. Pseudo trajectory-normal methods were used to determine the fragment
count for each range interval inside the 1200-ft range4. For example, the fragment count for the
200-ft to 400-ft range interval was the number of fragments recovered between 200-ft and 1200-ft,
for the 400-ft to 600-ft range interval it was the number of fragments recovered between 400-ft and
1200-ft, etc. The areal density for each range interval beyond 1200-ft was calculated based solely
on the number of fragments recovered in that interval. The underlying assumption for this
approach is that each fragment recovered inside the 1200-ft range followed a relatively low, flat
trajectory and thus would pose a hazard to personnel and small structures located at ground level
along its entire flight path. Conversely, each fragment landing beyond 1200-ft is assumed to have
followed a relatively high trajectory with an extremely steep angle of fall in its terminal phase of
flight. Under these circumstances, the fragment would not pose a hazard to personnel or small
structures located at ground level except in the immediate vicinity of the point of ground impact.

The fragment densities determined in the preceding manner are shown graphically in
Figure 13. In this figure the value of fragment density for each range interval is plotted at the
midpoint of the interval. Additionally, densities are expressed in units of fragments per 600 square
feet so that the results may be compared easily with the current HD 1.1 areal number density
criterion. It can be seen immediately upon inspection of Figure 13 that the fragment densities for
each of the single pallet tests were well below this criterion for all ranges beyond 200 ft. It can
also be seen that the fragment densities for the first §-pallet test were below the HD 1.1 areal
number density criterion for all range intervals beyond 400 ft.

The fragment densities depicted in Figure 13 are based on the numbers of fragments actually
recovered following each test. However, as indicated previously, ihese recoveries were
incomplete. This is particularly true for projectile case fragments, which are the only type of debris
thrown more than a few hundred feet. Thus the densities depicted in Figure 13 are probably
optimistic; that is, they probably tend to understate the actual fragment hazard at most ranges,
especially the further ranges. In order to derive more conservative estimates of fragment densities,
the fragment recovery data were adjusted as follows to compensate for the apparent shortfalls.
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a. The total mass of all far-field projectile fragments (iny) was estimated as
mg = Nmp-myp

where: N is the number of projectile bodies not recovered intact
my, is the mass of each projectile body (25.8 1b)
my is the total mass of all projectile pieces recovered inside 200-ft

b. The number of far-field projectile case fragments that were not recovered after each test
("missing" fragments) was estimated as

Ny = nf(mg/my)-1]

where: np, is the number of "missing"” far-field projectile fragments
n, is the number of far-field projectile fragments recovered
my is the estimated mass of all far-field projectile fragments
m, is the total mass of all recovered far-field projectile fragments

¢. The "missing” fragments were assumed to be located between the ranges of 1200-ft and
2600-ft. It is thought that this is the region where fragments are most likely to have landed
but not been recovered for several reasons:

(1) The presence of vegetation may have shielded some fragments from the view of
test personnel during post-test searches.

(2) Most of the fragments falling in this region would probably impact the ground
at a relatively steep angle of fall thereby increasing the likelihood that they would
penetrate the surface and remain buried.

(3) The region beyond the 2000-ft range was not searched thoroughly.

The specific distribution of the "missing” fragments was assumed to be such that an equal
number were present in each 200-ft wide range interval between the 1200-ft and 2600-ft
ranges. This assumption is considered conservative in that the fragment counts for the
outer-most range intervals are probably much greater than would be expected for a more
realistic scenario in which the number of fragments decreases with increasing range.

The preceding adiustment was applied for projectile case pieces only. The recovery data indicate
that nearly all of the cartridge case pieces were recovered after each test and thus no further
adjustment appears warranted.

The fragment densities obtained using the adjusted fragment counts are shown graphically in
Figure 14. It can be seen that the fragment densities for each of the single pallet tests are still much
less than one fragment per 600 ft2 for all ranges beyond 200 ft and that the densities for the first
8-pallet test are still below this level for all range intervals beyond 400 ft. However, the indicated
densities are considerably higher at the greater ranges than those obtained using the unadjusted
fragment counts.

These same data are shown again in Figure 15 except that in this case the densities have been
normalized on a per pallet basis. Inspection of this figure shows that the normalized fragment
densities for the first 8-pallet test are roughly the same as those for the single pallet tests. This
suggests that, at least for smaller stack sizes, fragment densities scale roughly linearly with respect
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to the number of items in the stack. If it is assumed that fragment densities scale linearly as a
function of the number of rounds for a broad range of stack sizes, then the results of the tests
conducted thus far may be used to estimate the fragment densities that would be expected for
evenus involving considerably larger stacks. The results of each of the single pallet tests and the
first 8-pallet test were scaled up to obtain density-range estimates for various stack sizes up to
50000 rounds. The density-range estimates for each selected stack size were then fitted using a
cubic spline fit to determine the range at which the fragment density would exceed one fragment
per 600 ft2. These estimated ranges are shown graphically in Figure 16. A comparison between
these estimated ranges and the corresponding IBD's prescribed by current NATO/UK and US
quantity-distance requirements for HD 1.2 items is provided in Figure 17.

All of the preceding description of fragment hazards has been based on final fragment densities
resulting from the cumulative buildup of far-field fragments throughout each test. One of the
distinguishing features of a HD 1.2 event relative to a HD 1.1 event is the prolonged period of time
over which reactions occur. As can be seen in Tables 1 and 2, the time intervals over which
explosions have been observed in the tests completed thus far range from approximately 19
minutes to approximately 42 minutes. The cumulative frequency distribution of the explosions that
occurred in each test are shown in Figure 18 and Table 3 gives the times at which 20%, 50%, and
100% of the ¢xplosions have occurred for each test.

Table 3. Times After First Explosion at Which 20%, 50%, and 100% of Explosions Have

Occurred
Time in Minutes
T20% Tso9 T100%
Test 1 <5 10 31
Test 2 <5 9 15
Test 3 12 18 42
Test 4 9 14 41
Test 5 <5 8 24
9. Discussion

The current program of trials addresses the consequences of an accidental fire in exposed
stacks of HD 1.2 ammunition. No work has yet been done to quantify the consequences of similar
events inside structures (e.g., storehouses). Although the trials program is, as yet, incomplete,
some patterns and trends are beginning to emerge from the results.

Times to first propellant reaction and to first explosion have all been in excess of 15
minutes and have noi occurred until the stack is fully engulfed by fire with the wooden ammunition
boxes contributing significantly to the fire. This is perhaps the worst case in the sense that the
wooden ammunition cases formed a considerable proportion of the total fuel available (36% and
57% in the case of the two 8 pal'et tests). The time to first event will vary with many factors (e.g.,
the amount of fuel available, packaging materials, calibre of rounds (thermal mass)), and the
thermal sensitivity of the explosives used.
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Following the first explosion the frequency of explosions builds up rapidly with time and
then reduces at a lower rate towards the end of the event. Approximately one third of the rounds in
the stack explode during the event.

No evidence of full detonation or of sympathetic reaction has yet been found. Pressure
records indicate pressures less than those from a complete detonation and post—test examination of
debris indicates that the aluminum closure plugs are forced out, presumably by expansion of the
fill, and molten TNT then drains from the shell. Burning of the TNT has also been observed prior
to explosions. Each round that explodes fragments the case in a "banana skin" fashion (Figures 11
and 12). Thus only a small number of heavy fragments per round are generated. If it is
conjectured that HD 1.2 events in general will be low order explosions and cases fragment in
similar fashion, the Q-D's may be related in part to number of rounds and not to NEW. A broad
division by calibre similar to that used in the NATO definitions may then be used to define hazard
distance bands (similar to those used in the US) as the range of fragment scatter will depend on the
fragment dimensions and weights.

It is important to note that, although complete rounds are projected as far as 1100 ft from
ground zero, there has been no occasion on which a round has exploded on or after impact other
than those thrown a few feet and remaining within the zone of the fire. Thus, in calculating
quantity distances, it will not be necessary to include any additional fragmentation effect attributed
to far-field explosions.

As may be expected in an event in which the orientation of the rounds in the stack is
destroyed after the first one or two explosions, there is no noticeable directional trend in the
far-field fragmentation. The addition of the "missing" fragments into the overall fragment array
assumes the same azimuthal randomness. The radial distribution of "missing" fragments (equal
numbers per 200-ft annulus) implies a degree of conservatism as there is no decrease in numbers
with range. There is of course a decrease in fragment density with range as the area of each
annulus increases with its range. More realistic distribution of the "missing" fragments is still
being investigated. The assumption that the trajectory normal analysis should only apply to
fragments within 1200 ft of ground zero is based on the premise that, beyond that range, fragments
must have been launched at high trajectory and thus would not contribute to lethality in the nearer
field. Given the weight distribution of the far-field fragments all have been considered as lethal.

As Figure 15 shows, between the one and eight pallet tests, the fragment densities scale
reasonably. Although the trials data gathered to date gives a good indicator of far-field fragment
densities for small NEW's, extrapolation to larger quantities relies almost entirely on the "missing”
fragments and the way they were introduced into the analysis. The estimated range to exceed one
lethal fragment per 600 ft2 asymptote (Figure 17) is an artifact of the "missing" fragment
distribution used and illustrates

1. In the short term, the need to refine the distribution used for these "missing" fragments.
2. In the longer term, the need to examine the fragment pick-up philosophy and technique
to reduce the number of "missing” fragments and get a realistic picture of the very far-field

fragmentation.

Given a more realistic distribution, it is suggested that the curves should go asymptotic to the "No.
of Rounds" axis at a range representing the maximum possible projection range for the fragments.
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Figure 17 illustrates that, at small NEW's (where the gathered data applies), some savings
over the existing criteria can be gained. However above 10000 rounds there is a sharp increase
above the criteria. It must be re-emphasized that this is due to the conservatism built into the
treatment of the "missing” fragments. As might be expected, all results fall below the IBD curve
for HD 1.1.

Figure 18 and Table 3 clearly illustrate that there is considerable variation in the rate of
explosions once they have started. It is therefore considered inadvisable to consider any period
following the first explosion during which reduced lethal radii might be inferred. Thus any
consideration of a time for evacuation should be limited to the minimum 15 minutes before the first
explosion. The alarm must be raised when the fire starts. Thus automatic fire detection and alarm
systems are an important requirement for optimum evacuation time availability. For similar
reasons the use of automatic drench systems may be the only effective and safe means of fire
fighting.

It is important to note that all the above discussion refers to the effects from gxposed stacks
of ammunition. Further reductions in the range of explosion effects will almost certainly be gained
when the stacks are contained within storehouses.

10. Conclusions

A fire in an exposed stack of M1 105mm Cartridges will result in the progressive explosion
of about one third of the projectiles over a period of one hour.

Full detonation of the rounds is not observed and the lower order explosions result in small
quantities of large fragments. Due to their size, these are considered lethal over the whole
projection range.

Fragments are dispersed randomly in azimuthal angle and the fragment density decreases
rapidly with range from ground zero.

There is a minimum period of 15 minutes before any explosion occurs. After the first
explosion the rate of explosions and consequent fragment projection increases unpredictably and
rapidly. Time for fire fighting and evacuation may be limited to the initial 15 minutes.

Comparison of the results of these tests with existing Q-D definitions indicates that some
lowering of Q-D's may be possible with small stacks (10,000 rounds) but further analysis of the
existing data and development of the fragment recovery techniques is needed before reliable
extrapolation to larger stack sizes can be made.

Further development of the post-trials fragment collection techniques must be made to
improve the very far-field collection efficiency.

11. Future Work

At least two more firings are planned in the exposed stack program. A 27 pallet test is
planned for October 1992 followed by a further 8 pallet test in 1993, possibly with a different
calibre munition.
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A program of tests to evaluate the consequences of accidental explosions in structures has
been proposed. Current US and UK opinion is that the Q-D's predicted in this paper can be
significantly reduced when surrounded by a reasonably strong building. Currently, efforts are
aimed at determining the scope and depth of international interest in the program.
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Figure 5. Completed Test Setup for Second 8-Pallet Test
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Figure 11. Typical Projectile Case Fragments from Single Pallet Tests

Figure 12. Typical Projectile Case Fragments from First 8-Pallet Test
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Abstract

We have previously reported that collisions, impacts and fragment strikes resulting
from violently deflagrating 105 mm shell did not produce detonation of
neighbouring rounds and thus were unlikely to be the cause of a mass detonation
hazard. This paper reports an extension of that work using 81 mm mortar as a
representative thin skinned munition, further tests with 105 mm shell and the
determination of parameters that define the behaviour of the violently deflagrating
donor. Some tests were conducted with a mixture of the two types of munitions
using a 105 mm shell as the deflagrating donor and the 81 mm mortar as acceptors;
this was to investigate the effect of larger, thicker fragment strikes on cased
ordnance. The investigation relates to the conditions that may be encountered
during the storage, transportation and deployment of munitions. All rounds were
filled with Composition B.

The investigation did not isolate any process that was likely to be the direct cause of
escalating a deflagrating reaction to a mass detonation hazard in a stack of similar
munitions. However results from the mixed munition array tests suggests further
work to investigate the effect of large, thick fragment impacts on thin cased,
damaged fillings. There is some evidence that nose end plugs produce a
confinement effect on the deflagration reaction.
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1.0 INTRODUCTION

There is convincing evidence [1,2] that mass detonations can result from reactions
other than the shocks generated by detonating rounds. In this context Frey and
Trimble [3] have demonstrated that non-detonative reactions can propagate through
Composition B fillings at up to 2.5 km/s in experimental, tubular assemblies. These
reactions are subsonic but close to the shock velocity threshold (bulk sound speed
“2.6 to 2.7 km/s) and thus may be considered to produce the most hazardous effects
(fragmentation, overpressure/adjacent shell projection) next to those from a
detonating round. We have developed and reported [4] a technique that can produce
a predetermined deflagration rate in an explosive filled munition that covers the
velocity range from 2.0 km/s up to the bulk sound velocity without a transition to
detonation occurring. The development of this technique has enabled a study of the
processes that may be considered as candidates in escalating a non-detonative
reaction into a mass detonation.

We have previously reported [5] on the first part of the study which used 105 mm
shell as representative thick cased munitions. This showed that violently
deflagrating 105 mm donor shell did not produce detonation of neighbouring rounds
by direct fragment strike, inter-round collisions and single and multiple impacts of
projected receptors onto hard surfaces.

This paper reports another stage of the investigation which covered the use of

81 mm mortars as representative thin skinned munitions, further tests with 105 mm
shell and the determinaiion of parameiers that define the behaviour of the violently
deflagrating donor round. All rounds were filled with Composition B. The tests
with munition arrays relate to the conditions that may be encountered during the

storage, transportation and deployment of munitions.

2.0 CONTROLLED DEFLAGRATION FOR MASS DETONATION
HAZARD ASSESSMENT

2.1 Technique for Producing Controlled Deflagration of Munitions

The technique for producing violently deflagrating munitions is described in detail
in references [4] and [6] and is summarised as follows. A shaped charge jet is fired
along the axis of the munition with a velocity below the threshold to produce
detonation of the filling. In this way the reaction produced in and behind the bow
wave set-up in front of the penetrating jet sweeps through the length of the filling
leaving no bulk explosive for a deflagration to detonation transition. Detonation
does not result directly from the bow wave since the pressure-time profile is
subcritical [7].
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The application of the technique to a Composition B filled 105 mm HE M1 donor
shell is shown in Figure 1. The baffle was incorporated in the set-ups that used
high speed photography to record the characteristics of the deflagrating munition.
The baffle prevented reaction products from the shaped charge device from
obscuring the image of the shell. A witness block acted as a check for the type of
reaction of the shell filling; a deflagration produced only superficial marks on the
surface while a detonation produced a well formed dent with sharp edges. The
MRL 38 mm diameter shaped charge was used in the tests since there is a
considerable data base on its effect on munition fillings [7,8}. The selected
subcritical jet velocity was produced by firing the jet at 2 charge diameters standoff
through a steel barrier of appropriate thickness placed in contact with the base of the
shell. The jet penetration velocity through the filling can be varied by adjusting the
thickness of added steel; this is calculated using the method detailed elsewhere
[4,6]. The preselected thickness is based on the requirement to erode a sufficient
portion of the front of the jet so that the velocity of the tip that enters the filling is at
the required value. In the majority of these experiments the total steel thickness
(barrier, baffle, shell base) was calculated to be 93.5 mm to give the selected jet
penetration velocity in the filling of 2.5 km/s. Since the jet penetration bow wave
is coupled to the jet and reactions occurs within the bow wave, it is assumed that the
deflagration velocity has a similar value.

2.2 Characterisation of Deflagrating Munitions

The characteristics of the deflagrating munitions were recorded with a rotating high
speed camera by the method described in detail in reference 6. The framing rate of
35,000 to 40,000 frame/s gave an exposure time per frame and an interframe time
of about 2.7 us and 25 us respectively.

Parameters selected to characterise the deflagrating munitions were; case expansion
rate, initial fragment velocity, time to case burst, time to reaction from the nose end
and the deflagration rate of the filling, see Figure 2. Values for these parameters
for the 105 mm shell are given in Table 1. Results from the 81 mm mortar are not
included since early case breakup limited the data extracted from the high speed
camera records. The listed times were taken from the detonator firing pulse. The
times from jet entry into the Composition B filling are 55 us less than these values;
this is the estimated time for the functioning of the shaped charge device and for the
jet to travel across the standoff distance and penetrate through the steel into the
filling. Deflagration commencement was assumed to coincide with jet entry into the
explosive. The fragment velocities are taken as half the final case expansion
velocities. The first sign of products escaping from the case was taken as the onset
of case burst. Products escaping from the fracturing case eventually obscured the
photographic image and this was the limiting factor in the measurements, in some
tests this precluded an estimate of some data. The limit on the accuracy of the time
is the interframe time of about 25 us.
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Time to signs of reaction from the nose end and the time to case burst were used to
assess the effects of the confinement provided by plugs that represented fuzes (PRF)
and transit plugs. The use of a PRF rather than a fuze avoided complications from
the effects of the jet and/or reaction on the booster and explosive components in the
fuze. Case expansion rate and initial fragment velocity were used to assess the
effects of impacts from the deflagrating donor shell case on neighbouring rounds.
The deflagrating rate was estimated from the measurement of the time to the onset
of case expansion at several positions along the length of the munition. Reference
to Table 1 shows that the measured values are in reasonable agreement to the preset
calculated values.

Figure 3 shows a representative high speed camera film sequence of a deflagrating
unplugged 105 mm shell that corresponds to shot 1 in Table 1. The jet deflagration
device was fired from the top of the picture. The baffle around the shaped charge
device prevents the detonation products from the shaped charge device from
obscuring the view of the shell. Three frames from the start of the sequence in
Figure 3, reaction products can be observed escaping from the nose end of the shell;
this is followed five frames later by products escaping from the fracturing case in
the region of the driving band. Graphical representation of case expansion data for
the 105 mm unplugged shell is given in Figure 4. The three curves correspond to
three positions on the shell case; the first point was 120 mm from the base just
below the driving band, the second was 180 mm from the base near the mid length
position and the third was 240 mm from the base near the booster cavity. Shell
expansion prior to breakup was about 30% of the initial diameter (ie 15 mm
increase in the shell radius).

3.0 HAZARD ASSESSMENT OF DEFLAGRATING DONORS
IN MUNITION ARRAYS

3.1 105 MM HE Shell

We have previously reported [5] on candidate processes by which a deflagrating
donor Composition B filled 105 mm HE shell may produce a mass detonation
hazard. The 105 mm shell was taken as a representative thick cased munition. The
study showed that deflagrating donors did not produce detonation of neighbouring
rounds by direct fragment strike, inter-round collisions, single and repeated impacts
of projected shell onto hard surfaces and transient interactions in a shell filling
induced by near simultaneous collisions.

The data in Table 1 indicates that initial case fracture of the 105 mm shell occurred
earlier for the plugged than for the unplugged rounds. This suggests that product
pressure build-up may have influenced the process. However Table 1 data also
suggests that any confining effect by the plug may not have been translated into
higher case expansion and fragment velocities although the fragment velocity data is
limited. In order to assess the role of plugged donor rounds and to investigate
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TABLE 1

Characteristics of the controlled deflagration of
Composition B filled 105 mm shell

(Pt represents points as defined in the text, Section 2.2)

Time from the Detonator Pulse Deflagration Propagation Estimated
1o Event Velocity Maximum Inatial
Sheli E:Iplans:t;n F‘r/algrnfm
Configuration Initial Products Image eloci ‘elocity
Case from ced Fm@ Case Calculated km/s km/s
. Expansion Data km/s
Fracture Nose us
km/s
ps ps
Unplugged “Pt1,024 Pr1,012
SHOT 1 440 310 4% 23 25 Pt2.0.30 Pt2,015
Pt3,035 Pr3.017
Unplugged Pr1,022 Pr1,012
SHOT 2 460 460 50 25 25 Pr 2,036 Pr2,018
Pt3022 Prlon
Plugged Pt 1,012 Obsured by
SHOT 3 Mo 470 “o - 25 Pt 2,008 Products
Pt3 020 01
Plugged
SHOT 4 320 450 370 - 25 Obscured by products
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fragment strikes on the central region of receptor shell where the case is at its
thinnest (10 mm), further donor-receptor standoff tests were conducted using 105
mm shell. The experimental assembly is shown in Figure 5. Two experiments
were undertaken with donors plugged with a PRF. Donor heights were adjusted to
maximise fragment impacts on the central region of the receptor cases. In one test
the 3 receptor rounds were placed at 1 charge diameter (105 mm) standoff from the
donor and in the other the standoff distances were 2, 1 and 2 charge diameters.
Soft recovery of projected shell was provided by sand bag walls 1 m from ground
zero.

In both tests the receptors were recovered intact but with flattened faces. Some
exhibited imprints of fragment strikes along the central region of the case; the
largest imprint being about 160 mm by 20mm by 1 mm deep. Two repeat shots
were undertaken using the recovered receptors with the flattened faces away from
the donor. In one test the 3 receptors were placed at '2 charge diameter standoff
and in the other they were placed at 1 charge diameter standoff. The receptors were
again recovered intact but exhibiting two flattened faces and further imprints from
fragment strikes.

Reference to Table 1 shows that both plugged and unplugged 105 mm shell
produced fragment velocities in the range 100 to 180 m/s, although the limited data
for the plugged rounds should be treated with caution. These velocities are
considerably lower than the critical impact velocity for the detonation threshold of
several hundred meters per second for Composition B receptors with a 10 mm steel
cover [9]. Also the fragment velocities for detonating Composition B loaded

105 mm shell are about 1.1 km/s [10] and these have produced receptor detonations
in other tests in our study using the set-up shown in Figure 5. However it should be
noted that in many of our tests the shell filling was damaged and exhibited increased
sensitivity compared to a normal round [5]. A further feature of these tests is that
the shell/target impacts represent fragment sizes beyond those reported in

Reference 9.

The effect of heavy side confinement produced by a munition stack surrounding a
single deflagrating 105 mm shell was investigated. This was undertaken by placing
a shell as a push fit into a 15 mm thick, steel walled tube that covered the length of
the munitions. The assembly was designed to prevent the deflagration process from
producing an early break in confinement by restricting the initial stages of case
expansion. We consider this test represents an extreme example of side
confinement. The round was deflagrated in the normal manner. The steel tube was
split open and recovered within 1 m of the firing position. Shell case fragments
were recovered inside and around the steel tube and they were typical of a
deflagrating munition. Therefore we conclude that a deflagration to detonation
transition did not occur.
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Thus neither the experiments investigated in this study or those previously reported
with Composition B loaded 105 mm HE shell produced results to support a process
by which a violently deflagrating donor may produce a mass detonation. This was
despite some evidence that nose plugs may produce a confinement effect that
influences case expansion.

3.2 81 mm Mortar

The 81 mm mortar was selected to investigate the propensity for deflagrating thin
cased munitions to produce mass detonation in neighbouring rounds. The mortar is
filled with Composition B and the thickness of the case around the central region is
5 mm.

One series of tests was conducted using a set-up similar to that shown in Figure 5
except that the deflagrating central donor and the receptors were 81 mm mortar.
Experiments were conducted with the receptors at 0, 2, % and 1 charge diameter
standoff. Like the 105 mm shell firings, tests were undertaken without booster and
fuzes, with pressed TNT flake boosters and PRF's and with recovered damaged
rounds. In two tests the donor height was adjusted in order to allow fragment
strikes at the central region of the receptors. All donors deflagrated as planned.
Recovered receptors had flattened faces and damaged fillings but the cases were
intact; some had markings from fragment strikes. Recovered receptors from
repeated firings had 2 flat faces.

In another series of tests the deflagrating donor was used to project an adjacent
round to impact a concrete wall or steel plate. Firings were conducted with mortars
without boosters and fuzes, with boosters and PRF's and recovered damaged
rounds. The projection velocity of the receptor was determined using high speed
photography to be 30 m/s. In these tests the explosive filling will have been
damaged (sensitised) prior to impact on the hard surface by the projection process.

All donors deflagrated as planned and the recovered projected rounds had flattened
faces, damaged fillings but the cases were intact.

These experiments suggest that for simple arrays a violently deflagrating 81 mm
mortar is unlikely to be the direct cause of a mass detonation by the effects of
fragmentation/blast on near neighbours or by the projection and impact on adjacent
rounds.

3.3 105 mm Shell and 81 mm Mortar Mixed Arrays

Experiments with mixed munition arrays with 105 mm shell as the deflagrating

donor and 81 mm mortar as the receptors were undertaken to assess the effects of

large, thick fragments on thin cased damaged fillings. In this context the 105 mm

shell has a significantly larger explosive mass than the 81 mm mortar (3.5 kg

compared to 1.0 kg) and the central region case thicknesses are 10 mm and 5 mm
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respectively. The test array set-up was similar to that shown in Figure 5. The
damaged mortar rounds were recovered from other tests; therefore their fillings
would be more sensitive than unused rounds and thus have a lower detonation
threshold to fragment impact.

In two tests undertaken with a plugged 105 mm shell as donor, the 81 mm mortar
receptors detonated and witness block marks indicated the donor deflagrated as
planned. For the third experiment which had an unplugged 105 mm shell as donor,
the 81 mm receptors did not detonate but were split open with the filling dispersed.
It is not possible to draw any firm conclusions from these few tests but the results
suggest further study with the conditions that may be expected to maximise the mass
detonation hazard from deflagrating rounds.

4.0 CONCLUSIONS

The characteristics of Composition B loaded 105 mm shell and 81 mm mortar
deflagrating at a rate of about 2.5 km/s have been determined. Some of these
characteristics are important in assessing the role of violently deflagrating rounds in
mass detonation. There is some evidence to suggest that nose plugs may confine
the deflagration process and affect the onset of case breakup. Violently deflagrating
105 mm shell and 81 mm mortar did not cause detonation of neighbouring
munitions in tests with multiple acceptors and projected acceptors impacting on hard
surfaces. These tests used receptors with and without boosters and nose plugs;
repeat shots used recovered damaged receptors.

Preliminary results using deflagrating, plugged 105 mm shell donors that detonated
damaged 81 mm mortars suggest further study into the conditions that may be
expected to maximise the mass detonation hazard from violently deflagrating
munitions.
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INTRODUCTION

The FRAGHAZ Computer Program! was developed by the Naval Surface Warfare Center
(NSWC/Dahlgren) for the Department of Defense Explosives Safety Board (DDESB). The
primary purpose of the program was to provide a means for estimating the fragment hazards to
personnel from the inadvertent detonation of stacks of stored munitions.

The Computer Program is primarily a Monte-Carlo type incorporating the capability of
statistically handling a number of uncertain variables. The model relies on small-scale
fragmentation arena tests to provide the fragment data for full-scale ammo stack investigations.
Each fragment recovered from the test, greater than a specified minimum weight, forms the basis
for a trajectory which is calculated in its entirety using a fourth order Runge-Kutta routine.

The intersection of the fragment trajectory with a hazard volume (a pie-shaped volume with
an angular width, usually 10 degrees or less, and a height equal to the target height) provides the
means for calculating the fragment hazard to the target in terms of density and probability of hit.
Since we calculate the entire trajectory, we know both the static and dynamic characteristics of the
fragment at all ranges where the trajectory intersects the hazard volume. The target is assumed to
be randomly located within the hazard volume and the hazard volume ranges are normally divided
into 100 feet increments.

A number of fragments is associated with each trajectory to represent the number expected
from a full-scale stack. The results for the intersection of each trajectory with the hazard volume
are recorded and accumulated. After all fragments trajectories are run, the procedure is repeated
(replicated) about 60 times with different values for the uncertain variables. This is normal for a
Monte-Carlo procedure. Statistical data are then obtained from the results of the 60 replications as
a function of range (usually in 100 foot increments).

The FRAGHAZ program includes the eifects of ground ricochet, altitude (air density and
Mach number), complete drag curves, wind, target impact angle, and varying fragment velocity.

Correspondence of the predictive number of fragments versus range and actual pickup tests
in the desert has been checked for two stacked munition cases. The comparison was good and is
contained in the FRAGHAZ Computer Program report.2

MK 82 (500 LB) BOMB
HORIZONTALLY STACKED MUNITIONS

For projectiles and bombs, there are basically two types of storage: (1) vertical storage
(155mm projectiles) and (2) horizontal storage (MK 82 bombs). These two types of storage are
depicted in Figure 1 - horizontal storage on the top left and vertical storage on the top right. For
both types of storage, a hazard elevation sector is shown. The sides of the elevation sector form a

1Quantity-Distance Fragment Hazard Computer Program (FRAGHAZ), NSWC TR 87-59,
Frank M£Cleskey, Feb 1988, Unclassified.

Ibid
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dihedral angle; the intersection of the dihedral planes form a vertical line on the face of the stack.
All fragments are assumed to begin their trajectories along this vertical line which is acceptable so
long as the width of the stack is no more than 200 feet or so. All fragment trajectories contained
within the dihedral angle will ultimately intersect the hazard volume whose angular width is equal
to the dihedral angle.

The most hazardous fragmentation is contained within the hazard elevation sector.
Between adjacent projectiles or bombs, interaction areas (jets) are formed which have higher
velocities, higher fragment densities, and higher fragment weights than those produced by a single
projectile or bomb detonation. In order to obtain the approximate fragment characteristics of the
hazard elevation sector, the projectiles or bombs are rotated 90 degrees and tested in a horizontal
fragmentation test arena as shown in the left bottom and right bottom of Figure 1. The hazard
elevation sectors are shown as dotted lines in the bottom views of Figure 1. Note the relation of
elevation angles (EL) and polar angles (PA) in the Figure.

The fragmentation characteristics from the vertically stored munitions are fundamentally
different from the horizontally stored munitions. On the right top of Figure 1, the top of the
vertically stored stack does not appear to produce any significant down range fragmentation.
Conversely, the horizontally stored munitions have both top and side interaction areas (jets) when
the stack is detonated simultaneously or nearly so. Depending on the initiation point, the top
interaction areas will produce downrange fragmentation. Fragmentation from the top interaction
areas will normally go to shorter ranges than the fragmentation from the side of the stack. Since
the hazard elevation sector (Figure 1) is like an orange slice coming to a point at Elevation