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DEPARTMENT OF THE ARMY
OFFICE OF THE ASSISTANT SECRETARY r .

WASHINGTON. DC 20310-0103

SARD-TR 3 0 JUL 199Z

MEMORANDUM FOR SEE DISTRIBUTION

SUBJECT: Proceedings of the 1992 Army Science Conference

The 18th Army Science Conference was held at the Hyatt Hotel,
Orlando, Florida, 22-25 June 1992. The conference presented a
cross section of the many significant scientific and engineering
programs carried out by the Department of the Army (DA).
Additionally, it provided an opportunity for DA civilian and
military scientists and engineers to present the results of their
research and development efforts before a distinguished and
critical audience.

These Proceedings of the 1992 Army Science Conference are a
compilation of all papers presented at the conference and the
supplemental papers that were submitted.

Our purpose for soliciting these papers was to:

a. Stimulate the involvement of scientific and engineering
talent within the Department of the Army;

b. Demonstrate Army competence in research and development;

c. Provide a forum wherein Army personnel can demonstrate
the full scope and depth of their current projects; and

d. Promote the interchange of ideas among members of the
Army scientific and engineering community as well as management and
technical personnel from industry and other government agencies.

The information contained in these volumes will be of benefit
to those who attended the conference and to others interested in
Army research and development. It is requested that these
Proceedings be placed in technical libraries where they will be
available for reference.

George T. Singley III
Deputy Assistant Secretary

For Research and Technology



DISTRIBUTION:
Office of the Under Secretary of Defense for Research and Advanced
Technology, Wash, DC 20310-3080
Office of the Assistant Secretary of the Army (RD&A), ATTN:
SARD-TR, Wash, DC 20310-0103
HQDA, Assistant Chief of Staff for Intelligence, ATTN: DAMI-ZA,
Wash, DC 20310
HQDA, Deputy Chief of Staff for Logistics, ATTN: DALO-ZX, Wash, DC
20310-0500
HQDA, Deputy Chief of Staff for Operations & Plans, ATTN: DAMO-FD,
Wash, DC 20310-0400
HQDA, Director of Information Systems for C4, ATTN: SAIS-ZA, Wash,
DC 20310-0400
HQDA, Deputy Chief of Staff for Personnel, ATTN: DAPE-ZA, Wash, DC
20310-0300
Office of the Chief of Engineers, ATTN: CERD-M, 20 Massachusetts
Avenue, N.W., Wash, DC 20314-1000
Office of the Surgeon General, ATTN: DASG-ZA, 5109 Leesburg Pike,
Falls Church, VA 22041-3258
COMMANDERS/DIRECTORS:
USA Concepts Analysis Agency, 8120 Woodmont Avenue, Bethesda, MD
20814-2797
USA Operational Test & Evaluation Agency, 5600 Columbia Pike, Falls
Church, VA 22041-5115
USA Information Systems Engineering Command, Ft. Huachuca, AZ
85613-5000
USA Strategic Defense Command, P. 0. Box 15280, Arlington, VA
22215-0150
USA Materiel Command, ATTN: AMCLD, 5001 Eisenhower Avenue,
Alexandria, VA 22333-0001
USA Materiel Systems Analysis Activity, ATTN: AMXSY-D, APG, MD
21005-5071
USA Armament, Munitions & Chemical Command, ATTN: AMSMC-CG, Rock
Island, IL 61299-6000
USA Armament RD&E Center, ATTN: SMCAR-TD, Picatinny Arsenal, NJ
07806-5000
Fire Support Armament Cen, ATTN: SMCAR-FS, PA, NJ 07806-5000
Armament Engineering Dir, ATTN: SMCAR-AE, PA, NJ 07806-5000
Close Combat Armament Cen, ATTN: SMCAR-CC, PA, NJ 07806-5000
Chemical RD&E Center, ATTN: SMCCR-TD, APG, MD 21010-5423
USA Aviation Systems CMD, ATTN: AMSAV-GTD, 4300 Goodfellow Blvd,
St. Louis, MO 63120-1798
USARTA, Ames Research Center, ATTN: SAVRT-D, Moffett Field, CA
94035-1099
USARTA, Aeroflightdynamics Dir, ATTN: SAVRT-AF, Moffett Field, CA
94035
USARTA, Aviation Applied Technology Dir, ATTN: SAVRT-TY, Ft Eustis,
VA 23604
USARTA, Propulsion Dir, ATTN: SAVRT-PN, Lewis Research Center,
21000 Brook Park Rd, Cleveland, OH 44135
USARTA, Aerostructures Dir, ATTN: SAVRT-SD, Hampton, VA 22665
Avionics R&D Activity, ATTN: SAVAA, Ft Monmouth, NJ 07703-5000

2



USA Communications-Electronics Cmd, ATTN: AMSEL-TDD, Ft Monmouth,
NJ 07703-5001
Center for Command, Control & Communications System, ATTN:
AMSEL-RD-C3, Ft Monmouth, NJ 07703-5202
Center for Night Vision & Electro-Optics, ATTN: AMSEL-RD-NV-D, Ft
Belvoir, VA 22060-5677
Electronics Warfare/RSTA Center, ATTN: AMSEL-RD-EW-D, Ft Monmouth,
NJ 07703-5303
Signals Warfare Lab, ATTN: AMSEL-RD-SW-D, Vint Hill Farms Station,
Warrenton, VA 22186-5100
USA Laboratory Command, ATTN: AMSLC-TD, 2800 Powder Mill Road:
Adelphi. MD 29783-1145
Atmospheric Sciences Lab, ATTN: SLCAS-DD, WSMR, NM 88002-5501
Ballistic Research Lab, ATTN: SLCBR-OD, APG, MD 21005
Electronics Technology & Devices Lab, ATTN: SLCET-D, Ft Monmouth,
NJ 07703-5000
Electronic Warfare Vulnerability Assessment Lab, ATTN: SLCEW-M-D,
WSMR, NM 8802-5513
Harry Diamond Labs, ATTN: SLCHD-D, Adelphi, MD 20783-1197
Human Engineering Lab, ATTN: SLCHE-H, APG, MD 21005-5001
Materials Technology Lab, ATTN: SLCMT-D, Watertown, MA 02172-0001
Army Research Office, ATTN: SLCRO-D, RTP, NC 27709-2211
Army Research, Development & Standardization Group (Europe) Box 65,
FPO New York 09510
USA Missile Command, ATTN: AMSMI-R, Redstone Arsenal, AL 35898-5240
USA Tank-Automotive Cmd, ATTN: AMSTA-CG, Warren, MI 48397-5000

Aberdeen Proving Ground, ATTN: STEAP-OC, APG, MD 21005-5001
.Dugway Proving Ground, ATTN: STEDP-CO, Dugway, UT 84022-5000
Electronic Proving Ground, ATTN: STEEP-DO, Ft Huachuca, AZ

85613-7110
Aviation Development Test Activity, ATTN: STEBG-CO, Ft Rucker, AL

36362-5276
Combat Systems Test Act, ATTN: STECS-CO, APG, MD 21005-5059
White Sands Missile Range, ATTN: STEWS-CG, WSMR, NM 88002-5000

USA Aviation Systems Cmd, ATTN: AMSAV-G, 4300 Goodfellow Blvd, St.
Louis, MO 63120-1798
Belvoir RD&E Center, ATTN: STRBE-Z, Ft. Belvoir, VA 21005-5606
Natick RD&E Center, ATTN: STRNC-Z, Natick, MA 01760-5000
US Army Corps of Engineers

Cold Regions Rsch & Eng Lab, ATTN: CRREL-TD, P. 0. Box 282,
Hanover, NH 03755-1290

Construction Eng Rsch Lab, ATTN: CERL-Z, P. O. Box 4005,
Champaign, IL 61820-135

Engineer Topographic Labs, ATTN: ETL-TD, Ft Belvoir, VA
22060-5546

Waterways Experiment Station, ATTN: CEWES-IM-MI, P. 0. Box 631,
Vicksburg, MS 39180-0631

USA Medical R&D Command, ATTN: SGRD-ZA, Ft Detrick, Frederick, MD
21701-5012
Aeromedical Rsch Lab, ATTN: SGRD-UAC, Ft Rucker, AL 36362-5292
Inst of Dental Rsch, WRAMC, ATTN:SGRD-UDZ, Wash, DC 20307-5300
Inst of Surgical Rsch, ATTN: SGRD-USZ, Ft Sam Houston, TX
78234-b200

3



Letterman Army Inst of Rsch, ATTN: SGRD-ULZ, Presidio of San
Francisco, CA 94129-6800
Biomedical R&D Lab, ATTN: SGRD-UBZ, Frederick, MD 20701-5010
Medical Rsch Inst of Chemical Defense, ATTN: SGRD-UV-ZA, APG, MD
21010-5425
Medical Rsch Inst of Environmental Medicine, ATTN: SGRD-UEZ,
Natick, MA 01760-5007
Medical Rsch Inst of Infectious Diseases, ATTN: SGRD-UIZ-A, Ft
Detrick, Frederick, MD 21701-5011
Walter Reed Army Inst of Rsch, ATTN: SGRD-UWZ, Washington, DC
20307-5100
USA Health Services Command, Ft. Sam Houston, TX 78234-61000
USA Environmental Hygiene Agency, ATTN: HSHB-Z, APG, MD 21010-5422
USA Research Institute for the Behavioral and Social Sciences,
ATTN: PERI-ZT, 5001 Eisenhower Ave, Alexandria, VA 22333-5600
ARI Field Unit, ATTN: PERI-IJ, POB 2086, Ft Benning, GA 31905
ARI Field Unit, ATTN: PERI-SB, POB 6057, Ft Bliss, TX 79906
ARI Field Unit, ATTN: PERI-SH, Ft Hood, TX 76544-5065
ARI Field Unit, ATTN: PERI-IK, Steele Hall, Ft Knox, KY 40121
ARI Field Unit, ATTN: PERI-SL, POB 290, Ft Leavenworth, KS 66027
ARI Field Unit, ATTN: PERI-IR, Ft Rucker, AL 36362-5000
ARI Field Unit, ATTN: PERI-IO, POB 5787, Presidio of Monterey, CA
93940
USA Training and Doctrine Command, ATTN: ATDO-ZT, Ft Monroe, VA
23651-5000
Combined Army Test Act, ATTN: ATCT-CG, Ft Hood, TX 76544-5065
COMMANDANTS:

USA Air Defense Cen, ATTN: ATZC-CG, Ft Bliss, TX 79916-5000
USA Armor Cen, ATTN: ATZK-CG, Ft Knox, KY 40121-5000
USA Aviation Cen, ATTN: ATZQ-CG, Ft Rucker, AL 36362-5000
USA Chemical Cen, ATTN: ATZN-CG, Ft McClellan, AL 36205-5000
USA Combined Arms Cen, ATTN: ATZL-SC, Ft Leavenworth, KS

66027-5000
USA Engineer Cen, ATTN: ATZA-CG, Ft Belvoir, VA 22060-5000
USA Infantry Cen, ATTN: ATZB-CG, Ft Benning, GA 31905-5000
USA Intelligence Cen, ATTN: ATSI-SA, Ft Hauchuca, AZ 85613-7000
USA Ordnance Cen, ATTN: ATSL-CMT, APG, MD 21005-5201
USA Signal Cen, ATTN: ATZH-CH, Ft Gordon, GA 30905-5000
USA Field Artillery Center, ATTN: ATZR-C, Ft Sill, OK 73503

SUPERINTENDENT:
US Military Academy, ATTN: Technical Library, West Point, NY

10996
COPIES FURNISHED:

Defense Advanced Research Projects Agency, 1400 Wilson Blvd,
Arlington, VA 22209-2308

Defense Logistics Agency, Cameron Station, Alexandria, VA
22304-6183

Defense Technical Information Center, Cameron Station,
Alexandria, VA 22304-6145

Lawrence Livermore National Lab, ATTN: L-191, POB 808, Livermore,
CA 94550

Los Alamos National Lab, ATTN: Dir for Energy, Rsch & Tech, Los
Alamos, NM 87545

4



NASA HQS, Suite 4237, 400 Maryland Ave, SW, Wash, DC 20546
National Science Foundation, 1800 G Street, NW, Wash, DC 20550
United Nations Library, ATTN: Acquisition Section, Room L-138A,

New York, NY 10017
US NAVY

Naval Air Systems Command, Code AIR-03-D, 1411 Jefferson Davis
Hwy, Arlington, VA 22202-3000

Naval Rsch Lab, ATTN: Dir of Rsch, Washington, DC 20375
Office of Naval Rsch, Code 10, 800 North Quincy St, Arlington, VA

22217-5000
HQ US Marine Corps, Code RD-1, Washington, DC 29380-0001

US AIR FORCE
Air Force Systems Command, ATTN: Technical Director, Andrews AFB,

Washington, DC 20334-5000
Air Force Office of Scientific Research/XOT, ATTN: Distribution,

Bolling AFB, Washington, DC 20332-6448

Aýee* e Tro

]"top

Ely
Dist 1,1 b~t 4.sn/

AVa litb~l*h~ Codes

Dist -

5



PROCEEDINGS

OF THE

1992 ARMY SCIENCE CONFERENCE

ORLANDO, FLORIDA

22 - 25 JUNE 1992

VOLUME I

PRINCIPAL AUTHORS A THROUGH G



TABLE OF CONTENTS

PROCEEDINGS OF THE 1992 ARMY SCIENCE CONFERENCE

AUTHOR TITLE VOL PAGE

Alabran, David M. See Willingham, Reginald III 369

Alster, Jack See Nicolich, Steven III 1

Andersen, Steven L. See Martin, Rodger K. II 301

Atha, Larry C. Advanced Composite Interceptor I 5
Kill Vehicle Structures

Azrin, Morris See Beatty, John H. I 51

Bahder, Thomas B. Analytic Dispersion Relations I 19
Near the Gamma Point in Strained
Zincblende Semiconductors

Baker, Paul K. Lightweight Exo-Atmospheric I 25
Projectile (LEAP)

Balekdjian, Armand See Harvey, James F. II 45

Barrows, Austin W. Development of Laser-Based I 37
Ignition Systems for Large
Caliber Guns

Beatty, John H. Correlation of Ballistic 1 51
Performance to Shear Instability
Studies in High Strength Steels

Beaudry, William T. See Wagner, George W. III 247

Behrens, Richard, Thermal Decomposition of RDX and I 65
Jr. HMX in the Condensed Phase:

Isotope Scrambling and Deuterium
Isotope Effect Studies

Bennett, Kelly W. See Brody, Philip S. I 175

Berger, Henry A New Understanding of Power I 83
Transmission and Reflection in
Remote and Near-In Sensing

Beyer, Richard A. Small Scale Experiments and I 97
Modeling of Laser Ignition of
Gun Propellants



VOL PAGE

., Austin W. I 37

.obert H. III 35

io, Janine I 471

Richard L. III 221

, Wendell R. III 275

Increasing Breakdown I ill
Polymer Film

Michael J. II 353

of the Mine I 119
ehicle Using Advanced
al Methods

lam, Reginald III 369

Michael J. II 353

Arpad II 159

?chnologies for the I 1
Twenty-First Century

)bert H. III 35

iracteristics of 1 135
!nerated Charge in
.nsulator Buried

,, Michael E. I 319

James F. II 45

reba, Steven III 119

ary S. III 231

ctronic Detonator I 151
Live-Fire Missile

ii



THOR TITLE VOL PAGE

-imfield, A. A. Catalytic Antibodies as I 167
Biological Scavengers for
Organophosphorus Poisons

7ody, Philip S. Photovoltaic Effect in Thin I 175
Ferroelectric Films for
Nonvolatile Memory

roomfield, C. A. See Brimfield, A. A. I 167

rown, Steven D. See Harper, Alice M. II 31

rown, C. David Scene Segmentation and I 189
Definition for Autonomous
Robotic Navigation Using
Structured Light Processing

ryant, Garnett W. See Tober, Richard L. III 221

ryant, Garnett W. See Tobin, Mary S. III 231

ryzik, Walter Advanced Ground Propulsion I 205
System Phenomena

lulusu, Suryanara- See Behrens, Richard Jr. I 65
,ana

lurchanowski, John See Guadagno, Janine I 471

'arrillo, Alejandro See Horner, David A. II 109

'artland, Harry E. Time-Resolved Infrared Diode I 221
Laser Spectroscopy: A State
Specific Probe of Atom-Molecule
Reaction Dynamics

:asas, L. See Lee, Howard S. II 253

:hambers, James P. See Valdes, James J. III 239

:hang, Wayne H. See Cooke, P.W. I 291

:hang, Wayne H. See Choi, K.K. I 253

.hang, Wayne H. See Lux, Robert A. II 295

'hang, Wayne :1. See Shen, Hongen III 133

iii



AUTHOR TITLE VOL PAGE

Chang, Wayne H. See Dutta, Mitra I 399

Checkai, Ronald See Wentsel, Randall III 345

Chin, Ernest S. C. Dynamic Impact Response of I 237
Titanium Aluminide Composites

Choi, K. K. High Sensitivity Infrared Hot- I 253
Electron Transistors

Christensen, Charles Optical Mapping of HgCdTe I 267
Detector Electronic Properties

Chu, Shih C. A More Rational and Rigorous I 277
Analysis of In-Bore Projectile

Clarke, Frederick W. See Christensen, Charles I 267

Clayton, Michael See Sjogren, Maria H. III 161

Cohen, Arthur See Beyer, Richard A. I 97

Cohen, Arthur See Barrows, Austin W. I 37

Cole, Melanie W. See McLane, G.F. II 339

Cole, Melanie W. See Lee, Howard S. II 253

Cole, Melanie W. See Harvey, James F. II 45

Colston, James T. See Valdes, James J. III 239

Condie, Richard M. See Sjogren, Maria H. III 161

Cooke, P. W. Strained Quantum Well Field I 291
Effect Lasers for Optoelectronic
Integration

Cornell, John H. See Willingham, Reginald III 369

Cotariu, Steven S. Transient Energy Transfer in I 305
Wide Gap Semiconductors

Crenshaw, Michael E. New Optical Switch Stemming from I 319
Dipole-dipole Interactions in
Dense Media

Crow, Samuel B. See Watkins, Wendell R. III 275

iv



kUTHOR TITLE VOL PAGE

:ullen, John W. See Willingham, Reginald 111 369

)anielson, Eugene See Bryzik, Walter 1 205

)aschka, Paul Ceramic Matrix Fiber Reinforced 1 333
Composites

)avis, David See Reid, Robert H. 111 35

)eAnni, Anthony See Lux, Robert A. 11 295

)eAnni, Anthony See Lee, Howard S. 11 253

)eCamp, Brian C. MAXIMIZE Automatic Target 1 349
Recognition Algorithm
Development Environment

)eFrank,.Joseph J. See Harvey, Steven P. 11 59

ADomenico, Leo See Mizan, Muhammad 11 397

Allon, Tom M. A Framework for the 1 357
Environmental Risk Assessment of
Contaminated Sediments at DoD
Installations

)on, R. C. Ballistic Performance--Material 1 373
Property Relationships of Glass
Armor Versus Shaped Charge Jets

)oughty, David T. See Morrison, Robert W. 11 409

)owding, Robert J. Current Status of Tungsten Alloy 1 383
Research

)ubey, Madan See Harvey, James F. 11 45

)udley, M. See Fazi, C. 1 421

)utta, Mitra See Harvey, James F. 11 45

)utta, Mitra A Novel High Contrast Optical 1 399
Modulator in a GaAs-AlAs
Structure

)utta, Mitra See Shen, Hongen 111 133

v



AUTHOR TITLE VOL PAGE

Eckart, D.W. See McLane, G.F. II 339

Ehlen, Judy See Hansen, John V.E. II 1

Eicke, John S. See Wiles, George C. III 357

Eidelman, Shmuel See Bishop, Steven S. I 119

Eldefrawi, Moyhee D. See Thompson, Roy G. III 205

Ennis, Douglas H. See Atha, Larry C. I 5

Esch, Frederick H. Imagery Exploitation I 407
System/Balanced Technology
Initiative

Evaldsson, P. A. See Cooke, P. W. I 291

Evans, Timothy D. See Hansen, John V.E. II 1

Ezzell, John W. See Friedlander, Arthur I 445

Fazi, C. Observation of rf-Induced I 421
Failures in Silicon Bipolar
Junctions Using Synchrotron
X-Ray Topographic Imaging

Ferrando, Ronald E. See Schuschereba, Steven III 119

Fisher, Jamie M. Characterizing the Response of I 429
Solid Rocket Motors to Fragment
Impact

Forch, Brad E. See Barrows, Austin W. I 37

Franz, David R. See Sjogren, Maria H. III 161

Friedlander, Arthur Post-exposure Prophylaxis I 445
Against Experimental Inhalation
Anthrax

Gatto, Lawrence See Melloh, Rae II 381

Gentry, Mary K. See Lebeda, Frank J. II 237

Gillespie, Tames B. Battlefield Environmental I 459
Effects on Ultraviolet
Atmospheric Sensing Propagation

vi



AUTHOR TITLE VOL PAGE

Gordon-Smith, D. See Fazi, C. I 421

Gorman, Francis J. See Soicher, Haim III 193

Grisham, John A. See Christensen, Charles I 267

Grogl, Max See Martin, Rodger K. II 301

Guadagno, Janine Landmine Detection by I 471
Backscatter Radiation
Radiography

Gupta, N. Optical Neural Network Device I 485

Architecture

Hack, Dallas C. See Lebeda, Frank J. II 237

Han, W.Y. See Lee, Howard S. II 253

Hansen, John V.E. Mine Detection in Dry Soils II 1
Using Radar

Haraburda, Scott S. Developmental Research for II 15
Designing a Microwave
Electrothermal Thruster

Hardaway, Mike See Welsh, James P. III 335

Harnden, Phillip G. See Shires, Dale R. III 147

Harper, Alice M. Artificial Intelligence for II 31
Chemical and Biological
Detectors

Harvey, James F. See Lux, Robert A. II 295

Harvey, James F. Physics and Device Applications II 45
of Silicon Microclusters

Harvey, Steven P. Biodegradation of Chemical II 59
Warfare Agents:
Demilitarization Applications

Hayes, Pamela G. Vulnerability of Protective II 71
Structures to Artillery Fire

Hepfinger, Lisa B. Laser-Induced Luminescence: II 83
Soldier Vulnerability

vii



AUTHOR TITLE VOL PAGE

Hevenor, Richard A. See Hansen, John V.E. II 1

Higgins, Thomas P. See Lux, Robert A. II 295

Hock, Vincent F. See Ruzga, Richard J. III 63

Holly, Frank F. See Shires, Dale R. III 147

Hoock, Donald W. An Approach to Mitigating II 95
Atmospheric Effects on Image-
Based Pattern Recognition by
Neural Networks

Horner, David A. Optimization of Particle Model II 109
for Large-Scale Computing

Howe, Gerald B. See Friedlander, Arthur I 445

Huff, William L. See Hayes, Pamela G. II 71

Hunt, Robert E. Host Respiratory Protection for II 119
Lethal Staphylococcal
Enterotoxin B

Hursh, Steven R. Modeling Human Performance to II 129
Predict Unit Effectiveness

Ivins, Bruce E. See Friedlander, Arthur I 445

Jasper, L. See Kim, A. II 197

Jasper, L. See Kim, A. II 185

Jett, Marti See Hunt, Robert E. II 119

Johnson, Anthony J. See Hunt, Robert E. II 119

Johnson, Daniel L. See Patterson, James H. III 25

Johnson, John C. High Bandwidth, Wide Field of II 145
View Lasercom Demonstration

Johnson, M.A. See Meisel, L.V. II 365

Jones, K.A. See Lee, Howard S. II 253

Juhasz, Arpad Solid Propellant Electrothermal II 159
Gun Propulsion

viii



AUTHOR TITLE VOL PAGE

Kaplan, Zvi See Juhasz, Arpad II 159

Katechis, James C. Dormancy for the Ground Based II 173

Interceptor

Kim, Hie-Joon See Ross, Edward III 49

Kim, A. Monolithic, Photoconductive II 197
Impulse-Generating Device

Kim, A. High-Power Impulse Generation II 185
Using a Photoconductively
Switched Radial Transmission
Line

King, Wendell C. See Witten, Alan J. III 383

Klohn, Ken See Mizan, Muhammad II 397

Klopcic, J. Terrence See Walbert, James N. III 261

Kodak, James A. See Reid, Robert H. III 35

Komisar, Jack L. See Hunt, Robert E. II 119

Koscica, Thomas E. See Lux, Robert A. II 295

Kumar, Ashok See Daschka, Paul I 333

Kumar, Pramod See Valdes, James J. III 239

Kustin, Kenneth See Ross, Edward III 49

Kyle, Dennis E. See Martin, Rodger K. II 301

Ladas, Andrew P. See Wiles, George C. III 357

LaiHing, Kenneth See McDonald, Joseph K. II 327

Lane, Gerald R. Establishing Integratged Two-Man II 209
Crew Station (ITCS) Requirements

Lanzerotti, Yvonne Power Spectral Characterization II 223
of Fracture Surfaces of TNT,
Composition B, and Octol

Lareau, Richard T. See McLane, G.F. II 339

ix



AUTHOR TITLE VOL PAGE

Lareau, Richard T. See Harvey, James F. II 45

Lareau, Richard T. See Lee, Howard S. II 253

Lareau, Richard T. See Schauer, Stephen N. III 105

LaSala, John E. See Cotariu, Steven S. I 305

Lavene, Bernard See Binder, Michael I II'

Lawrence, Wade B. See Friedlander, Arthur I 445

Leavitt, Richard P. See Tobin, Mary S. III 231

Leavitt, Richard P. See Gupta, N. I 485

Lebeda, Frank J. Thermodynamic Analyses of II 237
Transmembrane Channel Formation
by Botulinum Toxin

Lee, Howard S. See Schauer, Stephen N. III 105

Lee, Howard S. See McLane, G.F. II 339

Lee, Howard S. Ohmic Contacts to Heavily II 253
Carbon-Doped p+-GaAs Using
Ti/Si/Pd

Lemire, George W. See Sausa, Rosario C. III 91

Lenz, D. E. See Brimfield, A. A. I 167

Lepore, A. See McLane, G.F. II 339

Li, W. Q. See Tober, Richard L. III 221

Lieb, Robert J. A Small Angle Neutron and X-Ray II 267
Scattering Study of the Onset
and Nature of Fracture of
Uniaxially Compressed Gun
Propellants

Liston, John E. Exoatmospheric Intercept: GBI II 281
Program and the ERIS FTV Flight
Tests

Lottati, Isaac See Bishop, Steven S. I 119

x



AUTHOR TITLE VOL PAGE

Lowe, John R. See Friedlander, Arthur I 445

Lu, Y. See Lee, Howard S. II 253

Lukasavage, William See Nicolich, Steven III 1

Lukaszek, Ted See Mizan, Muhammad II 397

Lund, David J. See Schuschereba, Steven III 119

Lux, Robert A. Optical Control of Resonant II 295
Tunnel Diode Devices

Lux, Robert A. See Harvey, James F. II 45

Mammone, Robert J. See Binder, Michael I iil

Martin, Rodger K. Plasmodium falciparum: II 301
Characterization of Multiple
Drug Resistance Phenotypes by
Reversal Modulators

Matthew, Candace B. An Animal Model of Drug-Induced II 315
Thermoregulatory and Endurance
Decrements

Maxwell, D. M. See Brimfield, A. A. I 167

Mays, Brian T. See Wiles, George C. III 357

McDonald, Joseph K. Nonlinear Optical Properties of II 327
Layered Composites

McKee, Kelly T. See Sjogren, Maria H. III 161

McLane, G.F. Magnetron Ion Etching for GaAs II 339
Device Processing

McNally, Richard E. See Hursh, Steven R. II 129

McQuaid, Michael J. Imaging and Analysis of II 353
Combusting Liquid Propellant
Sprays

McQueen, Charles E. See Reid, Robert H. III 35

Meisel, L.V. Multifractal Analysis of Chaotic II 365
Point Sets

xi



AUTHOR TITLE VOL PAGE

Melloh, Rae River and Lake Ice Conditions as II 381
Interpreted from Microwave
Imagery

Melnik, D. See Juhasz, Arpad II 159

Menking, Darrel E. See Thompson, Roy G. III 205

Meyyappan, M. See McLane, G.F. II 339

Mikesell, Perry See Friedlander, Arthur I 445

Milhous, Wilbur K. See Martin, Rodger K. II 301

Mizan, Muhammad Microwave Solid-State II 397
Transmitter for Miniature
Multiband Beacon Transponder

Miziolek, Andrzej W. See Barrows, Austin W. I 37

Miziolek, Andrzej W. See Sausa, Rosario C. III 91

Morrison, Robert W. Chromium-free Carbon, a New II 409
Adsorbent for Chemical Warfare
Agent Filters

Morton, David C. See Harvey, James . II 45

Mozo, Ben T. See Patterson, James H. III 25

Nakashima, Masato See Willingham, Reginald III 369

Namaroff, M. See McLane, G.F. II 339

Nelson, William R. See Patterson, James H. III 25

Newberry, Joyce E. See Barrows, Austin W. I 37

Newman, Peter G. See Dutta, Mitra I 399

Newman, Peter G. See Lux, Robert A. II 295

Nickolaisen, Scott See Cartland, Harry E. I 221

Nicolich, Steven Quantitative Synthesis of HMX III 1
via the GARDEC HMX Process

xii



AUTHOR TITLE VOL PAGE

Norvelle, F. Raye Using Iterative Orthophoto III 13
Refinements to Correct Digital
Elevation Models

Nuzum, Edwin 0. See Martin, Rodger K. II 301

Overholt, James L. See Wehage, Roger A. III 307

Palacios, Fernando See Watkins, Wendell R. III 275

Pamulapati,Jagadeesh See Dutta, Mitra I 399

Pamulapati,Jagadeesh See Harvey, James F. II 45

Paolella, Arthur C. See Lux, Robert A. II 295

Parmelee, Robert See Wentsel, Randall iII 345

Patterson, James H. New Human Exposure Limits for III 25
Freefield Artillery Blast
Overpressure

Pearson, Earl F. See McDonald, Joseph K. II 327

Pennise, Christine See Boesch, H. Edwin, . 1 135

Peters, Clarence J. See Sjogren, Maria H. III 161

Peters, John F. See Horner, David A. II 109

Petreanu, John See Daschka, Paul I 333

Pham, John See Gupta, N. I 485

Pham, John See Tobin, Mary S. III 231

Phillips, Yancy Y. See Patterson, James H. III 25

Piekarz, Richard C. See Harvey, James F. II 45

Pinto, James J. See Lanzerotti, Yvonne II 223

Pitt, Louise See Hunt, Robert E. II 119

Pitt, Margaret L.M. See Friedlander, Arthur I 445

Quong, Julie A. See Schuschereba, Steven III 119

xiii



AUTHOR TITLE VOL PAGE

Rael, Eppie D. See Valdes, James J. III 239

Rapacki, E. J., Jr. See Don, R. C. I 373

Reid, Michael See Bryzik, Walter I 205

Reid, Robert H. Oral, Microencapsulated, CFA/II III 35
Vaccine Against E. coli
Diarrheal Disease: Preclinical
Evaluation

Remy, David E. See Willingham, Reginald III 369

Richmond, Donald R. See Patterson, James H. III 25

Ripple, Gary See Patterson, James H. III 25

Roach, Joseph F. See Willingham, Reginald III 369

Roberson, William E. See Liston, John E. II 281

Rod, B. J. See Brody, Philip S. I 175

Rogers, Kim R. See Thompson, Roy G. III 205

Rondeau, Ernest See Binder, Michael I 1il

Rose, Kenneth J. See Friedlander, Arthur I 445

Rosen, David L. See Gillespie, James B. I 459

Ross, Edward Kinetic Model for Predicting III 49
Bacterial Destruction from
Intrinsic Chemical Marker
Formation in Thermally Processed
Foods

Ruble, David See Hunt, Robert E. II 119

Ruzga, Richard J. See Daschka, Paul I 333

Ruzga, Richard J. The Infiltration of Cotton III 63
Fibers with Sol-Gel Solutions,
Forming Oxide and Non-Oxide
Ceramics

xiv



AUTHOR TITLE VOL PAGE

Sadoff, Gerald C. Cloning, Expression, Production III 79
and X-ray Crystallographic
Structure of
Acetylcholinesterase

Saphier, D. See Juhasz, Arpad II 159

Sasserath, J. See McLane, G.F. II 339

Sau, Keya See Reid, Robert H. III 35

Sausa, Rosario C. Laser-Based Sensitive Detection III 91
of Trace Atmospheric Vapors of
Military Interest

Scalora, Michael See Crenshaw, Michael E. I 319

Schauer, Stephen N. Accurate Measurement of Metal III 105
Diffusion in Electronic
Materials Using Secondary Ion
Mass Spectrometry and Scanning
Auger Microscopy

Schiff, Lewis B. See Weinacht, Paul III 321

Schuschereba, Steven Basic Fibroblast Growth Factor III 119
Accelerates Repair and Prevents
Degeneration in Retinal Laser
Lesions

Schwarz, Ernest See Bryzik, Walter I 205

Sergi, Sergio A. See Bishop, Steven S. I 119

Shafferman, Avigdor See Sadoff, Jerald C. III 79

Shattuck, Edgar See Ross, Edward III 49

Shen, Hongen Non Contact, Non Destructive III 133
Optical Method for Measuring
Electric Fields in GaAs, AlGaAs
and InGaAs Heterostructures

Shen, Hongen See Harvey, James F. II 45

Shen, Hongen See Dutta, Mitra I 399

xv



AUTHOR TITLE VOL PAGE

Shires, Dale R. High-Ratio Bandwidth Reduction III 147
of Video Imagery for
Teleoperation

Silman, Israel See Sadoff, Jerald C. III 79

Simeonsson, Josef B. See Sausa, Rosario C. III 91

Simonis, G. J. See Gupta, N. I 485

Sjogren, Maria H. Safety and Kinetics of a III 161
Despeciated Equine F(ab) 2
Heptavalent Botulinum Antitoxin
in Volunteers

Smith, Doran D. Scaling Properties of the III 169
Magnetoexciton Problem

Smith, Leonard A. Cloning, Characterization, and III 179
Expression of Animal Toxin Genes
for Vaccine Development

Smith, Stan See Juhasz, Arpad II 159

Soicher, Haim Regression/Correlation Analysis III 193
of Ionospheric Parameters at
Midlatitudes

Soreq, Hermona See Sadoff, Jerald C. III 79

Starks, Michael W. See Walbert, James N. III 261

Stead, M. R. See Gupta, N. I 485

Sturek, Walter B. See Weinacht, Paul III 321

Sturzebecher, Dana See Lux, Robert A. II 295

Sussman, Joel See Sadoff, Jerald C. III 79

Tanton, George A. See Christensen, Charles I 267

Taub, Irwin See Ross, Edward III 49

Taylor, Thomas L. See Boesch, H. Edwin, Jr. I 135

Taylor, G. W. See Cooke, P. W. I 291

xvi



AUTHOR TITLE VOL PAGE

Taysing-Lara, M. See Choi, K. K. I 253

Thompson, R.J. See Lee, Howard S. II 253

Thompson, Roy G. Chem-Biodetection: III 205
Potentiometric and Fiber Optic
Biosensor Test Beds

Thomson, David J. See Lanzerotti, Yvonne II 223

Thornton, Clarence See Harvey, James F. II 45

Tober, Richard L. Electric Field Effects on the III 221
Optical Properties of Layered
Semiconductor Structures

Tobin, Mary S. Simultaneous Electron and Hole III 231
Tunneling in Coupled Quantum
Wells

Tressler, L. See Don, R. C. I 373

Trevino, Samuel F. See Lieb, Robert J. II 267

Tseng, Lee-Ying See Reid, Robert H. III 35

Tseng, Jeenan See Hunt, Robert E. II 119

Tsu, Raphael See Harvey, James F. II 45

Ursic, James R. See Witten, Alan J. III 383

Valdes, James J. Detection of Picogram Quantities III 239
of Botulinum Toxin-B (BoTX)
Using the Light Addressable
Potentiometric Sensor

Valdes, James J. See Thompson, Roy G. III 205

Vanderbeek, Richard See Harper, Alice M. II 31

Vargas, Joseph A. See Schuschereba, Steven III 119

Veney, David W. See Cartland, Harry E. I 221

Wade, William L. See Binder, Michael I 111

xvii



AUTHOR TITLE VOL PAGE

Wagner, George W. Solid-State 3 1 p MAS NMR Study of III 247
G-Agent Simulants Adsorbed on
Synthet47 Resin Catalysts

Walbert, James N. A Taxonomy for the III 261
Vulnerability/Lethality Analysis
Process

Walker, John J. See Katechis, James C. II 173

Wang, S. See Fazi, C. I 421

Ward, J. Richard See Wagner, George W. III 247

Watkins, Wendell R. Camouflage Flicker: A Highly III 275
Observable Low Observable

Watson, Jerry L. Propellant Response to Shaped III 291
Charge Jet Impacts

Wehage, Roger A. New Directions in Computational III 307
Dynamics at TACOM

Weinacht, Paul Navier-Stokes Predictions of III 321
Pitch Damping for Axisymmetric
Shell Using Steady Coning Motion

Weiner, M. See Kim, A. II 197

Weiner, M. See Kim, A. II 185

Welkos, Susan L. See Friedlander, Arthur I 445

Welsh, James P. Review of Environmental Research III 335
Specific to Smart Weapons
Operability Enhancement for the
Battlefield Environment

Wentsel, Randall Novel Techniques to Determine III 345
Ecological Effects at U.S. Army
Sites

West, Wade See Welsh, James P. III 335

Wiles, George C. Projectile Tracking Device Using III 357
GPS

Wilhelmsen,Catherine See Hunt, Robert E. II 119

xviii



AUTHOR TITLE VOL PAGE

Wilhelmsen,Catherine See Reid, Robert H. III 35

Willingham, Reginald Synthesis of Metallo- III 369
Tetrabenzporphyrins Possessing
High Third-Order optical
Nonlinearity for Military Laser
Eye Protection

Witten, Alan J. High Resolution Image Processing III 383
of Geophysical Data with
Diffraction Tomography

Wittig, Curt See Cartrand, Harry E. I 221

Wlife, Allan See Lanzerotti, Yvonne II 223

Woolsey, Patrick See Chin, Ernest S. C. I 237

Worsham, Patricia L. See Friedlander, Arthur I 445

Yalamanchili, Rao Aerodynamic Heating of Unsteady III 399
Hypervelocity Projectile

Yang, Janet M. See Schuschereba, Steven III 119

Yang, L.W. See Lee, Howard S. II 253

Youmans, R. See Kim, A. II 197

Youmans, R. See Kim, A. II 185

Zeto, R. See Kim, A. II 197

Zeto, R. See Kim, A. Il 185

Zhou, Weimin See Harvey, James F. II 45

Zukas, Walter X. Chemistry of Adhesives at III 417
Surfaces

xix



Board on Army Science and Technology (BAST)

STAR 21
Strategic Technologies for the Army of the Twenty-First Century

Committee on Strategic Technologies for the Army (STAR)
National Academy of Sciences/BAST

Washington, D.C.

In the year 2020, the technical capabilities of the soldiers and systems that the
United States Army puts into the field will result from the interplay of two kinds of
processes. On one side are the processes of scientific research and technological
innovation that determine what is possible. On the other are a wide array of factors
that affect what is needed: requirements driven by the Army's mission, by the threats
it fac,'s, by political and economic changes at home and abroad, and by changes in
the technology accessible to potential opponents. In the short run, the processes of
technology push or those of requirements pull may dominate; in the longer term,
factors of both kinds will influence the outcome.

This interplay of technology push and requirements pull has been a central
theme in the reports prepared by the scures of experts who volunteered to
participate in the National Research Council's Committee on Strategic Technologies
for the Army (STAR). In requesting the study, the Assistant Secretary of the Army
for Research, Development and Acquisition saw its purpose as assisting the Army
in improving the introduction of advanced technologies into Army weapons,
equipment, and doctrine. The time period addressed by the study was to extend at
least 30 years into the future.

To conduct the study, the National Research Council organized three major
subcommittees; Science and Technology, Integration, and Technology Management
and Development Planning. Near the end of the study, a special committee, with
representatives from these previously constituted subcommittees, was established to
produce the STAR main report. The main report is available through the National
Academy Press. A core briefing team was assembled in December 1991 and is led
by Dr. Walter B. LaBerge, chairman of the special committee. He is supported by
Dr. Joseph F. Soukup and Dr. John D. Venables, representatives of the STAR
Science and Technology Subcommittee and Mr. David C. Hardison, the Systems
Capabilities Subcommittee chairman. A short vita for each briefer follows.
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Advanced Composite Interceptor Kill Vehicle Structures
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U. S. Army Strategic Defense Command
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Huntsville, Alabama 35807-3801

(U) In 1987, following a late 1986 review of critical issues and the
identification of resolution path options, the U. S. Army Strategic Defense
Command (USASDC) initiated a development and evaluation sequence
designed to determine if advanced composites could be applied to the
main structural components of strategic interceptors. The program was
constructed as a coordinated effort with the U. S. Army Materials
Technology Laboratory (USAMTL) and focused upon practical application,
not a simple demonstration that these materials could serve the same
purpose as conventional materials. Responsibility for the execution of this
work was assigned to the Key Technologies Division (KT) of the Survivability,
Vulnerability, and Key Technologies Directorate (SLKT). KT incorporated the
activity into its Materials and Structures Program (M&S). A three-fold
approach was selected to meet the need for parallel development of
those aspects of advanced composites which were either considered
clearly inadequate, or questionable, by the user Project Offices:

1) Selection of the optimum composite for a given application
from both the standpoint of performance and cost - with further
material development if required and if justified in terms of the
near-term potential of that materiall;

2) Parallel development of improved bonding and joining
techniques to ensure that, to the maximum extent possible, the
native properties of a selected material were not degraded
when the material was used in a realistic assembly2;
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3) Evaluation of the final assembly against its conventional
counterpart using identical standards and, to the maximum
extent consistent with valid test methodology, identical
procedures3 .

Activities 1 and 2 were designed to yield critical information for
improvements and aid in isolating basic material response effects from
purely joining based assembly characteristics. This removal of the
confounding of several variables was judged essential to both the proper
focus of development activity specifics and the establishment of an
understanding of the capabilities and limitations of each that could be
translated into realistic material and configuration decisions. Activity 3 would
serve as a final demonstration to the user office that the material/fabrication
technology was fully capable of meeting that user office needs in a manner
that did not introduce system degradation or net cost increases. (U)

(U) Initial guidelines, or general goals, were established to serve as
both an overall direction for developmental activity focus and to provide a
reference point from which it would be possible to evaluate the state of
program progress at any given stage of the subsequent phases of the
work. These are summarized in Table 1. The most immediate consequence
of these criteria was the selection of the Kill Vehicle (KV) structure as
representing that portion of the interceptor which would yield the greatest
near-term system benefit for the developmental funding available.

(U) It should be apparent that, for a given PROPERTY/PROCESS entry,
some items listed as EXAMPLE ANTICIPATED BENEFITS/REQUIREMENT are
potentially in contradiction (e.g., a mass reduction may be apportioned in
several ways). This represents a deliberate selection by KTr of a viewpoint
that may be summarized as: 'The legitimate role of Key Technologies is to
provide alternatives which can be used by the Project Offices to achieve
performance gains. Finalized system design trades which lead to the
selection of a particular performance gain(s) as the most desirable is solely
a function of the Project Office responsible for the given element. Close
coordination between Key Technologies and the user Project Office(s) will
be maintained to ensure that the developmental activity is matched to the
gain(s) selected."

(U) Although it can be argued that an interactive approach
somewhat limits the autonomy of the technology directorate, reality has
shown that the gains achieved far outweigh any such loss. Access to
information critical to increasing the scope and detail of the rather general
guidance of Table 1 has been made available. Detailed designs have
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been provided when required. Changes in specific performance
parameters and configuration modifications have been communicated as
they occur, not months later. As a consequence, the quality and timeliness
of technology directorate recommendations have been greatly
enhanced. In turn, KT generated recommendations for changes which take
maximum advantage of the potential of a new material have been given
serious review and have been incorporated when these recommendations
have proven to be consistent with the overall goals for the element - a
condition that has been met in the majority of such cases. Project Office
involvement from the earliest stages of the development activity through
final qualification testing has had a major program impact: acceptance by
the element involved Df a portion of the test and evaluation funding load.
This enables a more effective use of development funds and created an
essentially automatic technology insertion process. (U)

TABLE 1. (U) General guidance for development activities directed
toward use of advanced composite materials in USASDC
interceptors.

PROPERTY/PROCESS EXAMPLE ANTICIPATED BENEFITS/
REQUIREMENT

1. MASS REDUCTION e INCREASED SYSTEM MANEU-
VERABILITY

* DECREASED SYSTEM BOOSTER
MASS

a DECREASED SYSTEM SIZE

2. STIFFNESS/BENDING e REDUCED BORESIGHT ERROR
MODE FREQUENCY/STRENGTH o REDUCED SENSOR COMPLEXITY/
INCREASE COST

o INCREASED STRENGTH RELATIVE
TO PRIMARY LOADING VECTOR

3. CO-LOCATED COMPONENT & NONE
DEGRADATION (e.g., outgassing
induced sensor degradation)

4. FABRICATION COST o SYSTEM COST CHANGE
I APPROXIMATELY ZERO
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(U) The early hardware phase of the effort and those lessons learned
from the advanced composite KV structure development for
Exoatmospheric Re-entry Vehicle Interceptor System (ERIS) are discussed in
the next sections. We follow this with an examination of Ground-Based
Interceptor (GBI-X) prototype KV structure development and advances in
improved/affordable fabrication technology. This final section summarizes
future activities of the Structural Materials Program.

Advanced Composites Application to the ERIS KV Structure (U)

(U) As previously Indicated, the initial effort was directed toward
development of a composite material substitute for the Aluminum/T300
Graphite /934 Epoxy baseline ERIS KV structure (approximately 1.4 m in
length by 0.5 m at the greatest diameter). Metal Matrix Composites (MMC),
Thermoset (TS) Resin Matrix Composites (RMC), and Thermoplastic (TP) RMC
were examined as candidate categories. A category downselect lead to
TS RMC as the primary option and MMC as the secondary choice. The
decision was based on several factors: 1) the required materials were
readily accessible; 2) both the requisite engineering characterization and
experience needed for a high probability of success had been established
under previous U. S. Army advanced composites application research; 3) a
TP RMC effort was to be initiated under the USAF M&S program, implying
leveraging versus duplication as the route which would permit optimum
development path for immediate use while retaining the potential for latter
application of this material to ground-based interceptor configurations, if
warranted. The designation of TS RMC as the primary option was based
upon the mass reduction potential of the state-of-the-art (SOTA) version of
this material relative to its MMC counterpart. Project Office feedback
played a crucial role in the downselection process. TS RMC mass reduction
potential was evaluated against a theoretically higher strength and stiffness
potential for the MMC alternative. Participation in ERIS project reviews and
follow-on ERIS - KT discussions clearly indicated that, in the 1988 - 1989
timeframe, mass constraints presented the greatest challenge to the ERIS
system designers. Although not the dominant consideration, the projected
cost per unit of a production quantity product also influenced the decision to
give the TS RMC option a higher priority. (U)

(U) A view of the primary subcomponents of the ERIS KV structure,
along with baseline and alternative materials for each subcomponent, is
shown in Figure 1.4. Materials listed after the baseline entry are given in the
order of their respective priority for investigation. With the single exception
of the Forward (FWD) and aft shells, multiple alternatives are designated for
each primary subcomponent. The cruciform design reflects the selection of
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the ERIS prime contractor, as approved by the ERIS Project Office. It should
be noted that the baseline design material selection was later altered by
the ERIS prime contractor to replace those subcomponent materials
labeled as graphite/epoxy with 7075-T6 aluminum -- in effect, the
development activity and subsequent testing became a direct comparison
between a conventional all metal structure and an essentially all composite
structure. (U)

(U) The TS RMC version of this design is often referred to as a 1 :1
replacement. This term indicates that the external physical dimensions of the
structure are such that it could physically replace the baseline with little, or no,
adaptation of other KV components required. As discussed below,
alterations which are consistent with the mechanical properties of
composites and do not affect the overall adaptability of the structure were
made when justified by modeling predictions that were supported by test
data.

FWD AND AFT SHELLS LONGERONS

T300 GR/934 EPOXYAND T300 GR/934 EPOXY(BASELINE)
CORK HS (BASELINE) GR/BMI

GR/HTRMC B/AL, SiC/AL

FWD, MID AND AFT RINGS

AL (BASELINE)
SiCp/AL
GR/RMC

CRUCIFORM AND BULKHEAD PANELS

T300 GR/934 EPOXY (BASELINE) FACE SHEETS FOR

GR/BMI HONEYCOMB CORE
B/AL, SiC/AL, GR/AL MMC SANDWICH

FIGURE 1 I UNCLASSIFIED

FIGURE 1. (U) Initial ERIS KV assembly: subcomponents, baseline materials,
and priori1tzed composite material evaluation options.
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(U) A range of potential resins, and associated fibers were
examined: bismaleimides (BMI) V398G, F650, and MR56-2; copolymer
HLX1 1 171; epoxy NOVAL AK HRX 159A; polyimide PMR15, IP 600, NR15082;
phenolic 908; polybenzimidazole; acetylene terminated polyphenolene
(ATP); ATP/polyphen-olquinoxylene. Physical properties used in the trade
analysis were selected to focus upon interceptor needs: maximum design
temperature; char yield and rate; processability; outgassing; damage
tolerance; stability under hot/wet conditions. In addition, the availability and
cost considerations previously mentioned were used as both an eliminator
factor and to differentiate between options which were otherwise
approximately identical in rank. (U)

(U) Non-resin component materials included alumina; silicon carbide;
boron carbide. The candidate MMC matrix materials examined were
aluminum, magnesium, and titanium - with either continuous or discontinuous
reinforcements. The considerations listed in the previous paragraph were
applied to selections in these categories.

(U) The RMC trade studies, finite element modeling, and material
testing produced a final set of subcomponent materials. A BMI, MR56-2
tape with P100 graphite fiber reinforcement formed in panel configuration
over aluminum honeycomb, was selected as the matrix/fiber/core system
for both the cruciform and bulkhead elements. The cruciform panels were
formed using eight plies of the P100/MR56-2 tape. A zero, plus 45, zero,
minus 45 degree layup provided preferential strength and stiffness parallel
to the primary axis of the cylindrically symmetric KV structure configuration.
The layup thickness was 0.024 inches. Identical materials and ply counts
were used for the bulkheads. However, a zero, minus 45, 90, plus 45 degree
pattern was chosen to introduce pseudo-isotropic mechanical response.
The resin content of the final products was 35 - 40%. The void content was
held to less than 1%. Cure/post-cure chemistry was verified via Fourier
Transform Infrared (FTIR) spectroscopy.

(U) All secondary structural components were fabricated using a
second BMI, V398G with Hitex46-8B graphite fiber reinforcement. The
optimum configuration proved to be zero, 45, zero degrees in a 3 ply, 0.042
inch layup. The zero degree filaments provide primary axis stiffness while the
45 degree filaments supply the necessary shear strength to support structure
fasteners. Evaluation of resin content yielded values within the range of
those given for the cruciform/bulkheads. Void content was also less than 1%.
Cure/post-cure chemistry verification again employed FTIR.

(U) As previously stated, a parallel effort focused upon joining and
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bonding was included in the overall composite KV structural program. As
originally planned, the intersection of the two main panels of the cruciform
would be secured with right angled strips. Examined in cross-section, the
cruciform divides into four quadrants with one angle piece at every junction,
or one per quadrant. One fastener would pass through two angles pieces
and one cruciform panel. This yields a total of four fasteners, and any
associated reinforcement hardware, per joining station. The attachment
and load distribution of the baseline design was not consistent with the
behavior of composites under maximum projected loading. The primary
difficulty is the introduction of a lowering of the joint strength and long-term
assembly stiffness characteristics by the creation of stress which results in
direct peel of the joining adhesive. Compensation could be made, but this
increased the number of fasteners -- already a major driver of the KV
structure mass. (U)

(U) A U-channel design was formulated which resolved the joining
difficulty. A cross-section of a fastener station for the U-channel approach
shows one panel of the cruciform as continuous. The perpendicular panel is
in two parts with a U shaped channel oriented such that the bottom of the U
forms the interface with the continuous panel. A single fastener passes
through each U-channel and the continuous panel. The net result is that the
number of axial support components is reduced from 4 to 2 and the number
of fasteners at each station is reduced from 4 to 1. The total number of
fasteners required -- relative to the baseline -- is reduced by slightly more
than 50%. The gain is even greater when the need for additional fastener
stations, associated with the combination of the original baseline design and
application of RMC as the KV structure material, is taken into consideration.
The mass of two U-channels is 44% lower than that of four angle forms. It was
found that potting -- 82-EP-PB Eccolite -- inserted in the continuous panel
could replace metal inserts with a mass reduction of 909/% per fastener.
Titanium fasteners were used to provide high strength, low mass, and
galvanic corrosion protection. It should be noted that practical application
of this design requires a high preload on the throughbolt and that this
preload must be maintained under all flight stresses. With these conditions
met, the face sheets are not subject to significant transverse tension loading.
Further, the adhesive -- a reticulating FM300U -- is placed in pure shear. A
final modification -- the replacement of potting along the edges of the
honeycomb substrate by perforated aluminum tape -- further reduced
parasitic weight and simplified the problem of ensuring that moisture build-up
would not occur.

(U) Preliminary evaluation of the complete TS RMC structure and a
joining test article were conducted prior to integration of the shell
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subcomponents with the full-scale assembly. Non-destructive loading and
vibration testing confirmed adequate strength. Modal analysis indicated a
40% increase over the 60 Hz requirement in the lowest bending mode
frequency for the completed full-scale assembly. The benefit of primary
concern to the ERIS Project Office significantly exceed initial projections: the
mass of the metal baseline was 10 kg; preliminary estimates projected a
35% mass reduction for the TS RMC KV structure; the final TS RMC KV structure
proved to have a mass 42% lower than the baseline. The role of the
bonding and joining technology development in these results cannot be
over emphasized. It is well known that the primary obstacle to translating the
inherent stiffness and strength of composite materials lies in the inability of
joining interfaces to match, particularly under repeated loading, these
characteristics. The value obtained represents a major gain in this area. The
advance from a 35% mass reduction to a 42% mass reduction is almost
entirely due to the sum of the individual bonding and joining mass savings
discussed in the previous paragraph. (U)

(U) With the addition of the shell subcomponents, the completed KV
structure was ready for modal testing. In accordance with the previous
direction from KT and the ERIS Project Office, the assembly was transferred
to a common test site for side-by-side evaluation with the ERIS prime
contractor developed aluminum baseline KV structure. Dummy loads were
attached to simulate the various KV components (e.g., tanks, flight power
batteries). Further mass reduction gains were observed: the total TS RMC
assembly mass proved to be slightly in excess of 52% lower than the
baseline mass. The measured value for the lowest bending mode
frequency was 97 Hz - somewhat over 50% higher than the requirement and
the baseline structure value - 4 1% greater than the counterpart component.

(U) An identical MMC structure was also prepared and tested. Boron
fiber reinforced aluminum (B/Al) was selected for fabrication of the
cruciform panels and bulkheads. A unidirectional, two ply (p.015 inch) layup
was used. All secondary subcomponents were fabricated using silicon
carbide particulate aluminum (SiCp/Al). All testing was a direct parallel to
that used for the TS RMC and baseline aluminum structure. It should be noted
that it was recognized that the MMC version would exceed the mass of the
TS RMC KV structure by a significant degree. However, the potential for a
major stiffness gain was judged to be of sufficient value to justify the effort.
The end results conformed to mass expectations: 12% reduction relative to
the baseline value for the bare structure. Although several innovations were
made in the machining of the SiCp/Al, and in MMC joining technology, the
overall performance under modal testing did not meet expectations. Post-
test analysis indicated that a considerably thinner tape would be required to
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achieve both mass and stiffness values that would be competitive with the
TS RMC approach. This, combined with the greater projected cost per unit
of the MMC KV structure, resulted in a decision to delay further work toward
this type of application until such time as the necessary basic research and
development had been completed. (U)

Major Lessons Learned (U)

(U) The TS RMC KV structure exceed all initial performance
projections. The completed technology represents a significant advance
over the aluminum baseline. As a direct result, the Project Office has
elected to incorporate advanced composites as an integral part of new
baseline KV structure guidance. Cost reduction, a function of the points
raised in the remaining paragraphs of this section, remains a potential issue.

(U) The parallel effort in the area of bonding and joining technology
,levelopment clearly provided major benefits to the main program focus.
The first element of this is the obvious increase in the mass reduction gains.
Further, the introduction of a well defined, simplified attachment procedure
decreased the labor and time required for assembly of the associated
components. That this development would yield some benefit was not
unexpected. The degree realized did exceed anticipated results.
However, by comparison to analogous techniques used with all metal
structures, the SOTA for bonding and joining is not such that the full practical
potential of the basic composite material is achieved. To reach this goal in
a cost effective manner both the mechanical efficiency or IS RMC joints,
and the joints for other composites such as TP RMC, require further
enhancement. In addition, the number of joints required must be drastically
reduced. The latter relates directly to a second area of required
improvement.

(U) A parts count summary for the main components of the ERIS KV
structure is given in Table 2. In addition to the listed components, fastener
assemblies are required. It is clear that, as long as the number of units to be
combined to form the final assembly is of this order, the degree of labor
required to mate these components and the potential for rejection of an
assembly due to joint defects is high. This situation is relatively unimportant in
the one-of-a-kind fabrication associated with a prototype. However, cost
effectiveness of the end product is a major goal of the entire development
program. Thus, alteration of the fabrication approach via reduction of the
parts count is clearly required.

(U) The weakening of composites at attachment points due to fiber
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cutting/matrix damage is a well known phenomenon. The KV structure must
serve as an attachment base for a wide range of KV components. The
process of cuffing holes, in addition to providing for sealing and re-
enforcement as required, adds significant labor overhead to the fabrication
process. Further, no practical approach was found which would permit
complete restoration of the deterioration associated with machining
damage -- not an unexpected situation. (U)

TABLE 2. (U) Subcomponent Count Summary for the TS RMC ERIS KV
Structure

ITEM QUANTITY

CRUCIFORM PANELS
FULL PANEL 1
HALF PANEL 2
BULKHEADS 3

U-CHANNELS 4
U-CLIPS 12
RINGS 3

LONGERONS 8
ANGLES 8

HALF SHELLS 2

TOTAL 43

(U) Each of the above points, combined with the clear-cut
performance gains available through the use of advanced composites,
lead to the decision to initiate further development. Material selection,
processing development which would be consistent with the fabrication
changes required to address these points was made the focus of the
activity.

Materials and Fabrication Approaches for GBI (U)

(U) USASDC SLKT 1(T activity to address these issues was initiated in
the second half of 1990. The basic concept -- in situ sensors to monitor
temperature and pressure during the forming process combined with a
near-net shape mold to minimize post-cure machining -- is often referred to
as 'Smart Molding*. The near-net shape mold contains pre-positioned forms
to provide mounting points. Computer monitoring and control enhance the
"Smart' aspect of the process. Rapid progress has been made, with the
current end-product meeting or exceeding expectations. However, a
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considerable body of work remains. For this reason, the current SOTA might
be better characterized as 'semi-intelligent' molding with the final goal
designated as 'Smart'. This section examines the initial application of this
concept and its extension to generic GBI-X structures. 5 (U)

(U) The first test structure prepared using the process was a full-scale
Brilliant Pebbles (BP) structural bridge. The basic form was that of a simple
cylinder with a flange at either end. Approximately 35% of the cylindrical
body material was removed to reduce mass. Flat, square mounting
surfaces with circular mounting holes were provided near the mid-section of
the cylinder. The material combination which proved to yield the best
forming/performance match consisted of a hybrid T650-52/BMI and
P100/BMI TS RMC set. The article met, or exceeded all stiffness, strength, and
bending frequency requirements.

(U) As with the original structural material program, two candidates
were selected for the 'generic" GBI-X structures. It should be noted that the
term 'generic' refers to the current lack of a detailed design, not to a vague
approximation of the best KT guess as to the size and loading of the final GBI
KV structure. The GBI Project Office has provided KT with current contractor
concept development data and this has been incorporated into the
specifics of the KT effort. It should also be noted that, at this time, there are
several competing designs/contractors. As a consequence, some aspects
of the structural form and requirements are competition sensitive and will not
be reported in th;s paper. It can be stated that all configurations under
development are axially symmetric and are approximately 40% of the size
of the ERIS KV structure.

(U) The material selection process was essentially identical to that
used for the ERIS KV structure. One additional feature was the adaptability
of the candidate material to the fabrication process -- a component of the
processability condition previous used, but considerably constrained
relative to the ERIS structure. The two categories considered were TS RMC
and TP RMC. The final TP RMC selection was T650-42/RADEL 8320. The full-
scale structure was formed in five basic steps: compression molding of inner
cylinder; diaphragm formation of bulkhead skins; bonding of skins to
honeycomb core; bonding of bulkheads to inner cylinder; mechanical
drilling of mounting point holes. The predicted lowest bending frequency for
this 2.7 kg structure is 270 Hz.

(U) The TS RMC selection was T650-42 and P100 fibers using MR56-2
BMI resin. The full-scale structure fabrication was reduced to two steps:
matched metal net molding; tag removal. Matched metal net-shape
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molding both eliminated all major bonding requirements and eliminated the
need to machine mounting point holes. The TS RMC KV structure has a
slightly higher mass than that of the TP RMC version -- 3.0 kg. Its predicted
natural frequency is 300 Hz. (U)

(U) Both the preceding discussion and the 'Lessons Learned' section
of this paper would imply that all MMC work has been discontinued. This is
not the case. One application -- that of the Tactical, or Theater, Missile
Defense (TMD) D-2 Hypervelocity Projectile -- has strength and
temperature requirements for its 'shell' structure that require the use of an
MMC. KT has initiated work similar to that described for BP and GBI, but using
B/Al. In this application, the uniform material composition, relatively small
size, and simple shape (cone) combine with a copper diaphragm form of
matched metal near-net shape molding to offer a reasonably cost
effective utilization of MMC materials. The main technical challenges
encountered to date involve the extremely sharp taper of the cone.

Future Development Activity (U)

(U) Modal testing of the TP RMC and TS RMC GBI structures is planned
for the latter half of 1992. The MMC work will be concentrated upon
maintaining structural integrity and the fabrication repeatability under the D-2
design discussed above. As downselections are made, second
generation GBI structures will be developed. A major component of this
effort is the evaluation of new ultrahigh modulus fibers that are being
advanced as having significantly improved properties when deformed
(e.g., edge curvature induced bending). Elongation tolerance increases of
over 50% have been asserted. If these are to be of utility, the claims must be
verified and their adaptability to other conditions of the near-net shape
molding must be established. Application of the KT structural work to TMD
systems has been set as a major goal. The experience of the last few years
has firmly established the mode for execution of these activities: close,
responsive interaction with the responsible Project Offices. This approach
will be continued and extended.
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1. Introduction

Optoelectronic devices based on thin layers of semiconductor materials are expected to
play an important role in the next generation of Army systems. Such devices are typically
fabricated by growing thin layers of zincblende semiconductors, such as GaAs and InGaAs, by
techniques such as Molecular Beam Epitaxy(MBE). Most semiconductor materials, such as
GaAs and InGaAs, do not have the same lattice constant, and consequently, one or both
materials have a strain that is built-in during crystal growth. Such built-in strains frequently
lead to improved device performance. However, the built-in strain modifies the bulk band
structure of the constituent semiconductor materials in a complicated way. This modified band
structure serves as the basis for calculating heterostructure electronic states, typically by
applying effective mass theory. The details of the electronic states determines the device
electrical and optical characteristics. In order to design useful optoelectronic devices we must
understand the band structure of the different semiconductor materials under conditions of
strain.

We use an eight-band k.p model' of the electronic states to accurately describe the band
structure in the strained semiconductor near the r-point in the Brillouin zone, the region of
greatest significance for optical transitions. This model leads to a set of 8x8 matrices,
describing the various interaction terms, whose sum must diagonalized to find the band
dispersion relations. The model contains several material parameters which serve to determine
the band structure. A practical difficulty with this model is that as we go from one material
system to another, at each wave vector k in the Brillouin zone, the matrices must be
diagonalized numerically for each set of material parameters. Consequently, it is difficult to see
the effect of the material parameters on the band structure and on the resulting device
characteristics. In this work we apply Lowdin perturbation theory2, together with symbolic
manipulation techniques3, to obtain analytic formulas which describe the band structure near
the r-point. These formulas give the explicit dependence of the energy bands on the material
parameters and the strain. The technique we have demonstrated to obtain analytic dispersion
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relations is general and it may be applied to other regions of the Brillouin zone, e.g., the X-
point, and other classes of materials where explicit band structure formulas are needed.

2. Background

Energy bands in strained semiconductors, such as Si and Ge, have been the subject of
several theoretical investigations.4"8 More recently, the direct-gap semiconductors with the
zincblende structure, such as GaAs InAs, and GaP, are attracting considerable attention
because of their demonstrated applications in the area of optoelectronic devices.9-11 Energy
bands in strained semiconductors are often calculated by k.p type models, leading to matrices
whose dimensionality depends on the small point group of k (the appropriate symmetry group
at the critical point in the Brillouin zone), and the number of bands that are included in the
model. 12 For example, near the F-point in the Brillouin zone of a direct-gap zincblende
semiconductor, the band structure in the vicinity of the fundamental gap is accurately
described by an eight-band k.p model, whose basis states form basis functions for the Td
double group. 12'14'' 6 This formulation includes effects resulting from the lack of inversion
symmetry but leads to 8x8 matrices which must be diagonalized numerically. In this work we
formulate a renormalization procedure based on Lowdin perturbation theory2 which allows
one to derive analytic dispersion relations in terms of the parameters in the original k.p model.
As a concrete example we demonstrate this renormalization procedure using an eight-band k.p
model1 of the energy bands near the F-point of strained zincblende crystals. The model
includes the conduction band, the (light- and heavy-hole) valence bands and spin-orbit split-off
bands. Lowdin perturbation theory is used to derive the Wx8 renormalized interaction matrix,
U = H + D, which describes the band structure near the F-point. The matrix H is essentially the
eight-band Kane model"113 and is independent of strain, and D contains the strain interactions
to first order.' We use Lowdin perturbation theory to perform a second renormalization on the
matrix U, leading to matrices of smaller dimensions, 2x2, 4x4 and 2x2, for the conduction,
light- and heavy-hole, and spin-orbit bands, respectively. These second-renormalized matrices
describe the band structure near the F-point and are functions of the material parameters that
appear in the original eight-band model. The reduced dimensionality of these matrices allows
us to obtain analytic results for dispersion relations near k=O, in the presence of arbitrary
strain. In what follows, we outline how these second-renormalized matrices and resulting
dispersion relations are calculated.

3. Second Renormalization

In the strained eight-band model the conduction band states at k=O form a basis for the
F6 irreducible representation of the Td double group."' 5 The states at k=O for the light- and
heavy-holes, and for the spin-orbit split-off states, form a basis for the F8 and 1F7 irreducible
representations, respectively. See Ref. I for definitions of these basis states. In this basis, the
total Hamiltonian matrix of the eight-band model is given by U = H + D, where H is essentially
the eight-band Kane model (independent of strain) and D is the sum of the strain interaction
matrices, whose elements are linear in strain. The 8x8 matrices, H and D, are given in Ref. 1.
The matrix H depends on the modified Luttinger parameters, y,,

y2, and y3 (which are functions of the Luttinger parameters,16 TyI, T4, and Y33, the valence-
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conduction band mixing parameter, Po, the mixing with higher bands outside of the F6, "8, and

177 manifold os states, A', and the energy gaps at k=O (between the conduction and valence

band E. = Ec - E,, and between the valence and spin-orbit band, A. The strain interaction

matrix,D, depends linearly on strain tensor components, eii, and on the deformation potential

constants a', b', a, b, and d. The deformation potential constants a' and b' describe the coupling
of the conduction band to strain and a, b, and d, are the Pikus and Bir4'3deformation potential
constants describing the coupling of the valence band to strain. See Ref. 1 for precise
definitions of these deformation potential constants in this work.

We now perform a second Lowdin renormalization on the matrix U. For the conduction

band, we treat the r 6 conduction band basis states as class A states and the F8 and 177 basis

states as class B states. 2 The second-renormalized conduction band matrix, UC, can then
• cond = U(0) () -(o

bewritten as a sum of two 2x2 matricesUcc"= -cc + U(1 where Ucc, describes the
cc CC' cc ~ cc'dsrbe h

conduction band in the absence of strain and uCl, ,describes the renormalized strain

interactions, with matrix elements linear in strain components. Third-order Lowdin
renormalization leads to

B HcnHnc B F B HcnHnn,Hn,c,

n n n'

where the elements of U (0) are correct to fourth order in wave vector. 17 The indices "c"

and "n" refer to class A and class B states, respectively. Matrix elements HCC, and Hnn, are

second order in wave vector, while matrix elements that connect class A and class B states, Hnc
are linear in wave vector. The second-renormalized strain interaction matrix is given by

- j(HcnHnc, D H Dn+ DcnHnc,
,CC, = OCC,+ ( (n (-Hnn) +Hnf(

where the elements of U(,) are correct to linear order in strain and quadratic order in wave
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vector. The first term in Eq. (2) represents the direct strain interactions among the r6 states and
the second term represents the renormalization of the conduction band effective mass due to
the presence of strain. The above renormalization procedure is reasonable for wide gap
semiconductors such as GaAs since, for small wave vectors and small strain, the off-diagonal
elements are small compared to the band gaps at18 k=0, IHcI ,, IH< c - HnnI. We linearize the

eigenvalue problem for the conduction band by taking E = (H1I + H22) /2. Since the wave

vector, k, and strain, e0, are both small quantities, the matrixelements of U(cnd) are-cc r

expanded in a power series in wave vector and strain components. The conduction band
dispersion relations are then found from the eigenvalues of the resulting 2x2 matrix.

For the light- and heavy-hole valence bands the second-renormalized matrix is defined
the same way as in Eqs.(1)--(3) except that the 178 states are taken as class A states and the 1"7

_and F6 states are taken as class B states. In this latter case we take
E = (H 33 + H44 + H55 + H66) /4. The spin-orbit band is treated in an analogous fashion. In

this way explicit analytic dispersion relations for the conduction, light-hole, heavy-hole and
spin-obit bands were obtained, in the presence of an arbitrary strain. The expressions for these
dispersion relations are long and we do not write them out here. The full details are given
elsewhere. '

8

In order to carry out this renormalization procedure a substantial amount of analytic
computation was required. The symbolic manipulation program, Mathematica, was used for
the computation. 3 The calculations were done on a MIPS RC3240 computer with 40MB of
RAM and took approximately 3 hours of cpu time.

4. Conclusion:

Using material parameter values that are characteristic for GaAs and typical values of
heterostucture built-in strain (_10"3), comparison of the analytic dispersions to those obtained
by numerically diagonalizing the eight-band model shows that the analytic dispersions give a
reasonable approximation near k=O.

Our results are appropriate for the zincblende group of semiconductors which have a
direct energy gap at k--O, for which the small point group of k, at k=0, is Td (which lacks
inversion symmetry). However, the results for the light- and heavy-hole and spin-orbit bands
apply equally well to the case of Si and Ge, which have 0 h symmetry (and have inversion
symmetry), if we take to zero the terms that must vanish when inversion is present, B=b'--0,
and Po=0. In the eight-band model we simply neglect the conduction band block. This leads
to a six band model without a conduction band appropriate for Si and Ge.

The renormalization scheme we have used is quite general and consequently can be
applied to other many-band k.p models to derive analytic dispersion relations.
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I. Introduction

The Gulf War demonstrated for the first time the ability of an
interceptor system to successfully intercept incoming ballistic threats.
As the threat becomes more sophisticated, the capabilities of the
interceptors must grow without a significant increase in cost. One of the
drivers in the costs of the system is the size and weight of the
interceptor and its components. With smaller, lighter systems, the
logistics and support needed will be greatly reduced while transportability
and mobility will be increased. The goal of the Strategic Defense
Initiative Organization (SDIO) Lightweight Exo-Atmospheric Projectile

Figure 1 - Lightweight Exo-Atmospheric Projectile (LEAP)
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(LEAP) program has been the development and demonstration of advanced
technologies for light weight, kinetic energy interceptors that will fit
the needs described above. LEAP has been able to significantly reduce the
weight of interceptor component technologies and integrate them into very
light, high performance interceptor technology demonstrators. The Army
version, shown in Figure 1, is the smallest and lightest of the LEAP
vehicles being developed. The interceptor is only 15 cm (6 in) in diameter
by 36 cm (14 in) in length and weighs 6 kg (13 lb) in the test
configuration. The program has recently completed a major milestone by
demonstrating operation of a fully integrated vehicle in a ground test
environment. This testing, including a live strapdown test and a free
flight hover test, was accomplished with 100% success. All subsystems
performed much better than required. These tests demonstrated the ability
of the LEAP body fixed seeker and guidance systems to control vehicle
operation in the presence of propulsion system thruster activity with no
degradation in overall performance.

The Army LEAP program is managed for the SDIO by the U.S. Army
Strategic Defense Command in Huntsville, AL and is executed and technically
administered by the U.S. Army Armaments Research, Development and
Engineering Center, Dover, NJ. The prime contractor is Hughes Aircraft
Company Missile Systems Group in Canoga Park, CA.

The Army LEAP interceptor is an integrated combination of the latest
in seeker, propulsion and electronics technologies. The guidance unit,
located at the front of the interceptor, consists of the strapdown seeker
and flight electronics. The imaging infrared seeker has beryllium primary
and secondary reflective optics with a 128 x 128 pixel Mercury Cadmium
Telluride (HgCdTe) focal plane array (FPA) housed in a light weight dewar.
The electronics unit, located directly behind the primary mirror, is a 14
cm (5.5 in) electronics card formed by mounting eight wafer scale
daughterboards on both sides of a single motherboard. The daughterboards
each perform a specific function and help off load the central processor.
This architecture allows the use of a standard Intel 80386 processor with
4.2 MIPs throughput giving the interceptor added flexibility by being
programmable for a variety of targets. The integrated guidance unit weighs
in at only 864 gr (1.9 lb).

The propulsion system, developed by The Marquardt Company, is a
liquid hypergolic system using hydrazine fuel and nitrogen tetroxide
oxidizer. Four 160 Newton (36 lb) divert engines located at the center of
gravity (CG) of the interceptor provide lateral maneuver capability to
intercept the target. Attitude control is provided by eight 4.5 Newton (1
lb) warm gas thrusters located on the aft bulkhead of the interceptor. The
warm gas for attitude control thrust is developed by diverting some of the
fuel through a catalyst bed in a warm gas generator located on the front
bulkhead. Three small gas bottles on the front bulkhead hold 14,000 psi of
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helium to pressurize the propulsion system. Total divert capability of the
interceptor is greater than 500 meters/second (1640 ft/sec) in the test
configuration.

Located on the aft bulkhead are the other elements of the LEAP;
including the thermal battery, inertial measurement unit, and the
11.2 Mbit/second telemetry system.

III. Ground Test Propram

The ground test program was developed to validate the advanced
technologies being integrated into the interceptor before the space flight
testing was attempted. The program was structured to demonstrate each
technology at the component, subsystem, and finally, the integrated
interceptor level. The subsystem and system testing were completed with
all performing better than predicted. The next step was the integration of
complete interceptors for full up testing. Three interceptors have been
integrated to date. The first interceptor, configured for ground test
operations, successfully demonstrated the performance of the LEAP concept
in a fully operational strapdown test and a free flight hover test at the
SDIO National Hover Test Facility. Descriptions of the tests and the
results are summarized below.

Two more interceptors in a Space Test Projectile (STP) configura•!on
have recently been completed. These projectiles will be used to further
validate the LEAP advanced technologies by demonstrating the interceptor
performance in a space environment against realistic targets. Three
additional interceptors are currently in fabrication for a total of six
flight units including one ground test projectile and five space test
projectiles.

Strapdown Test

Both the strapdown and free flight hover tests were conducted at the
National Hover Test Facility at Edwards Air Force Base, CA. The strapdown
test was the first integrated system firing of a fully integrated and
functional LEAP and served as a dry run for the hover test count down and
procedures. For the first time, all systems in the interceptor operated
while exposed to the thermal, vibrational, and electrical interactions from
the other systems. The primary area of interest during this test was the
interaction between the guidance unit and the propulsion system. Priority
was placed on the instrumentation and the data collection at that
interface. Figure 2 shows the instrumented projectile mounted in the
static test support fixture during the strapdown system test.

The strapdown test was a safety prerequisite for the hover flight but
also served as a major check of the procedures and count down to be used
during the hover and upcoming flight tests. In the 10 second test, the
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LEAP fired a programmed series of divert and attitude control pulses
predetermined from simulations. The interceptor was entirely self
contained; no commands were uplinked from the ground during the test. The

LEAP was shock mounted in a fixture which allowed free structural dynamics

to occur but allowed no significant lateral motion and limited rotational

motion. The interceptor was fully active during the test and tracked a
target located 110 meters downrange (the same one used in the subsequent
hover test) and calculated navigational parameters on board, such as
position and attitude. A complete telemetry data stream, which included

full frame IR sensor video on every seeker data frame, was transmitted from

the interceptor to a ground receiving station. External instrumentation

was added to measure critical temperatures, pressures, currents, voltages,

and structural accelerations. The strapdown test provided more pure
engineering data than the hover test due to the addition of this
instrumentation. This data proved invaluable for assessment of the
integrated system performance prior to committing the projectile to the
free flight hover test.

Figure 2 - Instrumented LEAP during strapdown test

Propulsion thrust levels of the integrated system were a critical
parameter to be measured during the strapdown test. Due to the small size

of the divert and ACS engines it was impossible to directly measure the
chamber pressure for thrust level determination. Therefore, the top divert

thruster and one attitude control engine were removed during the test and

replaced with pressure transducers. This allowed real time measurement of

the pressures in the fuel, oxidizer and attitude control system manifolds.

The thrust levels were calculated from these pressures based on historical

test data from previous thruster component firings.

The downward divert engine was fired on a 5 Hz duty cycle to simulate

the required firings to resist gravity during the hover test. With

additional firings of the two lateral thrusters, the divert engines were
fired a total of 100 times during the test with no pulse to pulse

28



BAKER

degradation. The attitude control engines were fired 1400 times with no
significant warm gas supply pressure variations. The seeker acquired the
target and maintained lock throughout the test. Table 1 summarizes the
major system parameters that were monitored and compares the results to the
requirement.

The interceptor performance, measured against the test requirements
below, indicates the strapdown test was a complete success. All test
parameters critical to the success of the interceptor in future
applications met or exceeded requirement limits. The test data obtained
from the strapdown was used to update the LEAP simulation and to calculate
expected hover test trajectory and performance. As a result, confidence
that the hover test would be successful was very high.

TOPIC REQUIRED MEASURED
Passive CG Control < 2.0 mm < 0.2 nun

Divert Thrust Levels 143 ± 14 N 143 ± 14 N

Pressure Control 1200 - 1280 psi 1200 - 1280 psi

Accuracy

Electronics Unit Temp s 90 0 C 84 OC

Tracker Performance > 95 % Valid 100 % Valid
Track Gates Track Gates

Structural Dynamics < 3 GRMS 2.8 GRMS

Structural Bending 1500 Hz 1500 Hz
Frequency I I _I

Table 1 - Strapdown Test Data Summary

Free Flight Hover Test

The hover test was the next logical step in the validation
progression and was the first free flight of the Army LEAP interceptor.
During the hover test, the same test setup was used as during the
strapdown. This time, however, the LEAP was free to lift off the platform
and hover in free flight. The hover test implemented a lock on before
launch of the target used during the strapdown. In the 7 second test, the
LEAP acquired the target, fired its bottom divert engine to gain an
altitude of 3 meters above the launch cradle, and then maintained that
altitude for the remainder of the test. At the end of the test, the LEAP
shut down the propulsion system, fell into a safety net, and vented the
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helium pressurization gas to safe the vehicle for recovery. Throughout the

test, the LEAP tracked the remotely located target while firing its divert
engines to maintain an "intercept" course. Telemetry data was relayed to

the ground receiving station through the slender fiber optic cable seen
trailing the projectile in Figure 3 below. The protective cage was added
to the interceptor structure to protect the sensitive optics and propulsion

system components from damage at the end of the test. This allows reusing

the interceptor for future hover tests.

Figure 3 - LEAP in free flight during hover test
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The fundamental objective of the hover test was to demonstrate the
overall controllability of the LEAP while subjected to the harsh propulsion
system environment in free flight. The method chosen for implementing
attitude control on the interceptor was a major factor in the very light
weight system that was achieved. The attitude control engines are very
small with a very fast response time (< 1 msec) to maintain stable target
pointing within the seeker field of view during flight. While this allows
for a very light weight system, the small thrust level and short moment arm
do not allow much margin for center of gravity (CG) shift as the
propellants are consumed during flight. The divert engines are very large
compared to the attitude control engines and therefore could have a
devastating effect on interceptor control if they impose too high a
disturbance torque on the system when fired. This impact is minimized by
locating the center of gravity of the interceptor in the divert engine
plane and maintaining it there.

Two methods have been developed to maintain the location of the CG
within the specified ± 2 mm requirement. The primary method involving
passive CG motion control was employed during the hover test. The fuel and
oxidizer tanks in the projectile are paired and located 180" apart. Each
pair is drained from opposite ends by driving movable pistons inside the
tanks in opposing directions to expel the liquid propellant. The CG is
maintained at the center point as long as the expulsion rates from the
opposing tank pairs are equal. During propulsion integration testing, tank
expulsion rates were tuned and the resulting matched pairs used for the
fuel and oxidizer tanks. This method was verified during the strapdown
test by measuring the CG of the interceptor both before and after the test.
The CG location during that test only changed by 0.2 mm from the pretest
measurement; only 10% of the allowed 2 mm range.

The second method developed for CG control is an active CG estimator
and controller. In this method, CG location is estimated by the
interceptor by monitoring the inertial measurement unit (IMU) outputs
during divert thruster firings. If the CG excursion exceeds a set
zboundary, CG control valves on the propellant tanks are opened or closed
accordingly to drain the proper tank(s) and move the CG back to the divert
plane. During the hover test, the estimator software was operating for
verification, but the controller was not implemented.

The on-board center of mass (CM) estimator calculated that the CG did
not migrate more than 0.4 mm in any direction during flight, and was less
than 0.3 mm from the divert plane for most of the hover flight. These
estimates were verified by CG location measurements taken before and after
the hover test. The minimal CG moveme.-t is also reflected in the
performance of the attitude control system during the test. The target
migrated an average of only ± 4 pixels in the seeker field of view during
the test and body rates were held to ± 3 degrees per second. This is
significantly lower than the ± 20 pixels and ± 8.6 degreec per second
requirements.
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The data collected during flight and subsequently evaluated confirms
the LEAP hover flight performance as a complete success. The LEAP
performed as expected with no anomalies. Table 2 lists the major areas
validated during the test.

The data obtained from the hover test has now been used to further
update the interceptor simulation allowing more accurate performance
predictions for the upcoming space flight tests. The results show that
performance required during space testing is well within the demonstrated
performance of the Army LEAP.

TOPIC REQUIRED MEASURED

Attitude Control ± 0.170 ± 0.03*

Body Angular Rates ± 8.6 deg/sec ± 3 deg/sec

Terminal Guidance ± 2 meters ± 0.2 meters
(Miss Distance)

Passive CG Control <± 2.0 nmn 0.2 m

CG Est Accuracy ± 0.5 mm ± 0.5 mm

Divert Thrust Levels 143 ± 14 N 143 ± 14 N

Pressure Control 1200 - 1280 1200 - 1280
Accuracy psi psi

Electronics Unit Temp 5 1000 C 810C

Tracker Performance Ž 95% Valid 100% Valid
Track Gates Track Gates

Seeker Noise 5 10 Counts RMS 56 Counts RMS

Table 2 -Hover Test Data Summary

IV. Flight Test Program

The flight test program is a continuation of the validation of the
LEAP technologies. Four'flight tests are currently being planned with the
Army LEAP interceptor. During the flight test program, closing velocities
will be increased from test to test to attain progressively more realistic
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closing scenarios against cold body targets. In this way, the performance
of the LEAP technologies can be demonstrated in a near operational
environment. The flight test program will begin with two flights at White
Sands Missile Range (WSMR). Two later flights, whose increased closing
velocities and the complex trajectories cannot be safely flown at WSMR,
will be conducted at the U.S. Army Kwajalein Atoll (USAKA) facility.

In the first WSMR flight, the entire experiment package, consisting
of the LEAP interceptor, a target, and a support module called the Payload
Module Bus (PMB), is carried aloft by a single booster. The entire
experiment is performed exo-atmospheric after separation from the burned
out booster. The target is released from the PMB with separation boost
provided by a cold gas thruster. When the thruster is exhausted, the
target reorients itself to point back toward the PMB/LEAP. Several hundred
seconds pass while the target/PMB separation grows to approximately 20
kilometers. The target then fires a solid axial thruster to boost itself
back towards an intercept point 600 meters to the side of the PMB
trajectory with a relative closing velocity of 840 m/sec (nominal). At
approximately 17 kilometers separation, the LEAP begins acquisition of the
target. It is ejected three seconds later, engages its lateral divert
thrusters, and maneuvers toward a hit to kill intercept. During this and
all subsequent flight tests, all avionics and full seeker video is being
transmitted from the interceptor to the ground over an 11.2 Mbit/sec
telemetry data link. This allows complete post test reconstruction of the
flight and high fidelity evaluation of actual measured flight performance.

In the second WSMR flight, separate boosters will be used to carry
the target and experiment module aloft. This will increase the closing
velocity at intercept to approximately 2.5 kilometers/second. Acquisition
range will be increased to 34 kilometers to allow time for intercept
maneuvers after LEAP ejection.

The final two flights currently planned are being performed at USAKA
and utilize two boosters as does the latter WSMR flight. These advanced
flights, as depicted in figure 4 below, will have further increased
relative closing velocities of approximately 5.5 km/sec for the third
flight test, with 7 km/sec closing velocity envisioned for the fourth
flight.

In order to meet the highly stressing nature of the advanced space
flight experiments, design enhancements are being incorporated into the
current LEAP design. A long wave infrared seeker system will be
substituted for the current medium wave system on both USAKA flights. This
improvement will allow the LEAP to achieve much greater and more realistic
acquisition ranges than on the earlier flights with the current design.

The high closing velocities desired by the SDIO for the fourth test
of the series calls for the addition of an axial boost stage on the LEAP.
The miniature axial kick stage, supplied by the SDIO, will be controlled by
the LEAP interceptor during its flyout. This integrated flight system will
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help to validate the midcourse interceptor concept. To support the
additional flight accuracy needed to accomplish this midcourse mission, the
current IMU is being replaced with a fiber optic gyro based IMU from Smiths
Industries. In conjunction with the IMU upgrade, the electronics unit is
being enhanced with a second data processor to complete the midcourse
guidance navigation and control the axial booster. As part of the
integrated midcourse interceptor system, an RF uplink is being added to
receive target state vector updates during midcourse flyout. Guidance
algorithms are being added for the midcourse flight and to perform target
acquisition after separation of the LEAP interceptor. All previous tests
relied on accurate PMB pointing to perform target acquisition prior to STP
ejection.

/ \

IS XTARGET
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Figure 4 - LEAP advanced space flight mission overview
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V. Snuarv

The LEAP program is well on its way to validating advanced
technologies for light weight interceptor applications. The successful
completion of the strapdown and free flight hover tests demonstrate that
the LEAP is ready to enter the flight test phase of the program. The LEAP
performance during those tests exceeded all the requirements necessary for
successful completion of the flight test series. The validation of the
design enhancements being incorporated into the LEAP for the advanced
flights will maintain LEAP on the leading edge of technology. These
advanced flight test missions will demonstrate the potent lethality of
available light weight interceptor technology for hit to kill defense
against missile attacks.
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INTRODUCTION

Lasers play an extremely important role in a wide variety of Department of
Defense (DOD) applications which include range finders, communications, electro-
optics, guidance systems for rockets and missiles and as a battlefield directed energy
source. The unique characteristics of lasers also make them excellent candidates as
igniters for Army large caliber gun systems. Although the concept laser ignition is not
new,1 recent laser ignition work at the Ballistic Research Laboratory (BRL) has served
as the motivation to explore new aspects of this technology. The Laser Ignition in
Guns, Howitzers and Tanks (LIGHT) Program was established as a result of a novel
ignition concept which was discovered at BRL called Resonance Laser Microplasma
Ignition. 248 It was found that reactive gaseous mixtures could be ignited into
combustion very efficiently, i.e., with laser energies less than 1 mJ. A new laser
ignition mechanism was formulated based upon the efficient and well controlled
resonant formation of laser-produced microplasmas. When the laser is tuned to
resonance absorption transitions it was found that as much as sixty times less laser
energy was required for ignition. The attractive feature of this ignition source clearly
lies in the efficiency of the process which may allow for the development of small low-
energy lasers to be used as igniters for energetic solid materials such as gun
propellants. A laser source which is tuned to absorption transitions in solid materials
or in pyrolysis gases produced at the solid-gas interface could lead to efficient, low
energy ignition thresholds. The ability to directly ignite propellant beds could lead to
the elimination of primers and igniters from the ignition train which would dramatically
minimize vulnerability, simplify the ignition train and facilitate the ignition of insensitive
munitions, such as low vulnerability propellant ammunition (LOVA), which are
inherently difficult to ignite.
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The overall goal within the LIGHT Program is to incorporate lasers into the
ignition train. Within the LIGHT Program, ignition has been categorized into two
regimes called direct and indirect laser-based ignition. The direct laser ignition
concept (the long-term program goal) focuses on initiation of propellant beds via the
interaction of laser light with the charge. Indirect laser ignition (the short-term
program goal) involves the removal of current primers and igniter material from the
ignition train in their present configurations within the munition. Here, the laser light
is first transmitted to a sensitizer which then transfers the ignition stimulus to the
propellant bed. Both laser ignition concepts involve the transfer of laser radiation into
the gun through the use of optical fibers connected through a breech window made
of sapphire which will readily transmit the laser radiation with no optical damage and,
in addition, withstand the high pressures and temperatures encountered in large
caliber guns. Problems associated with window contamination have also been
solved.9 The breech window can be shielded from the gun combustion using a
debris trap and/or cleaned with a breech brush. The laser (attached to the breech
or gun mount) must be sufficiently sturdy to survive the high energy gun recoil forces.
There are many important characteristics of the laser which must be addressed.
These laser parameters include energy, pulse length, wavelength and ignition delay.
There are many types of lasers which may serve as candidate igniters and a
particularly attractive source is the solid-state Nd:glass laser which operates near
1.05p, which can be made very small, rugged, reliable, long-lived and inexpensive.
Laser radiation near 1 IL can readily be transmitted through durable and inexpensive
fused silica optical fibers over great distances with negligible loss. This laser
wavelength is also readily transmitted through sapphire breech window material. The
Nd:glass laser has been extensively used as an ignition source within the LIGHT
Program as a result of these attributes.

The aforementioned discussion summarizes key issues which have been
considered in the ongoing development of a laser-based ignition system for large
caliber guns. The bulk of this paper describes the experimental research and testing
in the development of a laser-based ignition system for the Advanced Field Artillery
System (AFAS) 155 mm howitzer (Unicharge and Liquid Propellant (LP)) and the
Advanced Tank Cannon System (ATACS) 140 mm tank gun round. The goal of the
Unicharge laser ignition program at present is to eliminate the current M82 primer
from the gun breech and to ignite the blackpowder igniter pad with a laser with no
modification to Unicharge. The focus of the LP laser ignition program is to replace
or augment the electrical staged ignition system. The long-term future goal is to
eliminate all igniter material from the ignition train and to directly ignite the propelling
charge with a laser at multiple points to achieve isochronic ignition. The immediate
goal of the ATACS laser ignition program is to replace the primer with an optical feed
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from the gun breech and to ignite the blackpowder igniter pad with a laser with no
modification to Unicharge. The focus of the LP laser ignition program is to replace
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to couple laser energy into two blackpowder pads within the two piece ammunition.
The long-term future goal is to similarly eliminate all primer and igniter material from
the round.

EXPERIMENTAL

There are numerous experimental set-ups and configurations of apparatus that
are currently being employed in this work. Figure 1 depicts a schematic of a typical
laboratory diagnostic set-up. There are numerous diagnostic lasers which are
available to probe ignition and combustion events in the laboratory such as a
Nd:YAG-Dye laser system which produces tunable laser light. Two high-energy Laser
Photonics Nd:glass lasers serve as ignition sources. These lasers are variable energy
(up to 30 Joules laser energy/pulse) and can generate pulse widths from 100 Ps to
10 ms. Diagnostics equipment includes optical multichannel analyzers, spectrometers,
pressure sensors, digital scopes and other high speed image processing equipment.
The laser beam could be focused into an optical fiber bundle with a 9-way split which
gave ca. 3 J laser energy at the end of each SMA connector.

The propellant grains were
mounted on a high-precision motion stage Typical Diagnostic Experimental Set-Up

(a stack of three Daedal series 100000
linear micropositioners and one Daedal N,:YG LSEYL

series 20000, 5 in rotary table) with four
degrees of control (X,Y,Z,E). The DOM
translational stages each provide 4 inches DEide 4 inches
of travel with a translational accuracy -,,O,,1!
(straight and positional) of ± 5.0 x 10.5 LENS

in./in. of travel and bidirectional SoR X' ..z-

repeatability of 5.0 x 10-5 in. The MVGAS__O___,,I

rotational stage provides angular Figure 1. Laboratory Experimental Set-
repeatability of 0.2 arc min. with an Up.
accuracy of 3.0 arc min. Each stage is
driven by a stepper motor with
microstepping controlled by a Epson Model Plus microcomputer. Time sequencing
of the two lasers was accomplished using a high precision (± 10 picoseconds) digital
delay generator (Stanford Research Systems, model #DG 535) which was triggered
with the amplified signal from a high-speed pin-photodiode.
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Small scale testing of the ignition system was performed in an indoor range
where larger samples could be studied. Full scale testing was performed at the
Interior Ballistics Division Large Caliber Gun Testing Facility.

RESULTS AND DISCUSSION

Blackpowder Ignition (Unicharge)

Interior ballistics (IB) calculations
suggest that isochronic laser ignition of
multicomponent ammunition can lead to Replace M82 Primer with Laser-Based

substantial benefits. Localized ignition Ignition System

(non-isochronic), which leads to non-
uniform flamespread, may produce I M82

pressure differentials (axial pressure Primer

waves) which can lead to gun failure. A
laser-based ignition system for Unicharge Laser Ignition System Concept

also has the potential to solve stand-off ee W Seal Propellant case

problems in low zones and simplify the
ignition train through the elimination of the
primer which is inherently difficult to insert
and extract using an autoloader system. Finger Bg (igniter) 155 mm UNICHARCE

A conceptual drawing of a Unicharge
laser-based igniter train is shown in Figure
2 which requires no alteration to existing Figure 2. M-82 Primer and Unicharge
Unicharges. The laser beam must pass Laser Ignition Concept.
through several interfaces to be effective:
a sapphire window in the breech, a thin mylar window covering, and a mesh bag
which contains blackpowder. The Nd:glass laser beam transmits nearly 100% through
the sapphire window. The laser beam must also pass through the mylar window with
low loss. Detailed experimentation has shown that regardless of the laser pulse
duration (2-10 ms), 70% of the laser was transmitted through the mylar. It was also
found that the weaving (mesh) of the bag material was sufficiently loose to readily
allow for laser transmission though the bag. A detailed investigation of the laser
parameters required to ignite blackpowder in bags through sapphire and mylar
windows was performed. A parametric investigation of the laser pulse duration, laser
energy and ignition delay on the ignition of blackpowder revealed several reproducible
trends. The criterion for ignition was a single laser pulse which resulted in sustained
ignition and complete combustion which consumed the entire sample. If the sample
did not ignite with a single laser pulse then it was discarded and replaced with an
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identical sample. A second laser shot into a previously irradiated sampled showed
that the first laser pyrolyzed the material which produced new chemical products with
reactivities that differed from the original sample. This resulted in a lower ignition
threshold. Figure 3 is a schematic which illustrates the trends that were observed in
blackpowder ignition. At constant energy of 2 J/pulse, the ignition delay increased
with increasing laser pulse widths, but the ignition energy threshold decreased with
increasing laser pulse length, i.e., longer laser pulses required less energy for ignition
than shorter laser pulses. Regardless of the laser pulse duration, for a given laser
pulse; increasing the energy reduced the ignition delay. Although longer laser pulses
had a lower energy threshold than shorter pulses, the increased ignition delay time
is due to conductive losses early on in time. These results are presented in Figure
4 (a-d).

Trends Observed in Blockpowder Ignitionwith Nd:Gloss Laser 7. 1o b,

~~~~12 7 w0. 112b

Loser Pulse Length o ~Loser Pulse LengthLfl(,s
4 11

I i0" C 0 0 ,4 ,J 2 3 4 5

Loser Ener-gy, r.,e ( m.) Low r.wgy ( J)

Figure 3. Trends Observed in Figure 4. Experimental and Plotted
Blackpowder Ignition. Data for Laser Ignition of Blackpowder.

A key feature of this work which is readily apparent is that although at constant
energy longer pulses have a longer ignition delay, simply increasing the energy results
in minimal ignition delays. Therefore a plausible method of minimizing ignition delay
times for blackpowder is to maximize energy input. Laser pulse lengths 1 ms or

greater which deliver several joules of energy will reliably ignite blackpowder charges
with a safety factor about five. Extensive laser ignition tests were also performed in
an indoor range using large samples of blackpowder (2.8 crams, 10=Jnc') •imilar to
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the blackpowder charge contained in a Unicharge increment. It was found that these
charges could be readily ignited using the same parameters as the smaller samples.
A series of experiments using an optical fiber network for multipoint ignition of
blackpowder were performed. Time-intensity traces resulting from the ignition of six
one-ounce blackpowder igniters were detected by a single photodiode and
demonstrated the near simultaneous ignition of all igniters.

Pressure-time traces from the ignition of blackpowder samples which are
confined show that within a few ms after the laser has fired there is a rapid increase
in pressure from the gassification process occurring during the blackpowder
combustion. These experiments indicate that hot gases required for the ignition of the
propellant bed are produced very quickly and can facilitate the spread of the ignition
stimulus into the charge.

Laser ignition of blackpowder substitutes such as ball powder and clean
burning igniter (CBI) has also been successfully demonstrated. These materials
produced less residue than blackpowder, however their ignition and burning rates are
pressure sensitive.

Blackpowder Ionition LATACS)

A laser-based ignition system is also being developed for the ATACS 140 mm
two-piece tank round. Interfaces which inhibit rapid and reliable flamespread within
the propellant bed can lead to localized ignition which in turn may produce pressure
differentials between the charge and projectile base. Interior ballistics calculations
performed at BRL have shown that simultaneous laser ignition of the two-piece tank
round can enhance flamespreading characteristics and minimize the probability of gun
failure. The ATACS round, unlike an artillery charge, utilizes a stub-case which makes
a seal to the breech. BRL has developed an ignition concept for ATACS which is
presented in Figure 5a. The gun breech contains a sapphire window through which
the laser beam is transmitted, however, in addition, the stub case also contains a
window. Combustion products may contaminate the stubcase window, but the
breech window remains protected from this environment. The next ATACS round
which is loaded contains a fresh window. An optical fiber which is contained within
the first component of the two-piece ammunition delivers a portion of the laser energy
to a blackpowder igniter in the forward ammunition component. The optical fiber in
the rear component can easily be contained in an igniter tube or combustible case
which will facilitate loading of the propellant. BRL also proposes the use of tapered
optical fibers to facilitate the transfer of the laser beam from the breech into the optical
fiber contained in the rear component. Optical fiber networks can also be distributed
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within the charge to achieve multipoint
ignition or to accommodate complex Loser Ignition of 120 mm Two-Piece Tank Round

projectile geometries which may extend (Simulator Using Inert Grannular and Stick Pro.Illont)

into the rear portion of the ammunition. Ted 1 , I I ,-
Extensive experiments were performed Ta_ 02 3"

utilizing this ignition concept for the
simultaneous ignition of two blackpowder
igniters for ATACS. Essentially l.M
simultaneous ignition of both igniters was
achieved using this system.

Three-point laser ignition of a two-
piece tank round configuration in a full 3 T2

scale ballistics simulator has been 2.5 Tog #

demonstrated. A single laser pulse a 2

distributed through three optical fibers into L ,.
the rear, center and booster of a center Put"
core igniter successfully ignited both o0

ammunition components, Figure 5b. 0 r.., e (-:mE

Direct Propellant Ignition
Figure 5. ATACS Laser Ignition Simulator

The overall goal of the LIGHT Configuration and Pressure-Time Ignition
Program, as previously mentioned, is to Plots.
eliminate all primer and igniter material
from the ignition train in large caliber gun systems. Direct laser-based ignition of a
series of propellants using the Nd:glass laser was investigated. These include JA2,
M30, LKL, LOVA (XM39, (M43)), HMX1 and CL-20 which were all ignited with a single
laser pulse An important consideration is the coupling of the laser energy into the
propellant at the surface.10 Coatings on the propellant, such as graphite greatly
enhance the absorption of laser energy at 1.0511. In general, all propellants which
were graphite coated required less laser energy for ignition. Ignition is also enhanced
when graphite is dispersed within the propellant formulation. An additional important
consideration is the laser pulse duration. Longer laser pulses on the order of 3-
10 ms, 5-10 Joules successfully ignited propellant samples in ambient air. During the
initial stages of ignition in a gun system, the propellant is initially at ambient
temperature and pressure, however confinement allows for the subsequent pressure
build-up which may serve to accelerate burn rate and flame spread throughout the
bed. These types of experiments are therefore representative of the early stages of
direct laser ignition of the propellant. Unconfined LOVA propellants were very difficult
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to ignite under ambient conditions.
Confined LOVA samples (M43) were
successfully ignited with a single laser JA2 Propellant Ignition
pulse (10 ms, 8 Joules). These -16
experiments clearly demonstrate feasibility 14 0.

of direct propellant ignition in large caliber 10
guns. Experiments were also performed a
on early generation LOVA propellants. In 4

particular, the formulations which used a ,,J,2
Hexa-terminated polybutadiene (HTPB) 05 5 5.5 6 6'.5 7 7'.5 8 8.5 9 9.5 t0

binder could be ignited with as little laser L,,oser Pulse Ourotaion (,)
energy as 0.5 Joules using a 2 ms laser 50.

pulse. Laser radiation at 1.05p is readily
absorbed deep within the propellant which E 40 b.
facilitated the ignition. > 30 "

.20

Representative data from the single 20_
0

laser pulse of JA2 propellant has been 10o
investigated. Ignition delay and threshold P 0.
is sensitive to laser pulse duration, percent 0 2b 40 6 eb i0oo
surface irradiated and percent oxygen & Surface Irradiated

concentration in the ambient atmosphere, "
Figure 6 (a-c). ,20 C.

Uauid Propellant Ignition 120

Liquid propellant has been selected "E 5
as the propulsion system for the AFAS 0
155 mm large caliber gun. The current 0 46 do 1o1
ignition system for the LP gun is a staged X Oxye inm

electrical igniter. Discharge of 45 Joules
of electrical energy across an electrode Figure 6. Plots of Trends Observed in
spark-gap ignites a small 2 cc confined the Laser Ignition of JA-2 Propellant as a
volume of LP. The flame propagates into Function of Laser Parameters.
a 20 cc volume then finally into a third 200
stage. The hot-burning LP is injected into the gun chamber wherein up to 17 L of LP
is ignited (full charge for high zones). Apparently there are problems associated with
flamespreading within the staged ignition and survivability problems with the
electrodes for repeated firings. BRL is presently investigating the development of a
laser-based ignition system for the LP gun. A laser-based ignition system may allow
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for one or more stages in the current igniter to be eliminated. A laser-based ignition
system could replace existing electrodes in the current igniter or could be used in
conjunction with an electric igniter to facilitate flamespread throughout the staged
ignition system. A conceptual illustration of this approach is shown in Figure 7a.
Laser energy could be coupled into multiple points within the igniter using an optical
fiber network. Sapphire windows and ignition points can be located at various points
as required. Contamination of the windows may not present the same problem as
encountered in solid propellant gun environments.

A series of
experiments on LP ignition
using pulsed laser systems Single Pulse Ignition

have been performed. It LP Gun With Laser Igi- t

was found, using a focused- IgiPt Gn Wi't Le

pulsed Nd:glass laser that .
suspended droplets of LP Loser-LP Igniter

can be ignited into transient Time (n•s

combustion, however 0. 2 .wo-Pulse Igntion b
sustain combustion is %,,rit Coob, tomi

difficult to achieve without Movable) irc PiChamber •

confirnement. The (Mo,) _
absorption cross section of/ ,

LP is much larger in the uv.
Focused nanosecond uv
pulses at 193 nm ignite the
droplets, but combustion Figure 7. Laser-Based LP Igniter and Ignition Data.
was not sustained under
ambient conditions. Additives, such as graphite suspensions and IR dyes were dopedl
into LP samples, however confinement was required for sustained ignition. It is
interesting to note that LP samples that did not ignite with a first laser pulse could be
ignited or reignited with much less laser energy with a second pulse, Figure 7b. This
phenomenon has been attributed to laser decomposition of the LP (pyrolysis) to
produce chemically different and more reactive products. These products have not
yet been identified.

Double-Laser Pulse Ignition

Experiments aimed at utilizing multiple pulses with a single laser and double
pulses utilizing two-laser systems are being investigated for ignition solid
propellants'1-12 and LP. This concept involves the pyrolysis of the sample to produce
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intermediates, which can then be ignited
by a second laser pulse from a different Double Loser Pulse Ignition
wavelength laser, Figure Ba. Initial PROPUM

experiments on the pyrolysis of JA2, for
example, have identified the presence of
both atomic oxygen and hydrogen. A
probe laser system which is tuned to
resonant multiphoton excitation transitions
of these atoms 13,14 shows the formation of PYM.Y9S LASM L

laser produced microplasmas, similar to 0.

those observed in reactive gases, Figure Loser Microplasma Formation

8b. When the probe beam is tuned to the 10.

multiphoton absorption transitions of these k 8
radicals, free electrons are produced from 7.

multiphoton ionization. Interaction of the .

intense laser field with the electron field = 4
results in non-linear amplification process z 2

which generate microplasmas. These toms
microplasmas have sufficient intensity to 0 H-:5om"i• .:5.3:5 : b
ignite the pyrolysis gases, but have Distance from Surface C mm)

insuffi cient therm al feedback to the bulk ______ ___ from_ Surface _(_mm_)

material to achieve ignition of the solid. Figure 8. Double Pulse Laser Ignition
Pyrolysis gas diffusion away from the Concept and Profiles for Laser Produced
propellant surface may be sufficient to Microplasmas Through Multiphoton
inhibit the ignition. Furthermore, the Excitation of 0 and H Atoms.
second probe laser energy is only ca.
1 mJ. This energy range has been shown to be sufficient to ignite reactive gases, but
is not sufficient to cause ignition of the bulk solid. Similar types of experiments
utilizing an excimer laserls,F6 in a pump-probe configuration which can deliver more
that a factor of 100 times more laser energy, will be investigated.

CONCLUSION

The development of laser-based ignition systems for large caliber guns has the
potential to solve problems associated with reliable and reproducible flamespreading
characteristics within propellant beds. The recent advances in gun propulsion
systems which utilize multicomponent ammunition, autoloading devices for projectiles,
charges and primers place new constraints on the ignition train. In addition,
insensitive munition requirements for future gun systems may require alternate or non-
conventional ignition sources to be implemented. As a result, laser-based ignition
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systems may prove to be the only viabie initiation source for these munitions. Laser
energy distributed through optical fibers embedded in a propellant bed can not only
insure simultaneous ignition of the charge, but also reduce overall system vulnerability
from the elimination of all primer and igniter material from the munition. Recent
advances in electronics and engineering technology have produced small, high-
energy laser systems which are suitable as igniters. Extremely small high-power laser
diodes are being developed which can easily initiate high explosives and similar
energetic materials. These types of devices may prove to be the lasers of choice in
future gun systems as new technology developments increase energy output suitable
for large caliber gun initiation. New developments in optical fiber material may
produce energetic and consumable fibers which leave no residue in gun systems and
in addition, enhance ignition. BRL anticipates the development of a laser ignition
model of a predictive nature to further understand the chemistry and physics of laser
ignition and design igniters with specified characteristics.
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John H. Beatty*, Dr.,
Morris Azrin, Dr.

US Army Materials Technology Laboratory, SLCMT-EMM
Watertown, MA 02172-0001

INTRODUCTION: Steel is the most commonly used armor material
because it is economical and can be easily fabricated. It often serves a
dual role as both a structural member and protective armor in combat
vehicles. For these reasons, steel will continue to be an important
component of many advanced armor systems for the foreseeable future.

The two properties of steel that most affect its ability to resist
penetration by projectiles are the hardness and cleanliness of the steel. For
many years, the general relationship between increased resistance to
penetration at higher hardnesses has been known,1 2 with no other single
metallurgical factor as important. However, reduced resistance due to
shattering of steels harder than 52-54 on the Rockwell C scale (HRC)
drastically limits their usage above this hardness range. The cleanliness of
the steel also affects the ballistic response, 3 as cleaner steels have fewer
impurity inclusions. Inclusions degrade both the resistance to penetration
and shattering resistance of the armor simultaneously. Until recently, the
dominant factors of hardness and cleanliness have obscured the influences
of many other metallurgical factors on ballistic performance.

The advent of processing techniques such as Vacuum Arc Remelting
(VAR) and Electroslag Remelting (ESR) allow steelmakers to achieve
greatly reduced impurity levels and inclusion contents, and this in itself has
led to improvements in ballistic properties. 3 These techniques have also
allowed for the examination of very *clean" steels to understand the
influences of other microstructural components without the overshadowing
presence of the inclusions. Recent studies4 in VAR and ESR 4340 steels
suggested that grain-refining carbides can play an important role during
ballistic penetration, and this study is directed towards obtaining a
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fundamental understanding of how and to what degree these carbides
alter the ballistic behavior of high strength steels.

BACKGROUND: Microstructures of Armor Steels
Armor steels are used in a wide variety of metallurgical conditions

depending upon the particular application. Rolled Homogeneous Armor
(RHA) 5 and High-Hard Armor6 are the two most common types, with each
being available in different thicknesses and hardnesses.

To obtain optimum ballistic properties, steel should be processed to
produce a fully martensitic microstructure. Martensite is a phase that can
form in armor steels upon rapid cooling (quenching). Martensite is
extremely hard and strong, which is beneficial to ballistic properties.
However, in theas-quenched state, the martensite is usually too brittle, and
must be tempered to improve the toughness of the steel. The increase in
toughness gained through tempering comes at the expense of a lower
hardness. For each application, the trade-off between hardness and
toughness should be appropriately balanced to provide sufficient structural
integrity and maximum ballistic protection.

The resulting microstructure of steel armor after quenching and
tempering is quite complex, and a typical example is shown in Figure 1,
along with a schematic. The martensite in these steels is arranged in a lath
structure, with individual laths ranging from several to tens of microns in width.
The laths are found in several orientations or *packets' within each
martensite colony. In addition to the lath structure, other important
microstructural components are present. Grain boundaries remain from the
austenitic phase that preceded martensite formation, and these are
referred to as prior austenite grain boundaries. Along these prior austenite
grain boundaries, grain-refining carbides (usually between 0.5-0.05 Am in
diameter) are found. This microstructural component is the central focus of
the present study Grain refining carbides should not be confused with
temper carbides which are precipitated during tempering and are much
smaller, needle-shaped precipitates. Finally, impurity inclusions can also be
found within conventionally produced steels. These typically range in size
from 1 -10 lm in diameter, and these particles are very detrimental to
ballistic properties. As previously mentioned, refinement techniques such as
VAR or ESR remove most of these impurities. The steel used in this study, VAR
4340, has little, if any, of these inclusions so the effects of other microstructural
factors on ballistic properties can be examined.
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Prior Austenite Grain
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,. Grain Refining
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Carbides

Figure 1. Microstructure of VAR 4340 steel. a) Optical Micrograph showing
lath structure. b) Prior austenite grain boundaries and packets of lath
martensite. c) Grain-refining carbides are found along prior austenite grain
boundaries, temper carbides are found within the laths.
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Ballistic Failure of Thin Armor Plate

A shearing mechanism called plugging is often the predominant
failure mode during ballistic penetration of thin, high-hardness steel armor
plate. Figure 2 illustrates this failure mode. The projectile impacts the armor,
and the material surrounding the impact zone starts to undergo plastic
shear deformation. Kinetic energy from the projectile is transferred to the
plate by the plastic deformation, and the armor in this region begins to
increase in temperature. Because the deformation is occurring very
rapidly, there is insufficient time for the steel to conduct heat away from the
deforming zone so the deformation can be considered adiabatic. Two
processes are competing with each other at this stage. The deformed sub-
structure within the material causes stiffening (work hardening).
Simultaneously, the increase in temperature created by the rapid energy
absorption softens the material. At some point in time, the rate of thermal
softening surpasses the rate of work hardening and the material becomes
unstable. The load bearing capacity in this area is reduced by the thermal
softening, which leads to even more severe deformation, which in turn
causes even more thermal softening, and so on. This shear instability causes
the localization of the shear strain into a narrow region known as an
adiabatic shear band.

"Uniform" Shearing
(High Energy Absorption)

Projectile

"Plug" I
Localized Adiabatic Ejected Aflnor

Shear Bands
(Low Energy Absorption)

Figure 2. Cross sectional depiction of failure of armor by plugging.
The projectile strikes the armor and creates localized shearing. A
plug of armor is ejected through the rear face of the plate.

The 'rdiabctfls%-hcr band will grow to surround a cylindrical plug of
armor. Since the material within the band continues to thermally soften at an
increasing rate, little energy is absorbed by the plate from this point on. The
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remaining kinetic energy of the projectile is divided between itself and the
plug, and both the plug and projectile exit the rear of the armor plate at
high velocity, causing damage to any personnel and equipment in their
paths. Delaying or preventing the onset of the adiabatic shear banding will
allow the armor to absorb more of the projectile's kinetic energy, which in
turn can prevent complete projectile penetration of the armor.

GENERAL APPROACH
It is the aim of this study to characterize how microstructural factors

affect the formation of adiabatic shear bands. To accomplish this, it is
necessary to control the microstructures being evaluated, and to examine
their response to shear deformation over a variety of strain rates. An
innovative heat treatment has been used to alter the size and distribution of
the grain refining carbides, while leaving the rest of the microstructure virtually
unchanged. Laboratory shear tests have been performed over a variety
of stress-states and strain-rates. Finally, the ballistic performance under
plugging conditions has also been evaluated. Performing these shear
instability tests on several carefully controlled armor microstructures
produces a more complete understanding of the plugging process. This
should eventually lead to improved armor alloys and armor processing
techniques.

EXPERIMENTAL PROCEDURES
The alloy used in the current study is a VAR 4340 steel. Its composition

and the four heat treatment schedules utilized are given in Tables 1 and 2,
respectively. Double austenitization treatments were used to produce four
different microstructures, all with a hardness of 52 HRC. A unique distribution of
grain refining carbides is produced during the initial austenitization because
the carbide dissolution and coarsening rates vary at each temperature.
The second short austenitization is performed to obtain a uniform prior
austenite grain size The time of the second austenitization is not sufficient to
significantly change the carbide distribution. Thus we are able to produce
four microstructures with equivalent hardnesses, similar prior austenite grain
sizes, but with unique distributions of grain refining carbides. These
microstructures have been examined in our earlier studies.7,8 Microstructural
characterization included optical microscopy, scanning electron
microscopy, and transmission electron microscopy.

Ballistic testing was also performed on each microstructure. A
standard V50 ballistic performance evaluation was made using two
12'X12"X3/8" plates of each microstructure with 0.50 caliber APM2 projectiles
fired at 00 obliquity. The V50 is defined as the velocity at which a given
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Table 1
Alloy Composition, wt %

C c Mn P S Si Cr Ni Mo Cu
0.42 0.46 0.009 0.001 0.28 0.89 1.74 021 0.19

Table 2
Heat Treatment Schedule

Ist Austenitization oil 2nd Aust. Temp., oil Temper, 2hrs,
Temperature, OC I hr quench °C 15 min. quench 0C

845 X 845 X 20D
925 X 845 X 20D
1010 X 845 X 20D
1090 X 845 X 200

projectile has a 50% probability of creating a ecomplete" penetration of the
armor plate. A complete penetration is one in which some fragments of the
either the projectile or the armor plate perforate a thin aluminum witness
plate placed behind the target armor. Commonly, as is the case for the
current tests, the measured V50 is the average velocity of six different shots (3
partial and 3 complete penetrations) that fall within a narrow specified
velocity range of 125 ft/s.

The ballistic data will be compared to shear instability tests over a
variety of strain rates. Shear instability tests were completed by the authors
and other co-workers as part of a comprehensive study7-9. and have been
reported in detail previously. A brief description of each technique follows.

Quasi-static shear tests were performed using thin-wall torsion samples
and double linear-shear7.9 specimens. The double -linear shear specimen
configuration is given in Figure 3. For each microstructure, a shear stress-
displacement curve was obtained. Additionally, scribe lines through the
gage length of each specimen were used to obtain a strain profile for
each sample by measuring the angle of deflection of the scribe line. Each
test was interrupted once the load decreased approximately 2% from the
maximum. The maximum uniform shear strain was found using the strain
profiles, and is referred to as the shear instability strain, ,.
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PERSPECTIVE DRAWING NV

LOADING SCHEMATIC DIAGRAM

Figure 3. Schematic of the double linear shear specimen and its
loading configuration. From references 7 and 9. For both quasi-static
and dynamic tests. An axial load , Pn, can be imposed. "V' indicates
the velocity of the plunger or pendulum causing shear. Only quai-
static data are reported in this paper.

High strain rate shear behavior was characterized using a hat-shaped
specimen (developed by Meyer et al. 10,11) in a split-Hopkinson
compression bar(Figure 4). These experiments were part of a joint program
with the University of California, San Diego.8 ,12 This cylindrical sample
creates adiabatic shear bands, while allowing experimental control of the
strain-rates and/or displacements induced. The reflected and transmitted
elastic waves in the bar allow for the measurement of stress-displacement
curves for each microstructure. From this information, the energy required to
initiate unstable shearing can be determined.

RESULTS AND DISCUSSION

The quasi-static shear behavior data is given in Figure 5. The
greatest resistance to unstable shearing is found for the 9250C austenitizing
temperature. Cowie 8 showed that the instability strain was proportional to
the carbide particle size / average particle separation distance ratio. This
behavior is consistent with theories of destabilization by microvoid
nucleation softening. The particles themselves cause local tensile stress
fields when the surrounding material undergoes pure shear. These local
tensile fields are responsible for nucleating voids. Both the particle size and
and the particle separation are related to this instability. This mathematical
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Figure 4. Side cutaway of Hat specimen with split Hopkinson
apparatus.

functionality suggests that the interaction of microvoids that formed on
particles of average size creates the initial softening of the material and
localization of the shear strain.

This view of microvoid softening in high strength steel is also supported
by the stabilizing influence of hydrostatic compression on shear
deformation. 9 The application of a compressive stress component
reduces the local tensile stresses created at the carbides and delays the
nucleation of voids. Therefore, the resistance to unstable shearing is aided
by the application of compressive stresses at moderate strain rates.

The high strain-rate shear behavior is shown in Figure 6, Since all four
microstructures have equivalent shear strengths, the energy absorbed to
the point of instability is directly related to the shear instability strain.
Therefore, Figures 5 and 6 can be qualitatively compared. The 92500
austenitization temperature still produced the best results, but the
dependance on the carbide size and distribution is unclear. At the present
time, there is no explanation for the observed relationship at high strain-
rates.

Microstructural characterization studies of specimens deformed at
high strain rates may aid in the determination of the relationship between
carbides and adiabatic shear in high strength steels8. Figure 7 shows a
transmission electron micrograph of material taken from the center of a
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Figure 5. Shear instability strain as a function of the first austenitizing
temperature for VAR 4340. The solid squares indicate the instability strain, the
vertical bars give the approximate error. A two-step austenitization was
used to produce four microstructures all at Rc 52 with a constant prior
austenite grain size.

12
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Figure 6. Energy absorbed to the point of instability per unit area sheared
versus austenitizing temperature, using the hat specimen in the split-
Hopkinson compression bar.
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deformed hat specimen. An extremely fine microcrystalline structure is
observed, and no carbides can be detected within the shear band. The
microstructure is similar in appearance to ball milled metallic powders. It is
anticipated that continued analyses of deformed microstructures will give
additional insight into the microstructural evolution within the shear band. This
should lead to the production of improved microstructures for armor

applications.

Figure 7. Transmission electron micrograph of material taken
from the center of an adiabatic shear band formed in a hat
specimen. The structure is microcrystalline, with a crystallite size of
8 - 20nm.

Ballistic V50 results for all four microstructures are given in Figure 8. The
V50 performance closely resembles the results of the hat test. Again, the
9250C austenitizing temperature produced the best microstructure, and a
single peak in resistance to unstable shear was observed. These results and
previous work by Meyer et al. 10,11 suggest that the hat test can serve as a
controlled laboratory analogue to ballistic testing of thin armor plate if
plugging failures predominate. This provides us with an excellent
experimental method for studying microstructural effects on armor
performance. It is also important to recognize that the carbides have
significantly affected the ballistic performance. Though the mechanisms
remain unknown, these small components of the microstructure
demonstrate that proper microstructural control must be maintained in order
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Figure 8. Ballistic results of all four microstructures. The ballistic resutts
are in good agreement with the hat test data given in Figure 6.

to optimize ballistic properties. These same results should help to develop
new, unique microstructures that can lead to improved armor materials for
future Army applications.

CONCLUSIONS
e Grain refining carbides significantly effect the shear behavior of high

strength VAR 4340 steel.
e At low to moderate strain rates, a microvoid softening model can

explain the observed experimental results.
e High strain-rate hat tests and ballistic evaluations show good

agreement, so the hat test- can be used to study armor plugging.
9 The tailoring of common and unconventional microstructures should

be explored to maximize the survivabilitv of future Army systems.
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Introduction

The cyclic nitramines 1,3,5-trinitro-hexahydro-s-triazine RDX (I) and octahydro-1,3,5,7-
tetranitro-1,3,5,7-tetrazocine HMX (II)

NO 2  0 2N, ,NO0

ON NO 2  O2 NN NO; N0

(I) (II)

are energetic ingredients that are used in various propellants and explosives. Understanding the
complex physicochemical processes that underlie the combustion of these materials can lead to
methods for modifying the propellant and explosive formulations in order to obtain better
ignition, combustion, or sensitivity properties. Our work strives to provide a link between the
physical properties and molecular structures of different nitramines and their combustive
behavior. This requires the understanding of the reaction kinetics and trnwsport processes in
both the gas and condensed phases. The thrust of our work is to obtain an understanding of
the physical processes and reaction mechanisms that occur in the condensed phase so that the
identity and rate of release of the pyrolysis products from the condensed phase can be
predicted, as a function of pressure and heating rate, based on the physical properties and
molecular conformation of the material.

Reviews1 of the literature on RDX and HMX have discussed the roles of unimolecular
decomposition and autocatalysis on the thermal decomposition of these compounds. Previous
work2-5 has shown that HMX decomposes in the condensed phase and that the identity and
rates of release of the pyrolysis products are determined by complex physical processes
coupled with several different chemical decomposition mechanisms. 4,5 The physical pro-

65



BEHRENS and BULUSU

cesses include the formation and containment of the gaseous pyrolysis products in bubbles
within the HMX particles and the subsequent release of the gases as escape paths form within
the HMX particles. The long containment time of decomposition products within the HMX
particles allows secondary reactions between the decomposition products and the HMX.

In contrast to HMX, RDX has a lower melting point ( 202°C for RDX compared to
-28 0 'C for HMX), so that decomposition occurs primarily in the liquid phase with a faster
release of the gaseous products from the sample than for HMX. Although both RDX and
HMX have been found4,6,7 to form H2 0, HCN, CO, CH2 0, NO, N2 0, amides (e.g.,
methylformamide), a nonvolatile residue (NVR) and the mononitroso analogues of the parent
compound (1-nitroso-3,5,7-trinitro-1,3,5,7-tetrazocine (ONTNTA) from HMX and 1-nitroso-
3,5-dinitro-hexahydro-s-triazine (ONDNTA) from RDX), only in experiments with RDX 6,7,8
have NO2, and oxy-s-triazine (OST) (III) been observed. The precise structure of OST has not
been determined, but it is likely to be one of the following structures:

0 OH

N N N

This paper presents the results of measurements of isotopic scrambling of products from
mixtures of isotopic analogues of RDX and of the observed deuterium kinetic isotope effects
(DKIE). Together, these two types of results are used to probe the decomposition mechanisms
of RDX.

The basic mechanisms that iave been considered in the past to describe the decomposition
of RDX fall broadly into three categories. These include the least energy pathway9 involving
the N-N bond cleavage,

RDX --> N02 + H2CN + 2 H2C=N-NO2, (RI)

the concerted triple scission pathway,

RDX -- > 3 H2 C=N-NO 2  (R2)

found in infrared multiphoton dissociation(IRMPD) experiments with RDX 10, and the HONO
elimination pathway 1I

RDX--> 3 HONO + 3 HCN. (R3)
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Secondary reactions of methylenenitramine, R4 and R5

H2C=N-NO 2 --> HONO. + HCN (R4)

H2C=N-NO 2 -- > CH20 + N20 (C-N bond scission) (R5)
have been postulated for many years to explain the formation of HCN, CH2 0, and N20 and
have been shown to occur in the IRMPD experiments1 ° with RDX.

Recent thermal decomposition studies of RDX7,8 have shown that it is also important to
account for the formation of OST and ONDNTA in the decomposition mechanism since they
may be intermediates from which the final products are formed. To address these issues,
mixtures of isotopically labeled compounds are used to track the breaking and formation of
chemical bonds that lead to the generation of the thermal decomposition products of RDX. We
also use the DKIE to probe the role of carbon-hydrogen bonds in the formation of the different
decomposition products. We present results from the previously described simultaneous
thermogravimetric modulated beam mass spectrometry (STMBMS) measurements from RDX,
RDX-d6 and mixtures of unlabeled RDX (RDX-ul) with the isotopically labeled analogues.
RDX-d6, RDX- 1 3 C, and RDX- 1 5 N6, and those between RDX- 1 3 C and RDX- 18 0. The
same measurements are used to determine the DKIE on the pyrolysis products during the
course of the decomposition and to determine the amount of isotopic scrambling from different
isotopic mixtures of RDX. We report the calculated fraction of isotopic scrambling observed
for most of the products formed in experiments with different combinations of the labeled RDX
compounds.

Experimental

instrment description. The STMBMS apparatus and basic data analysis procedure have been
summarized in the previous paper7 and are described more extensively elsewhere. 12.13

Sample preparation. Samples of RDX with different isotopic labels (see Table 1)were
synthesized by the general method previously reported elsewhere1 4 .The isotopic enrichment of
each of the isotopomers and the amounts of each one used in a given experiment are given in
Table I.

Samples for experiments with mixtures of isotopic analogues of RDX are prepared by
mixing equal amounts in acetone solution followed by evaporation of the solvent.

For each mixed-isotope experiment listed in Table I, experiments were run on each of the
isotopic analogues separately. The results from these experiments are used to check for the
presence of ion signals at m/z values that should originate only from the mixing of isotopes in
the scrambling experiments. If there is a measurable amount of ion signal present in the
experiments with the separate isotopic analogues, then the results of the separate experiments
are used to correct the data from the isotope scrambling experiments.
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Table I. Experimental Parametersa
Experiment reactant quantity (mg)

Compound Enrichment 1 2 3 4

RDX-ul 2.04 2.68 3.35
RDX-d6  97.3 1.98 2.6

RDX-15N6 98.5 3.53
RDX- 13C 98.1 2.26
RDX- 180 3.7 2.26

Electron energy (eV) - 18 20 20 20
Orifice dia. (cm) 0.00254 0.00254 0.00254 0.00254

Temp rangeb 198 - 2071 198-207 198 -208 198-207
a All mixtures of isotopic analogues of RDX are recrystallized from an acetone solution.
b Temperature range over which the decomposition of RDX occurs in *C. Heating rate for all experiments is
0.5 0C/min in the temperature range of the decomposition.

Analysis

The data analysis procedures used for identifying the pyrolysis products and determining
their rates of formation have been described previously.12,13.17 Since this paper examines the
extent of isotopic scrambling and the DKIE on the relative rates of formation of the various
products, it is sufficient to compare the ratios of the ion signals measured at different m/z
values for the various products. The structures of the more complex decomposition products
discussed in this paper are reasonable assumed structures based on the mass spectra of
different isotopic analogues of RDX. 7 OST has been investigated previously by tandem mass
spectrometry 8 but a definitive structure could not be assigned.

The relative size of the ion signals at the different m/z values associated with an individual
decomposition product is dependent on the amount of each isotopically labeled analogue used
in the experiment, the fraction of each analogue that participates in forming isotopically
scrambled products, the cracking factors in the ion fragmentation process, and the fraction of
isotopic enrichment in each isotopically labeled analogue.

Briefly, the amount of each product isotopomer formed from the decomposition of a mixture

of r moles of isotopomer 1 and s moles of isotopomer 2 of RDX is given by

rRDXl + sRDA2 --> x cr(1-f)A,1 + Kcs(1-f)A 22 +Kf(xr+s )A1 2  (R6)

A11 and A22 are pyrolysis products formed from RDXI and RDX2 respectively, A12 is the
set of mixed isotope products, k is moles of product A formed per mole of RDX2, x is the
ratio of moles of product A formed from RDX 1 to the moles of product A formed from RDX2
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(for deuterium-labeled RDX this corresponds to the DKIE factor), and f is the fraction of the
product molecules produced from either RDXI or RDX2 that participate in isotope scrambling.

R6 is then combined with the following expression that accounts for the relative number of
ions formed in the mass spectrometer at different m/z values from the product isotopomer

# ISOto0ors
+ +Sk = _, Fik iA+

i=1 (1)

where S is the ion signal at m/z=k, Ai is the total number of ions formed from the

isotopomer Ai with mass mi, and Fi,k is the fraction of the total number of ions formed from
Ai that appear at m/z= k.

From reaction R6 and Eqn. 1 expressions for the amount of ion signal at each different m/z
value associated with a decomposition product are formulated and used to construct equations
based on the ratios of the ion signals at different m/z values for a given product. These
equations are then solved for the values of f and x.

Table II. H2 0 Isotopic Scrambling Results
Isotopes Exp # nVz Rel Temporal

Intensities Corr
H/D 2a 18 64±11 Y

19 100 Y
20 24±3 Y

a Results for isotopic scrambling of H20 from experiment 1 are not included because of interference from extraneous

signal at m/z = 18.

Results

The isotopic scrambling results for the products H20, CH2 0, N2 0, OST and ONDNTA
based on experiments outlined in Table 1, are summarized in Tables 11 to VI while the mixing
fractions (crossover), f, and the observed DKIEs, x, for the deuterium labeled products are
presented in Table VII.

Figures I through 6 show the relative intensities as a function of temperature and the
temporal correlations of groups of ion signals at various m/z-values that are used to determine
the extent of the DKIE and isotopic scrambling for the decomposition products formed from
RDX. Since the heating rates were linear with time, the curves also reflect the temporal corre-
lations between the ions signals. All of the data presented in Figures 1 through 6 clearly show
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Figure 1. The ion signals from CH20 and its isotopic analogues formed during the decomposition of a mixture
of RDX-ul and RDX-d6 (Experiment 1 in Table 1). Between 193 and 210 0C the heating rate of the sample is
0.5 *C/min. The rapid increase in the rate of evolution of CH20 at 198 *C occurs as the sample melts.
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Figure 2. The ion signals from N20 and its isotopic analogues formed during the decomposition of a mixture
of RDX-ui and RDX- 15N6 (Experiment 3 in Table I). Between 195 and 210 0C the heating rate of the sample
is 0.5 °C/min. The rapid increase in the rate of evolution of N20 at 199 °C occurs as the sample melts.
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Table mI. CH20 Isotopic Scrambling Results
Isotopes Exp # m/z Rel Temporal

Intensities Corr
H/D 1 29 49±3 Y

31 15±3a Y

32 100±3 Y
2 29 61±5 Y

31 16±5 Y
32 100±5 Y

l3C/l8o 4 31 100 Y
32 5.4±0.6 Y
33 1.4±0.1 b y

a Corrected for 31+ contribution from pure RDX-ul.
b Corrected for the 33+ contribution observed in a separate experiment with RDX- 13C. The corrections are made using

the CH20 ( 13 C m/z=31) signal for normalization.

that the decomposition products are first observed when the RDX starts to melt at 1980C. As
shown in previous paper7 decomposition of RDX is significantly inhibited in the solid phase.

H 20. Scrambling of the hydrogen isotopes is observed in the formation of water from a
mixture of RDX-ul and RDX-d 6. Analysis of the data in Table 11 shows that the fraction of
water that participates in mixing is 1.1±0.1, which represents complete mixing, and that the
DKIE is 1.5±0.1. Since low electron energies of 18 and 20 eV are used in the mass
spectrometer, contributions from OD+ are ignored. The results are calculated assuming only
the molecular ions, H20+, HDO+, and D20+ contribute to the measured signal. Since H and D
exchange is rapid in water and is likely to occur before detection of the product, the observation
of complete H/D scrambling does not necessarily imply that water is produced in a bimolecular
reaction between either RDX itself or RDX and a decomposition product.

CH20. As indicated in Table VII the fraction of RDX that forms formaldehyde with
hydrogen and deuterium exchange is about 7 percent for the experiments. It can be seen from
Figure 1 that there is a high degree of temporal correlation between the ion signals from the
isotopic analogues of formaldehyde. The observed DKIE for formaldehyde formation is
1.05±0.1, which implies no deuterium kinetic isotope effect. The ion signals used in the
analysis are for m/z values of CH20+, CHO+ and their isotopic analogues. Measured ion
fragmentation factors for CH20 and CD20 were used to calculate the ratio of CHO+/CH20+
and CDO+/CD2O+ formed in the ionization process.

Experiment 4 with a mixture of RDX- 13C and RDX- 180 shows that 45±7 percent (Table
VII) of the formaldehyde formed is from mixing between the two differently labeled RDX
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Figure 3. The ion signals observed from oxy-s-triazine and its isotopic analogues formed in the decomposition
of a mixture of RDX-ul and RDX-d6 (Experiment 1 in Table I). Heating rate of the sample is 0.5 *C/min. The
rapid increase in the rate of evolution of OST at 198 0C occurs as the sample melts.
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Figure 4. The ion signals from oxy-s-triazine and its isotopic analogues formed during the decomposition of a
mixture of RDX-ul and RDX-1 5N6 (Experiment 3 in Table I). Between 195 and 210 °C the heating rate of the
sample is 0.5 *C/min. The rapid increase in the rate of evolution of OST at 199 °C occurs as the sample melts.
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analogues. However, scrambling of the 13C and 180 in formaldehyde may be the result of
polymerization and depolymerization of formaldehyde after its initial formation and prior to its
detection. The ion signals of 13 CH20 (31), CH2

180 (32), and 13CH 2
180 (33) were used to

calculate the value for f.

N20. Experiment 3 (Table IV) with a mixture of RDX-ul and RDX- 15N6 shows that none
of the N20 is formed from mixing between the two differently labeled RDX analogues. The
ion signals of 14 N20+, 14NI 5NO+, and 15N2 0÷ (Fig. 2) are used to calculate the mixing
fraction.

Table IV. N20 Isotopic Scrambling Results
Isotopes Exp # rnz Rel Temporal

I I I Intensitiesa Corr
lnN/15N 3 44 100±10 Y

45 -4.1±2 na
46 93.9±11 =

a The ion signal at each m/z value is corrected for overlapping ion signals that are observed in experiments with
individual RDX-ul and RDX-1 5N6 samples.

OST. Three different kinds of isotopic scrambling experiments were used to derive mixing
information for OST. The results are tabulated in Table V and shown in Figures 3 to 5.
Analysis of the data presented in Table V shows no mixing in any of these experiments.

The experiments with RDX-ul and RDX-d6 (Fig. 3, Table VII) show a strong DKIE. The
relative size of the DKIE ranges from 2.2 during the initial stage of formation of OST down to
1.3 at the final stage of formation of OST. This decrease in the DKIE is probably due to the
increase in the relative amount of RDX-d6 compared to RDX-ul as the sample decomposes.

ONDNTA. ONDNTA represents a product (M.Wt. 206)that is formed by the net loss of a
single atom (oxygen) from RDX. The results from two different kinds of isotopic scrambling
experiments for ONDNTA are tabulated in Table VI and the results of the 14 N/ 15N isotopic
exchange measurements from ONDNTA are shown in Figure 6. The isotopic analysis of this
product from the mixing experiments was based on its major fragment ion, m/z = 132
(C2 H4 N4 0 3) and it isotopic variants.

The data indicate that 25±5 percent of the RDX participates in scrambling of H and D in the
formation of ONDNTA, in spite of the fact that the product results from the loss of a single
oxygen atom. But since there is no DKIE observed in the formation of this product, hydrogen
is not involved in the rate determining step for this product.
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Figure 5. The ion signals from oxy-s-triazine and its isotopic analogues formed during the decomposition of a
mixture of RDX-13C and RDX- 180 (Experiment 4 in Table I). Between 195 and 210 0C the heating rate of the
sample is 0.5 *C/min. The rapid increase in the rate of evolution of OST at 196 °C occurs as the sample melts.
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Figure 6. The ion signals, from ONDNTA and its isotopic analogues in the decomposition of a mixture of
RDX-ul and RDX- 15N6 (Exp. 3 in Table I). Heating rate of the sample is 0.5 *C/min. The larger variation in
the ion signal at m/z= 132 is due to the large correction made to the signal for the contribution of the
C3H4N3(NO2) ion dissociation fragment formed from evaporating RDX- 15N.
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Table V. Ox,-s-triazine (OST) (C3H3N30) Isotopic Scrambling Results.
Isotopes Exp # miz Rel Temporal

Intensitiesa Corr
H/D 1_97 100±3 N

98 4±3 na
99 4±3 na
100 45 to 71±3 N

2 97 100±2 Y
98 3.1±2.1 na
99 2.8±0.4 na
100 38 to 59±2 Y

14N/15N 3 97 100±2 Y
98 1±2 na
99 1±2 na
100 100±2 Y

13C_180 4 97 85.4±4 Y

99 5.4±0.5 Y
100 100.0 Y

L 102 0.8±0.8 N
a Ion signals at m/z-values of 98 and 102 have been corrected for the ion signal due to fragmentation of RDX in
the ionizer of the mass spectrometer.

The 14N/ 15N mixing in the ONDNTA product can be readily seen in Figure 6. During the
initial stages of the decomposition, the ion signals at m/z-values of 132, 133, 135, and 136 are
approximately equal, thus indicating that the mixing is complete with respect to the N-NO
bond. Whereas, during the latter stages of the decomposition, the relative sizes of the ion
signals at m/z-values of 132 and 136 are larger compared to the ion signals at m/z-values of
133 and 135, thus indicating that the extent of RDX that participates in mixing with respect to
the N-NO bond falls to 60 percent.

Other products. Other products formed during the decomposition of RDX do not involve
scrambling of bonds and are not presented here.

Discussion

As indicated in the introduction, this paper focuses attention on the deuwerium kinetic
isotope effects and isotopic scrambling results of the decomposition products from mixtures of
isotopically labeled RDX samples (Table 1). However, it is helpful and necessary to interpret
these results in a broader perspective taking into account the relative amounts of all the products
(see previous paper),the role of physical factors and a comparison to similar data obtained from
HMX. While the use of isotopes has been helpful in identifying several product species in
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these decomposition studies and the bond-making and bond-breaking processes,they also
uncover some limitations in their use to draw conclusions about reaction mechanisms.

Table VI. ONDNTA (C3  3(NO 2)2NO) Isotopic Scrambling Results
Isotopes Exp # m/za Rel Temporal

Intensitiesb Correlationc
H/D 1 132 100±14 Y

133 7±5 Y
134 Od na
135 5±2 Y
136 90±5 Y

2 132 97±19 Y
133 7±4 Y
134 0d na
135 8±1 Y
136 86±3 Y

14N/ 15 N 3 132 90 to 98±17 N
133 95 to 70±5 Y-135
134 Od na
135 86 to 69±5 Y-133
136 85 to 94±6 N

a The m/z values are for an ion formula of C2H4N2(NO)(NO2) that is formed by the fragmentation of
ONDNTA in the ionizer of the mass spectrometer.
b The ion signals at all of the m/z values have been corrected for contributions from fragmentation of RDX in
the ionizer of the mass spectrometer. In addition, the ion signals at m/z-values of 133 and 135 have been
corrected for contributions from isotopomers that arise directly from the individual isotopic analogues of
ONDNTA in the absence of scrambling.
c Y indicates that the ion signals at these m/z values are temporally correlated with all the other m/z values
listed in the experiment. N indicates that the the ion signals are not temporally correlated with other ion signals
in the group. Y-# indicates that the ion signal is correlated with another m/z-value in the group indicated by #.
d There is no evidence of transfer of two atoms between the product molecules.

It has already been stressed in the preceding papers in this series that several decomposition
channels can tbý identified in both HMX and RDX decompositions. In view of this it is
pertinent to consider the relative importance of these channels of decomposition and understand
the similarities and differences between HMX and RDX imposed by the respective structural
similarities and differences in physical properties (see introduction).

76



BEHRENS and BULUSU

Table VII. Mixing Fractions and DKIE Results from RDX Isotopic Scrambling Experiments.
Decomposition Scrambled Mixing fraction DKIE

Products Isotopes f xa

H20 H/D 1.1±0.1 1.5±0.1
CH20 H/D 0.075±.02 1.05±0.1

13C/180 0.45±.07

N20 15N6/14 N6 -0.04±+0.03
OST -/D 0±.05 2.2 to 1.3b

15N/ 14N 0±.05
13C/180 0±.05

ONDNTA H/D 0.25±0.05 1.05±0.2
1 15 N/ 14 N6 1.0 to 0.61c

a The values for x are calculated only for the H/D exchange experiments.
b The DKIE for OST decreases as the sample undergoes decomposition due to the increase in the amount of

RDX-d6 relative to the amount of RDX-ul.

c The fiaction of NO that exchanges during the formation of ONDNTA decreases at the sample size decreases.

N20 and CH20: In RDX decomposition, only a small amount of isotopic scrambling was
observed for the C-H bonds of formaldehyde (Table VII and Figure 1) and the N-N bonds in
N20 (Table VI1 and Figure 2), which are two major products. This is consistent with previous
work3 on RDX-( 15NO 2)3 in which it was found that N20 consisted mainly of 14 N- 15N-O
configuration. If the N-N bond is broken in the reaction path that leads to the formation of
N20 from RDX, then the results with RDX-15NtdRDX-ul should have shown mixed isotopes.
That this was not the case (Table IV) shows clearly that, as in the case of HMX, N2 0 formed
in the decomposition originates both directly from the parent molecule and indirectly through an
intermediate (ONDNTA) without rupture of the N-N bond.

While the C-H bonds in CH20 exhibit only a minor degree of mixing, the 13C/1 80 atoms
showed 45 percent scrambling. This means that 45 percent of all the C-O bonds in the CH20
product molecules are formed from atoms drawn from different isotopic molecules. However,
this scrambling can readily occur in a CH20 polymerization-depolymerization process any time
prior to exiting from the reaction cell. In the case of HMX the degree of mixing is even higher5

(80%) presumably because CH 20 is held for longer periods within the solid particles compared
to the decomposition of RDX in a melt. The minor amount (< 7%) of H-D scrambling,
likewise could have occurred after the initial formation of CH20 due to the labile nature of the
hydrogens. The lack of a DKIE for CH20 shows that C-H bond cleavage is not involved in
the rate limiting step of the reaction pathway leading to its formation, thus providing further
evidence of several parallel reaction pathways controlling the decomposition of RDX.
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The isotopic scrambling results of N20 and CH20, taken together, point in the direction of
a methylenenitramine decomposition to N20 and CH20 (Reactions R1, R2, and R5) as in the
case of IRMPD of RDX.10 However, in the IRMPD gas-phase study

RHCN + HONO

RDX P CH2 =N-NO2

(0ý2•) N20 + CH20

the N20 and CH20 channel was not as dominant. In light of the three primary decomposition
pathways of RDX in the liquid phase that lead to the formation of N20 7 this difference is not
surprising. Most of the N20 formed in the decomposition of RDX in the liquid phase occurs
through either the ONDNTA intermediate (- 42%) or through the catalyzed decomposition of
RDX (- 42%). Only a small fraction (- 15%) of the N20 appears to be formed directly from
RDX. Whether the N20 formed via either the ONDNTA pathway or the catalytic pathway
passes through a methylenenitramine intermediate is uncertain at this point.

H2 0formation. The H20 formation rate displays a strong kinetic isotope effect (Table VII)
suggesting that it is formed in a reaction pathway, such as (R6), in which hydrogen is involved
in the rate limiting step.

In the following scheme, reaction R6 generates HONO accompanied by a primary kinetic
isotope effect with deuterium label since a C-H bond scission is necessary. HONO, under
reaction conditions, can undergo one or both of the two possible reactions, R7 and R8. In the
former case, a hydroxyl radical is generated which on hydrogen abstraction (R9) yields H20 as
a product.

0..N 'O

SN• HI- DKIE •

r0 + HONO
N N, N02- N N. N02

HONO.> OH + NO R7

2 HONO ----- > H120 + NO + NO2  R8

H - abstraction
OH 11H20 R

Alternately, the decomposition of HONO, R8, can directly yield H20 and two oxides of
nitrogen all of which have been detected among the products. The latter may be expected to
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NO2
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NO2/NuN'NO 2  NO('N N' ~NO 2  RiO

seek other radical species to react with, such as the radical left behind on loss of an N02 group
from RDX (RIO). In this case, NO2 will reform the RDX molecule while NO will lead to the
formation of ONDNTA (RI10) detected in the products.

ONDNTA: It is interesting that the ONDNTA formation as a product (Tables VI and VII)
shows a substantial mixing of the nitrogen isotopes making up the N-NO bond and 25 percent
mixing of H/D isotopes. The former is expected from R 1I but it is not immediately apparent
why H/D mixing is observed. The explanation for this may be that the hydrogens next to a
nitroso group become labile (acidic) and exchangeable. In fact, this exchangeable nature of the
hydrogens is taken advantage of in the synthesis of the nitroso precursor to RDX-d6 .

There is also NMR evidence showing a substantial contribution of the resonance structure
with charge localization on the ring nitrogen atom that would make the adjacent hydrogen more
acidic and susceptible to hydrogen abstraction promoting decomposition of ONDNTA in the
earlier stages of the reaction 7 due to reaction with other decomposition products.

The mixing of the nitrogen isotopes in the N-NO bond of course suggests the breaking of
the N-N02 bond and reforming it with a nitroso group. This mechanism is quite analogous to
the one proposed for the formation of dimethylnitrosamine. 4 A radical addition, R-, to one of
the oxygens of the nitro-group followed by loss of the RO group to give nitroso-amine as
proposed by Melius 2° is not valid here since it would not predict mixing of isotopes in the N-N
bond.

Oxy-s-triazine (OST): Oxy-s-triazine has proved to be a most intriguing product from
RDX to rationalize:

OHI I
N [OH] N ? N OH

"[ 20. r )---- _r1Y
N N NO"N N-* N N

NO2" ,,N -N0 2  No 2" N NNo 2  -2 HN0 2  Ike R11
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It would be reasonable to expect the radical produced in Reaction 10 to pick up a hydroxyl
radical and eventually lead to OST by loss of 2 HNO2 molecules and internal bond
rearrangement. However, the first objection to this would be the excess hydrogen atom on the
ring. But, more importantly, OST is unique in that it fails to show mixing of any of the
isotopes used (H/D, 14N/ 15N, or 13 C/180). This requires that it be formed in a strictly intra-
molecular process. It appears, therefore, that OST represents an additional decomposition
pathway that is most likely a unimolecular one. It can be seen in Figures 3 - 5 that the signal
from OST abruptly increases at the melting point of RDX and then progressively decays as the
sample is consumed. In order to take place, this reaction has to result in a concerted loss of 2
HONO molecules and an HNO radical by the RDX molecule.This reaction route to OST
accounts for the total lack of mixing of the isotopes, the consequent intramolecular nature of the
product, the unimolecular kinetics apparent from Figures 3 - 5 and the observed DKIE. It is
interesting to note that OST is the only decomposition product from RDX that solely exhibits
unimolecular decomposition kinetics (other products are produced by both the unimolecular
and other decomposition pathways).

0. rOA 0..N .OH 0.N

SO""HON

N.N

N H N N NOH
NO2,,,.N NO2  N02 oe~ NO N 2  N021 N ' NN.N0 2

I - HONO

r- N -HO N O
N ,OH HN r &YO -HONO r r~ OH

N 4tN N,-. N NO' N %N

Summary

The results from isotope crossover experiments with RDX and the observed deuterium kinetic
isotope effects (DKIE) lend further support for the four primary decomposition pathways
described in a previous paper7and may be summarized as shown in the scheme below. Two
pathways are first order reactions solely in RDX. Pathway 1 produces predominantly OST,

NO, and H20 and accounts for approximately 30% of the decomposed RDX and Pathway 2
produces predominantly N20 and CH20 with smaller amounts of NO2, CO, and NH2 CHO
and accounts for 10% of the decomposed RDX. Pathway 3 consists of formation of
ONDNTA by reaction between NO and RDX, followed by the decomposition of ONDNTA to
predominantly CH20 and N20. Pathway 4 consists of decomposition of RDX through
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Products Path Fraction DKIE 14N/15N

OST + H20 + NO + NO2  1 30% Yes No

NO2 + H2CN + 2N 2 0 + 2CH20 2 10% No No

RDX

ONDNTA-- N20 + CH2 0 + other 3 35% No/Yes Yes

N2 0 + CH20 + NO2 + NH2CHO 4 25% No No

reaction with a catalyst that is formed from the decompositibn products of previously
decomposed RDX. Reaction Pathways 3 and 4 each account for approximately 30% of the
decomposed RDX.

The lack of isotopic scrambling and the presence of a primary DKIE in OST support a
unimolecular mechanism in Pathway 1. The primary DKIE in the formation of OST shows the
importance of intramolecular hydrogen transfer in the rate limiting step that controls Pathway 1.

Reaction Pathway 3 is supported by the scrambling of the 14 N/ 15N in the nitroso group of
the ONDNTA formed during the decomposition of RDX. In addition, the lack of a DKIE in
the formation of ONDNTA also supports this pathway. Furthermore, the presence of H/D
scrambling is consistent with the presence of more labile hydrogen on the the neighboring
carbon atom of the N-NO group in ONDNTA.

The lack of nitrogen scrambling in N20 is consistent with the conclusion that methylene
nitramine collapses to N20 and formaldehyde without cleavage of the N-N bond. However,
the lack of direct evidence of methylenenitramine makes its formation through this intermediate
uncertain.

The lack of a DKIE in the formation of CH2 0 supports the conclusion that hydrogen is not
involved in the rate limiting steps of Pathways 2, 3 and 4 that lead to its formation.

Unlike the case of HMX decomposition which is catalyzed by H20, there seems to be no
evidence of autocatalysis by H20 in the RDX case. H20 formation is not the sole contributor
to the observed DKJE as in the case of HMX. It is, therefore, apparent that the decomposition
details of RDX and HMX are significantly different due to the fact that the former occurs in the
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liquid phase and the latter in the solid phase. Furthermore, RDX undergoes isotopic scrambl-
ing of nitrogen in the formation of ONDNTA, whereas for the analogous compound in HMX,
ONTNTA, only 25% of the molecules are formed by mixing of the nitrogen isotopes. This
implies that• the formation of ONTNTA in HMX is influenced by the "cage effect" in its solid
state decomposition, whereas the formation of ONDNTA in RDX occurs in the liquid phase
and the "cage effect' does not play a role. This also predicts that if HMX is decomposed above
its melting point, it also would exhibit more scrambling of the nitrogen isotopes.
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I. INTRODUCTION.

This paper proposes a new understanding of power
transmission and reflection for remote and near-in sensing
through, and of, inhomogeneous media (IM). The formulation
developed is also directly applicable to single mode
Nonuniform Waveguiding Structures (NOWS) and extendable to
multi-mode NOWS. The discussion focuses on how these
processes are characterized by the classical generalized
transmission and reflection coefficients, T(x) and R(x),
respectively, where x denotes a spatial variable. It was
prompted by the very recent discovery, by this author, that
two of the classical formulations for R(x), in widespread
usage by the international electromagnetics and acoustics
communities for decades, appear to be flawed.' These
formulations are currently used throughout a broad spectrum of
technology, engineering and scientific applications, briefly
discussed below.

Since the two formulations in question have been in
widespread use for so long, a key question is: If they are
truly flawed wouldn't that have been detected long ago?
Surprisingly, there are a number of good reasons why they were
not and the discussion below includes an additional very
important one, not noted in reference 1. A companion question
is: Can an experiment be devised that can accurately check
the validity of the competing formulations in a way that will
satisfy the proponents of each? This author proposes below a
technique he believes will do that.

However, there is something more to be tested because the
new formulation suggests a new physical paradigm for
understanding where and how the reflection and transmission
processes take place within the IM. And the proposed
experiment appears to also be capable of verifying whether
this new interpretation is soundly based.
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Inhomogeneous media are present in most i.-gions where
there is an interest in performing remote sensing, such as in
low earth orbits (LEOs). LEO is variously defined, for near
circular orbits, to be orbits between the altitudes of 150 km
and 900 km, while the ionosphere is variously described as
extending from an altitude of 50 km up to 1000 km. Thus, LEOs
generally lie somewhere within the ionosphere, a highly
inhomogeneous medium.

The earth is a medium, with inhomogeneities in a variety
of constituents near and at the surface, challenging earth
penetrating radar trying to probe beneath that surface.
Surface layers of vegetative canopies, ice, snow, mud, water,
and sand present different levels of inhomogeneity to probing
signals from up close and from afar. Uberall and his
colleagues explained over a decade ago how to determine
material composition of penetrable homogeneous radar targets
of a given simple shape from afar and described a method for
determining layer thickness, density, sound speed and
absorption coefficient of homogeneous viscous fluid layers
with acoustic echos. 2' 3 Extending those accomplishments to
inhomogeneous layers will probably require another approach
but when that is accomplished it will be of great value.

Generally, it is understood that in remote sensing the
sensor system cannot control the near-in environment
surrounding the object of interest. One might then define
near-in sensing as being performed on objects near enough to
control their immediate environments totally or to a
significant degree. One example is nondestructive probing of
solid-state devices for their parameter values in key regions.
This can not only be of great value during the research and
development phase of programs, but in quality control during
the production phase. Inverse scattering techniques used for
probing the ionosphere have been applied to determining
spatial variability of the index of refraction within optical
waveguides. An additional example of near-in sensing of
inhomogeneous media is medical imaging of human tissue using
diffractive tomographic imaging.

Another cluster of applications involves the synthesis,
analysis and design of nonuniform, distributed electromagnetic
circuits and circuit components. Womack demonstrated over
three decades ago a length reduction of 40% in coaxial
resonant cavities, by using exponential nonuniformities,
without noticeable degradation in performance.4 This differs
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from the size reduction in microwave integrated circuits (MIC)
and monolithic MIC which involve reduction in transverse
dimensions, not length. Because of this, tapered transmission
lines continue to be used and show up in the latest design
literature.

5

II. BACKGROUND.

Reflection coefficient, as it is commonly understood for
homogeneous media (HM) and uniform waveguiding structures
(UWS) measures power reflected (Pr) from some interface,
expressed by

1R12 = PrPi, (1)

where P, is the incident power, IRJ represents the absolute
value of R and the fields are time-harmonic. The term
generalized reflection coefficient is sometimes used to
emphasize that R is a function of position, x.

In practical applications equation (1) is probably the
most widely used property of R(x). For HM and UWS,

R(x) = [Z(x) - Zc] / [Z(x) + Zc], (2a)

where Z(x) is the impedance at x and Zc is the characteristic
impedance of the medium or waveguide and is constant. The
inverse relationship is,

Z(x) = Zc [1 + R(x)] / [1 - R(x)]. (2-b)

Schelkunoff appears to have been the first to have
discussed, in general and at length, the concept of reflection
coefficient for IM and NOWS. 6 His formula-ion deals only with
the value of the reflection coefficient, Rs(Xb), on the
boundary, at x = xb, separating some homogeneous medium from
an inhomogeneous medi-um. Schelkunoff asserted that,

Rs(xb) = [Z(xb) - Zc(xb)] / IZ(xb) + Zc(xb)1, (3)

where Z(Xb) is the nominal characteristic impedance of the
medium at x = x . Later, Walker and Wax, in 1946, asserted
the more general relationship in equation (4) held, 7

R( (x) x) - ZM(x)] / IZ(x) + Z (x) (4)
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They offered no argument as to why equation (4) was
valid, they cited no empirical evidence, and they referenced
no prior literature on the subject. Nevertheless Rw(x) has
become widely accepted and used in both the electromagnetics
and acoustics communities in the four decades since then.

For both Rw(x) and Rs(Xb) it has always been understood,
without proof, that equation (1) still holds and it is so used
in the literature. There is a third formulation of reflection
coefficient by Epstein (Re) that applies to problems with
diffuse boundaries such as the top of the atmosphere. 8 Re has
been shown to be consistent with power conservation. Because
all these formulations are generally taken to be describing
different facets of the same entity, the literature does not
discriminate between them, nei .her by subscript nor name. It
has been simply assumed that they are all consistent with
power conservation.

In 1950, in an apparently little known conference paper,
Schelkunoff argued that Rw(x) was "...meaningless..." except
on the boundary, xb.9 Schelkunoff's argument differs from that
in reference 1. R is not necessarily correct even for
lossless IM/NOWS which have continuity of nominal
characteristic impedance, Zc(x), due to problems with boundary
data transformations as discussed in reference 1. For IM and
NOWS with discontinuities in Zc(x), Rs is always incorrect,
though in many cases the error can be small. This will be
discussed in detail in a future publication.

Schelkunoff appears to argue that the forms of the
elementary travelling waves in HM anw UWs waves are crucial to
the identification of reflected and transmitted power (Pd.
Here,

Ey(x) = A'exp(-jkx] + B'exp(+jkx], and (5)

Hz(x) = y,'A-exp[-jkx] - yc'B'exp[+jkx], (6)

where Y a i/Zc, Zc = /p/e, A and B are amplitude constants,
k = b,/,c = constant, b = 2rf = radian frequency, p and e
are the permeability and permitivity, respectively, of the
medium, EY is the y-component of the electric field, Hz is the
z-component of the magnetic field and exp(y) a ey.

For simple TEM, time-harmonic waves, the transmitted
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power per unit area, in the x-direction is given by,

Pt = hR,(Ey(X).H,(x)*) = PfCl - IR(x) 12] = constant, (7)

where P = incident (forward-travelling) power = ½yIA12 and
the reflection coefficient is given by,

R(x) - Roexp(+2jkx] , R = B/A. (8)

While this author agrees that R is meaningless, he does
not agree that the simple forms in equations (5) and (6) are
necessary to identify the reflected and transmitted components
of power.

III. IDENTIFYING COMPONENTS OF POWER.

In reference (1) this author considered the simplest
IM/NOWS case where the phenomena of interest occur. That is
the scalar problem of a time-harmonic, electromagnetic, TEM
mode propagating in lossless IM, or lossless single-mode NOWS
characterized by,

Zc(x) = Zco-exp[2gx], O<x<L, and (9)

k = 21r/A = 27rf/c . yco = i/Zc0 , (10)

where g = constant taper rate and Zo0 = Zc (0) = constant.

In field notation, the results were,

Ey(x) = A'exp(gx)'exp(-jpx) [I + Rp(X)], (11)

Hz (x) = Yc0"A'exp(-gx)-exp(-jpx)[a - a*R], (12)

Rp(x) a R•.exp[+2jpx], R, m B/A (13)

P2 _ K2 g 2 , 2 g/k , p2 a pl/K2 = i_§2, and (14-a)

aj' a* p- j . (14-b)

The impedance was given by,

Z(x) -EY/Hz = Zc0 " [I + Rp(x)]/(a - a*Rp(x)]. (15)

Elaborating on the calculation of transmitted power which
yields,
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Pt = Yko" PIAI 2 (1 -IRP(x) 12), (16)

it is clear that equation (16) can be rewritten as,

Pt = Pf - Pr (17)

where the forward and reflected travelling components of the
power can be identified as,

Pf = ½Yco PIAI 2' and (18)

Pr = Rp(X)" Pf, (19)

respectively. It is clear that Pf is independent of the load
parameters and that it reduces smoothly to P. = incident power
in equation (7) as 4 (the normalized constant taper rate) goes
to zero. On the other hand, from equations (16), (17) and
(19), it can be shown that,

Rp(x) = R,'exp[+2jp(x - L-)], (20)

where R is the load reflection seen from the inside edge of
the region O<x<L which will be denoted by L. The choice of x
= L as opposed to x = L is forced by the occurrence of a
discontinuous change in reflection coefficient as the boundary
is crossed (see reference (1)). It also can be shown that,

0 < IRP(x) 1• 1. (21)

Thus, if R, = 0, then from equations (16) and (17) it can
be seen that P= Pf, ie. all the available power in Pf is
transmitted. When |R, 1= 1, then equations (16) and 17)
reveal that Pt = 0, no power is transmitted. As IRLI is swept
through the numerical range from zero to one, Pt is swept
through the range from its maximum possible value, Pf, to its
minimum possible value, zero.

The description in the preceding paragraph, of how P,
varies as R, and hence IRP1) varies is identical to that of how
it varies for HM and UWS. Thus R has the identical
properties, within this frameworA, as the reflection
coefficient defined for HM and UWS.

There is an addit'-nal similarity between Rp(x) in
exponential IM and R(x), one that is intuitively satisfying,
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but not to be expected in most complex IM and NOWS. It is
that, exactly as for R(x), Rp(x) can be shown to be,

B.exp[j(wt + px)] forward-travelling waveR (x = . (22)A* exp[j(wt - px)] backward-travelling wave

Now, it is reasonable to compare equation (7) and the
inverse relationship,

R.(x) = [aZ(x) - Zc(x)] / [a*/Z(x) + Zc(x)], (23)

with those for HM and UWS which are given in equations (2-a)
and (2-b). The relationships are very similar but not
identical. However as the normalized constant taper rate, g,
goes to zero, a and a* go smoothly to 1, and the two sets of
relationships become identical. The above seems all that
should be reasonably required to identify a reflection
coefficient and reflected power. From equations (7) and (16)
it appears that thinking of reflected power as "subtractive"
power (so long as the forward - traveling power component, Pf,
is independent of load conditions) can be used in identifying
reflection coefficients in more complex problems, and this
author has done so in preliminary calculations and obtained,
qualitatively, the same type of results.

IV. POWER CONSERVATION AND R,.

It is clear from comparing Rp(x) and R,(x), equations (4)
and (21), that the Walker-Wax formulation differs from the
power formulation, for exponential variations. And although
it can be shown that,

1 • IRt,(x) < 1, (24)

R does not appear to possess any further similarities with
tre R(x) used in the HM/UMS case. In reference (1) it was
shown that Rw(x), for the exponential case, did not satisfy
the weak form of power conservation (which was derived for a
reflection coefficient for any spatial variation of Zc(x) and
k(x)). The requirement of the weak form is,

IR(x) l= constant, (25)

which is based, in part, on the assumption that Pf is constant
because it is the power supplied by whatever source is
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energizing the system and it is constant. I recognize that
many advocates for the validity of Rw conceptualize the
reflection and transmission process as an infinite number of
multiple reflections originating from an infinite number of
differential changes in Zc(x) all lined up in tandem, and so
would not agree that Pf need to be constant.

But this author described in reference (1) an alternative
physical picture suggested by the mathematics where, as in the
HM/UWS case, only the terminal impedance at the load end of
the medium or structure, produced a reflection. And a
"matched" load is defined in this new context as one which
does not produce reflected power, i.e. RP = 0.

To apply the requirement in eg. (23) to any arbitrary
spatial variations (but physically possible) in Zc(x) and k(x)
the standard Riccati equation for R. can be used. Simple
analysis of this yields an R (x) which has a constant phase as
well as the constant amplitude. This is an unphysical result
for a medium or structure of non-zero length.

V. WHY NOT ALREADY DETECTED EXPERIMENTALLY?

It would not be correct to assume that some kinds of
discrepancies, between theory and experiment have not already
been published. They have. For example, in a 1990 paper by
Tsedilina, in which he compares analysis with test results for
a specific problem, he states "...These losses (- 15 to 20 dB)
are not described by the theory of propagation of radio waves
in a smoothly inhomogeneous ionosphere..." 10 . While a
discrepancy, for which the ratio of measurement to prediction
is about 100 (a 10,000% error) is not to be regarded lightly,
researchers usually do not publish negative results without
some reasonable explanation, and Tsedilina is no exception.
He offers a qualitative argument for some reasonable physics
that he believes should be in the conventional analysis but
usually isn't and his explanation may even account for most or
all, of that error.

This paper does not claim that the new point of view will
necessarily explain all or even any of the major discrepancies

that are in the literature, only that there are some questions
to be answered.

One would expect that, since measurements carried out in
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the controlled environment of the laboratory tend to have the
greatest accuracy, it is there that any validations be sought.
However, as mentioned in reference (1), there are some
difficulties. One is that the use of R,(x), even if it were
correct, involves errors from assuming the presence of a
single mode. The errors found experimentally for RS might be
attributed to the single-mode approximation and not the
formulation of Rw itself. Another is that there are parameter
ranges f or whcwI RPI = I R, I.

Two such parameter ranges mentioned in reference (1) were
Rwl = 1 (as in designing resonant cavities), and, usually,
RP << 1 (as in designing transitions and impedance

transformer sections). These represent a large fraction of
reflection coefficient usage in the design of NOWS. However,
there is another way to look at this situation that was not
discussed before. It is to ask where is the sensor and where
is the emitter. A monostatic radar is an example of an active
co-located sensor and emitter. When both are located within
IM/NOWS, or when one is and the other is not, it is straight
forward to show for the lossless case, from power
conservation, that there can be significant errors even in the
case where only the grossest type of information is sought,
such as how much power is being radiated by the emitter.
First, the conventional solution, using the transmission
coefficient which can be obtained from R.(x) via,

IT,(x) 12 = 1 - IRW(x) 12, (26)

can be derived in the two-region case from power conservation
using,

IT(O) I2P = Pt, = P,2 = IT,(0) 12 p'. (27)

Here P is the power supplied by the emitter in region 2
(assumed IH/NOWS), Pw is. the power, calculated using T ,
delivered to the sensor in region 1 (assumed HM/UWs), x = 0 is
at the boundary between regions 1 and 2, and T(x) is the
transmission coefficient in the HM/UWs. If the power
formulation were used instead, then equation (25) would read,

IT(0) 12 P• = P, = Pt2 = ITP(0")J 2p, (28)

where
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ITP(X) 12 - 1 - IR(x)1I, (29)

and P is the power, calculated using T , delivered to the
sensor. From equations (25) and (26) t~e normalized
(fractional) error would be,

(P• - P,) / PP =1 - IT,(0) 12/ ITP(0) 12. (30)

By selecting parameter ranges where IT,(0) 12 / IT (0) 12 are
significantly different, experimental tests should allow a
determination of which formulation is correct at the boundary,
x = 0. However, at the boundary Tw(0) = Ts(0).

Section VII will describe an experimental procedure which
will allow T (x) and Tp(x), to be examined for within IM. The
last portion of this section examines the three region case, a
very important case for three reasons. First, it is very
common both in remote sensing and in waveguide circuits.
Second, it is a situation in which it is possible that the use
of Tw(x) instead of Tp (x) will not produce any error. Third,
because it is so common, it is probably the primary reason
that the deficiencies of the Walker-Wax and Schelkunoff
formulations have not previously come to light through
experimental activity.

In the three region case there are two basic
configurations of considerable interest. In both, the source
and the observer lie in HM or UWS, while the propagation path
between them passes thru a region of IM or NOWS. An example
of when the emitter and sensor are on opposite sides is a
ground based sensor from whose output signals information is
sought about some characteristics of a satellite-based emitter
above the ionosphere. An example of when sensor and emitter
are on the same side is a ground-based passive
ranging/locating station receiving a high frequency (HF)
communication signal from a distant ground-based emitter when
the signal is partly reflected off the ionosphere. A very
common example of the three-region case for waveguides is
where a tapered waveguide is used to connect a smaller UWS
with a larger one.

Assume the emitter is in HM in region 1, region 2 is IM,
and the sensor is in HM in region 3. Assume that region 2 is
lossless and well matched to regions 1 and 3 so that is
produces negligible reflections in them. Finally assume that
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the boundary between regions 1 and 2 are at x = 0, and the
boundary between regions 2 and 3 are at x = L. Then, from
Poynting theorem we have,

Pit(0) = Pt 2 (o) = Pt2(L) = Pt3(L), (31)
i.e.,

Pt 1 (0) = Pt3(L). (32)

When the media in region 2 is lossy in a frequency dependent
manner, measurements over many frequency bands, as with
multi/hyper/ultra spectral sensors, may be impacted
significantly. However, when power and power-related aspects
of the signals are not the primary focus, then the lossless 1M
can have significant impact, such as producing the equivalent
of some types of multipath effects.

VI. SEPARATING BACKWARD AND FORWARD TRAVELLING WAVES.

In this section an experimental technique is proposed
which appears to be able to sort out backward travelling waves
from forward-travelling waves within IM as well as on their
boundaries. Since what constitutes the forward and backward
travelling waves in IM is at issue, the technique is designed
to settle that question in a manner that is independent of
which point of view is correct.

In this approach, a two-conductor, uniform hollow
cylindrical waveguide of arbitrary cross-section is filled
with a medium whose electrical parameters are tapered in a
precise way along the cylindrical axis of the waveguide. An
example of the waveguide would be the familiar uniform coaxial
line with circular cross section. The two-conductor waveguide
was chosen because a TEM mode may be used, as well as TE and
TM modes.

Suppose that such a waveguide was filled with an
inhomogeneous medium in such a way as to produce the
exponential varying IM discussed earlier. There is a
relatively straightforward way to measure the forward-
traveling wave entering the line at one end of the waveguide,
say at x = 0, as well as the backward traveling wave exiting
at x = 0. It is assumed that the line is terminated at x = L
with some desired load impedance.

A three-port circulator, described below, can be used to
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perform the above measurement in a familiar way. Assume the
circulator ports are numbered so that when a signal is
injected into it at port one, it exits at port two. A signal
injected at port two exits at port three. This is a
nonreciprocal three-port device which is (ideally) matched at
every port so that no part of an injected signal is reflected.

Assume a signal source with a calibrated output is
connected to port one, the exponential line to port two and a
particular directional coupler (terminated so that signal
amplitude and phase can be measured) at port three. Injecting
a signal from the signal source, and measuring the signal
exiting at port three completes the task.

The challenging task is to accomplish the same sorting of
backward and forward waves at some axial point, x,
where 0 < x < L. To do this a waveguide as above is needed,
except that it must be fabricated such that it can be
disassembled into two sections at a chosen point, say x = b.
Call the section from x = 0 to x = b, S-I and that from x = b
to x = L, S-II. Then S-I is attached , at x = 0, to the three
port circulator at port two, with the same attachments as
before at ports one and three.

The second connection of S-I at x = b, is to a four-port
circulator. Let the ports of the four-port be designated in
the following way. A signal injected at ports a, b, c, or d
exits at ports b, c, d, and a, respectively. Attach S-I at
x = b to port a. Attach to b a hollow uniform wavegvide (W-l)
to which a, say, 30 dB directional coupler is attachea. W-1
is terminated in a lossless moveable shorting plate. Attach
S-II, at x = b, to port c, and a waveguide arrangement, W-2,
identical to that with W-l, to port d.

The operation is in two stages. In stage I, reference
values are recorded. The two sections of waveguide are bolted
together to form a single continuous line from x = 0 to x = L,
and it is attached at x = 0 to port two of the three port
circulator. A reflectionless device to measure signal output
is attached to the waveguide at x = L. When a selected signal
is injected at port one the outputs (amplitude and phase) from
port three and from the waveguide at x = L are measured and
recorded.

In stage two the intent is to measure the forward and
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backward travelling waves in the inhomogeneously filled
waveguide at x = b, by removing them from it and injecting
them into uniform waveguides where it is clear which wave,
forward or backward, is being measured. They are then routed
back into the inhomogeneously-filled waveguide.

The purpose of the moveable, lossless shorting plates is
that when they are suitably positioned, the traveling waves
(with unchanged amplitude since the hollow waveguide and
shorting plates are designed for negligible attenuation) will
be injected back into the inhomogeneously-filled waveguide at
the same amplitude and phase they would have possessed when S-
I and S-II were joined at x = b into a seamless whole.

The purpose of measuring amplitude and phase of the
signal exiting the inhomogeneously-filled waveguide at x = L
and that exiting from port three of the three-port waveguide
circulator is to insure that S-I and S-II when operated with
the four-port circulator have been brought back to the same
operating point as when they were joined.

VII. CONCLUDING REMARKS

Currently the reflection coefficient concept can be found
in the acoustic as well as the electromagnetic literatures.
In electromagnetics it is used across the ultraviolet (UV),
visible, infrared (IR), millimeter wave (mmw), microwave,
ultra high frequency (UHF) bands and even below. Where it is
used for IM or NOWS, as long as it is the one-dimensional
case, the comments in this paper are applicable. An important
aspect of the problem is how to identify reflection
coefficients for other complex media. There is no simple
answer for this, but the author is in the process of
completing analysis of signal propagation in some other media
types where the same kinds of results appear accessible by
using the notion of subtractive power. These will be
discussed in future publications. However, no general
technique has been found which always produces a reflection
coefficient that leads to a subtractive power description.
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Small Scale Experiments and Modeling of Laser Ignition
of Gun Propellants

Dr. Richard A. Beyer* and Mr. Arthur Cohen
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Aberdeen Proving Ground, Maryland 21005-5066

INTRODUCTION

The objective of the Laser Ignition in Guns, Howitzers and Tanks (LIGHT)
program is to determine the feasibility of replacing or augmenting liquid and solid
propellant igniter systems with lasers. Laser ignition of condensed propellants
depends on the optical properties of the propellants (absorption and reflection
coefficients) and the beam characteristics (wavelength, flux, pulse width and shape).
To accomplish the LIGHT objective it is necessary to identify the beam characteristics
for a particular propellant (or energetic material) which produce the required ignition
times. It would also be helpful to have a predictive model for the laser-propellant
ignition process. This paper presents the initial results of two ongoing investigations
of laser ignition of solid and liquid propellants. Most of the experiments were done
in closed bombs initially at atmospheric conditions. The first part of this study to be
discussed is primarily concerned with evaluating ignition models. A low power carbon
dioxide laser was used and loading densities were low (-.0001 g/cc) leading to
relatively long reaction times. The effects of the laser beam power and pulse length
and ambient gas composition were investigated. Correlations of measurements with
a condensed phase ignition model are discussed. The second part of this study is
concerned with identifying the laser beam characteristics appropriate for gun ignition
systems. A high power neodymium laser was used and loading densities were
-. 1 g/cc (similar to high pressure bombs) leading to short ignition delays. The
pressure records during ignition of two solid and one liquid propellant will be
presented.
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I. EVALUATION OF IGNITION MODELS

Radiant ignition models1 have previously been developed for solid propellants.
It is generally difficult to evaluate the usefulness of ignition models for two main
reasons. The first problem is in relating ignition criteria to experimental observations.
The second difficulty is that for any particular propellant neither the values of physical
properties nor heat release rates which are required for the calculations are well
known. Laser ignition models may have an additional problem, i.e., describing the
details of the laser energy interactions (thermal and non-thermal) with the propellant
(and with pyrolysis products). The adiabatic "approximate" thermal radiative ignition
model described in Reference 1 has been adapted to compare with experimental
data. The model considers condensed phase reactions and in-depth absorption but
neglects energy losses (i.e., those losses due to surface heat transfer and emission),
propellant consumption, and the effect of laser interruption (deradiation). The inability
of this model to predict behavior of many solid propellants which are of interest to the
LIGHT program (M30, JA2 and LOVA type) suggests that additional complexities must
be included in the further development of a more complete model.

Experimental

A continuous wave CO2 (10.6 pm) laser (Synrad model #57) with variable
power (nominal 10 to 100 watts) was used as the ignition source for the solids. The
response of several propellants at different power (flux) levels and in different gaseous
environments has been briefly examined. Data have been obtained for the following
propellants: M9 (homogeneous double-base), JA2 (homogeneous triple-base), M30
(composite triple-base), M39 (RDX composite) and HMX2 (experimental HMX
composite). The samples were small disks approximately 3/16" wide. The M30 and
M39 disks were cut from grains (1/4" diameter, perforated, with graphite surfaces) and
the others were cut from 0.25 inch diameter strands. The beam, diameter about 3
mm, was directed along the propellant axis and covered approximately 25 percent of
the sample surface. Pulse lengths were varied from 0.1 to 15 s. Measurements of
light emission and pressure were made using a photomultiplier (300-800 nm
response) and a piezoelectric transducer, respectively. Measurements were made in
open air and in a closed one liter bomb. The vessel has optical access from four
sides with one containing a ZnSe window for transmitting the 10.6 ýim radiation. The
bomb was initially filled with air, nitrogen, or argon. Most of the experiments were
done at an initial pressure of one atmosphere. An IR microscope-spectrometer
(Spectra-Tech Plan 40/Matson Polaris) was used to measure propellant reflectivities
and absorption coefficients for JA2, and M9 at 10.6 pm. Propellant reaction products
were analyzed by gas chromatography and FTIR spectrometry.
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Ignition Model

The "approximate" theory for thermal radiative ignition of solids1 has been used
to predict the dependence of propellant "ignition" delays on radiative flux. Reasonable
success was obtained for single and double base propellants using experimentally
determined data for the thermophysical properties and heat release rates.1 The
relevant energy equation and the initial and boundary conditions used for
(transparent) solids are:

¢ aL-T=ac°T_ +--k +QzexPl-F4/RU)
o aXT p

q=qo0( -Aexp(-nx) T (x,O) = To L (O~t) 0 7Xoot) =ax

where T = temperature, To = ambient temperature, q0 = radiant flux, n = absorbtion
coefficient, f = reflectivity, a = thermal diffusivity, p = density, and c = heat capacity.
The last term is the Arrhenius global heat release rate during ignition (E = activation
energy, Qz = zeroth order pre-exponential factor).

The model assumes a condensed phase surface reaction. The ignition delay
is calculated as the sum of (inert) "heat up" and (chemical) induction times. The "heat
up" time and the corresponding surface temperature are calculated by matching (at
the surface) temperatures and time derivatives obtained from analytic solutions of the
energy equations corresponding to inert heating and to adiabatic reaction. The
chemical induction time is obtained from the adiabatic reaction solution.
Approximations to these analytic solutions (given in Reference 1) are used in this
report to calculate ignition delays as a function of radiant flux. They are valid under
conditions where activation energies are much greater than thermal energies and
characteristic lengths for absorption are much less than those for heat conduction
during heat up. In all calculations T0(K)=298, and for all propellants the following
values have been used for the thermophysical properties; a(cm2/s)=1E(-3),
c(cal/g-K) =.35, p(g/cm3) = 1.6.

99



BEYER AND COHEN

Experimental Results

A. Optical Properties

The results of the initial reflectivity measurements indicate that at 10.6 Pm all
propellants reflect less than 10% of the incident energy. For the calculations a
reflectivity value of 0.08 has been used. At present, only the M9 and JA2 absorption
coefficients (n) have been determined and are equal to 250 cm-1 and 536 cm-1 ,
respectively.

B. Laser Ignition

The laser characteristics corresponding to the emission and pressure traces
shown in the following figures and various delay measurements obtained from these
traces are listed in Table I. P is the laser power. The time (relative to start of the laser
irradiation) at deradiation (laser off) is denoted by ti; te is the time for start of emission
or emission delay. The delay to flamespreading, which is determined from a slope
change in the emission-time signal, is denoted by tf. The exact significance of tf
needs to be determined. tp is the time for the start of pressurization and td is the final
emission decay time. In the figures e, f and d correspond to te, tý and td, respectively.

Table I. Laser Operating Conditions and Delay Measurements
for Figures 1, 5, 7 and 9

Figure Signal P t1  to tl tf td

(w) (s) (s) (s) (s) (s)

1 1 2.5 5.80 .19 - 30 1.65
2 8.6 1.10 .03 -- .09 1.40

2 1 3.2 1.08 .12 .18 .20 2.18
2 3.2 1.08 .15 .22 .25 2.22
3 3.2 1.08 .17 .25 .28 2.46

5 1 1.7 4.34 1.93 -- 4.85 4.30
2 8.6 1.67 .05 - (.12) 1.70

7 4.2 2.72 .04 - 1.37 3.60
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Figure 1. Photomultiplier Record of Figure 2. Effect of Oxygen on Pressure
Emission for M9 in N2  for M9.

The effect of flux ievel on photomultiplier signals during ignition and
flamespreading is shown in Figure 1. In this example, the bomb was filled with
nitrogen to one atmosphere; the propellant is M9. Both te and tf delays decrease for
M9 as power increases, as expected. The M9 emission decay, td, is due primarily to
consumption of propellant. The effect of air may be important for direct laser ignition
of propellant beds since there is always some ullage in gun chambers. To assess its
importance requires experiments which mimic the restriction of the air supply by
neighboring grains or powder. An attempt was made by surrounding the propellant
sample with a cylindrical shroud (plastic, .75 in. ID) with axis coincident with the laser
beam, which restricted the path of the incoming air. Figure 2 shows the effect of
replacing nitrogen with air and the effect of the shroud on the pressure signals.
Signals 1, 2 and 3 correspond to experiments in air, N2 and air with the shroud in
place, respectively. The most obvious effect of the presence of oxygen is the increase
in pressure level after deradiation. The temporal behavior is relatively unchanged.
The presence of the shroud seems to eliminate the oxygen effect.

The lines in Figure 3 are the calculated ignition delays as a function of flux
levels for different heat release rates. "N" refers to a rate determined from conductive
(radiant) ignition experiments with the Russian double base propellant N (0.58 NC,
0.28 NG, 0.12 DNT)1 and "M9" refers to a rate determined from shock tube
experiments with M9 (0.58 NC, 0.40 NG) powders in nitrogen (T = 600-700 K and
pressure = 0.9-3.5 atm).2 For N and M9, values of Qz (cal/g-s) are 2.5E16 and
2.6E1 1, respectively. The corresponding values for E (kcal/mole) are 35 and 22. The
rate for N propellant was based on surface thermocouple measurements of delays to
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a jump in temperature which presumably involved flamespreading while the rate for
M9 was determined from emission (delays) from small (<10 pm), uniformly heated
particles which react (explode) without flamespreading. Deriving global Arrhenius
parameters from these different "ignition" delay data involve different assumptions or
models of the heat-up and heat release processes. The rate constants are expected
to be valid for thermochemical states obtained under the experimental conditions. The
use of M9 and N rates in the calculations are expected to produce ignition delays
which correspond to measurements of emission and flamespreading delays,
respectively. Although Arrhenius parameter for the two rate constants differ markedly
the calculated ignition delays are almost identical for flux values greater than
2 cal/cm 2-s.
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Figure 3. Comparison of Approximate Figure 4. Comparison of Emission and
Model Ignition Delays for M9 and N Flamespreading Delays for M9 with
Kinetics. Calculations Using Experimental Heat

Release Rates.

Figure 4 shows the te, tp and tf data obtained from experiments with M9 in the
bomb under different ambient conditions. The limited amount of data at flux =
10.8 cal/cm 2-s (listed in Table I for p = 3.2 w) suggest that replacement of N2 by air
(with and without a shroud) does not have a great effect on the M9 ignition process.
The lines in Figure 4 are the calculated heat-up and ignition delays from the
"approximate" model using the M9 kinetics and show that the difference between
heat-up and ignition decreases with increasing flux levels. If it is assumed that t.
corresponds to the end of heat-up and that t p and tf correspond to ignition, then,
considering measurement errors and the uncertainties in thermophysical properties,
the predictions of the "approximate" model seem reasonable.
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Figure 5 shows the emission signals from experiments with JA2 in argon,
initially at ambient conditions, at two flux levels which show the possible effect of
deradiation on propellant reaction. The emission (t.) and flamespreading delays (tf)
decrease with increasing power, similar to the M9 results, but at 8.6 watts the
emission decay (td) corresponds to laser deradiation (t) and propellant consumption
is not completed. Emission is due to local combustion in the irradiated region
resulting in formation a crater in the unconsumed propellant. At lower power and
longer pulse lengths reaction decelerates at t1 (corresponding to d1 in the figure) but
recovers. Self acceleration leads to the subsequent sharp increase in emission at (f)
which is assumed to be the start of flamespreading. The subsequent decay (not
shown) in emission is the result of propellant consumption.
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Figure 5. Emission Signals Showing Figure 6. Comparison of Emission and
Different Effects of Deradiation on Flamespreading Delays for JA2 in Ar
Reaction of JA2 in Ar and Air with Calculations

The data in Figure 6 are the emission and flamespreading delays for JA2 in air
and Ar initially at ambient conditions. The data at 90 cal/cm2-s are from an experiment
in room air. The others were taken in the bomb. The Arrhenius parameters have not
yet been determined for JA2 and the line in Figure 6 is the calculated M9 ignition
delays shown previously in Figure 4. The data near 40 cal/cm2-s suggest that
substitution of air for argon shortens flamespreading delays but does not affect
emission delays. The differences between calculated delays and measured emission
delays are probably within estimated measurement/thermophysical properties errors;
except perhaps, at low flux levels, flamespreading delays are much greater than
calculations.

103



BEYER AND COHEN

Figure 7 shows the emission signal from ignition of M30 in room air in which
a transition from fizz (f) to flame (g) burning occurs. This transition has only been
observed during irradiation and differs from the transition to flamespreading shown
in Figure 5 (fl) which can occur after deradiation. The data in Figure 8 are the
emission and flamespreading delays for M30 in room air and in the bomb with N2 at
ambient conditions. The line is the calculated M9 ignition delay. The results suggest
that emission delays are not greatly different in air or N2 and except at low flux values
are relatively constant, which is in reasonable agreement with calculations. The
flamespreading delays are less in air than in nitrogen (near 35 cal/cm2-s) and are
much greater than calculated values using rates for M9 (and N) propellant.
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Figure 7. Emission Signal Showing Figure 8. Comparison of Emission and
Transition from Fizz to Flame Burning for Flamespreading Delays for M30 in N2
M30 in Air and Air with Calculations.

Comments and Tentative Conclusions

1. Due to space limitations, the results for the nitramine propellants M39 and
HMX2 4 have been omitted. For M39, using rate constants derived from DSC
experiments, predictions of the "approximate" model were in agreement with te but not
tf data. For HMX2, using rate constants derived from either DSC or shock tube
experiments, the model was unable to predict either te or tf data.

2. Observations of deradiation and ambient gas effects similar to present
observations but at higher pressures (5-20 atm) were reported in an early investigation
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of radiative ignition of double-base propellants.3 The present "approximate" model
can not be used to predict such effects.

3. The substitution of air for inert gases leaves te values unchanged but
shortens (except for M9) tf values. This suggests that reaction of gases (02) affect
flamespreading but not initiation.

4. The good agreement between emission delays (te) for radiatively heated M9
disks and calculated values using heat release rates determined from emission delays
for shock heated M9 powder strongly suggests that the inverse process may be
possible, i.e., using the "approximate" model to obtain "useful" rate information for
propellants with ignition delays not greatly affected by ambient gases.

5. The decrease in the flux dependence of the calculated ignition delay (for all
input rates) as flux levels increase suggests that precise knowledge of initiation rates
are not critical inputs into models to predict flamespreading at high flux levels.

6. The laser assisted transition from fizz to flame burning with M30 in air
(Figure 7) suggests the possibility that laser absorption by reaction products (CO2)
aids in the transition.

7. Data at higher power are necessary to determine usefulness of ignition
models for the LIGHT Program.

These comments emphasize the short-comings of the "approximate" model.
The inability of this model to predict behavior of many solid propellants which are of
interest to the LIGHT program (M30, JA2 and LOVA type) implies that the next level
laser ignition models (for many propellants) need to include explicitly the effect of gas
phase reactions on the physics of flarn3spreading.

II. SMALL CHAMBER DIRECT IGNITION

In addition to the studies described above to characterize the laser-propellant
interaction, an effort has been made to study the direct laser ignition of propellants.
The ready ignition of several propellants in the open air has been earlier demonstrated
in our lab and elsewhere. In the present work, experiments have been started to
study ignition in confined vessels, which are a step closer to ignition in a gun
chamber. This section of the paper discusses primarily the ignition of small samples
of solid and liquid propellant that are confined by a chamber with limited ullage. The
ignition characteristics are observed and guidelines are set for future work.
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Experimental

The chamber used in most of these studies is shown in cross section in Figure
9. It was machined out of 316 stainless steel with a chamber capacity of 0.1 cm3 .
The use of the mylar as a combination window and blowout disk has proven to be
advantageous for bench top survey studies. The back wall is formed by the pressure
gauge, as shown. No protective grease was used on the gauge because of the very
limited volume and concerns that the grease would introduce significant non-
reproducible effects on the volume and heat transfer to the walls. Thus, some
pressure traces have the characteristic negative shift due to heating of the pressure
transducer; this shift is only cosmetic for these studies.

The
laser used in
these studies SMPLROPELLANT
w a s a PRESSURE .... JSML

neodymium GAUGE "
glass laser LASER LIGHT IN
operating at
1.054 •Im
wavelength
with pulse
length variable
from 100 is to
10 ms and
v a r i a b I e MYLAR DIAPHRAGMS
energy. For
these studies Figure 9. Schematic Diagram of the 0.1 cm 1 Test Chamber.

the light was
focused to a 0.125 inch diameter spot with a 2-inch focal length lens. Except as
noted, the mylar was 0.020 inch thick. For some of the studies a second expansion
chamber was created by adding a spacer after the diaphragm with a second
diaphragm. The volume of this second chamber was about 0.05 cm3 or five times the
first chamber volume. The point of rupture of the first layer diaphragm is obvious from
the sharp pressure drop in each figure discussed below. This dual-chamber
arrangement allowed the study of how completely the propellant was ignited and
whether sudden, but incomplete, depressurization would extinguish it. The results
obtained from this configuration will also be important in the study of laser ignition
where the irradiated material could be placed in a confined volume to enhance
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ignition; after ignition the confinement would rupture and the following processes take
place in a depressurized environment.

In contrast to the 10.6gm wavelength CO 2 laser, most of the propellants are
quite transparent near 1 gm. Thus, in most of the observations described here, a
graphite coating was required on the propellant surface in order to have sufficient
energy absorbed to ignite the sample.

5.5 4.5
5• ..5 4.0

in- 4.5 3.5CL 4,0' S3,5 Q3_ 3.0

LoI 3.0 y 2.5

rY 2.5 L' 2.0

.0 D0
TM) 1.5 

T.0Iur 1.0 LIOf ct 0.5
CjL 0.5 [Q_

•0.0 0.0

-0.5 -0.5
0 2 3 4 5 6 7 8 9 10 0 2 4 8 a 10 12 14 16 13

TIME (msec) L-TIME (msec)

Figure 10. M30 Laser Ignition in Dual Figure 11. Ignition of M43 Propellant in

Chamber Fixture. Dual Chamber Device.

OBSERVATIONS

A. M30 Propellant

The energy to the surface for the M30 propellant ignition event shown in Figure
10 was less than 3J before the apparent ignition time. As can be seen, the second
diaphragm broke at lower pressure than the first. The pressure behavior before the
burst of the first diaphragm is quite similar to that recorded in the single chamber
ignition. In the case of Figure 10, the sample lost 12.1 mg or 9.5 percent of the total
mass. The pressure record again shows good sustained ignition. The residual
propellant sample from this and similar tests show the smooth glassy surface and
enlarged perforations that are indicative of flamespread over the entire surface.
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B. M43 Propellant

Several LOVA propellants were studied briefly. The response of one of these,
M43, is shown in Figure 11. Approximately 8.5 J of laser energy were incident on the
solid surface during 10 ms. As can be seen in the plot, the laser raised the pressure
sufficiently that full ignition of the propellant took place shortly thereafter. The
pressure rise was much slower in comparison with the M30 propellant shown in the
previous figure. This result was expected because of the difficulty of igniting the LOVA
propellants.

In this case, the original sample was 90.0 mg before irradiation and 86.6 mg
after the event shown. The mass lost by a similar piece of material under the same
laser conditions but without confinement showed a mass loss of approximately
0.1 mg, which is at our level of measurement uncertainty. The amount of mass lost
when an M43 propellant sample was ignited for these brief times varied from 2 to
9 mg and appeared to be independent of the original mass. These values of mass
loss, as well as the appearance of the samples after the tests, show that vigorous,
complete ignition of the samples has taken place. The variability in sample
consumption may be related to either relative flamespread rates or differences in
diaphragm rupture behavior.

C. Liquid Propellant 1846

Although the liquid propellants are ,.
4.0also quite transparent at 1.054 I~m, most - 4.

experiments were done without adding 6 30
graphite. The mechanism of the energy 2.5

coupling into the liquid is the subject of 2.0

continuing investigation. This propellant W .
a 1.0also ignited vigorously and promptly with 0.5

the laser source. As can be seen in oJ 26.........0 2 4 6 8 10 12 14. 16 18 20 22 24 26" 28 30

Figure 12, the ignition delay was about 5 TIME (msec)
ms for this typical example. The liquid
propellant is most obviously different from Figure 12. Ignition of LP1846 with
the solids in that it blew itself out of the Vented Second Chamber.
chamber almost completely. In the single
diaphragm experiments, it behaved much like the M43 in the sense of needing good
confinement and pressurization during the laser pulse in order to achieve ignition.
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The behavior of LP1846 in the double chamber studies was significantly
different from the solid propellants. The main difference is possibly related to the near
extinguishment of the LP1846 followed by rapid re-ignition.As can be seen in Figure
12, the second peak is very sharply rising after almost complete depressurization.
The experiment shown in Figure 12 incorporated a small (ca. 100 prm diameter) vent
hole which allowed sustained combustion without exceeding the pressure capacity of
the test chamber.

SUMMARY

In the first part of this study, a comparison of experimental and calculated
values for ignition parameters has been presented which shows limited agreement
and points the direction for future improvements in this research.

In the related study, a variety of propellants have been shown to be readily
ignitable by laser light at a wavelength that is producible in compact, efficient package
size. Ignition times vary substantially around the typical values shown here; the major
uncontrolled variable is presently thought to be the coupling of the energy into the
propellant.
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INTRODUCTION
Future industrial and fielded energy storage

applications will require high quality, high reliability
capacitors. The maximum electrostatic energy density that
can be stored in spirally wound capacitors depends on the
product of total capacitance of the capacitor and the square
of the maximum voltage that can be applied across the
capacitor. If overall breakdown strengths, Vb, expressed in
volts/micron of thin (8-12 micron) dielectric films can be
increased, capacitors constructed from these films can
operate at higher voltages which ultimately translates into
higher electrostatic energy densities. Organic polymers with
high resistivity, low dissipation factors and high electric
field breakdown strengths have important applications as
dielectrics in wound film capacitors. Surface
characteristics of polymer films are important in
determining interfacial properties and consequently, the
technological performance of these polymers. Since it is
difficult to find polymers having both appropriate bulk and
surface properties, it is frequently necessary to create
newly functionalized surfaces with specific characteristics
while retaining desirable bulk properties.

Among various surface modification methods, low
temperature gas plasma techniques are inexpensive and
relatively easy to use without producing severe thermal
damage to the bulk. These plasmas arise when low pressure
gases at room temperature are subjected to electrical
discharge, e.g., a radio frequency or microwave field. A
fraction of the gas is excited by the discharge and form
free electrons, ions, radicals, excited molecules, and
photons. These activated species can interact with exposed
surfaces of materials in the plasma in different ways.
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Resulting surface properties of polymers following exposure
to gas plasmas depend on the chemical structure of the
polymer, type of gas plasma used, treatment time, and
parameters associated with the equipment such as gas flow,
energy input and geometry. The purpose of the present study
was to see whether performance improvements could be
observed after exposing films and/or even fully constructed,
spirally wound, film capacitors to gas plasma.

EXPERIMENTAL
Six thermoplastic polymer films were studied:

polyethylene, polypropylene, polyester, polysulfone,
polycarbonate and polyvinylidene fluoride (PVDF). Coupons
(5 cm X 17 cm) cut from a roll were exposed for four minutes
to either oxygen, helium or 3 96%CF 4 /4%0 2 gas plasmas at power
densities of 0.002 watts/cm . A Rame-Hart Telescopic
Goniometer was used to measure static contact angles made by
water drops on unmetallized films. Aluminum adhesion was
measured on films that had been metallized by vapor
deposition. Aluminum deposition on our film samples were
done by taping polymer coupons onto a polyethylene carrier
roll and sending the whole carrier roll (with the taped on
samples) through a commercial metallizer where approximately
100-150 angstroms of aluminum was deposited. Elapsed time
between exposure to plasma and metallization was
approximately one month. Adhesion of aluminum to these
polymers was measured by placing a piece of 810 Scotch tape
over metallized polymer, removing the tape, and
qualitatively determining how much aluminum was removed.
Breakdown voltages were measured by holding unmetallized
films between 0.635 cm. diameter brass electrodes in silicon
transformer oil at room temperature and ramping applied
voltage across these electrodes at 500 volts/sec. from zero
volts until breakdown occurred and the sample could not hold
additional voltage. Spirally wound capacitors were
constructed by sandwiching films of polycarbonate (5 microns
thick), polypropylene (4 microns thick), or polyester (3.5
microns thick) between 5 micron thick tin/lead foil and
winding this around a thin mandrel. Since the width of metal
foil was .635 cm. less than that of the dielectric polymer
strip, the .031 cm. margin on each side acted as an apron to
prevent flashovers.
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A total of 36 identical capacitors of each type was
constructed and divided into three sets. One set of 12
capacitors was used as the control group, one set was
exposed to O2 and one set was exposed to 96%CF 4 /4%O0
plasma. All of these capacitors were then subjected io a 16
hour bakeout at 54 0 C. Breakdown voltages were measured in
air at room temperature.

TABLE 1. Contact angle of water (in degrees), relative
adhesion of vapor deposited aluminum (described as either A:
excellent, B: good, or C: poor), and breakdown strengths in
volts/micron of various polymers that had been exposed to
either oxygen, CF 4 /0 2 or helium gas plasma. For each polymer
and gas plasma studied, contact angles are listed on the
upper left, relative adhesion of aluminum is listed on the
upper right and breakdown strength, Vb, is listed in
parentheses below the line.

Exposed Exposed Exposed
to to to

Unexposed oxygen CF4 /02 helium
plasma plasma plasma

Polycarbonate 72/B 39/A <15/A 37/A
(724) (752) (764) (760)

Polysulfone 70/A 25/A <15/A 26/A
(445) (472) (484) (484)

Polyester 66/C 29/A 30/A 29/A
(681) (669) (673) (677)

PVDF 71/C 40/A 70/A 57/A
(598) (630) (661) (641)

Polypropylene 98/C 40/__AA 72/A 53/A
(709) (701) (744) (732)

Polyethylene 90/C 20/A 50/A

Polystyrene 83/B 15/A <15/A 26/A
(480) (520) (547) (512)

1*1*3*********************
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EXPERIMENTAL RESULTS

WATER WETTABILITY OF POLYMER FILMS
Table 1. summarizes our experimental results on water

wettability of these polymers after they had been exposed to
each of the three gas plasmas. For each polymer and gas
plasma, water contact angle in degrees is listed on the
upper left side of the line. For unexposed polymers, contact
angles range from 65-95 degrees which is typical for
hydrophobic surfaces. Contact angles in almost all cases,
decreased dramatically after these polymers had been exposed
to any of the gas plasmas. Decreased contact angles
indicated that polymer surfaces had become more receptive to
water (more hydrophillic).

Exposure to helium plasma had the least effect on
contact angle for all of the polymers tested (with the
exception of polyester). Exposure to oxygen plasma had the
greatest effect in reducing contact angle for PVDF and
polypropylene, while exposure to CF4 /02 plasma had the
greatest effect in reducing contact an§les for
polycarbonate, polystyrene and polysulfone.

ADHESION OF ALUMINUM TO POLYMER FILMS
Table 1. also lists (on the upper right side of the

line) the relative adhesion of vapor deposited aluminum to
each polymer. Here, designation A indicates excellent
adhesion of aluminum, designation B indicates good adhesion
of aluminum, while designation C, indicates poor adhesion of
aluminum. Clearly, aluminum adhesion to polycarbonate,
polyester, PVDF, polyethylene, and polypropylene (for which
adhesion to untreated samples is poor) improved
substantially after exposure to gas plasma. In fact, all
polymer samples tested had excellent adhesion of aluminum
after being exposed to any of the three gas plasmas. Since
one month had elapsed between the time that these polymers
had been exposed to gas plasma and the time that they were
metallized, effects of exposure to gas plasma on adhesion of
vapor deposited aluminum is apparently retained even after
these polymers were exposed to ambient atmosphere for one
month.
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BREAKDOWN VOLTAGE OF POLYMER FILMS
Table 1. also lists DC Vb for these polymers before and

after exposure to various gas plasmas. For polysulfone,
polystyrene, and PVDF films, Vb increased following exposure
to selected gas plasmas. Measured V of PVDF films for
example, increased by about 11% folyowing exposure to either
CF 4 /0 2 or helium plasmas while V for polystyrene increased
by about 14% following exposure ýo CF 4 /0 2 plasma.

TABLE 2. Overall breakdown voltages, in volts, and
total capacitance measured at 1 kHz, of fully constructed,
loosely wound polycarbonate, polyester and polypropylene
based film capacitors before and after they had been briefly
exposed to either oxygen or CF,/O gas plasma. "Low" and
"high" refer to the lowest and highest breakdown voltages
measured within a given set.

CAPACITOR TYPE BREAKDOWN VOLTAGE, CAPACITANCE
VOLTS @ IkHz.,

LOW HIGH AVERAGE mF

POLYCARBONATE
unexposed 96 378 276 0.179
exposed to 0 plasma 211 406 310 0.183
exposed to C? 4 /O 2 plasma 343 869 555 0.182

POLYESTER
unexposed 380 1280 879 0.341
exposed to 0 plasma 310 1280 880 0.344
exposed to Cý'4 /02 plasma 770 1290 1083 0.342

POLYPROPYLENE
unexposed 590 1060 809 0.205
exposed to 0 plasma 640 860 741 0.182
exposed to Ci /0, plasma 410 1110 841 0.185

5***********************************

115



BINDER, MAMMONE, WADE, RONDEAU & LAVENE

BREAKDOWN VOLTAGES OF CAPACITORS
Overall breakdown voltages of loosely wound, fully

constructed polycarbonate, polyester and polypropylene based
capacitors are listed in Table 2. Exposure of these
capacitors to 96%CF 4 /4%0 2 plasma produced more dramatic
increases in breakdown voltages than did exposure to 02
plasma. For polycarbonate based capacitors, brief exposure
to 96%CF 4 /4%0 2 plasma doubled the breakdown voltages as
compared with baseline capacitors! Polyester based
capacitors showed a more modest 23% increase in breakdown
voltages after exposure to 96%CF /4 %O2 plasma while
polypropylene based capacitors sfkowed only 4% improvemeit in
breakdown voltage following exposure to CF 4 /0 2 plasma.

DISCUSSIONS
Observed changes in adhesion of aluminum, contact angle

of water and breakdown strengths of thin polymer films
following exposure to gas plasma may be simply attributed to
removal of normally adsorbed impurities from polymer film
surfaces. However, a more plausible explanation is that
exposure of polymer surfaces to gas plasma forms reactive
chemical groups, which, upon subsequent exposure to the
atmospheric oxygen, may allow covalent oxygen bonds to form.
Vapor deposited aluminum can react with these hydrophillic
oxygen groups to form strong chemical bonds. This would
account for improved aluminum adhesion in polymers that had
been exposed to gas plasmas. Chemically modified surface
regions could also trap or impede injected charge from
entering the bulk thereby decreasing leakage currents and
increasing Vb•

Exposing PVDF to CF 4 /O0 plasma, for example, may be
replacing hydrogen atoms wi?h fluorine to form a modified,
highly resistive, fluorinated surface region. This layer may
inhibit charge injection and thereby increase V . This
explanation is somewhat supported by the fact tpat water
contact angle decreased the least for PVDF following
exposure to CFA/02. The relatively large contact angle
measured on PVDF even after exposure to CFA/02 plasma
suggests that formed surfaces are still hyarophobic (which
would be true for fluorinated layers).

The large increase in overall breakdown voltage
observed in polycarbonate based capacitors after exposure to
CF 4 /0 2 plasma is surprising and unexpected. It can not
simply be due to moisture removal because all of these
capacitors (including untreated samples) were subjected to
similar extensive bakeout procedures. Likewise, we cannot
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assume that the work function of tin/lead foil is increased
after exposure to CF4 /02 plasma, since, if this were the
case, one would also expect substantially increased overall
breakuown voltage for spirally wound polypropylene or
polyester capacitors which were also constructed with the
same tin/lead foil.

Post mortem analysis on these capacitors after failure
(due to breakdown) showed that most pinholes where breakdown
had taken place were located in the region where polymer
film was pressed against the edge of the metal foil. Here,
electric field stresses combined with mechanical deformation
of the polymer film at metal foil edges, weaken the film and
make it easier for breakdown to occur. Perhaps gas plasma
permeates between the film foil windings and modifies film
edges by providing a highly insulating coating which
prevents arcing or polymer breakdown. This hypothesis is
somewhat supported by observation of water wettability. The
water contact angle in the center portion of the
polycarbonate film (that had been covered by the tin foil)
was appproximately the same as that for unexposed
polycarbonate film. However, near film edges, where metal
foil had not covered the polycarbonate film, the contact
angle appeared to be considerably lower. This observation
suggested that CF/0 2 plasma had indeed permeated the core
windings (at least up to the embedded metal foil). However,
we still cannot explain why polycarbonate-based capacitors
show such huge improvements in breakdown voltages over the
other two capacitor types. Perhaps chemical impurities or
structural imperfections commonly present near surfaces of
solution cast polycarbonate film are modified and/or removed
by reaction with CF /02 plasma. Once these low breakdown
species are eliminated, overall capacitor breakdown voltages
are enhanced. Capacitors constructed from polypropylene or
polyester films (which are not formed by solution casting)
do not exhibit such dramatic enhancement after exposure to
plasma.

Our research efforts are still at a formative stage and
no attempt has been made here to optimize plasma treatment
conditions. Consequently, perhaps even greater improvements
than those illustrated here may be achievable by "optimized"
plasma treatments through variation in the plasma gas used,
applied power densities, exposure times or temperatures.
Such studies are underway.
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SUMMARY
Experimental results demonstrate a distinct advantage

of exposing polymer films and even fully constructed
spirally wound film/foil capacitors to low temperature gas
plasmas. Improvements in adhesion of vapor deposited
aluminum, increased water wettability, and in some cases,
improvements in dielectric breakdown strength or, in fully
constructed capacitors, increased overall breakdown voltage
were observed after these films or capacitors were briefly
exposed to gas plasmas.
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INTRODUCTION

Today, logistic and combat service support vehicles must operate in a
variety of environments. Low intensity conflicts are a continuing threat In many
regions around the world, and protecting military vehicles from the effects of land
mine detonation is of considerable interest. Our study uses advanced
computational methods to study the interaction of the 5-ton M925A1 cargo
truck with a land mine. The truck's flat cargo bed measures 4.2 meters long, and
2.4 meters wide, and rests on a chassis positioned about 1.4 meters above the road.
The forward cab rests 1.4 meters above the road. The considerable standoff
distance of the chassis and the cab offers a natural protection from the mine blast
effects. In this paper, we will demonstrate the use of Computational Fluid Dynamics
(CFD) methods for a detailed study of a land mine blast and M925AI truck cross
section interaction.

BAT11TE DAMAGE DATA OF LAND MINE INCIDENTS

Data for land mine Incidents are limited since recording mine encounters is
not a high priority during wartime. The primary sources of information to date have
been the Vietnam conflict and the Rhodesian bush war. A second limiting factor In
data acquisition is that a battle damage assessment reporting team usually is not
operational for an entire conflict or war. The Survivability & Vulnerability Information
and Analysis Center (SURVIAC), Wright-Patterson Air Force Base, OH, has compiled a
database based on Battle Damage Assessment Reporting Team findings. The
available information from Southeast Asia dating from April 1969 to June 1970 Is
summarized for mine Incidents. In this database, there are 547 Incidents recorded
with various vehicle types, including 40 incidents of wheeled vehicle mine
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encounters. The vehicle types range from a .25 to a 5 ton capacity wrecker. Fifteen
of the recorded Incidents involve a 5 ton truck. The data also report that 39
incidents, an overwhelming majority, were from a standard or conventional land
mine. One Incident resulted from an Improvised mine. Of the 39 vehicles, 34 were
rendered Inoperable; 5 vehicles were scrapped.

From a structural standpoint, the location of 'hit' or the position of the mine's
detonation as It strikes the vehicle is significant. The following breakdown shows
that the most common location of the land mine incidents for a wheeled vehicle is
with a tire.

Number of Incidents: HiLocaions
4 Body
1 Body/Wheel
2 Track

32 Wheel
1 Wheel/Fuel Tank

APPROACH AND METHODOLOGY

In order to Improve the land mine resistance of the M925A1 truck, first we
need to understand the details of the blast wave structure interaction. By doing so,
we can estimate the extent of required changes to the truck configuration for
various levels of protection. The primary goal Is to assure sufficient protection for the
driver and passengers to survive a single incident of mine detonation, with minimal
modification to the truck geometry.

To study the details of mine blast effect on the truck, we use advanced
methods of CFD represented In the Adaptive Unstructured Grid Upwind Second
order on Triangles (AUGUST) code developed by SAIC. This code allows detailed
description of the truck geometry and high resolution simulation of shock wave
structure Interaction. Using this code, we can accurately predict the pressure and
Impulse that will affect various areas of the cargo bed or cabin as a result of mine
detonation and assess survivability for the personnel. We also can use the
pressure/history data from the blast/structure interaction as an input to the available
structural analysis program (ANSYS or DYNA) and assess the damage to the trucks
inflicted by the mine detonation.

The accuracy of the data provided by the CFD simulation is very Important to
calculations of the structural response. However, these two problems can be
decoupled In time and the CFD simulation can proceed on the assumption that the
structure is rigid. This is possible because the duration of the gas dynamic phase of
the blast structure interaction Is about 2 milliseconds (msec) and the structural
response phase starts 10 to 20 msec after the detonation.
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UNSTRUCTURED TRIANGULAR GRID

Practical numerical simulations of fluid dynamic problems call for modeling
flows over complicated shapes. In addition, important flow features such as shed
vertices, shock waves, slip lines, and boundary layers usually have widely varied
lengths and time scale, and need to be resolved. Accurate solution of these
problems requires computational grids dynamically adapted to the evolving flow
feature, and with full control over solution accuracy in the key regions of the
computational domain. It Is commonly accepted that only unstructured grids can
provide full flexibility in obtaining the local grid resolution sufficient to accurately
resolve subscale flow features. The five years since CFD research introduced these
grids and methods have produced landmark simulations clearly demonstrating their
advantages.1, 2,3

The Second Order Godunov method was implemented on rectangular grids4
and In a few cases on general quadrilateral grids.5 This approach has limited
application, since structured quadrilateral grids have great difficulty describing a
complicated computational domain with multiple bodies of different geometries
and scales. Recently, we Implemented the Second Order Godunov for
unstructured triangular grids.6 This enables us to combine the robust and accurate
numerical algorithm with a gridding technique, which allows us to describe very
complex domains with ease and efficiency. In addition, we developed a novel
dynamic grid adaptation methodology that only allocates a dense computational
grid to regions where enhanced resolution is needed to resolve strong gradients in
flow parameters. As demonstrated herein, this enables an extremely economical
allocation of computational resources, and accurate simulation of a complicated
phenomenon that includes multiple reflection and interaction of the shock waves.

MATHEMATICAL MODEL AND INTEGRATION ALGORITHM

We consider a system of two-dimensional Euler equations written in
conservation law form as:

aU aF aG 0
- + X + y()

where

U= pu , F= pui+p , G= puv
P pu P p V2 +p
e u (e +p) v (e +p)
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Here u, v are the x, y velocity vector components, p is the pressure, p is the
density, and e is total energy of the fluid. We assume that the fluid is an ideal gas
and the pressure is given by the equation-of-state

p = (y - 1) (e -2- (u2 + v-7)) (2)
2

where y is the ratio of specific heats. It Is assumed that an Initial distribution
of the fluid parameters is given at t = 0, and the boundary conditions defining a
unique solution are specified for the computational domain.

The system of governing equations In Eq. (1) can be written as

au+VQ =0 (3)a~t

where Q represents the convective flux vector. By integrating Eq. (3) over
space and using Gauss' theorem, the following expression Is obtained

a f J udd + fauqdL=o0 (4)

where dl = ndL, n is the unit normal vector In the outward direction, and dL Is
a unit length on the boundary of the domain. The variable n is the domain of
computation and aQ is the circumference boundary of this domain.

Eq. (4) can be discretized for each element (cell) In the domain

(U in+l U/i) M n

At A,= I Qjn nj ALj (5)

n+1 n
where A, is the area of the cell; A t is the marching time step; U/n+ land U /

are the primitive variables at the center of the cell at time n and at the update
n+ I time step; Qj Is the value of the fluxes across the M boundaries on the
circumference of the cell where n is the unit normal vector to the boundary edge J,
and ALj is the length of the boundary edgej. The fluxes Q nare computed applying
the Second Order Godunov algorithm, and Eq. (5) is used to update the physical
primitive variables U / according to computed fluxes for each marching time step At.
The marching time step is subjected to the CFL (Courant-Fredrichs-Lewy) constraint.
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We seek a solution to the system of Eq. (1) in the computational domain,
which is decomposed into triangles with arbitrary connectivity. An example of the
unstructured triangular grid is shown in Figure 1. The grid is used to describe the
computational domain around a cross section of an M925 cargo truck and allows
detailed description of a complex computational domain.

0

0.00 1.02 2.04 3.06 • 4.08 5.10

Figure "1. Domain decomposition using unstructured triangular grid.
Grid over a cross section of M925AI cargo truck.

The numerical technique for solving Euler's equation on an unstructured grid
is described In Refs. 6, 7. This numerical technique applies to some of the Ideas that
were introduced In Refs. 5,8. The unstructured codes apply the center-based
formulation, I.e., the primitive variables are defined In the center of the cell, which

makes the cell the integration volume, while the fluxes are computed across the
edges of the cell. The basic algorithmic steps of the Second Order Godunov
method that Is used In our code can be defined as follows:

1. Findl the value of the gradient at the baricenter of the cell for each gas dynamic
parameter U, 2. Find the Interpolated values of U at the edges ot the cell using the
gradient values; 3. Limit these interpolated values based on the monotonicity
condition;7 4. Subject the projected values to the characteristic's constralnts;9
5. Solve the Rlemann problem applying the projected values at the two sides of the
edges; 6. Update the gas dynamic parameter U according to the conservation
Eq. (1) applying to the fluxes computed and the current time step.

123



BISHOP, SERGI, EIDELMAN, LOTTATI

CODE VALIDATION PROBLEM

To validate the AUGUST code, we simulated the problem of Interaction of
Mach 2.85 planar shock wave, propagating in a channel with a 450 symmetrical
double ramp. The results of the simulation will be compared to the experimental
and computational results presented In Ref. 9. Figure 2 shows the experimental
interferogram of the problem to be simulated. We will present a number of density
contour plots showing the flow evolutions In the course of this transient simulation.
The ambient pressure and density were set to a unit value and the Mach number Is
2.85. The flow In the channel Is from left to right.

Figure 2 Is the experimental Interferogram of the stage of shock/ramp
interaction when the shock wave has just passed the ramp. In Figure 2, we observe
a complex flow pattern created by the shock ramp Interaction. The flow field
contains reflected shocks, recompresslon shocks, four triple points, strong
rarefaction fan, slip lines, and vortices. To simulate accurately all the details of the
shock/ramp interaction, the computer code should have high resolution for
modeling flow regions with sharp gradients.

Figure 2. Interferogram of M = 2.85 shock Interaction with a 450 double ramp.9
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Figure 3 shows the computational domain for the shock ramp Interaction
problem. The computational domain Is decomposed by an unstructured triangular
grid. The grid Is adapted In the area of the shock front, and one can observe a
significant increase of the grid density In this area. The area of a triangle In the
dense region of the grid is about 100 times smaller than the area of a triangle in the
initial grid. In Figure 3, the solution In the form of density contours Is shown at the
time just prior to the shock impinging on the ramp. Here It Is possible to observe that
the grid adaptation algorithm adds cells in front of the shock discontinuity and
removes them behind the discontinuity; thus, only the area that requires high
resolution is covered by the dense grid.

This methodology minimizes the use of computer resources for a required
resolution. The adaptive unstructured grid methodology allows high resolution
representation of the flow gradients and in Figure 3 we can observe a very sharp
planar shock.

Lf')

° .... _ • .... "ii"•" -, ; •',-• --. •_
. - • • ,. • . • _ . . , , . ..... T• ,

S., • •-•--:" . ,- • . . ... . ;• -'; •'..,__,_.• ,

C) ' • " . "•

C3 ,-" .

-0.5 1,0 2.5 •.0

Figure 3. Unstructured grld and shock position before the shock-double ramp
Interaction, M = 2.85. Total number of vertices = 12399.
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In Figures 4 and 5, we show the computational grid and the density contours
for the solution of the stage at which the main shock front just passes over the apex
of the ramp. The density contours overlay the grid In Figure 4 to Illustrate the grid
adaptivity. For clarity, contour plots are displayed separately from the grid In
Figure 5. Figure 4 shows that the grid adaptivity criteria is successful In capturing the
flow gradient. This Includes shock waves, contact discontinuities, and slip lines. In
Figure 5, we can see very sharp resolution of the complex flow structure. Triple point
of the Mach reflection, slip line, and strong vortex forming as a result of strong
expansion around the apex are clearly visible.

U,

U,

0

-0.5 1.0 2.5 4.0

Figure 4. Unstructured grid for the shock-double ramp Interaction after the shockpassed the apex. M =2.85. Total number of vertices= 22,126.

3-t
-0.5 1•.0 2.5 0

Figure 5. Density contours for the stage shown In Figure 4. p max =7.593;
p min = 0.096; AP = 0.214.
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In Figures 6 and 7, the simulation results are shown at the stage that
corresponds to the time of the experimental results shown in Figure 2. We can
observe that the grid is adapting to a changing flow pattern. All the elements of
the complex flow are captured by the dynamically adapting grid. The over-
expansion around the ramp apex led to formation of the recompression shock,
which follows the strong vortex originated at the apex. We also can observe a
formation of the triangle of shock waves that originates a vertical slip line that
follows the main shock which is typical for this Interaction. All the flow features of
the experimental interferogram can be identified in our simulation result shown in
Figure 7. Further analysis of the values of the contour levels and the density levels
shown in the Interferogram validate a numerical result accuracy of more than 4%,
which is well within the accuracy of the experimental result.

In addition to the results shown In Figures 3 through 7, we have validated the
AUGUST code for a range of supersonic, transonic, and subsonic transient and
stationary flow problems. The results presented in our previous publications5, 6, 7

consistently demonstrate the high resolution and accuracy capabilities of the code,
and the ability of the adaptive grid technique to capture the details of complex
flow regimes.

U')

0.5 1.0 2.5 4.0

Figure 6. Unstructured grid for the shock position at the stage shown In the
experimental interferogram. M = 2.85. Total number of vertices = 79,035.
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Figure 7. Density contours for the stage shown In Figure 6

p max = 7.622; p min = 0.082, Ap = 0.215.

TRUCK-LAND MINE BLAST INTERACTION SIMULAT1ON

We present here the results for the base case of the mine resistant vehicle
study: detonation of the mine triggered by the wheels of the unprotected truck.
The truck cross section geometry (Figure 1) Includes cargo bed, support beams, fuel
tank, and the drive shaft. We can observe that the unstructured grid allows
accurate description of the complex geometry having elements of different length
scale. We have selected this case as a reference case because It will allow us to
test our simulation methodology and give data of pressures and Impulses that are
typical for the unprotected M925A1 truck. We simulate Interactions of the cross
section shown In Figure I with the blast generated by the detonation of a single
M-15 AT mine (about 20 pounds of TNT).

The planar two-dimensional presentation of the truck cross section will
represent the worst case scenario, because of lack of expansion Into the third
dimension, and will be typical for the area In the middle of the cargo bed. To take
Into account three-dimensional expansion of the detonation product from the land
mine detonation, we have simulated the Initial stages of the blast propagation using
two-dimensional axisymmetric formulation. This simulation was done by a structured
code that also takes Into account the equation-of-state for the detonation
products. This code, SOG2DSE (for Second Order Godunov 2 Dimensional for Solid
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Explosives), was developed by SAIC and Is currently used by BRDEC for predicting
the effects of mine detonations. Two-dimensional axisymmetric simulation will give
an accurate account for the three-dimensional effects for a symmetric blast
propagation. The axisymmetric simulation was carried out up to the point at which
the incident shock encounters the elements of the truck geometry. At this point, the
result of the axisymmetric simulation on struct'-red grid is mapped up to
unstructured triangular grids. Thus, the simula'ion on unstructured grid starts at the
stage shown in Figure 8, where the results are represented by pressure contours in
pascals. Here, the maximal pressure is observed in the region of detonation
products and Is = 160 MPa. To accommodate the high gradients of pressure, the
grid density is significantly increased in the area of the detonation products. The
initial grid shown in Figure 1 had 2,005 vertices; the grid at the stage shown In Figure
8 has 7,873 vertices. The 5,800 additional vertices were used to cover th-- region of
the propagating blast wave to assure high resolution.
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Figure 8. Pressure contours for mine/blast truck cross section interaction.
t = 0.0 msec; Pmax = 158 MPa; Pmln = 0.099 MPa.

In Figure 9, the simulation results In the form of pressure contours are shown at
the stage when the leading shock wave is Impinging on the right corner of the
cargo bed. The highest pressure Is observed at the point of shock wave reflection
and is about 1000 MPa at this stage. Also, very strong reflections are observed at
the drive shaft and at the right supporting beam. In Figure 9, very high resolutions of
the flow gradients are observable. To assure this resolution, the number of grid
points used here was 15,64, or about 6,800 more than in Figure 8. This trend will
continue throughout the simulation. Because the flow pattern gets more complex,
new shocks and discontinuities appear, requiring more and more computing
resources. However, the advantage of the adaptive grid is evident since the new
grid points are added only when needed in simulation.
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Figure 9. Pressure contours for mine blast/truck cross section Interaction.
t = 0.147 msec; Pmax = 953 MPa; Pmin = 0.7 MPa.

In Figure 1 0, the simulation results are shown at t = 1 msec. The leading front
of the blast wave propagating from the right has reached the cargo bed Inner
area. At this stage of the simulation, the pressure In the Inner volume of the cargo
bed is - 0.4 MPa. Highest pressures reaching 25 MPa are observed under the truck In
the closed areas that Impair venting. The strong shocks at the upper side of the
cargo bed are followed by areas of sTrong rarefractions that lower the pressure to
the levels of 0.025 MPa. This combination can produce a severe jolt to the
personnel at levels predicted by our simulation, and most probably will be fatal.

In Figure 11, the simulation results are shown at t = 2.3 msec. Here, extremely
complex flow patterns Including tens of shock fronts and other discontinuities are
resolved well by the AUGUST code. The collision of the shock fronts from the left and
right side of the cargo bed has produced a complex flow that has pressure values
up to 0.78 MPa. However, the dominant pressure is about 0.4 MPa. The higher
pressures of about 3.6 MPa are observed under the truck In enclosed areas. This
high pressure can lead to the truck overturning.
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Figure 10. Pressure contours for mine blast/truck cross section Interaction.
t 1 msec; Pmax =25,8 MPa; Pmin =0.025 MPa.
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Figure 11. Pressure contours for mine blast/truck cross section Interaction.
t=2.32 msec; Pmax = 3.69 MPa; PmIn = 0.021 MPa.

131



BISHOP, SERGI, EIDELMAN, LOTTATI

CONCLUSIONS

Increasing the mine protection of the M925A1 cargo truck is an Important
goal of our program. The geometry modifications that can lead to significant
increase in personnel survivability should be minimal and cost effective. This study
presented the first results of the truck vulnerability analysis based on detailed
numerical simulation of the mine blast-truck interaction. The simulations are
performed with a new state of the art code that allow detailed and accurate
description of the complex flows over complex geometries. The new AUGUST code
is based on adaptive unstructured triangular grids. According to this technique the
computational grids dynamically evolve during the simulations, assuring a maximal
resolution in the regions of the flow with shock waves and contact discontinuities.
The code was validated and comparison of the experimental and simulation results
testify to its high accuracy. Using the developed methodology of analysis a base
case of the mine blast-truck Interaction was simulated. Computed results point to
very high pressures that will develop in the area of an unprotected cargo bed. The
presented work is a first step in a long range program that will Include analysis of the
structural response as a result of blast load, and comprehensive analysis of various
blast hardening methods.
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Trapping Characteristics of Radiation-Generated Charge
in Silicon-on-Insulator Buried Oxides*
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1. Introduction
Silicon-on-insulator (SO1) technologies show great promise for very high-speed,

low-power microelectronic circuits. They also show superior immunity to upset in
strategic Army defensive systems in high-dose-rate and single heavy-ion ionizing
radiation environments. For these reasons, SOI technologies are undergoing inten-
sive development both in the United States and abroad. Both 64 and 256 K static
random access memories (SRAMs) have been produced, and 1 Mbit SRAMs are
under development. However, SOI devices are vulnerable to total-dose radiation
damage-threshold voltage shifts and backchannel leakage-caused by radiation-
generated charges trapped in the buried insulator layer.

Figure 1 shows schematically the configuration of a generic SO1 metal-oxide-
semiconductor field-effect transistor (MOSFET). It consists of a thin island (100 to
500 nm) of active silicon containing the FET itself (source, drain, and channel region

-5V

Figure 1. Schematic of an SOI MOSFET WE WE OEM ,vd-

biased to measure its back-channel 2 1

(buried oxide) Is(Vd) characteristics. / K
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* This work was sponsored by the Army 6.1 program and the Defense Nuclear Agency.
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with overlying insulating silicon dioxide (SiO2) oxide layer and polysilicon control
gate) on top of the buried oxide (BOX) insulating layer* (100 to 1000 nm) that isolates
the device from the Si substrate. The SOl structure (silicon-oxide-silicon) may be
generated by any of a variety of techniques [1]. The technique that is presently the
leading contender for advanced metal-oxide-semiconductor (MOS) SOI circuits is
the separation by implantation of oxygen (SIMOX) process [1]. In this process, an
SiO 2 layer is produced beneath a surface Si layer by the implantation of a high
density (typically, near 3 x 1018 /cm 2) of oxygen ions at a depth of several microns
into the starting Si wafer. When this operation is performed at moderate tempera-
ture and the Si wafer is subsequently heat-treated (annealed) at high temperature
(near 1200'C), the result is a thin layer of near-stoichiometric SiO2 below a thin layer
of single-crystal Si of reasonable quality.

It is the use of the BOX layer to isolate active regions from each other that gives
SOI technologies their advantage over standard bulk silicon microelectronic tech-
nologies. In the latter, devices are not isolated electrically by dielectrics but by large-
area reverse-biased p-n junctions. These junctions have large capacitance, which
reduces circuit speed; require substantial area, which reduces circuit density; and
can become forward-biased, which can cause circuit failure by latchup. In addition,
they are the source of large photocurrents in high-dose radiation environments
(dose-rate upset) and under exposure to high-energy single ions (single-event upset
(SEU)). The use of SiO 2 dielectrics for isolation significantly reduces stray capaci-
tances, allows reductions in interdevice dimensions, greatly reduces both high-dose-
rate and single-ion photocurrents, and eliminates latchup.

Unfortunately, SiO 2 insulators can trap radiation-generated charges, and these
charges (typically, positive charge (holes)), near active regions in the devices, cause
changes in device electrical characteristics. For charges trapped in the BOX, the most
probable effect is turn-on of a parasitic source-drain leakage channel in the MOSFET
Si layer near the interface with the BOX. In SOI MOSFETs using fully depleted Si,
the device threshold voltage is also directly affected by charge in the BOX.

In the work discussed here, we have examined the charge-trapping characteris-
tics of the BOX in SIMOX SOI material using two general measurement techniques:
(1) x-ray-induced photocurrents, and (2) fast time-resolved current-voltage (I(V))
following pulsed radiation exposure. Results of both experiments indicated that
BOX produced by the SIMOX process strongly traps holes throughout the oxide
bulk [2,31. In addition, the pulsed measurements revealed strong transient trapping
of radiation-generated electrons; most of the electrons were detrapped by a ther-
mally activated process and removed from the BOX within 1 s at room temperature

*In some usages, "SO!" includes silicon devices on insulators other than SiO2 (e.g., sapphire).
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[3]. As discussed in sections 3 and 4, the strong bulk hole trapping and substantial
electron trapping of the SIMOX BOX contrasts strongly with the relatively much
reduced and primarily interfacial trapping of only the holes that is observed in more
conventional high-quality SiO 2 layers grown on the surface of Si at high temperature
in an oxygen ambient ("thermal" oxides). As a result of these observations, it has
been recognized that the techniques applied successfully in the past to the radiation
hardening of the thermal oxide layers of microelectronic devices are not likely to
succeed for the SIMOX BOX, and therefore unconventional hardening techniques
will be required.

2. Samples and Experimental Techniques
The SIMOX SOI test structures consisted of SOl MOSFETs (fig. 1) supplied by

vendors and SO1 MOS capacitors supplied by vendors or fabricated by the Harry
Diamond Laboratories Semiconductor Electronics Material Technology Center
(SEMTC) on SIMOX substrates supplied by vendors. The SIMOX MOSFETs used in
the time-resolved I(V) measurements were supplied by Texas Instruments Corpora-
tion (TI) and were all taken from a single wafer with a BOX thickness of 420 nm. The
capacitor samples used in the photoconduction current experiment were supplied
by Ibis Corporation and TI. The thermally grown, radiation-hardened gate-oxide
sample was fabricated by Hughes Aircraft Corporation (HAC). TI and Ibis supplied
the wafers only, and electrode deposition and packaging were done at the HDL
SEMTC. The Ibis BOX samples were nominally 20- or 30-mil diameter dot capacitors
with an Al electrode and a BOX thickness of approximately 260 nm. The top Si layer
was chemically etched away on these samples, and the Al electrode was deposited
directly on the SiO2 layer. The TI capacitor samples were nominally 18 x 18 mil
square capacitors with a square Al electrode placed on the top Si layer and an oxide
thickness of about 432 nm. These samples also had guard rings around the top
electrode to eliminate any possible surface leakage paths. The HAC sample was a
nominal 25-mil-diameter dot Al-gate capacitor with an oxide thickness of about
39 nm.

3. X-Ray-Induced Photocurrent Measurements

3.1 Background and Theory

The work presented here addresses the issues of the charge transport and trap-
ping properties of the BOX layer. A commercially available 10-keV x-ray source was
used to measure the motion of radiation-generated charge using MOS BOX capaci-
tors in a photoconduction current experiment described by Benedetto and Boesch
[4]. Here we have used the photocurrent technique as a method to study the trap-
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ping characteristics of SIMOX BOX materials. The same 10-keV x-ray radiation
source was also used to obtain information about total-dose effects in the BOX by
recording pre-and postirradiation capacitance-voltage (C-V) curves and measuring
the mid-gap voltage shifts, AVmg. The conduction current measurements yield infor-
mation on the magnitude of the charge moving through the oxide layer; however, it
is insensitive to the sign of the moving charge. Measurements of total-dose-induced
AVm9 provide information on the moment of the net charge trapped in the oxide. The
results of both the photocurrent measurements and the C-V measurements can
additionally be used in theoretical models which provide information about the
magnitude and approximate distribution of the radiation-generated charges in the
oxide layer.

When an MOS device, under bias, is exposed to ionizing radiation, electron-hole
pairs are created in the oxide layer. Depending on the electric field across the oxide,
some fraction of the charge carriers escape initial recombination. The generation of
charge in the oxide depends on the local electric field, Ex, and the energy, E, of the
ionizing radiation. The radiation-generated free electron-hole pairs (the charge
carriers) give rise to a conduction current in the oxide layer. If we assume no bulk
trapping or trapping only at the interfaces, then this current is given by

Iwo= Ad[KEfExE)][REd)oE)] (1)

where A is the area of the MOS capacitor (in cm2), d is the oxide thickness (in cm),
Kg(E) the charge generation constant (in C/cm3 per rad(SiO 2)), f (Eo0 ,E) the frac-
tional charge yield, Rde the dose enhancement factor, and Do(E) the bulk oxide dose
rate (in rad(SiO 2)/s)[4]. The fractional yield, fy(Eox,E) is the field-dependent fraction
of radiation-generated charge escaping recombination and is derived empirically by
Dozier et al [51. For 10-keV x-rays Kx-ray = 1.38 x 10-6 C/cm3 rad(SiO 2), and Rde was
determined from existing data for silicon on oxide [4].

The results reported here have been obtained using the photoconduction cur-
rent technique which measures the current generated in the oxide and is indicative
of the charge moving in the oxide. It is anticipated that the SIMOX BOX material will
contain charge traps. The current that is actually measured by the experiment will be
affected by charge traps distributed through the bulk oxide. (The photocurrent
measurement is insensitive to interfacial trapping.) Charge traps in the bulk oxide
will reduce the distance the charges travel in the oxide which, in turn, reduces the
current measured by the experiment. Therefore, due to trapping, the actual pho-
tocurrent measured, Icm, in the BOX will be some fraction of the theoretical maxi-
mum current given in equation (1). This fraction, Icrn/co, contains information about
the amount of charge moving in the BOX, and therefore information about the
amount of trapping in the bulk oxide.
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3.2 Experimental Details
All photoconduction current measurements reported in this paper were taken at

room temperature using an ARACOR model 4100 10-keV x-ray machine. The
samples were placed in a vacuum chamber to eliminate air ionization currents, and a
bias was applied to the sample substrate. The guard rings were grounded. A lead
collimator was placed above the sample to insure that only the active area of the
sample was irradiated, thereby minimizing any stray currents. Upon irradiation, the
x-ray-generated current from the buried oxide was measured between the top elec-
trode and ground using a Keithley model 462 picoammeter. Irradiation and mea-
surement time was on the order of a second, which at room temperature makes it
impossible to see fast electron trapping and detrapping. A schematic of the experi-
mental setup used to perform these measurements is shown in figure 2. This figure
depicts a cross-sectional area of a single MOS capacitor typically used in the pho-
tocurrent experiments. The upper superficial Si layer acts as the top electrode, and
the lower Si substrate is the bottom electrode.

All measurements were taken with the x-ray machine operating at an accelerat-
ing potential of 60 kV. The total dose was kept low to avoid perturbation of the
oxide electric field by space charge buildup. Samples were irradiated under oxide
fields from about 0.1 MV/cm up to fields where they began to break down (fields of
about 3,4, and 5 MV/cm for TI, Ibis, and HAC samples, respectively).

The same 10-keV x-ray source was used to irradiate the samples in order to
measure AVm$ in the BOX capacitor. The mid-gap voltage shift was found by taking
pre- and postirradiation C-V measurements. C-V measurements were made by
applying a voltage ramp to the sample substrate and ground and monitoring the
sample capacitance with a Boonton capacitance meter connected to the top electrode
and ground. X-RAY

SOURCE
Figure 2. Schematic diagram showing L ;j
experimental apparatus used to take THIN A WINDOW
photoconduction current measurements. COLIMATOR

PACK VACUUM CHAMBER P MER
SB&URIED OXIDE

CAPACITOR
SAMPLE
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3.3 Results and Discussion
Figure 3 shows a typical set of raw data obtained from the photocurrent meas-

urements. In this figure the x-ray-generated conduction current is plotted versus the
oxide field for four BOX samples. As a standard of comparison for the charge mo-
tion in the BOX samples, the photocurrent in an HAC radiation-hardened gate oxide
capacitor is also shown, since these samples are known to exhibit no measurable
bulk trapping. As expected, in each case the conduction current increases with
increasing oxide field. Note that figure 3 plots the total conduction currents as meas-
ured by the experiment, which are dependent on sample area and oxide thickness,
as well as on parameters pertaining to the radiation source, including charge yield,
dose rate, and dose enhancement factor (recall eq (1)).

In figure 4 we plot the measured photocurrent Icm normalized to the theoretical
maximum current Ico as a function of oxide field Eox. As expected, this quantity for
the radiation-hardened gate-oxide capacitor is about unity for fields above 0.3
MV/cm. (The slightly higher values at lower fields arise from uncertainties in the
measurements and in the empirical formula for fy as given elsewhere [2].) This is
because both charges move through the oxide and are either collected at the elec-
trode or are trapped at the interface. Note that for each of the BOX samples, Icm/11c is
about the same, despite the differences in processing, capacitor area, oxide thickness,
and dose rate. Of even greater importance, observe that for any given field the
measured current in the BOX is about half the theoretical maximum value.
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Figure 3. Total measured radiation-induced Figure 4. Io/Ico (measured conduction cur-
photoconduction current, I,, as a function rent normalized to the theoretical maximum
of oxide field. current) as a function of oxide field.
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As noted earlier, if the BOX were behaving like a radiation-hardened oxide and
if all the charge were to move through the oxide, the measured photocurrent in the
BOX would be the same as that in the radiation-hard samples: i.e., we would meas-
ure Ic./Ic = 1. On the other hand, if one charge is completely trapped at its point of
origin while the other moves completely out of the oxide, the result would be Icm1/c,
= 0.5. As shown in figure 4, we actually measure Icm/lco = 0.5 ± 0.06 at all fields for
all four BOX samples. In the simplest possible scenario, these results dearly suggest
that most likely we have one freely moving and one strongly trapped carrier.

As we have also noted, the photoconduction current measurements provide
information on the magnitude but not the sign of the moving charge. In order to
determine which carrier is predominately moving and which is predominately
trapped, we turn to the C-V measurements that were used to measure AVm.. Total
dose C-V measurements were performed on two identical TI samples, one irradiated
under positive and the other under negative bias, corresponding to an oxide field of
±1 MV/cm. Pre- and postirradiation C-V curves are shown in figure 5 for samples
irradiated to a total dose of 3.24 krad(SiO 2). Mid-gap voltage shifts were measured
as AVmg+ = -6.4 V and AVmg_ irradiation. The fact that AVr 2 is negative and of fairly
similar magnitude for both positive and negative bias is indicative of a net positive
charge contained primarily within the bulk of the oxide. The relatively slight differ-
ence in the magnitude of AVmg in the two cases can be attributed to the hole distribu-
tion being skewed toward one interface or the other (depending on bias) and possi-
bly some electron trapping. This implies, as assumed, that most holes are being
trapped in the oxide while most electrons are moving out of the oxide. The fact that
Icm Ico is so close to 0.5 lends weight to the conclusion that, in fact, the holes are
trapped almost in place and the electrons move completely through the oxide.

& -u.v D .&2 KRAD So, J" 0.4 E , = 1 MV/CI
Figure 5. Pre- and post-irradiation
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4. Time-Resolved A(V) Measurements
We measured the time dependence of trapping, detrapping, and transport of

radiation-generated charge in the BOX samples using fast (AV) measurements on the
MOSFET samples following puised irradiation. The experiments were conducted at
the Armed Forces Radiobiology Research Institute (AFRRI) electron linear accelera-
tor facility (LINAC). The samples were exposed to single 4-ps pulses of 13-MeV
electrons in an evacuable sample holder which had provisions for temperature
control over the range from 77 to 450 K and for active and passive electron-beam
dosimetry (thin-foil Cu calorimeter, thermoluminescent dosimeters).

A block diagram of the experimental arrangement appears in figure 6. Since we
were interested in charge effects in the BOX rather than the gate oxide of the FETs,
the back-channel (BOX-top Si interface) rather than the normal gate-controlled FET
characteristics were measured (fig. 1). The gate-controlled channel was biased off
(gate voltage, Vg, = -5 V). A drain bias, Vd, of 0.15 V was applied to operate the
FETs in the linear I(V) region, and a selected DC back-gate voltage, Vbb, was applied
to the substrate and, unless otherwise indicated, maintained during and after irra-
diation. We recorded source current, Is, versus Vbb characteristic curves for the test
FETs before irradiation and then at logarithmically spaced times from 0.2 ms to 800 s
after the radiation pulse by interrupting the DC back-gate bias, applying 150-ps Vbb
voltage ramps, and recording both Vbb and Is during the ramps with a high-speed
waveform digitizer [6]. Following the measurements, we determined back-gate
threshold voltages, Vtb, from the linear-region I5(Vbb) plots by extrapolation of the
maximum-slope tangent to the source current axis. We then obtained back-gate
threshold voltage shifts, AVtb(t), as a function of time after irradiation by subtracting
pre-irradiation Vtb from the postirradiation results.

0time-dependent charge

effects in MOSFETs

F*V following short pulse
vnfh _irradiation.
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5. Results and Discussion
Figure 7 shows representative pre- and postirradiation Is(Vbb) curves for a

typical BOX FET irradiated to 9.4 krad(SiO2) at 295 K with a back-channel bias of
-20 V. The postirradiation curves are shifted negatively with respect to the pre-
irradiation curve and show an increasingly negative shift with time, indicating the
presence of an increasing net positive charge in the BOX resulting from the irradia-
tion. The net positive charge is not surprising, since thermally grown SiO 2 insulators
typically trap holes but do not show significant trapping of electrons. This result is
also consistent with the photocurrent results given in the last section, which indicate
strong bulk trapping of holes alone. The increasing negative shift is unusual, how-
ever, since the negative shift is usually observed to decrease with time as the holes
are gradually removed from the oxide [7].

Figure 8 shows AVtb(t) results extracted from data similar to that in figure 7 for
samples irradiated with Vbb = +20 V (fig. 8a) and Vbb = -20 V (fig. 8b) at tempera-
tures from 137 to 402 K. In all cases, AVtb is negative, and in most cases, AVtb be-
comes more negative with time. This behavior under both positive and negative bias
cannot be explained by the loss of holes or their movement in the BOX. To explain
the observed negative AVtb(t), we must conclude that a substantial density of radiation-
generated negative charge (electrons) is also present and moving out of or being
detrapped from the BOX at the temperatures and over the time ranges of our mea-
surements. In this respect, the SIMOX BOX is very different from conventional
thermally grown oxides: in those materials, the radiation-generated free electrons
are swept out of the oxide within picoseconds after their generation, and no signifi-
cant trapping or detrapping of electrons is observed.
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Figure 8. AVt, as a function of time after radiation pulse exposure for SIMOX FETs irradiated at
various temperatures: (a) Vbb = +20 V during and following irradiation and (b) Vb, = -20 V during
and following irradiation.

5.1 Early and Late AVtb
Figure 8 also shows that AVtb(t) depends strongly upon temperature and the

sign of the bias, Vbb. Examination of the time and temperature dependences suggests
that whatever the process that results in increased negative AVtb with time, it is
barely beginning at 0.2 ms at 137 K, is in various stages from 209 to 295 K, and is
completed by 800 s at 403 K. The initial AVtb's before this process takes place appear
to be about -10.2 and -3.2 V for Vbb equal to 20 and -20 V, respectively. At late times
and higher temperatures, the AVtb's approach about -13.5 and -8.5 V for 20 and
-20 V, respectively. (For the 20-V, 402 K case, the data show a turnaround that prob-
ably arises from a different process.) Presumably, the early-time AVtb values result
from the net oxide charge present after any very fast charge transport and trapping
processes are complete and before the process responsible for the increasing nega-
tive shift takes place. Since AVtb is proportional to the moment of the charge distri-
bution in the BOX, the differences in initial shifts under positive and negative Vbb
indicate that the net positive charge distribution is asymmetric and is strongly
skewed toward the top Si under positive Vbb and toward the substrate Si under
negative Vbb. Therefore, some process must have taken place during or following the
initial uniform generation of charges in the BOX to cause this asymmetric distribu-
tion of charge related to the electric field applied across the BOX. The most likely
process is early charge motion followed by trapping.
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5.2 Bulk Charge Trapping Model

If we assume that both electron and hole traps are distributed uniformly
through the BOX and we ignore space-charge effects and hole-electron recombina-
tion at traps, then we may derive expressions for the expected shifts, AV, and AV_,
under positive and negative bias, respectively:

AV, = -3.82 x 10 fyD{ShId exp(-d/Sh) - Sh(1 - exp(-d/Sh))] (2)
+ Sjd - S,0 - exp(-d/Se))])

AV = 3.82 x 106 fyDSe[d exp(-d/Se) - Se(1 - exp(-d/Se))] (3)
+ Sh[d - Sh(1 - exp(-d/Sh))]) ,

where Sh and Se are the mean free paths for capture of holes and electrons respec-
tively, and D is the oxide dose. After substituting our initial AVtb values, -10.2 and
-3.2 V, for AV+ and AV, and appropriate values for the constants, these equations
can be solved simultaneously and yield values of 25 and 202 nm for Sh and Se. The
low value for Sh implies very strong trapping of the holes-on the average they
move less than 6 percent of the BOX thickness before being trapped and are cap-
tured essentially uniformly through the oxide. On the other hand, the relatively
large value of Se indicates that the electrons may move through about half the BOX
thickness before being trapped. They are therefore trapped in a distribution skewed
toward the positive electrode. We conclude that immediately following short-pulse
irradiation of the BOX, we have a skewed distribution of trapped electrons superim-
posed on a nearly uniform distribution of trapped holes. Therefore the trapping
characteristics of the SIMOX BOX contrast strongly with the observed characteristics
of conventional thermal oxides. In addition to the electron trapping, SIMOX shows
extremely strong trapping of holes in the bulk of the BOX, whereas thermal oxides
typically show substantial hole trapping only near the SiO 2-Si interfaces [7].

5.3 Electron Loss Processes

We now examine the physical processes responsible for the postirradiation
time-dependent AVtb-the loss of electrons from the oxide. The candidate mecha-
nisms for this slow loss or recovery process are (1) a slow transport of the electrons
through and out of the oxide, similar to that for holes in thermal oxides, or (2) a
thermal detrapping process in which the electrons are thermally excited from traps
and then drift rapidly out of the oxide.

In high-quality thermal oxides, the holes move by means of a relatively slow
time-dispersive polaron hopping process that is probably an intrinsic property of
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amorphous SiO 2 [8,7]; in thicker, less radiation-hard materials, multiple trapping/
detrapping processes (trap hopping) may also be involved [9,101. The stretchout of
the recovery over many decades in time in the transport results from the variable
distance from one hopping site to another-the holes move essentially by tunneling
from site to site, and the time scale for the tunneling varies exponentially with dis-
tance. However, electrons have been found to be quite mobile and transport very
rapidly in thermally grown SiO 2; hopping transport of electrons has not been ob-
served. A characteristic of the dispersive hole transport in thermal SiO2 is that the
shape of the AVt(log t) recovery curves (similar to fig. 8) is largely independent of
temperature; that is, the curves are simply shifted along the log time axis by changes
in temperature. In addition, a single activation energy applies to the process from its
early stages (recovery just beginning) to its late stages (recovery nearly complete).

In early work, Simons and Hughes [11,12] proposed a thermal detrapping
model for "short-term annealing" or negative AVt recovery in MOSFETs by detrap-
ping of holes. This model assumes that the charge carriers are captured in traps with
a spread in energy, and the AVt recovery over many decades in time results from the
exponential dependence of carrier release time on trap depth. Following release
from the traps, the carriers are assumed to drift rapidly out of the oxide with no
retrapping. A thermal detrapping process of this type results in recovery curves that
vary in shape with temperature and show a substantial increase in activation energy
from the early to late recovery as the recovery proceeds from the shallow to the
deeper traps.

5.4 Activation Energy Analysis
Data from figure 8b (Vbb = -20 V) were analyzed for activation energy of the

electron loss process using the method of crosscuts. Assuming that removal of 100
percent of the electrons results in the observed change in AVtb from its early value of
-3.2 V to its late value of -9.b V, we drew crosscuts through the data at AVtb values
corresponding to fractions of 25-, 50-, and 75-percent recovery. The intersections
with the data yielded the time to reach the various recovery fractions at the various
temperatures. These recovery times are plotted in figure 9 on a log scale as a func-
tion of inverse temperature (Arrhenius plot). Reasonable straight lines could be fit
through the recovery time points at each recovery fraction; the slopes of these curves
then yielded the apparent activation energy, Ea, as shown in the figure. The large
increase in Ea (from 0.29 eV at 25-percent recovery to 0.92 eV at 75-percent recovery)
contrasts strongly with the shift of only a few hundredths of an electron volt ob-
served over this recovery and temperature range for polaron hole transport in gate
oxides [10]. This suggests that electron transport by an analogous process is prob-
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ably not the electron recovery mechanism. (Dispersive electron transport resulting
from a thermally activated multiple-trap-hopping process is not ruled out, how-
ever.) Instead, the wide range "n E, indicates that a spread in electron trap depths is
probably responsible for the extended recovery process-i.e., thermally activated
detrapping.

We then analyzed the data in figure 8b using the formalism presented by
Simons and Hughes [11,121 for hole detrapping. Assuming a single detrapping
process (no multiple trapping/detrapping), a spatially uniform distribution of
electron traps, and certain other conditions, the distribution in energy, P(Efp), of the
trapped electrons is given by

P(Efp) = (2e/kTqd) [d(AVtd)/d(ln t)]Efp, (4)

where
Efp = kT ln(st) , t > 1/Is , (5)

and e is the BOX dielectric constant, q is the electronic charge, and s is an attempt-to-
escape frequency for the electrons in the traps. Following Simons and Hughes [12], s
is assumed to be constant at 1 x 1011 s-1. Since s enters as part of the argument of the
log, E f is not a strong function of s, and a change in s simply shifts the scale for Efr.
The value of d(AVtb)/d(ln t) was determined graphically from the data in the figure
for one-decade time increments at each temperature; the corresponding values for
4 were also calculated. The results are plotted in figure 10 as charge density, P, as a
function of energy, Efp. The points obtained from the various temperatures are in fair
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Figure 9. Electron recovery time as a

function in inverse temperature for Figure 10. Distribution of radiation-generated
SIMOX FETs irradiated with Vbb = -20 V electrons in SIMOX FETs irradiated with Vb- =
for 25-, 50-, and 75-percent recovery. -20 V as a function of thermal detrapping energy.
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agreement, and the overall result is a roughly symmetrical broad peak centered on
about 0.48 eV. The absolute value of P(Efp) should not be taken too seriously, since it
is based on the assumption of spatially uniform electron trapping, and we know the
actual spatial distribution is skewed (toward the back channel, in this case). As
noted above, the absolute value of the trap energies may also be in error through the
uncertainty in s. The assumption of single detrapping with no retrapping is also
suspect, given that Se is less than the BOX thickness. Despite these qualifications, the
reasonable results obtained here strongly suggest that thermal detrapping is the key
process in the electron recovery.

6. Conclusions
X-ray photoconduction and time-resolved I(V) measurements have been per-

formed on representative SIMOX buried oxide SO structures in order to determine
the nature of the transport and trapping of radiation-generated charge in the BOX
layer.

The photoconduction current measurements were made on MOS capacitors
using fairly simple and straightforward experimental techniques with commercially
available equipment. The photocurrent measurements together with C-V shift meas-
urements indicate that the holes are essentially trapped in place and that most of the
electrons move completely through the oxide.

The time-resolved I(V) measurements confirm the strong trapping of holes in
the SIMOX BOX. In addition, these measurements indicated substantial initial trap-
ping of electrons followed by rapid detrapping of most of these electrons in less than
a second at room temperature. The electrons are evidently thermally detrapped from
a broad distribution of shallow traps.

Overall, the results clearly indicate that the SIMOX BOX differs substantially in
radiation response characteristics from more conventional thermally grown oxides.
As a consequence, the radiation hardening techniques used for conventional oxides
may not be applicable, and new hardening techniques may be required.
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Introduction

To accomplish its mission, the Army is continually developing and fielding new
weapons and battlefield systems. A vital part of this process is testing under
simulated battlefield conditions to assess both the capability of U.S. weapons as
well as vulnerability of our systems to both enemy and U.S. weapons. The Live-
Fire and Vulnerability Division of the Combat Systems Test Activity (CSTA) located
at Aberdeen Proving Ground is one of several U.S. centers which conduct live-fire
and vulnerability testing. As mandated by Congress before fielding a new weapon
system or as the need arises, program managers will task CSTA or other centers to
conduct an evaluation of a particular weapon or assess the vulnerability of a
system. Typically, production or near production ordnance is used and a large
number of shots are fired. To exactly control the velocity, angle of incidence,
position and response upon impact, as well as to limit the associated costs with a
large test range, these tests often restrict the operation of the weapon. In particular
for the work at CSTA, missiles under test are strapped to a sled on a guided rail
and accelerated by external rockets.

One side effect of this approach of missile testing is that it becomes nearly
impossible to use tht "safe & arming" (S&A) devices which are built into each
missile to prevent accidental triggering (Figure 1). This results from the complexity
of the safe & arming devices which are much like mechanical watches with gears,
safety stops and inhibits. The function of this S&A device is to render the munition
safe from triggering from accidental events including shock, vibration, electrical
noise or heating possibly caused by circumstances ranging from dropping the
munition during loading to operating near a radio transmitter. S&A devices are
designed not to trigger until after several events have occurred indicating that a
valid launch has taken place. It also ensures that the munition cannot trigger until
sufficiently far away from the soldiers launching the missile such that they cannot
be harmed by detonation.
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Figure 1. A safe & arming (S&A) device from a TOW missile system. A
hole in the center cylinder holds the low energy detonator (not shown)
900 away from the warhead until after launch. It is then mechanically
rotated in line and ignites the warhead on impact.

The function of S&A devices is yet more complicated due to the nature of
triggering detonators and explosive warheads. Detonators come in many sizes,
shapes and "sensitivities". In general, there are low energy detonators, which
require only a few microjoules to trigger, and high energy detonators, which require
a large fraction of a joule to trigger. The more sensitive a detonator is the easier it
is to produce a valid trigger and ignite the explosive charge. However, it is also
then intrinsically more sensitive to all forms of accidental triggering. One example
is the M48 low energy detonator which is used in production TOW missiles.1 It
requires 12.5 microjoules to trigger which is normally supplied by a low voltage
signal generated from closing a crush switch in the missile nose cone by impact.
But this same trigger energy can come from a static electric discharge, for instance
by walking across a carpet, or from dropping the device or from heating. CSTA has
used these low energy detonators on some test programs. However, extraordinary
safety measures were required, such a placing a humidity chamber around the
missile to prevent a static charge accumulation. 2 Even so, with the number of
personnel involved and the extensive handling of the missile, safety concerns
regarding low energy detonators can never be fully resolved for test programs.

These issues force CSTA remove or bypass the safe & arming devices from the
missiles they test. Because of the controlled nature of the test situation, the S&A
devices in the missile systems will not arm and thus will not trigger the detonator to
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ignite the warhead upon impact. Because of the complexity of these S&A devices it
is impractical to modify them. Because of safety concerns it is unwise to use a low
energy detonator without the safe & arming device to keep it protected from false
trigger signals and (in some cases) keep it physically removed from the explosive
charge until after launch. Hence, another approach is required to meet the safety
and performance constraints of missile test programs.

One of several valid alternatives is to use a high energy detonator. This has the
safety advantage of being nearly immune to accidental ignition due to noise, shock,
heating, etc. It has the strong disadvantage that it is so insensitive that the
triggering circuit requires an electrical pulse of over 300 kW (>600 V, >500 A) with
a risetime of 109 amps per second. This is greater then 4 orders of magnitude
(104) more power or energy than is required by the low energy detonator.
Consequently, the electronic triggering circuit for the high energy detonator
transforms from trivial to a near impossibility in the constraints for on board a
missile. However, one of CSTA's major goals is to preserve test realism implying
that the internal crush (impact) switch of the missile must be used. This goal
constrains the detonator electronics to be mounted on board with the missile.

In 1990 a representative from CSTA presented this challenge to us at the Pulse
Power, and asked if we could apply the technology we were developing for the
Army in power semiconductors to this need. At that time, we were in the stage of
performing device evaluation and characterization. We had no experience in
applications with this new technology, especially not for missile systems where
many working constraints would be placed upon a design. Over the past two
years, this project has grown from a notion that it might be possible, to a vital part of
the Improved HELLFIRE missile test program, to the point today where it is an
intrinsic piece of the CSTA live-fire testing methodology. 3

This paper describes the work that has taken place in developing this new kind
of electronic detonator module for use by the missile test community. The road of
taking a technology irom the white-hailed laboratory environment to in-the-field-
and-dirty Army use is often tortuous. My observation is that technology does not
transfer easily. Further, end users and research laboratories have quite different
philosophies: users avoid risk since it imperils their programs whereas laboratories
embrace new technologies. This project has survived and succeeded only
because of the personal commitment by the believers at CSTA and ETDL, not
because it was good or needed nor because of any technology master plan.
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Requirements

The goal has been to develop an electronic detonator module for use on board
a missile capable of reliably firing a high-energy Exploding Bridge Wire (EBW)
detonator. CSTA performed some preliminary work with an SCR-based detonator
modules, but they were found to be unreliable. 3 Given the cost of each test,
including the missile and target, can exceed $200,000 it is vital from an economic
consideration that a detonator module work every time. As in most cases where
new methods and technologies were being applied, the requirements evolved as
we gained experience in the operating environment.

The requirements for an electronic detonator module include:
"* High energy EBWs (RP-80) necessitate a discharge pulse Ž>300 kW
"• Small, lightweight and rugged so as to place inside missile under test
"* Highly reliable so as to give high confidence in results and eliminate

retesting costs and time of both missile and target
"• Completely self-contained for power for - 4 sec
"* Able to discharge a 0.5 gIF capacitor charged to 1050 V; di/dt Ž1,000 A/iS
"* Trigger voltage <30 volts
"• Automatically rendered safe after power down in case of an abort
"* Able to monitor module status up to launch to ensure correct operation
"• Safe from not triggering due to noise pickup, static discharge, etc.
"• An external safety short in parallel to the RP-80 must prevent detonation

Reynolds Industrial Systems Incorporated is the only U.S. manufacturer of
exploding bridge wire detonators. The RP-80 EBW detonator is a small (2 cm x 0.5
cm) cylinder with two leads to connect the to the electronic trigger module. These
detonators are placed in a cavity in the warhead charge. Applying a sufficiently
strong electrical pulse causes the explosive material in the detonator to ignite
which then leads to the detonation of the warhead.

RP-80 Exploding Bridge Wire (EBW) detonator:4

"o 78 mg Pentaerythritol Tetranitrate (PETN) - 1/4 stick TNT
"* Bridgewire 1.5 mil gold
"* All-fire Ž384 kW
"* No-fire!•76 kW
"• A study showed that discharging a 0.5 ILF

capacitor charged > 823 V will reliably fire the RP-80
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Switching Technology

The mission of the Pulse Power Center at the Electronics Technology and
Devices Laboratory is to develop and transition to applications critical components
for high electrical powers. Mostly, this work focuses on development of high-power
switches as they are subject to the highest stresses and are generally the weak link
of any power system. ETDL has been a part of five-year, multi-million dollar,
coordinated tri-service and industry effort to develop MOS Controlled Thynstors
(MCTs) as the new generation of semiconductor power switch. 5 -7 Consequently,
when CSTA presented their requirements we saw an opportunity to begin to apply
MCT technology to Army needs.

In general, there are several means to meet the requirements to trigger a EBW
detonator. All standard circuits will use a capacitor bank to store energy at -1 kV
and a fast, high-power switch to dump this energy into the EBW. During normal
operation a 500 A pulse of about 1.2 gs FWHM is produced with a current rise time
of about 1,000 A/4S. For a fault or for firing into the safety short, the requirements
jump to a 1,000 A pulse in a 1 lps FWHM pulse with a di/dt of about 3,000 A/is. The
constraints upon size, weight, ruggedness and performance begin to eliminate
some possible choices for switching technologies.

In the context of high power switching technologies there are three families of
switches which could meet the performance requirements: krytrons, Insulated Gate
Bipolar Transistors (IGBTs) and MCTs. Nuclear weapon triggers use krytron
switches, a normally open plasma device, with EBW detonators for safety and
timing purposes. A trigger voltage of 200 volts initiates the plasma on the grid of
the krytron and the switch rapidly closes. It has the advantage of all gas switches of
high holdoff voltage, fast switching times, ruggedness and high immunity to
radiation. Krytrons have the disadvantage of cost per device, a high voltage trigger
circuitry, concerns about the susceptibility to shock and of lifetime for applications
which are not single shot. IGBTs have emerged as the standard medium power
semiconductor switch, capable a few hundreds of amps with a blocking voltage of
up to 1500 V. These devices are commercial and readily available. IGBTs have
the drawback that they are linear devices and do not latch on (as a thyristor or a
plasma switch) which results in a less efficient on-switch and one that would be
relatively large for the peak current (1 kA) required in a fault condition. Further,
IGBTs are almost exclusively made by Japan and there are serious concerns about
dependence upon foreign suppliers for critical military components.

Since a MCT is essentially a power SCR controlled on and off by a dense
surface array of MOSFET gates, it has the advantage of thyristors that it is a highly
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modulated latching on-device and can handle up to 4 kA in a die of 0.3 cm 2 .
Prototype MCTs have been produced with blocking voltages up to 1700 volts for
epitaxial devices and up to 3000 volts for diffusion-doped devices. The latter are
far from commercialization whereas the epitaxial devices are in limited commercial
production. MCTs have the serious drawback that they are still in the development
stage, causing device parameters to change, and they are not available on the
commercial market. We chose to use MCTs in this application both because they
were a good surge turn-on device but also because this application would be an
opportunity to begin to transition this DoD-sponsored technology to the field.

The MOS Controlled Thyristor (MCT) is a new high power solid-
state switch developed by DoD for advanced power systems:

"* MCT is a turn-on and turn-off switch
"• Operates over -100 oC to +150 OC range
"• Peak surge current up to 4 kA, di/dt >4 kA/us
"* Fast switching: 100 ns turn on, 2 lus turn off
"* Blocking voltage up to 1700 volts (typical 600-1400 V)
"* Very low energy to trigger (- FET): +10 V off, -10 V on
"• Very immune to di/dt or dV/dt accidental triggering TO 218

Package

There exist several different MCT device designs which change the ratio of the
turn-on FET cells to the turn-off cells. The older MCTs were optimized for turn-off
and had a lower ratio of turn-on to to turn-off cells. Testing at ETDL showed that a
1/25 (turn-on to turn-off cells) MCT could not withstand the high rate of rise of
current and were destroyed during the switching process. However, 1/9 and 1/4
design MCTs are able to handle di/dts of greater than 4,000 A/uLs and have been
successfully used in detonator modules. Because of the lack of commercial
production of MCTs at this time, CSTA placed a contract with Harris Semiconductor
for one production lot (1000 to 4000 switches depending upon yield). These
switches are optimized turn-on N type 1/4 MCTs with a designed blocking voltage
of 1400-1600 volts. We expect that these devices will be more capable than the
older P type MCTs as the blocking junction is now a N-doped layer resulting in
faster switching speed, better efficiency and increased safe operating area.

MCT Detonator Module Operation

The detonator module is essentially a low inductance capacitor discharge
circuit with an off bias to ensure the module does not fire until the crush switch
trigger is valid. Shown on Figures 2 and 3 are a photograph of the detonator
module and a circuit layout, respectively.
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Figure 2. MCT-based electronic detonator module for exploding
bridge wire detonators. The MCT high-power switch is the black chip
center. The module dimensions are 8 x 4.5 x 2 cm.
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Figure 3. Circuit diagram of the MCT-based electronic trigger module
for exploding bndge wire detonators.
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In preparation for operation in a missile system the MCT detonator module is
placed in a aluminium protective can which is filled with high strength epoxy with
only the electrical leads exposed. This can is mounted in the missile body with the
input power leads attached to an external connector. The crush switch cable is
attached to missile internal crush switch. The safeiy short cable is attached to an
external shorting bar. Just prior to launch the RP-80 detonator is attached to the
output cable of the module and then inserted into the main explosive charge. All
personnel are cleared from the area to a bombproof shelter.

MCT Safety RP-80

Detonator Short Detonator
Module L Crush

Power Switch

Power Target

connector W
f Missile

RailRocket Sled Missile Sled

Diagnostics \
Launch /- Video
SBombproof - Framing camera •

owShelter - IR detector
.......................... -Break wires

Figure 4. Shown is a schematic of the missile test system at OSTA.
The missile is mounted upon a sled on a rail to guide it to the exact
target location and accelerated by rockets to the desired velocity.
Upon impact the crush switch in the missile closes and triggers the
MCT module which outputs a high power pulse igniting the detonator
causing detonation of the warhead.

Figure 4 shows a system layout for missile testing with all major components -
detonator, missile, rocket sled and rail, target and diagnostics, and bombproof
shelter with the power supplies. Figure 5 is part of the missile firing documentation
showing an Improved HELLFIRE (IHW) missile on the rail at the target being
prepared for launch. Power is applied to the detonator module a few seconds prior

158



BRAUN

to launch charging the internal gate and pulse store capacitors. In this state the
MCT is held by a gate bias voltage in the off mode which continually turns off
current (up to 60 amps) - keeping the module insensitive to spurious signals from
static discharges, RF pickup or even diagnostic X-ray flashes. If there is an abort
prior to launch the detonator module will bleed off the stored energy and render the
missile safe to approach. The rocket sled motors are ignited by applying power
from a trigger box in the bombproof shelter and the sled quickly accelerates down
the rail. As the sled moves from the launch site, the power connector to the missile
pulls away and the detonator module is under its own power. Before impact the
external safety short is mechanically stripped away by shear plates along the rail.

Figure 5. Preparation for one of the Improved HELLFIRE missile
firings using a MCT-based electronic detonator module. The first two
plates at the target are triggers for diagnostic instrumentation.

Upon impact at the target the missile crush switch changes from open to closed,
causing the gate circuity of the detonator module to produce a turn-on trigger to the
gate of the MCT. Within about 100 ns current will begin to flow into the RP-80
detonator. By 600-800 ns the current has reached -500 amps and the power in the
load is over 300 kW (Figure 6) - the fine gold wire in the RP-80 detonator vaporizes
and produces a shock wave which causes the surrounding PETN explosive
material to begin to burn. In 2-4 ps, depending upon geometry and burn rate, the
explosion will break out of the RP-80 cylindrical enclosure and couple into the main
warhead. This starts a chain of explosive burning in the shaped charge warhead
resulting in an intense, focused high velocity (5-10,000 m/s) plasma jet forming.
The jet then moves forward and penetrates the target (Figure 7).
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MCT Detonator Module
RP-80 EBW load
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Figure 6. Measurements of the current, voltage and power of a MCT-
based detonator firing a RP-80 EBW. The bridge wire vaporizes in the
detonator at 0.6 gs after the start of the current pulse and ignites the
PETN explosive in the RP-80.

Figure 7. Detonation of a HELLFIRE missile using an MCT-based

electronic detonator.
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The performance of this MCT detonator module has been excellent. In
comparison to other methods of electronically triggering EBWs for missile shots
wf~ich have a success rate of 60-80%, the cumulative performance for rail shots is
over 92 %. This detonator module has also been successfully used in reactive
armor testing where a tank round is fired at reactive armor tiles. These tiles are
triggered by one or more MCT detonator modules at appropriate time intervals.

A summary of test results to date:
"* TOW missile live-fire and other practice rail shots 6 /6
"• HELLFIRE live-fire rail shots 19/21
"• Reactive armor testing triggering one or two RP-80s 30 / 30

Tandem Module Development

Many of the newer U.S. missiles have two or more explosive charges to counter
threat systems which have added layers of reactive armor. The first charges
engage the reactive armor tiles which then allows the main warhead charge to
function properly and penetrate the target. An upcoming test of the Optimized
HELLFIRE missile (HOMES) requires the use of a tandem electronic detonator
module to fire the two explosive charges at preset time intervals. A sequencer
module is now under development which provides safety inhibits and control of the
timing of multiple events. This sequencer module when combined with two MCT-
based detonator modules forms a tandem detonator as shown on Figure 8.

Main Warhead Tip Target
Explosive Char Charge

CrushSeqenerRP-80 SwitchI

Sequencer Detonators

MCT
Detonator

Switsh ModulesSwitch

Figure 8. Shown is a tandem detonator module for dual charge
missile. A sequencer module provides control of the two MCT
detonator modules.
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The prototype sequencer module in a tandem configuration under development
is shown on Figure 9 (the two MCT detonator modules are hidden behind the
sequencer module in the photograph). The complete tandem module is housed in
a plexiglass cylinder of dimensions 11 cm in length and 8.5 cm in diameter.
Design changes in the near future to the sequencer and detonator modules will
permit much better packing and thus smaller system size.

The design approach to the sequencer module was to contain all the logic and
timing information in a Erasable Programmable Logic Device (EPLD) leaving only
the power, input, clock and output sections constructed in hardware. An EPLD is a
relatively new kind of programmable chip which can replace a large number of
separate logic chips, limited only by the number of internal macrocells. This
approach to the sequencer allows modifications quickly and easily without
changing any hardware functions. The internal logic for the EPLD in a sequencer
module consists of enable circuitry, a 24 bit counter and three 24 bit comparators.
Time intervals for the time from launch to arm the missile and for the delays
between outputs TO, T1 and T2 are set by assigning binary values to the
comparator inputs in the design for the EPLD. With a 2 MHz clock, the time delays
can range from 0 to 4 seconds with a resolution of 0.5 pgs. Each of the outputs TO,
T1 and T2 can trigger a MCT detonator module or other event as desired.

Figure 9. Shown is the sequencer module which provides the safety
inhibits and timing of up to three events (detonators). The input
section is shown on the right; the output FETs are to the left. The long
chip in the center is the EPLD logic device.
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Initial testing of the tandem module has shown successful operation, however it
has also demonstrated that the electrical noise generated by the detonator
modules (dB/dt, RF pickup and ground bumping) can also cause the sequencer to
reset. As the detonator modules fire, the fast current rise gives rise to a variety of
effects including floating the local ground by tens of volts, generation of a time
varying magnetic field and transient reflections through the common grounds due
to instantaneous changes in the RP-80 detonator impedance as the explosive
ignites. Work is currently underway to resolve the source of the noise and to better
isolate the sequencer from it. To prove correct operation for a live-fire missile
testing, a TOW IIA missile will be fired with this tandem module Figure 11 shows a
time sequence picture of firing a two explosive charge missile with this tandem
electronic detonator module.

Time Event Result or check

Apply Rower If fully operational then "Ready
to Launch" Indicator goes on

-30 sec Verify current draws areS~within limits

Tandem 
ready 

to launch

Rockets ionlte Launch not Indicator goes low as
missile pulls connector out - timing "

0-4 sec begins for ready to trigger delay

Missile moves down rail

At the end of the launch delay tlime the sequencer

will accept a crush switch trigger signal

Crush switch closes Verify switch closure
for one clock cycle

Few s Valid trigger- latch TO output, Detonator one is triggered at TO +
begin to count for T1, T2 delays 100 ns; RP-80 ignited at TO+O.8 ps

TIo charge Is detonated and reacts with taroet ... ý=.

0 to -lOOs AS Sequencer reaches Detonator two Is triggered at T1 +
count for Ti 100 ns; RP-80 ignited at T1+O.8 pjs

Main charoe is detonated and penetrates taroet ___.

Figure 10. Shown is the time sequence of events for launch and
operation of a tandem missile test.
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Capabilities of prototype seauencer module:
"* Provides 3 output events from 0 to 4 seconds in steps of 0.5 ps
"• Outputs can trigger detonators or other events (i.e., retro-rockets)
- Input and output are buffered and isolated
"• All logic / timing in Programmable Logic Device (PLD)

- Easy software changes to timing
- Can reprogram functional logic to make major changes without
hardware changes

"• Programmable lockout time after launch to disable crush switch input
"* Completely self powered for 30 seconds without a battery
"• Diagnostic output channel gives timing of all events
"• Output status line "Ready to Launch" indicates to operator that sequencer

module is operating correctly prior to launch

Summary

The progress in the past two years in developing and proving successful
operation of the MCT-based detonator module has been tremendous. This project
has demonstrated a new application area for high-power electronic, and has taken
our switching technology out of the laboratory and put it to good use for the Army.8

We have shown that a MCT-based detonator module is capable of surviving on
board a missile system and reliably igniting EBW detonators. This module has
been used in the improved HELLFIRE test program at CSTA with a success rate of
19/21 for live fire missile shots, and used in static firings for reactive armor testing
with a success rate of 30/30. The key technology, an MCT high power switch, is the
result of several years of development by ETDL and other DoD research agencies.
This switch makes the detonator module more compact, reliable and affordable
than could otherwise been possible. Additionally, a sequencer module which
provides the safety inhibits and timing for several events is under development.
When finished, this and the detonator module will provide a never-before-available
means to realistically test multiple charge missiles. Such types of electronic
detonators may be incorporated into future production weapon/armor systems to
eliminate the mechanical safe & arming devices in current systems and to provide
the ability to dynamically respond to target composition.

The Army shall always need to test weapons and systems for lethality and
vulnerability to ensure that our forces are well equipped to engage any foe. This
project has contributed significantly to the ability of the U.S. test community to test
and evaluate many classes of missiles and other explosive devices.
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INTRODUCTION Recent research has been reported on the use of
injectable protein scavengers that can react with the toxic organophosphorus
nerve agents on a one to one molar (stoichiometric) basis and remove them
from circulation. When rhesus monkeys were given equine butyryl-
cholinesterase or fetal bovine serum acetylcholinesterase prior to soman,
they were protected against 2 MLD 5 0 (1) or up to 4 MLD5 0 of soman (2)
respectively with no signs of toxicity or post exposure behavioral deficit.
Equine butyrylcholinesterase also afforded protection in monkeys challenged
with one MLD5 0 of sarin. These results have been reviewed recently (3).

Although stoichiometric scavengers offered promising results, there
were several drawbacks to their use. Each molecule of scavenger reacted with
only one molecule of nerve agent, thus requiring the administration of large
doses of protein to achieve the protective effect. If protection against a
recurring exposure to a chemical threat was desired, stoichiometric
scavengers would have to be administered repeatedly which is an additional
disadvantage.

We have now begun work that capitalizes on the striking effectiveness
of the biological scavenger approach to protection by turning our attention
to biological scavengers that possess catalytic activity. Molecules of thac
type would render a toxic organophosphorus poison non-toxic by catalyzing its
hydrolysis. Since they would repeatedly hydrolyze new substrate molecules,
catalytic scavengers could provide protection with smaller doses of exogenous
protein. Additionally, they would remain active for the length of their
circulatory life and provide continuing protection against agent exposures.
While a recent report on the utility of using an enzymatic scavenger to
protect mice (4) has been supportive of the concept of catalytic biological
scavengers, the human gene for this enzyme has not yet been expressed.

With the advent of this new concept, we felt that an examination of the
potential of catalytic monoclonal antibodies as biological scavengers was
well justified. The model on which our antibody was based was the hydrolysis
of fluorophosphate and fluorophosphonate esters which is known to proceed via
a trigonal bipyramid transition state (5). This report summarizes our efforts
to date to produce a monoclonal catalytic antibody capable of hydrolyzing the
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highly toxic nerve agent soman.

MATERIALS AND METHODS

Chemicals. Our transition state analog (TSA) was 4-amino-3,3-dimethyl-
2-butoxy-2-methoxy-2-methyl-l,3-dioxa (4,6-di-tert-butyl-2-benzo) phosphole
synthesized under contract by R.M. Moriarty and his associates in the
Department of Chemistry at the University of Illinois at Chicago (6) (Figure
1). The phosphole was conjugated to bovine serum albumin (BSA) through an
amide linkage to yield an immunogen with an epitope density of 38 moles/mole.
An addItional conjugate, 4-aminophenyl pinacolyl methylphosphonofluoridate
diazotized to keyhole limpet hemocyanin (KLH-GD), was used in hapten affinity
purification, and was obtained from Ash-Stevens, Detroit, MI. Soman was
obtained from the Chemical Research, Development and Engineering Center,
Aberdeen Proving Ground, MD. 14C-soman (pinacolyl[l 4 C]methyl-
phosphonofluoridate; sp. act. 54.5 mCi/mmol) with a purity greater than 90%
by thin-layer chromatography was purchased from Los Alamos National
Laboratory (Los Alamos, NM). Immunochemicals were purchased from Sigma
Chemical Co. (St. Louis, MO). Other chemicals were of analytical grade and
were commercially obtained.

Animals. Female BALB/c mice,
20-22 g, were obtained from Charles
River Laboratories (Wilmington, MA).
They were housed in facilities
approved by the American Association
for the Accreditation of Laboratory
Animal Care. They received Purina
Lab Chow (Purina Mills Inc, 0
Richmond, IN) and tap water ad
libitum. 13C - P .... -1 "ý40oH- C - NH -- Prot*

OCH 3  I I
Immunization. Mice were 043 C43

immunized by ip injection with the
transition state analog conjugated
to BSA carrier protein. They
received 50 ug (protein) of
conjugate in saline emulsified in
Freund's complete adjuvant in a
final volume of 0.1 mL. The animals
were rested for two months and were Figure 1. Structure of the transition state analog.

boosted with 50 ug of the same
conjugate by the ip route in Freund's incomplete adjuvant. Three days prior
to fusion, mice received a final boost of 50 ug per animal, ip, in 0.85%
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saline. The state of immunization was monitored using Enzyme Linked
Immunosorbant Assay (ELISA) on Immulon 20 microtiter plates (Dynatech
Laboratories, Chantilly, VA) coated with a TSA conjugate to human serum
albumin, complimentary to the BSA conjugate used for immunization. Detection
employed the alkaline phosphatase system.

Fusion. Cell fusion for hybridoma generation was polyethylene glycol
mediated (1300-1600 Mol. Wt.) with HAT selection according to a standard
protocol (7). The non-secreting SP2/0-Ag-14 myeloma (8) employed as a fusion
partner was a gift from Howard Meyer of our Institute.

Identifying Catalytic Monoclonals. Testing of the nascent hybridoma
cultures to identify those producing antibody with the desired catalytic
activity was carried out in a visually scored colorimetric screening assay
based on the release of H* during soman hydrolysis and the resultant change
in pH. It is a system developed in our laboratory by Little, et al. (9)
modified for use with MultiscreenO microtiter plates (Millipore Corp.,
Bedford, MA) which have nitrocellulose membrane in the bottom of the wells in
place of the plastic. Briefly, 200 uL of tissue culture fluid was sterilely
removed from the hybridoma culture plate and pipetted onto the membrane
prewetted with saline. The sample was drawn through the membrane using a
vacuum manifold, also supplied by Millipore, and the membrane was rinsed five
times by filling the well with saline and drawing it through the membrane.
Antibodies in the culture fluid are bound to the membrane and potential
sources of buffering action are washed away. A solution of 2 x 10- M soman
in 0.85% saline containing 20 uL/mL of methyl red (1 mg/mL in ethanol) was
added and the plate was incubated at room temperature for several hours. A
positive control was included consisting of a dilute solution of the
organophosphorus acid anhydride hydrolase cloned from P. diminuta (4) in
fresh tissue culture medium. Fresh tissue culture medium alone served as -
negative control. Positive wells were amber to rosy red in color and
negatives were lemon yellow.

Cloning. Cultures from positive wells were expanded and cloned by limit
dilution (10). Clones were reevaluated with the methyl red assay and ELISA.
The most active clone, designated IIA12 IDI0, was mass cultured for
imiunoglobulin production.

Immunoglobulin Purification. Culture fluid was diluted 1:4 in Tris
buffered saline (TBS) filtered through a 0.45 micron filter (Nalge Co.,
Baltimore, MD), and affinity purified by a modification of the method of Ey,
et al. (ii) with KLH-GD replacing protein A as the immobilized ligand.
Eluted immunoglobulin was dialyzed overnight against 4 L of TBS, and
concentrated against high molecular weight polyethylene glycol. Protein
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determination was by O.D. 280 using an extinction coefficient of 1.4/mg. For
purposes of kinetic assay, some antibody preparations were exhaustively
dialyzed against 0.85% saline.

Iammnoglobulin Typlng. Antibody class and subclass determinations were
done by Ouchterlony double diffusion assay using a commercial kit available
from The Binding Site (San Diego, CA).

Kinetic Analysis. The method used for our kinetic assays was described
by Broomfield, et al. (12). Briefly, enzyme and radiolabelled phosphate or
phosphonate ester substrate are combined in a suitable low volume container
(we used microtiter plates) at the desired concentrations and incubated.
Incubation is terminated by pipetting the contents of each reaction vessel
into a tube containing I mL of toluene and 1 mL of distilled water. The tube
is vortexed, the phases allowed to separate, and the phases are drawn off by
Pasteur pipette and added to scintillation vials for quantification of the
radioactivity in the aqueous and organic phases. In the assay presented
here, four substrate concentrations were run in triplicate both with antibody
(0.1 mL, 39 ug/mL in 0.85% saline) and without. The counts from the non-
antibody containing wells were subtracted from the antibody catalyzed counts
to correct for "non-enzymatic" hydrolysis. The data were analyzed by
standard enzyme kinetic techniques using double reciprocal plots.

RESULTS
The immunization regime was successful. Sera from the immunized mice

titered out to greater than a 1: 100,000 dilution when they were tested on a
microtiter plate coated with the HSA conjugate of the transition state analog
(Figure 2). No estimate of the fusion efficiency was possible because of
bacterial contamination of the fusion which was brought under control with
antibiotics.

At two weeks post fusion, culture supernatant from the remaining fusion
wells was tested for catalytic activity. Several produced positive results,
but the cultures growing in two of the wells, designated II A3 and II A12,
stood out. These were cloned immediately and supernatant collection from
expanded cultures was begun to initiate affinity purification. Additional
assays for catalysis indicated that activity increased with purification on
both the KLH-GD hapten and on protein A Sepharose, a protein isolated from
Staphylococcus aureus that binds immunoglobulins independent of their
specificity. The protein A indicated that the source of our activity was an
antibody. Material originating with the II A12 culture, and purified on each
of these immunoadsorbants was tested for mouse immunoglobulin type and
subclass. The results of this test were positive for the presence of mouse
immunoglobulin, kappa light chain character (kappa is the most prominen.
species among the light chains produced by mice), and IgG2a. The outcome
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relative to type and subclass
was the same for either method
of purification. 1

The kinetic experiments 1.0
were carried out with KiLH-GD
affinity purified material from 0.0-

one of the clones of the II A12
culture designated IIA12 IDlO. as
The basic steps in the
experiment are outlined in 0.4
Materials and Methods.
Additional details are found in
the caption to Figure 3. Counts 02

done prior to the start of the
analysis showed that the o.o , , , , ,
substrate soman was 7.4% 1 4 0 1 64 I20

hydrolyzed. In the toluene- S"luuoiumowxiooo

water system used to separate
soman from the hydrolyzed Figure 2. Mouse serum titers after immunization with the

p r o d u c t , p i n a c o 1 y 1 BSA-trasition state analog.

methylphosphonic acid, the
hydrolysis product and its associated radioactivity are extracted into the
aqueous phase. The results for the aqueous counts in the experimental and
control samples were corrected to reflect this preexisting contamination.

Km - 0.33 mM
Km 

° "mVmn - 25 nmol/min/mg

-. 0.001

o0.0005.

0 :
0 10000 20000 30000 40000 50000

1/S (L/mole)

Figure 3. Double reciprocal plot of C"-soman hydrolysis by IIA12 I10.
Samples were run in triplicate. Other conditions were: temperature 26
C; 3.9 ug of antibody protein per sample; molar soman concentrations, 5
x 10"°, 1.8 x 1IV, 2.5 x 10', 2.2 x 10-, 120 min incubations.
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V.. equalled 25 nmol min-2 mgg1 protein, K. was 3.3 x 104'M, and kcat,
defined as V,. divided by the total antibody concentration, was 4 min-1.

DISCUSSION

Given our interest in proteins with catalytic activity, we felt that
the recent development of catalytic monoclonal antibodies presented us with
a unique opportunity. Immunoglobulins (antibodies) represent a totally
different class of physiologically benign proteins that lend themselves to
use in vivo. Antibodies in crude sera or in purified form have been used
therapeutically for snake bite and to transmit passive immunity to
individuals suffering from infectious disease (13,14). Purified non-
catalytic antibody preparations with targeted specificity have been shown to
favorably alter the pharmacodynamics of toxic compounds (15-17). The first
catalytic monoclonal antibody was reported by Tremontano and his colleagues
in 1986 (18). The technique depended on producing antibodies with
specificity for a rationally designed structure representing the transition
state for a modelled organic or enzymatic reaction. That first catalytic
antibody hydrolyzed an aryl ester. Antibodies developed since then have
catalyzed carbonate hydrolysis, amide hydrolysis, lactonization, aminolysis,
and a Claisen rearrangement. The topic has been the focus of several recent
reviews (19,20).

The data reported here, while preliminary and subject to confirmation as
greater quantities of IIA12 IDIO become available, suggest that a catalytic
antibody capable of hydrolyzing the highly toxic nerve agent soman can be
developed. The kcat of 4 min-' for our catalytic antibody compares favorably
with turnover numbers reported for other catalytic antibodies (19,20). Our
results strongly support our selection of a trigonal bipyramid structure for
a transition state analogue.

In an effort to minimize spontaneous base catalyzed hydrolysis there was
no buffer included in this experiment. However, Broomfield, et al. (12)
showed that in the absence of buffer hydrolysis was accelerated as the
reaction proceeded due to the generation of hydrogen ions and a transition to
acid catalyzed hydrolysis at the lower pH. We cannot be certain that the
same phenomenon was not at work here. The outcome of this experiment under
those circumstances would be worse than expected rather than better.
Spontaneous hydrolysis would have increased, and the antibody catalyzed
reaction would probably have slowed down. Therefore, we may see an increase
in the kcat when the reaction is repeated in a buffered system.

Due to a limited supply of the antibody it was not possible to include
a second set of control samples containing heat inactivated antibody protein.
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This would have ensured that the activity observed was not attributable to a
non-specific function of the presence of protein in the experimental system.
This is a valid concern. de Jong, et al. showed that serum proteins produce
a finite increase in the hydrolysis of pure soman isomers in the absence of
enzymatic activity (21). This effect will be addressed in future work.

Work with the catalytic antibodies has not yet reached the point where
we can actually perform in vivo tests of their protective potential.
However, we have been made very optimistic by the recent report of
Broomfield's work (4) in which he successfully protected mice against the
effects of twice the lethal dose of soman using a recombinant
organophosphorus anhydride hydrolase from Pseudomonas diminuta. Our work is
continuing with the use of additional protein conjugates that will allow us
evaluate the effectiveness of other transition state analogues.
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Photovoltaic Effect in Thin Ferroelectric Films for
Nonvolatile Memory
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1. Introduction
Recent developments in depositing ferroelectric materials, particularly lead

zirconate-titanate (PZT), as thin films on silicon substrates have resulted in the
prototype development of nonvolatile destructive-readout random-access memory
(RAM). In such prototype devices, a silicon integrated ferroelectric (SIE) thin-film
capacitor stores information in the form of a permanent or quasi-permanent rema-
nent polarization.1 These RAM's are intended to have on-chip densities and clock
speeds comparable to that of conventional dynamic RAM's (DRAM's).

Nonvolatile memories are particularly attractive to military users and for space
applications. Programmed information is more likely to survive an environmental
upset due to radiation if the memory is nonvolatile. Additionally, radiation has a
limited effect on remanent polarization within a PZT film,2 and memory state loss
due to radiation effects is expected to be minimal.

The fact that the films are thin allows the relatively low voltages available in the
conventional complementary metal-oxide semiconductor (CMOS) and bipolar
technologies to produce fields in the capacitor dielectric (ferroelectric) large enough
to reverse the direction of the remanent polarization. In the destructive-readout
memory,3 a voltage pulse applied to the capacitor switches the polarization, leaving
a reverse-saturated polarization state. Because the polarization is saturated (or
nearly so), an additional switching pulse of the same polarity results in a relatively
small flow of displacement current, while switching with an opposite-polarity pulse
results in a much larger flow, as the polarization is reversed. Detecting the magni-
tude of the integrated current on a series-integrating capacitor after a read pulse is
the means of determining the original memory state of the capacitor.

The capacitor must be switched to write and switched to read. After a read, it
must be switched again to restore the original polarization. A persistent problem in
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the development of destructive-readout ferroelectric memory arises because the
amount of polarization switched generally decreases (fatigues) with continual
switching.4 The rapid accumulation of switching cycles that would occur in mostly
read operations eventually leads to the loss of the capacitor's memory content.
Current materials research efforts may reduce this fatigue problem. Whether these
efforts will succeed is not certain at this time.

The loss of remanent polarization with increasing number of switching cycles
would have less impact on memory reliability if the readout process were non-
destructive, that is, if the polarization state could be determined without switching.
A nondestructive readout has another advantage in that the programmed informa-
tion is more securely stored, for it is maintained continuously in nonvolatile form. In
a destructive-readout memory, the information is in a volatile form after reading
and before the restore; during this period the stored information can be expected to
be sensitive to environmental upset.

One approach to nondestructive readout has been the ferroelectric gate field-
effect transistor (FET).5 Here the SiO 2 gate insulator of a FET is replaced by a ferro-
electric film. The ferroelectric is then the dielectric in a capacitor in which one elec-
trode is metal and the other a semiconductor. Switching the ferroelectric results in
positive or negative screening charge in the semiconductor, where the effect is then
an accumulation layer, or a deplietion layer with the formation of an inversion chan-
nel. The resulting modulation of current in the channel identifies the memory state.
These devices, however, are in only preliminary development. Long-time persistent
channel modulation has not as yet been demonstrated.

Another possibility for SEP nondestructive readout depends on the use of opti-
cally generated "urrents in ferroelectrics, the direction and magnitude of which
depend on the direction and magnitude of remanent polarization. The polarization-
dependent photovoltaic phenomenon is well known in ferroelectric crystals and
ferroelectric ceramics; -10 it has also been observed in thin ferroelectric films.' -13

We had demonstrated elswhere' 4,15 the principle of nondestructive readout
using photovoltaic currents. In this earlier work, a ferroelectric capacitor was formed
as an electroded region on a ceramic ferroelectric substrate. Photovoltaic current
flowing from the capacitor and integrated as charge on the gate of a I.ET produced a
gate voltage that modulated the drain-source channel current, the modulation de-
pending on the direction of the capacitor polarization. Moderately high-speed write,
nondestructive read, and long-term memory retention were shown. This develop-
ment work at Harry Diamond Laboratories was partially supported by NASA-
Langley; the major interest was for space applications.
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It would be difficult, however, to make practical a memory in which the ferro-
electric capacitor is on a bulk ceramic substrate. Practicality requires a silicon inte-
grated form using a thin-film ferroelectric capacitor with adequate polarization-
dependent photovoltaic response; additionally, electrodes must be sufficiently
transparent to transmit the required optical flux. In this respect, there is a lack of
sufficient experimental data available; also the photovoltaic behavior of the thin
films differs considerably from that of the bulk ceramics used in most previous
studies of the photovoltaic phenomenon in ferroelectrics. The behavior in films is
not presently well understood.

We have proceeded therefore to further investigate photovoltaic phenomena in
ferroelectric films. In this paper, we describe an experimental investigation of pho-
tocurrents from two different lead-based perovskite oxide films, particularly under
conditions of polarization reversal. We discuss a possible mechanism that explain
the photovoltaic currents, describing a model which yields an internal potential
distribution following polarization reversal and from which the source of the cur-
rents and their time dependence can be understood. We discuss potential applica-
tions of the polarization-dependent photovoltages to memory and processing.

2. Photovoltaic Phenomena in Ferroelectrics
Anomalous steady-state photovoltages, dependent on remanent polarization,

are well known in bulk ferroelectric ceramics; they are also found in ferroelectric
single crystals.6-10 The photovoltages are considered anomalous because they cannot
immediately be ascribed to an ordinary photovoltaic mechanism, such as band
bending at metal contacts or the Dember effect; both these mechanisms are photo-
effects where the open-circuit photovoltages (photo-emfs--electromotive forces) are
limited to the potential difference across the band-gap (about 3 V in the lead-based
perovskites). Photo-emfs in ferroelectrics, however, often exceed the bandgap poten-
tial difference, with steady open-circuit voltages observed exceeding even 1000 V
across illuminated bulk ceramics and single crystals. The phenomenon producing
the emfs in single crystals is thought to be a true bulk effect, which is produced by
free carriers from localized staites in the presence of microscopic asymmetry at the
absorbing centers.8' 9 In the ceramics, however, the high-voltage emfs are thought
more likely to result from a series summation of emfs originating at the boundaries
of the ceramic grains. The grain boundary mechanism is thought to be a surface or
contact effect, as in the ordinary photovoltaic mechanism. 9,16

Photovoltaic currents are also seen in ferroelectric thin films.1i 3 The effect in
the films appears to be a surface or contact phenomenon, as in the ceramics, rather
than a true bulk effect, as in some monolithic crystals.
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3. Experimental Studies of Photovoltaic Currents
In our experimental study, we used two different sol-gel process lead-based

perovskite films:17 a lead zirconate-titanate (PZT) film with a 53/47 zirconium-
titanium composition ratio and a lead titanate (PT) film. The films were on plati-
num-coated silicon wafers. Thin-film capacitors, 150 x 150 jim square, were formed
by sputter-depositing top platinum electrodes using a micromachined silicon
shadow mask.' 8 The electrodes were thin (about 200 A thick) to allow transmission
of illumination. Contact to top electrodes and the base electrode was made with
probes (fig. 1), using a probe station. Light from a mercury arc lamp passing through
the central port of the trinocular probe station microscope illuminated the capaci-
tors. The electrodes transmitted typically about 15 percent of incident illumination.

The illumination could be filtered with a glass absorption filter placed in the
optical train; the filter transmitted wavelengths in a band between 320 and 390 nm.
By taking into account the filter attcnuation, one sees that photovoltaic currents
result almost exclusively from this near-ultraviolet band of wavelengths. This is
heavily absorbed light from absorption edge wavelengths (about 370 nm in these
lead perovskite oxides). The illumination intensity of filtered light at the ferroelectric
film surface after it passed through the electrode was typically about 2.4 mW/cm2.

The top electrode (fig. 1) was connected to ground through a 50-0 resistor.
Voltage pulses at V, switched the remanent polarization of the capacitor. The lower
electrode was connected to ground through a chosen resistance between 106 and 10"
0. It was also connected to the input of an electrometer amplifier; the output of the
electrometer went to a chart recorder.

The photovoltaic current flowing through the output resistance is the voltage at
the electrode divided by the resistance to ground. Photovoltaic currents were inde-
pendent of the load resistor and proportional to the illumination intensity for lower
resistance values (short-circuit currents). There was thus a characteristic open-circuit
voltage. Current outputs were a function of load resistance, as would be explained
by an equivalent circuit like that seen in ceramics 6,7 in which the emf appears in
series with a photoresistance. This was only approximately so; there were clear
indications that the photoresistance depended weakly on the direction of the photo-

V, hu
Figure 1. Arrangement for ..FM V
contacting capacitor elec- m
trodes to switch remanent
polarization and measure 107
photovoltaic currents. 50 Q
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emf. The values of the steady open-circuit voltage and short-circuit current differed
for the two films; these are shown in table 1.

The results shown in table I are steady values for saturation negative polariza-
tion and unfiltered mercury arc illumination. Introduction of a Corning CS 7-39 2-
mm-thick filter, with a filter factor of about 0.5, reduces the illumination intensity to
2.4 mW/cm2 of absorption edge illumination. The short-circuit current is also re-
duced by about 50 percent; the open-circuit voltages are just marginally reduced. It
thus appears that the photocarriers are generated largely from absorption edge
illumination.

The photovoltaic currents from the PT film were more than an order of magni-
tude greater than those from the PZT films; the open-circuit voltage was somewhat
less. A factor contributing to this result (which is similar to what is observed in
ceramic materials) may be the higher remanent polarization of the lead titanate. 10

The steady values in tab!e I were characteristic not only of the saturation negative
remanent polarization, but also of the capacitors in the as-fabricated state before a
switching voltage was applied. This implies that the as-fabricated capacitor was in a
saturation negative remanent polarization state.

Results for photovoltaic current versus time during and immediately after the
polarization was switched with the capacitor illuminated are shown in figure 2 (PZT
film) and in figure 3 (PT film). The switching pulses were ±8 V and ±10 ms long.

There is characteristically an initial state photovoltaic current. When a positive
switching pulse is applied, the photovoltaic current increases markedly; this peak
current then decays rapidly to a new steady value. Switching the polarization again,
with a pulse of the opposite polarity, produces a second, oppositely directed peak
current. This negative peak current again decays quickly to a second steady-state
value.

The steady values of photovoltaic currents after switching are shifted with
respect to the values before switching. The currents are not shifted in a symmetric

Table 1. Open-circuit voltage and short-circuit
current for unfiltered mercury arc illumination of
44 mW/cm2 after transmission through electrode

Note: values are for saturating negative remanent
polarization.
Sample Open-circuit Short-circuit

voltage (V) current (nA)
PZT (53/47) -0.52 -0.45
PT -0.30 -7.5
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Figure 2. Photovoltaic current as a function Figure 3. Photovoltaic current as a function
of time for illuminated capacitor upon of time for illuminated capacitor upon
polarization reversals. Film is 0.26-jgm-thick polarization reversals. Film is 0.35-pim-thick
53/47 Zr/Ti ratio PZT, with (a) positive PT, with (a) positive pulse applied and (b)
pulse applied and (b) negative pulse negative pulse applied.
applied.

way with respect to zero current; the asymmetry is the result of a constant photovol-
taic current component that is independent of the direction and magnitude of the
switched polarization. The polarization-dependent shifts are linearly proportional to
the pulse-induced change in remanent polarization.12

The magnitude of the change in the steady photovoltaic current after polariza-
tion reversal decreases slowly with time, decreasing linearly with the logarithm of
elapsed time. Figure 4 shows the slow logarithmic portion of the decay for the PT
film, where the remanent polarization had been switched to saturation positive
(curve 1) and saturation negative (curve 2) levels with multiple 100-ms 8-V pulses.
The dashed line represents the current before any pulse is applied and is the polar-
ization-independent current. We note that the currents for positive and negative
polarization are roughly symmetric with respect to this level.

4. Mechanism for Photovoltaic Currents
There are several possible sources for the component of the photovoltaic current

that is independent of both the direction and magnitude of the remanent polariza-
tion. These include the contact potential at the metal/ferroelectric interface and
other interface potentials-for example, potentials resulting from charge accumu-
lated in surface states.19 These potentials would be expected to produce fields of
opposite polarity on opposing surfaces. They are a possible source of thin surface
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layers on ferroelectric crystals and ceramic grains (Kanzig exhaustion layers2"),
where high fields from these potentials might be expected to polarize the material
and saturate the dielectric susceptibility. These fields might also be expected to
prevent polarization reversal in the surface regions. Photovoltaic currents produced
as a result of such surface space-charge fields might be expected at first observation
to cancel each other. The photocarrier-generating illumination is, however, strongly
absorbed and creates more carriers at the top interface than at the substrate electrode
interface. The potentials then act on unequal charge densities, and there is a flow of
current.

We now consider a mechanism for the rapidly decaying transient photovoltaic
current initially present after switching and the final polarization-dependent steady
current that follows. We believe that both current components (the rapidly decaying
initial current and the slowly decaying steady current) result from a time-varying
potential distribution within the film, which is produced as remanent polarization is
screened by mobile charges generated by the illumination. These charges move to
screen an initial depolarization'field.

If all the compensating charge hypothetically is distributed in a plane exactly
coincident with the plane of the polarization discontinuity, there is no field within a
film. If the termination of the remanent polarization is separated from the compen-
sating charges (which might occur if the compensating charge were on the elec-
trodes and there were a nonswitching surface layer), there is then a non-zero poten-
tial distribution within the film.16,21 The fields from such a potential distribution can
be expected to generate photovoltaic currents; the polarity of these photovoltaic
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currents will depend on the direction and magnitude of the remanent polarization.
We consider a simple model in which the polarization switches within the bulk of a
film, but not in thin surface layers.

5. Potential Distribution in Films due to Nonswitching Surface Layers
The initial potential distribution in the film after polarization reversal is calcu-

lated in terms of the parameters of a simple model (fig. 5a) of a thin film with con-
ducting electrodes.

The polarization may be reversed only within the bulk of the film in the region
of thickness L, but not in the surface regions of thickness s (the surface regions may
be polarized, but the polarization is not reversible). After polarization reversal there
is a large depolarization field -Ps/OECB from the reversed bound charge "B = Pe
where E0 is the permittivity of free space. The depolarizing field is compensated
initially by charge on the electrodes (by conduction through the pulse generator
output impedance). The resulting potential distribution (fig. 5e, curve 1) is calcu-
lated from Gauss's law; we have assumed that the median potential is always zero

/ +

Figure 5. Model for thin L
film: (a) Structure of film of + -
thickness 2s + L; remanent +
polarization is P., surface + PS -
layer thickness s, surface
layer relative dielectric (a)
constant -., and film bulk
relative dielectric constant
eB" Examples of possible + OB . OB +8 .
distributions of compensat- -Z B+
ing charges which screen + + +
polarization (b) on elec- + -+
trodes, (c) uniformly +
distributed in surface + ÷
layers, and (d) near discon- 4-

tinuity in polarization. (b) (c) (d)
(e) Potential distribution 0,
from charge distribution b
and 02 from distribution c
(uniform within surface
layer). 2

(e)
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from symmetry considerations. The potential has a maximum and minimum at the
surface layer-bulk interfaces whose magnitudes are

s 5  (1)
e'o-B 1+ -E• )

Brody and Crowne16 previously calculated the potential difference across a
surface layer of thickness s for the case of shorted electrodes and compensating
charge uniformly distributed within the layer (fig. 5c). In this case, the potential
distribution across the surface layer has a different form (fig. 5e, curve 2), with a
maximum and minimum of half those calculated for the case in which the entire
screening charge is confined to the electrodes (curve 1). If the screening charge is not
uniformly distributed within the layer, but confined only to a narrower region very
close to the polarization discontinuity, then the potential drop across the bulk is
further reduced, approaching the zero potential everywhere. That is the case only
for the screening charge precisely juxtaposed on the termination of the polarization
vectors.

When the screening results from equilibrium carriers, the maximum potential
drop across the surface layer is limited to the bandgap potential difference.22 Be-
cause of the low conductivity of the perovskite oxides, the time constant for such
screening may be long.

The effect of a nonequilibrium carrier density produced by illumination
(photocarriers) on the potential distribution can now be used to explain the photo-
voltaic currents from the film capacitor. The proposed mechanism is the same as that
used to explain photo-emfs across ceramic grains.16 The photocarrier density created
by the strongly absorbed bandgap illumination is assumed sufficient to screen the
relatively weak field within the bulk but not the strong fields in the surface regions.
Figure 6 shows the open-circuit potential distribution which results from such
screening when the compensating charge is confined to the electrodes.

A -- S --0-1- L r. S Figure6. Open-circuit potential
TV _ distribution in illuminated

film. Voltage difference across
-- film is 8V = 21. This is for

case where charges compensat-
ing polarization charge are
restricted to electrodes.
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In this proposed explanation for the photovoltages, an initial potential distribu-
tion in the dark after a polarization reversal (shown in fig. 5e) produces no voltage
across the electrodes, even when the circuit is opened. The screening length in the
dark is very large (because of the very small number of equilibrium carriers), and a
potential drop exists across the bulk, which cancels the potential drop across the
surface layers. Illumination produces photocarriers which screen the relatively weak
internal fields due to the potential drop across the bulk, leaving only the high sur-
face fields due to the potential drops across the surface layers. If we assume that the
charge distribution is unmodified by the capacitor being shorted, then the short-
circuit current is the drift current in the open-circuit potential. For a simple photo-
resistance in the bulk, the voltage V, across the resistive load RL is given in terms of
the open-circuit voltage and the photoresistance RPh by

VM= R (2)

"Ph +1
RL

A screening length (Debeye length) for nonequilibrium carriers' 9 is given by

LD= 2(3
; e (no + po)

If the screening length is less than the characteristic length of the potential varia-
tions, those potential variations and the resultant fields are essentially eliminated.
The screening length for the bulk thus must be significantly less than the thickness
of the bulk portion of the film.

For the screening length to be less than 0.1 gm requires a carrier density, no + Po,
of 1.1 X 1017 cm-3 for the PZT film and of 1.7 x 1016 cm 3 for the PT film using the
bulk values for the dielectric constants, Er = 800 for the PZT film and Er = 120 for the
PT film. The values of carrier density could be obtained from carrier lifetime, quan-
tum efficiency and absorption depth;2 3 there is presently, however, only limited
information on this topic and only for the perovskite oxide BaTiO 3.24,25 However, the
above values are reasonable numbers for photogenerated carrier densities.

The time dependence of the polarization-dependent photovoltaic currents
originates, we believe, in the following way. The initial peak photovoltaic current
results from illumination-generated charge screening the potential across the bulk of
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the film. The potential distribution in the dark is that resulting from an initially
charge-free surface layer. The switched polarization is screened by charge entirely
confined to the conducting electrodes (see fig. 5b and the potential distribution
curve 1, fig. 5e). This current decays because the potential difference across the gap
producing the current is reduced as mobile charges created by the illumination are
attracted to and populate trap sites within the surface layer (fig. 5c, 5d). The result is
a final almost steady equilibrium potential distribution, where the charge compensa-
tion or screening is from trapped charges distributed within the surface regions (fig.
5c, 5d, and potential distribution curve 2, fig. 5e). The fields across the surface layers
drive the photovoltaic current, and as these fields decrease, the current decays. This
accounts for the rapid decay in the photovoltaic current. The potential distribution
now approaches a steady state. Fields from the steady-state distribution drive a
steady photovoltaic current. The slow decrease in this current, which follows lin-
early the logarithm of elapsed time (fig. 4), appears to be a result only of a slow
decay in the remanent polarization. The surface layer fields and the photovoltaic
currents that they drive decrease in time, because the remanent polarization is
slowly decaying.

The possible mechanism for the decay of remanent polarization includes the
action of transverse stress, or the action of the residual field in the bul'k region caus-
ing a slow depolarization. The bulk depolarization field, we note, is measured sim-
ply as the open-circuit photovoltage divided by the film thickness.

6. Calculation Estimating Surface Layer Thickness and Internal Fields
We have assumed in the discussion that the surface layers are very thin in

comparison to the thickness of the film. We can use equation (1) to obtain an esti-
mate of the surface layer thicknesses that are consistent with our assumption of
photo-induced nonequilibrium carrier screening and the measurements ot photovoi-
taic current. The value 0 is in principle the photo-emf that appears immediately after
an illuminated capacitor is switched. It cannot, however, be obtained directly from a
measurement of open-circuit voltage, because the time required to charge the ferro-
electric capacitor under open-circuit conditions exceeds the decay time of the initial
photovoltage. Instead, we estimate this value from the easily measured steady
photovoltage and the ratio between the peak photovoltaic current and the steady
photovoltaic current. Because the emf and currents are proportional, the initial
photo-emf is the ratio between the initial and steady photovoltaic currents multi-
plied by the steady open-circuit photovoltage. We also use the value of the film
thickness and estimates of the dielectric constants in bulk and surface. Using bulk
ceramic values for the dielectric constant in both the film bulk and in the film surface
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layers, we find that in the PT film the surface layer is 11 A thick and in the PZT film
it is 75 A thick. The surface layer thickness depends on the estimate of the surface
layer dielectric constant, which can be expected to be reduced by the saturating
effects of the high fields in the surface region. Assumptions of lower surface layer
dielectric constants will reduce the calculated thicknesses. The surface region fields,
Es = .m/s, are thus very large: they considerably exceed coercive fields for these
materials and may be expected to produce oppositely directed remanent polariza-
tions in the surface regions, which cannot be switched.

7. Potential Application to Nonvolatile Nondestructive-Readout RAM
and to Multiplicative Processing

Because the photovoltages from the ferroelectric film capacitors are strongly
dependent on remanent polarization, with the photovoltages shifting when the
polarization is reversed, they may be applied to nonvolatile nondestructive-readout
RAM. We note that although the shift in photovoltage initially decreases rapidly, the
direction of the shift depends only on the direction of the remanent polarization
change. Thus the photovoltage could be applied to the gate of a FET to modulate the
channel current,14,15 and we could depend on the direction of the shift in the photo-
voltage with polarization reversal to cause an increase or a decrease in the channel
resistance. This change would then be used to ascertain the memory state, as in the
ferroelectric FET concept.5

Such a steady portion of the photovoltages on the gate can be expected to re-
main constant, decaying only as the result of a slow loss of switched remanent
polarization due to aging, as in the case of the PT film (fig. 4). The retention loss in
the PT film is clearly abnormally high; retention loss for other compositions can be
expected to be less.

Producing the voltage on the gate requires that the ferroelectric capacitor charge
to its open-circuit voltage as the result of illumination. For a given illumination
intensity, the capacitor will charge in a time that is independent of its size. The
internal photoresistance is inversely proportional to the capacitor area, and the
capacitance is directly proportional to the capacitor area; the result is an RC charging
time independent of area. This charging time is simply the product of photo-
resistivity and dielectric constant. For the lead titanate film illuminated at 2.4 mW/
cm 2, the charging time is about 3 ms. The charging time for the PZT is much larger,
because of the higher photoresistivity and larger dielectric constant. The calculated
value is 160 ms. We note that a thin-film capacitor of very small size will charge the
very low gate capacity of a FET to the open-circuit voltage at a rate given by the
calcu'lated RC time. Only for very large gate capacitance will the capacity of the gate
load the charging circuit and decrease the charging time.
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Once charged, the voltage on a gate need only be maintained by sufficient
current to compensate for leakage, and once the gate is charged, channel current can
be interrogated at any time to reveal the polarization state of the ferroelectric capaci-
tor.

It is not necessary to wait for a capacitor to charge before reading during high-
speed read/write applications, if cell circuitry is used in which the write pulse
simultaneously switches the polarization and charges the gate.15

We now note that the switched short-circuit photovoltaic current depends
bilinearly on the switched remanent polarization and the illumination intensity. This
makes possible another application, in addition to nonvolatile nondestructive-
readout RAM. This application is an analog multiplicative processor, in which one
factor in a product is partially encoded remanent polarization and the other is illu-
mination intensity. Such multiplication can be used, for example, in image correla-
tion 26 for image recognition.

Acknowledgements

We thank Dr. S. Bernacki of Raytheon Corporation and Dr. S. W. Dey of Ari-
zona State University for providing the films used in this study.

References
1. J. F. Scott and C. A. Paz de Aroujo, Science 240 (1989), 1400.
2. J. M. Benedetto, R. A. Moore, F. B. McLean, P. S. Brody, and S. K. Dey, IEEE

Trans. Nucl. Sci. 27 (1990).
3. J. T. Evans and R. Womack, IEEE 1. Solid State Circuits 23 (1988), 1171.
4. See for example, H. M. Duiker et al, J. Appl. Phys. 68 (1990), 5783.
5. S. Y. Wu, IEEE Trans. Electron Devices, ED21 (1974), 499.
6. P. S. Brody, Solid State Commun. 12 (1973), 673.
7. P. S. Brody, Solid State Chem. 12 (1975), 193.
8. A. M. Glass, D. von der Linde, and T. J. Negran, Appl. Phys. Lett. 25 (1974), 234.
9. V. M. Fridkin; Photoferroelectrics, Springer Verlag, New York (1979), p 103.

10. K. Uchino, Y. Miyawaza, and S. Nomura, Jpn. J. Appl. Phys. 2 (1982), 1671.
11. V. S. Dharmadhikaru and W. W. Grannemann, 1. Appl. Phys. 53 (1982), 1671.
12. P. S Brody and B. J. Rod, presentation at the 3rd International Symposium on

Integrated Ferroelectrics, Colorado Springs, CO, 1991, preprint HDL-PP-NW-
91-4; available from the authors (to be published in Proceedings).

13. S. Thakoor, A. Thakoor, and S. Bernacki, presentation at 3rd International
Symposium on Integrated Ferroelectrics, Colorado Springs, CO, 1991 (to be
published in Proceedings).

187



BRODY, BENNETT', ROD

14. P. S. Brody, Appl. Phys. Lett. 38 (1981), 673.
15. P. S. Brody and E. Katzen, Nonvolatile Memory with RAM Capabilities and Intrin-

sic Radiation Hardness, Harry Diamond Laboratories, HDL-TM-82-14 (1982).
16. P. S. Brody and F. Crowne, J. Electron. Mater. 4 (1975).
17. K. D. Budd, S. K. Dey, and D. A. Payne, Br. Ceram. Soc. Proc. 36 (1985), 107.
18. B. J. Rod, Preparation of Ferroelectric Samples for Electrical and Radiation Character-

ization Studies, Harry Diamond Laboratories, HDL-TM-91-14 (1991).
19. M. Many, Y. Goldstein, and N. B. Grover, Semiconductor Surfaces, North Hol-

land, Amsterdam (1965), pp 5, 157.
20. W. Kanzig, Phys. Rev. 98 (1955), 549.
21. P. Wurfel and I. F. Batra, Ferroelectrics 12 (1976), 55.
22. G. M. Guro, I. E. Ivanchik, and N. F. Koutonyuk, JEPT Lett. 5 (1967), 5.
23. S. M. Ryvkin, Photoelectric Effects in Semiconductors, Consultants Bureau, New

York (1969), pp 1-18.
24. M. Cardona, Phys. Rev. 140 (1965), A651
25. H. Tredgold, Space Charge Conduction in Solids, Elsevier (1966), p 79.
26. P. S. Brody, Photovoltaic-Ferroelectric Correlation Devices, U.S. Patent 4,126,901

(1978).

188



BROWN

Scene Segmentation and Definition for Autonomous Robotic Navigation
Using Structured Light Processing
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1. Introduction

Substantial research has been directed toward the application of machine vision to the problem
of the guidance of robots and autonomous vehicles along pathways that are not previously designated
by special markings of some kind [1-3]. The primary function of the machine vision system is to provide
the autonomous robotic navigation system with information describing the location and description of
the pathway in front of the vehicle. Color, and its closely associated gray level contrasts, is a commonly
employed method of obtaining pathway location, however, during off road navigation, many instances
can be imagined where the color of the pathway differs little from that of the background. In these
situations, the three dimensional (3-D) texture, or change in shape, in the scene must be sensed by the
visual system, and a region of low texture is designated as pathway, and high texture as background.

Stereo vision employing two video cameras, closely models the human vision system for sensing
the 3-D characteristics of a viewed scene. However, the processing is complicated by the problem of
determining pairs of corresponding points in the two images. Researchers have investigated replacing
one of the cameras by a structured light source, such as projected lines or a grid, for autonomous
vehicular navigation [1], and this configuration is becoming commonplace in industrial machine vision
applications [4]. First, the correspondence problem is eliminated because each element of the structured
light is projected at a known angle and sensed as a definable spot or shape in the camera image. Second,
only the image of a single video camera needs to be processed.

Additional advantages are realized if a laser is used as the projection source. A laser is a highly
collimated, high power source. Therefore, the portions of the scene illuminated by the laser contrast
well with portions not illuminated. Because the laser is also monochromatic, narrow band optical
filters can be employed to enhance this contrast. Therefore, laser projected structured light yields
an image which is easily thresholded for further processing. The thresholded image then becomes a
binary, two dimensional (2-D) representation of the 3-D texture in the scene, which is then conducive
to simplified regional processing to segment the image based on the 3-D texture.

The real advantage of this processing method is that critical processing parameters are defined
in terms of 3-D scene measurements, but processing is accomplished almost entirely in 2-D, thus greatly
I:'rplifying the processing. For example, acceptable vertical pathway texture should be something less

L. n vehicle ground clearance. Given predefined sensing system parameters, such as camera location
and lens focal length and laser location and scan angles, these scene measurements can be projected
into the 2-D processing plane and stored in a look-up table to facilitate processing.
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Figure 1: 3-Dimensional geometry

When autonomous vehicles are navigating along predefined roadways, it is a reasonable as-
sumption that the grade and cant of the roadway will not exceed the vehicle's capabilities. However,
with off-road navigation or planetary exploration, no such assumption can be made concerning path-
ways chosen by tte autonomous vision system through an unstructured environment. Therefore, the
vision system must also have the ability to define the 3-D characteristics of the chosen pathway to
determine its acceptability. Further processing of the image of a structured light grid, projected on
the scene ahead of the autonomous vehicle, can accomplish the required pathway definition. Thus,
this method may provide a valuable augmentation to present autonomous vehicular vision systems to
accomplish the difficult task of off-road navigation or planetary exploration.

2. Background

Examination of Fig. 1 demonstrates the geometric principles upon which the scene segmen-
tation method is based. The camera image of a horizontal scan line changes in response to the 3-D
texture of the scene. The 3-D texture of the pathway differs greatly from that of the background in
the scene, with the pathway texture being considerably more fine and regular. Therefore, the shape
of the grid lines varies significantly between the pathway regions and background regions of the im-
age. The application of the above descriptions of image texture and the accompanying segmentation
methods provides a first order processing method to identify the pathway boundaries for input to a
route planner for an autonomous robot or vehicle.

If adequate geometric parameters are known about the structured light projection and the
camera sensing system, then the 3-D characteristics of the scene can be determined (5]. The camera
focal point can be chosen as the origin, with the laser scanner focal point at (xi, yl, zi). The laser
scan rotation angle (01,) and vertical projection angle (01,) are known, and the camera image location
(xi, f1, zi) is calculated based on the previously described camera calibration. The coordinates (z, y, z)
of the laser spot in the scene can then be derived by calculating the point of intersection of the camera
ray:

Sy z()

Xi• :- T1 -Zi 1

with the laser scanning plane:
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1 = (2)
Zo Yo Zo

where the planar intercepts are:

Zj

xo x, + yitan(0C )sin(tC ,) + a ) (3)

x/ansi .+)

Yo = +an(4Y)+ (4)

=o x=tan(1,t) + yitan(ýt,)cos(01,) + Zj (5)

Solving for x, y, and z yields:

= t ft (6?

The laser scanner traces an approximately parallel grid on a planar surface normal to the
projection axis. This is an essential characteristic of the horizontal scan lines, so that the segmentation
procedure can be based on the detection of straight lines in the camera image. Also, the laser horizontal
projection angle is not needed to derive the 3-D coordinates of the point in the scene, therefore vertical
scan lines are not required in the structured light grid.

Each scan line is formed as the laser beam sweeps through a plane in space. The vertical
projection angles associated with each horizontal line on the structured light grid are those corre-
sponding to the horizontal planes swept by the laser beam as it traces the grid lines. As long as the
grid scanning remains unchanged, a look-up table method can be utilized to obtain the laser vertical
projection angle and rotation angle corresponding to a particular grid line of interest. In addition,
the camera image location as shown in Fig. 1, is calculated based on a previously derived camera
calibration and the location of the pixel in the camera image.

Utilization of extracted 3-D information from a scene to determine surface contour can be
accomplished [6], and this becomes a valuable consideration in off-road autonomous navigation. Be-
cause a path for travel is desired, a significant concern is the planar content of a possible path. As
explained previously, it is possible to stereoscopically locate various points throughout a surface of in-
terest. Restricting interest to surfaces of a single planar orientation suggests that a collection of points
residing on a surface can indicate the planar nature of that surface. It is likely that stereoscopically
extracted points are not coplanar; thus, a description of the surface requires that a plane of best fit be
determined. This can be accomplished by implementing a mathematical minimization technique (see
Appendix), with the assumption that the surface under analysis consists of a single plane.
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Figure 2: Image field, II, M)

3. Image Analysis

The captured video image of structured light horizontal grid lines represents a two-dimensional
grey level image field denoted as: a(jl, j2), where Ji and j2 are the horizontal and vertical spatial indices
of each pixel in the field, and a(il,j2) is the grey level at that spatial image location. Because all
desired information in the image is given by the fact that pixels are either illuminated by laser light
or not, a binary image is desired to simplify further processing. As explained in the introduction,
the image of the structured light is easily thresholded because of the high power density of laser
illumination. The resulting binary image field is denoted as t(jt,j_), (see Fig. 2).

A. Extraction of Processing Subregions

The 3-D texture in the scene is represented by the 2-D shape of the images of the laser lines.
Therefore, considerable reduction in processing can be accomplished by only processing subregions of
the image containing the laser lines.

The 3-D texture of regions in the scene is proportional to the spatial deviation of the image of
the structured light grid lines. Pathway determination amounts to detection of lines in the thresholded
image field. Line detection is accomplished by means of the Hough transform by mapping each image
point into a parameter space based on the linear equation j2 = aij + b where J 2 is the vertical index,
j, is the horizontal index, a is the slope of the line, and b is the vertical intercept [7]. Alternately, the
transformation can be based on the normal form of the linear equation, j, cos 0 + j2 sin 0 = p, where
p is the normal distance from the origin to the line, and 0 is the angle from the horizontal axis to the
normal to the line [7]. Acceptable pathways differ little from level, therefore, the grid line images are
near horizontal, and the range of slopes of the lines is small and close to zero. Therefore, the Hough
transform based on the linear equation j2 = aj, + b is appropriate and more computationally efficient.

The Hough transform maps every white (binary pixel value of 1) image pixel into a line in
the (a, b) parameter space output of the Hough transform using the equation bh = j. - ahji. The
range of slopes corresponds to acceptable pathway cant, thus excluding pathways with excessive cant.
The range of slopes is quantized and sequenced, forming a line in the (a, b) plane corresponding to the
(jil, j2) image spatial coordinates of each white pixel in the image field. The Hlough transform output

192



BROWN

]Subfield t1

S..-....,~

I Subfield thm.x

Figure 3: Subregions denoted on image field, *(z, M_)

1 1____________ line tL

h

line tp
h

Figure 4: Image subfield, th(il, i2)

of a complete image amounts to the addition of the lines associated with each white image pixel. Peaks
in the Hough transform parameter space, formed at points where many of these lines intersect, denote
strong line tendencies in the image field, t(j1 , j2 ). Parameter space coordinates (ah, bh) are associated
with each peak denoting a line with slope ai, and intercept bh in the image field [11].

Image subfields are then extracted from the image field (see Fig. 3) where the center line (t')
of each subfield, th(il, i2 ), corresponds to the mapping: i1 = j, and i2 = ahjl + bh, (see Fig. 4). Image
lines of slope ah are now horizontal in the subfield, th(il, i2 ). Each subfield is 2p + 1 image lines high,
such that eachline (ti) in a subfield (th) corresponds to the mapping:

i =jl andi, =ahjl+b,+1, -p<l<p. (7)

B. Morphologically Based lmage Segmentation

The extraction of information from the structured light image involves detection-of the image
location of a definable shape, such as a contiguous line for sensing texture. Morphology involves the
design of an operator to sense this definable shape E8), and therefore is well suited to this application.
Morphology is also very computationally intensive. However, because of its wide general applications,
hardware implementations of morphological operations are being designed. The increased speed of
these implementations makes the use of morphology very attractive for this application.
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The autonomous vehicle application requires that only regions of two textures be identified;
the low texture pathway region, and high texture background. Detection of the pathway within the
image subfield can now be viewed as an image filtering problem. The continuous line image across
the low texture pathway region can be treated as the object of interest, whereas the broken portions
of the line across the background regions appear as noise. Pathway detection amounts to filtering the
noise while accurately preserving the edges of the object. A ranked order filter is chosen because it is
particularly effective in a situation where the noise consists of strong impulses, such as the broken line
clusters encountered in the background regions, and where the image characteristic to be preserved is
object edge sharpness [9,10].

A morphological window operator is defined where M is the width of the window in pixels,
and is odd, and N is the height of the window in image subfield lines (see Fig. 5). These parameters
are established in scene dimensions based on vehicle and scene characteristics. For example, the height
of the operator projected into the scene should equal the acceptable texture height in the scene, which
should be something less than the vehicle ground clearance. The projected operator width should be
greater than the widest unacceptable continuous plane in the scene (i.e. width of a large tree, leaf, or
stone).

The relationship of operator parameters, as defined in the scene, to their projection into the
image plane is illustrated in Fig. 6. The values of these projected parameters in the image plane are
functions of a laser plane and location in the image; however, all of these parameters can be calculated
in advance and stored in a look-up table. For each laser plane, it is possible to determine in advance,
the required operator sizes at every pixel in the image. Fig. 6 depicts the process used to determine
operator size at a particular pixel, for an arbitrary laser plane. The scene coordinates of the point,
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(z, y, z), where the ray extending from the focal point through the image plane intersects the laser
plane, can be obtained using Eqns. i through 6. The actual coordinates of the pixel of interest,
(x,,fl, zi), are determined utilizing the results of a camera calibration. Definition of the acceptable
texture height, H, and widest unacceptable plane, having a width of IV, occurs in a plane, containing
the scene point, (x, y, z), that is parallel to the xz-plane. With the operator parameters defined in the
scene, calculation of the operator size in the image plane is accomplished using the equations below.

wW :2+ Y2 + z 2  (8)

h = ~ r I ~(9)
:2ý? 12 + ,y2 + Z2 (9

Subsequently, the height and width of the image plane in actual units, hi and w,, and in pixels,
J1 and J2 , are utilized in determining operator size in pixels, as given in the following equations. Note,
however, that the resulting operator height and width, N and IL respectively, are quantized to whole
pixel values, thus, a particular size operator is often applicable to large regions of the image.

Al = -- i (10)
Wi

N h (11)

The window operator is translated throughout the image subfield. The location of the window
(io, 10), where i0 is the horizontal window center and i0 is the top line, is described by:

WV [th(i1, i2); iO;/0] = {t'(ii) : i0 - < ii _< io + -v-;I = lo, lo + N - 1 (12)

A ranked order filtering operation is performed at each window location, resulting in a mapping
of each image subfield, th(il, i,), to a filter output subfield, Zh(i', i4). Each pixel in the filter output
subfield corresponds to the filter output:

Xh(i',i') = RankT [th(ii,i 2 ) E WhV[io, 10]] (13)

where the RankT operation consists of ordering the pixel values within the filter window from 1 to 0
and choosing the pixel value at the rank corresponding to the threshold T. Thus, if T or more pixel
values are 1, the filter output is 1. The value of T is related directly to the operator width such that
a near continuous line across the operator is detected.

The filter output subfield (Fig. 7) is then compressed vertically into a single line, yh(it),
corresponding to the image field spatial location of the Hough transform extracted line, th(il), where:

•2p-N+2(it \

Yh(i') = Ma!a[x~o(i'), x:(i'l). ...... N 2  (14)
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Figure 7: Filter output subfield, zh(i•, i 2 )

Although the ranked filter preserves the pathway edges, or ends of the pathway lines, the
filtering operation erodes M/2 pixels from each end of each line and both sides of any breaks in the
lines. Restoration of eroded pixels is accomplished by morphological dilation, which is a transformation
that combines two sets using vector addition of set elements. If A and B are sets in Euclidean N-space
(EN), the dilation of A by B is denoted by A E B and defined by [11]:

A EB= [cEE c=a+bfor some aEAandbEB] (15)

The vertical compression of the filter output subfield into a single line (Yh), results in the
dilation needing to be performed only in the single horizontal spatial dimension, therefore, N = 1 in
the above definition. Each of the resulting filtered, compressed lines is then dilated with an M by 1
structuring element, B:

yi)= yh(i') E B (16)

The dilated line segments, yh(i'), overlay the region of low texture pathway crossed by the structured
light horizontal grid line, and the left and right end points, yh(il) and yV'(il,.), of each line segment
correspond to the left and right boundaries of the pathway in image subfield coordinates.

These end points, yh(iii) and yh(il,), are then mapped to their corresponding image coordi-
nates, ahl(jg, J2g) and ah(jlr,j2,r), using the transformations:

Ji = il and j2 = ahil + bh (17)

The points, ahI(jlt,jh1) and ahr(jlr,j2r), constitute a pathway boundary point pair which, when
combined with all other such pairs (h = 1 to hAgAx), defines the pathway location in the image field
quantized corresponding to the number of horizontal structured light grid lines.

In practice, pixels are not extracted from the image field and placed in a new location and
orientation. Instead, the window operator is structured with slope ah and translated through the
image field, (jl, j 2 ), along lines parallel to the line j2 = ahjl + bh. The output of this process is a
boundary point pair detected at each horizontal laser line image location. Connecting all of the left
pathway boundary points with straight line segments, and all of the right points in the same manner.
yields an image of the estimate of the pathway boundaries.

C. 3-D Point Extraction

Image segmentation utilizes only part of the information obtainable from the structured light.
The discrete horizontal grid lines correspond to known vertical laser projection angles. As a result
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of the segmentation processing, the approximate vertical image location of each horizontal laser line
corresponds to the vertical position of the center line, t', of the image subfield, th(il, i2 ), in which it is
contained. Also, the 3-D coordinates of only the points within the pathway boundaries are of interest,
therefore an arbitrary number of image points can be chosen lying on the image subfield center line
between the previously identified left and right boundary points, ahl(ill, i2t) and ah,(ilr, i2r), in each
subfield. All points in one image subfield will have the same vertical laser projection angle.

As in the segmentation procedure described above, the chosen subfield points are mapped
to their corresponding points in the image field using the transformations shown in Eqns. 17. By
using time sequential images of single laser lines, the grid line that corresponds to each chosen point
is identified, such that the vertical laser projection angle of each chosen point can be determined.
The image coordinates, (jIJ2), of each chosen point can then be mapped to camera image plane
coordinates using the camera model and calibration described in Section 2B. The laser angle and
camera image coordinates constitute all the information required to utilize Eqn. 6 to calculate the
3-D scene coordinates corresponding to each detected point.

Once again, in practice, pixels are not extracted from the image field and placed in a new
location and orientation described as a subfield. Instead, point selection is accomplished along each line
•2 = ahjil + b5 from the output of the Hough transform, and need only occur between the previously

identified left boundary point, b,,,(j1t,j 2 1), and the identified right boundary point b,.(ji,,j 2 ,).

4. Experimental Results

A. Scene Segmentation

The experimental "autonomous vehicle", utilized to test the previously described processing
procedures, consisted of a tripod mounted video camera and a separately mounted portable holographic
laser scanner. Numerous laboratory and outdoor scenes where imaged and processed during design
and testing of the described processing. These images and the corresponding results are detailed in
[12]. Analysis of one particular full scale outdoor pathway scene yielded the images shown in Figs.
8-12. Fig. 8 is a captured video image of the uniformly lit scene containing the pathway extending
away from the camera in the y direction. The low texture path in the center of the image is nearly
the same color as its high texture surroundings and thus, when shown as a 2-D image, is difficult to
detect with the human eye or by grey scale methods. Fig. 8 also shows the preprocessed, horizontal
laser projected light grid overlaid on, and registered with, the scene image.

When the structured light horizontal grid was projected onto the scene, the laser lines became
discontinuous in proportion to the 3-D texture in various regions of the scene. As shown in Fig.
8, the laser lines became highly discontinuous over the high texture background in the scene and
remained fairly continuous throughout the lower texture pathway in the center of the scene. The
globally thresholded binary image field, i(ji,j2) shown in Fig. 9, was utilized for further processing
(image polarity has been reverscd for clarity).

To locate the laser lines in the image, the Hlough transform was performed on the image of
Fig. 9. Image subfields, shown iin Fig. 10, were then extracted from the image field where the center
line (tho) of each subfield,th(jl,j.), corresponded to a line detected by the Ilough transform. Each
subfield was five (2p + 1 with p = 2) image lines wide.
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The next goal in the processing was to eliminate the apparent image noise associated with the
high texture background while preserving the boundary information associated with the low texture
pathway. This was accomplished by using a ranked filter with an 1! by N window operator and
subfield that varied in size from image top to image bottom such that their sizes in the scene correspond
roughly to sensing 5.6cm wide by 3.1cm high along the path segment. Scaling these dimensions up to
a reasonable pathway width would correspond to a 10cm vertical acceptance and a horizontal rejection
width of 18cm. Ten cm is small, but still within a range of acceptable vehicle ground clearance, and
18cm is a reasonable largest probable unacceptable planar surface such- as a flat spot on a tree or a
flat rock.

A rank threshold equal to M was chosen because a horizontal contiguous line, with vertical
deviations not exceeding N pixels, contained within the window would illuminate at least Al pix-
els. The seven subfields, th(jl,j.), had axes aligned with the subfield's orientation yielding the new
coordinates, th(il, i2 ) where:

il = j and i2 =aahjl +bh +I,-p<!<p. (18)

In theory, all operations were performed in the (il, i2 ) plane, however in practice, all steps
were performed in the (01, jM) plane. The filter's output, x(i,, i2), could then be described by Eqn.
13, and subsequently compressed vertically as described by yh(il) in Eqn. 14. The output of such a
filter in the (Ji, M.) plane then corresponded to white pixels located along lines that had position and
orientation of the lines previously derived from the Hlough transform. Restoration of eroded pixels was
achieved by morphological dilation of all yh(i') with an M by 1 structuring element, B, as defined by
Eqn. 15. The result of this dilation is shown in Fig. 11. Using the slope and intercept information
obtained from the Hough transform, the left and right boundaries of the path at each laser line were
located by searching along each Hlough line for the farthest right and left white pixels. All boundary
points on the left side of the path were then connected, and all boundary points on the right side of
the path were connected, yielding the path outline shown in Fig. 12 overliid on the original scene
image.

B. Pathway Definition

Knowledge of the relative positions of all visual system components is a requirement for im-
plementing a stereoscopic visual system. To achieve this, a theodolite was utilized for measuring the
horizontal and vertical angles of various points throughout the neighborhood of the experimental "au-
tonomous vehicle." The additional measurement of distances, from theodolite to each point, provided
a set of spherical coordinates for each surveyed point. Visual system descriptors included in the survey
were the focal points of the laser scanner and camera lens. Eight points along the perimeter of the
pathway were also surveyed. The planar fit algorithm, described in Section 2 and the Appendix, was
applied to these points, thus providing a basis of comparison for the resulting 3-D points and planar
fit derived by the vision system.

The video camera used in all experiments was calibrated according to the procedure previously
explained. The calibration information was used to calculate the vertical and horizontal image plane
displaccrnici,ts corresponding to each chosen point. To derive the laser angles of projection, a look-up
table had been constructed as described in Section 2. This table contained the vertical laser angles
of projection for every horizontal line in the projected grid. Thus, determination of the particular
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scan line that contained the point allowed reference to the look-up table to obtain the corresponding
angular information.

After the camera image location and vertical laser projection angles of each chosen point had
been derived, scene definition could proceed. The method described in Section 2 was used to calculate
the 3-D coordinates of all the chosen points. Finally, the planar fit technique, described in Section 2
and the Appendix, was applied to the calculated points in the sample image, producing the equation
of the plane of the sample pathway as derived by the vision system. The derived equation for this
particular experimental pathway is given in Eqn. 19 for comparison with the planar fit of the surveyed
data points of the pathway which is described by Eqn. 20.

0.08x + 0.27y - 0.96z - 199.36cm = 0 (19)

0.01x + 0.23y - 0.97z - 197.94cm = 0 (20)

5. Discussion

A. System Performance

Visual examination of Fig. 12 clearly indicates that the vision system described herein is
capable of segmenting a scene in an unstructured environment into regions of background and likely
pathway. The detected boundaries are well defined and, as determined by comparison with survey
data, do coincide with the actual pathway boundaries. The output of the segmentation procedure
consists of a minimal amount of data (seven pairs of points in this case) which results in a succinct
pathway identification that will provide desirable input to a vehicular navigation system.

In addition, the consistency of Eqns. 19 and 20, demonstrates that this vision system is
not only capable of discerning the pathway ahead of the vehicle, but also is capable of locating the
pathway in 3-dimensions and defining it as a plane. Although the 4.7° angle between the normals of
the two planes appears to be significant to vehicular navigation, it should be realized that the major
contributing component is the difference in angles with respect to the x axis. This rotation is caused
by the resolution in point location as projected across the width of the pathway. The average width
of this particular pathway was 93cm, which is substantially scaled down from an expected width of
an acceptable vehicle pathway. With a 93cm base length, a 4.7o rotation can be caused by a point z
component inaccuracy of as little as 6cm. Such a vertical inaccuracy, when measurcd at a distance
from laser to path center of 830cm in the y direction, can result from an angular error on the order
of 0.40. This angular error is beginning to approach laser beam divergences and the projection angle
accuracies defined for this experiment. In addition, the 4 cm vertical displacement between the derived
and surveyed planes is insignificant in terms of vehicular navigation. In all, the pathway definition is
considered correct within the experimental constraints, and it is expected to improve significantly as
the pathway size is increased.

B. Computational Simplicity

The described segmentation and definition procedures utilize standard image processing meth-
ods, such as the Hough transform and image morphology. Very little unique processing is involved, and
therefore, the implementation of this procedure is well defined and computationally simpler than more
elaborate methods. This reduction in computational complexity should result in a substantial increase
in speed over current image segmentation methods, and should also make it possible to implement the
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unique algorithms in hardware for still greater processing speed, or on computers which could easily
be integrated into an autonomous vehicle system.

Image morphology is b,:ginning to see widespread application, and as a result, considerable
effort is being devoted toward hardware implementations that considerably increase the speed of
various morphological processes. Hardware implementation efforts are also being directed toward
the Hough transform, and this could result in substantial reduction in processing requirements and
increased computational speed.

C. Image Definition

The research described herein concentrated on a single planar fit to the region of interest in
each scene. This was done for simplicity and because of general applicability to vehicular navigation,
where it is likely that any acceptable pathway will be planar within some tolerance. In fact, this
tolerance could be used as one condition for pathway acceptability. An extension to the planar fit
method, described in the Appendix, can be utilized to determine when the region of interest in the
scene contains bifurcations requiring a multi-planar or piece-wise planar fit. This extension could
merely be a routine that decids when the eigen value associated with the best single planar fit,
described in the Appendix, exceeds a predetermined threshold for "planar". An algorithm would
then be invoked which would determine the image location of a likely bifurcation, and regions of the
pathway for two or more separate planar fits. The information could also provide input to a higher
level of processing which is capable of deciding the meaning of detected planar orientations and break
points, such as a steep slope, cliff, or wall in the pathway. Although the above described higher level
processing could be classed as artificial intelligence, and is beyond the scope of this research, it should
be noted that the methods described in this paper can provide direct interface with such processing.

D. Obstacle Location and Identification

As described in Section 2, the image of structured light responds to the 3-D shape of the scene.
The assumption was made during this research that there were no obstacles in the chosen pathway.
However, an obstacle in the pathway is simply a distortion in the 3-D shape of the pathway, and is
therefore sensed by all of the processing methods described. An additional step following the dilation
of the filtered image would be required to examine each scan line image for discontinuities that could
indicate the presence of an obstacle in the region that is about to be chosen as pathway. Pathway
select versus obstacle alert criteria would be dictated by higher level processing and control systems.

An adaptive method may be applicable whereby initial processing identifies a discontinuity
in pathway scan lines that may indicate the presence of an obstacle, and the laser scanner would
then be aimed at that area to provide higher resolution scanning for identification. The laser scanner
utilized during this research can be constructed with the dynamic capability to direct higher resolution
scanning at selected portions of the original larger scan area. The scene definition methods described
previously could then be applied to this higher resolution, small scan area to define the obstacle.

Appendix: Planar Fit

Suppose the points, (Xk, yk, zk), for k = 1,2 .... n, on a particular surface are available. Deter-
mination of the best fitting plane is achieved by minimizing the sum of the squares of the distances,
from each point, to the plane. Thc plane that is sought is described as ax + by + cz + d = 0. The sum
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to be minimized is thus
-- (axk. + byk + Czk + d)2

k=1 a 2 + b2 + C(

By requiring that the magnitude of the normal to the plane equal unity,
a 2 + b2 + c2 = 1, the process is transformed into a constrained extremum problem. Therefore, the
method of Lagrange multipliers can be applied resulting in the equation given below, where A denotes
a Lagrange multiplier.

V 1[(azk + byk + Czk + d) 21 = XV(1 - a2 - V" - c2) (22)
k=1

Subsequent expansion and manipulation of Eqn. 22 yields a system of equations that can be expressed
in matrix form as illustrated by Eqn. 23. Note that the terms Za, Ya, andza denote average values of

x, y, andz, respectively (ie. xa = p2.). Also, the multiplier, A, in the matrix equation is an eigen
value.

XkzY, k Iy., - n [ XYa YaZa bI b (23l

E~ZkZ Ey., Ykz- k aza YaZa Za c

Solution to this matrix equation consists of three eigen values along with their corresponding eigen
vectors. The normal, N = < a,b,c >, to the plane of best fit is the eigen vector that corresponds
to the smallest eigen value. Then, the parameter, d, is readily calculated by utilizing the resulting d
component of the gradient relationship expressed in Eqn. 22.
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Figure 8: Video image of the scene with overlaid Figure 9: Binary image of structured light
structured light

Figure 10: Image subficlds extracted with Hough Figure 11: Centerline of each subfield following
transform morphologic~id crosion and dlilationl

Figure 12: Detected pathway boundaries overlaid
on original scene
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Advayxed Ground Propulsion System Pheomena

Dr. Walter Bryzik,* Mr. Ernest Sdcwarz Mr. Eene Danielson,
Mr. Michael Reid

U.S. Army Tank Automotive Cmuarnd
Warren, MI. 48397-5000

Advancd low heat rejeqtion (IMR) diesel erxgnes offer dramatic
Ortn es fr q t lir nts within future Army groundr .

v•hicles. An earl1 evidence of this op•9.rinity is seen 5W viewinr the
new upgraded M109 Howitzer and Paladin twhich use IRR technology developed
at Th•a.,

Within the IHR engine concept, the diesel cimbustion chamber is
insulated using hiqh taerature materials on engine components such as
pistos, cylinder head, valves, cylirder liner aid exhaTst ports (1,2).
Acdditional power and improved efficiency derived from this boncept occur
because tlermal normally lost to the cooling water and exhust gas
is potentially cony to r powr. Bv grealy reduc ing lostenergy aid essentially eliminating the need •or a c Inventional cooling
systen, (i.e. all water is remved and strategic oil coolinrgenpe• d)

n;i ysteme will drmat ical cyo e oval1 pefrac for
ue ~9tentire l on syst (ie., engine cooling syst, air intake
system, exh~usts system aid fuel syst@, includir fuel quantitigs). Such
an .ei~pe wrj~id have grat positiY! i!pact _prticularly upon m-ilitary
tactical aid ?c.bat veaiclel, Eim tion of the engfie cooling system
includinq cooling .fans, radiators, hoses aid shrouds would proddue a
quanVuap jump in reliability and maintainability. The enginre would not be
sensitive to conventional coolirg diumage and extreme environmental
conditions, Specific weight reductions allow improved vehicle tIspcea,
while specific volume reductlons allow reduc armor cover Q
and improved qurvivability characteristics. Because of high rature
e.gine operation, quieter xmikution aid improved multifue
charactedristics are possible. with this engine concept, the entire
philosophy of combat vehicle design be..ccmes far less restr ve as
ccn]cerns igaard satisfactory lations of cool grilles, passages,aid associated egiiipnmt are eliminated. Cost ofn engine is Ac

to be equal or less than its cooled co.nte part since water pump, seals,
hoses aid costly water jackets would be elimninated.In.oder to maximize this overall IM engine techno, a n of
scientific challenges require fundamental focas including: l) high
temperature c uion ctiipization and 2) st urai gri of high
tanperature and ccmplex engine c nents. This paper will address
significant aspects of these scientific challenges.
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OBJETIVVES ND AMMfOOGY

Thq primary objective of the research is to invest~.ate what
cmibastion factors may be responsible for peorrnanoe diferences between
dies tional watercooled and low heat rejection (LHR) or limited cooled

engines. OCmnstion aspects of the IHR engine have not been
ad uately studied and #nestigations of the past have yielded results
that are often conflictynq. Sumuaries of these results and discussion of
reaons behind why results may be conflicting are extensively elaborated
on in (3, 4, and 5). Analysis of these and in-house efforts have
revealed that canbustion phenomena within. LH engines are vry caplex
and subject to extreme ter sensitivities. Of particular note,

%1ex interacting .. hani'sms within the MR class of engine were seen
o ex ly sensitive to heat release phasing and its breakdown

between premix6d and diffusion ccmbustion. As an exaple1 it was found
that small changes in surface thermal conductivity will either
significantly enhance or degrade engine performance depend upon
cdharacteristics such as engine.gecmzetry, heat transfer" ui%
flowac/emical kinetic ptasVng interactions. These sensitivities are not
nearly as great in conventional water cooled engines; and thus,
funuaanntal ccumbstion heat relgase/heat transfer mechanisms havedramatically different oontrollnrq inchanisms for LHR engines. The
relaiicnship berwen x9d and diffusion bupnng in a IM engine is
particularly .critical. It is the intent of this research to further
- c.toatstion in an 1HR engine and coara it again# that in a

ard watercooled diesel engine thereby giving morein-de.epth insight
into the pnysical mechanism related to cnangies occurring in IM engine
heat release rates and corng changes in engine performance.

High s.peed in-cylinder pressure data was gathefred for a MHR-V903,
Ounin sm sngle research .engie at the U.S. Arty Tank-Autcmawtve,
Propilsion M Division facility. This engine is a single~ cylinderversion of the V-B.erng .currntly..powering. te en-adley. FI'hting Vehicle
and is repreentative of milta hih. outV diesel engines. Also this
single cylinder engine has the capability ruo n as a fully cooled engine
or as a limited cooled (head cogling only configuration) engine. In-
cylinder pressure data was obtained with varied coolant intae manifold
and oil t.eperatures for insulated and noninsulated piston cases. In the
case of insulated pistons, porous irc-onia and seal coated zirconia
coatings were examined to dete effects on combustion and
performance. From the in-cylinder pressure data, heat release rates were
calc~ulated and evaluated for- a matrix of engine operating paramreters and

ion and perfone data generated through this effort will
also be used to improve in-house diesel cycle simulation codes. The
current technical a4pproach in these simulation codes is to use correlatedresults from expernnental data. Predictions of internal operating
conditions and prformance of watercooled diesel engines are v good,
owver,. cons for IM engines are in question. Actual LHR eat

rolease dta will be used to iirprove burnng rate subroutines within the
simulation to more accurately predict engine perforvmnce particularly for
the case of IM. etgines. Funwamantal understanding (with experimental
verification) in these areas is essential if futurd engine performance
optimization is to be achieved.

TEST EGINE
A single cylinder research version of the O.Cunins_ W-903 Bradley

Fighting Vehicle engine was used in this overall effort. The engine, was
iad9 by cutting the block of a standard V-8 and leaving only two

cylinders at the flywhleel end. Only one cylinder is aftive while the
other has a slirver pistgn which dobs no work b4, is used for balancing.
The front end or the engine, the crank, can, cylinder head and fuel
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injec~tion system were modified* acoc~rdingly to match t#he sing~lecylinder
confiiguration. The VT-903 eqgine is cuirrently used in the Bradley

Fighm Vhice, te 12, nc~is representative of hIjgh gaxtput diesels
used f or ccmibat v~ehicle applications. Engin~e specifications are rovided
i.n Table 1. This er.ng is* configured so that coolingo h eatacn
is possible thereby sinlatirq 1wQ heat rejection or minnmum cooled
operation.

A ductile iron piston was used for the standard cooled engin~e
conf iurti'n Two 1ifferqnt pistons were fabricated for LMR minimum
coold 'tests. The firt of these was a 0.040 inchl thick plasma spayedzirconia. coated Ouctile iron piston and thq. second the same~ excptta

the urfae wa inpregnated with chrome oxide whidi acted as a seal
coat. Precautions were taken to ensure that the inmulated test, istons
had the same ca~pression ratio as that of the baseline case MhCEi was
13.9. The test pistons are i~llistrated4 in Figure 1.

A synthetic, polyester lubricant, Stauffer SDLr-1 was empl1oyed
throughout all e=~n tests. This lubricant has bqen qxtensively used
during Armay and otLrUR engine developments proving its adequacy. for
the t&peta-tuqranges encxit~ered duriM thes9 tests§. Standdrd ,dciesel
fuel was used for al tests using a specification of WF-8 00, DF-2.

Table 1 VT-903 SINGLE CYLINDER
RESEARCH ENGINE SPECIFICATION

TYPE 4 CYC~LE Di DIESEL
BORE &5 IN
STROKE 4.75 IN
DISPLACEMENT 112.88 CU IN
RATED SPEED 2000 RPM
COMPRESSION RATIO 13.9
RATED 9&4EP 170 Pei
NO. OF '.ALVES 4
INJECTORS CUMMING PT

Fig. 1 Test Pistons

TETINSTAM1MION

The V-903 research engine was installed in Cell 7, at the U.S. Army
UUMZ, Propulsion Systems Division, Buildurq 212 test facility. The
erqine was couzpled to a Pohl eddy current d'nn e wit a125 HP
absorption ca pability. This dynrivmneter set-up als9 had an in4ucticri
moxtoring section (30 HP) for erqinie starturq ard friction testing.
Figure 2 illustrates the engine installation alor with qcmayn
MSuPOreupet A Digalog Corp. system was- use for dyanwterspe
an lroatd!contoladJ a load cell used for Vorqu neasurenient see

Engine test cell suotsse~for air, fuel, cooling and oil
7ys"tqM- were installed ormaxniuu fl( a .de)eratrcorl

flxblity. Thus, the engine operating conditions cou~ld be* governed to
accuratey %similate those of a aftr coled en~x iti
combat 1el 1 miction. Ticotolr engine subsst1 alsoewihi
provicd~d thekpail'ity to perform parametric analyses to- detemnine
bperatirq effecs 'on pbrformanie ana heat release. Excternal air was usied
to simulate, turb9charged c9nditicns. MaximumI Vapability for 9harge air

presurewith this system is 90 PSI. Intake air was hda-ted with a 120K
bti/rtriple pass heater system so that tsperatureS Couild be. e3UI'valent
to afterco-oled air teuperatures. Intake pressure was co~ntrolled wth a
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reulator and exhaust back pressure m'intained with an electrically
cxritrolled butterfly valve, thus permitting an intake to exhaust manifold
prs retioof one to be maintained t testing.. "n.s
=orMton is rpresentative of turbochasgeve1t!lctions.
coolirg and lubrication sy s were designed and ins 1 hl- icn
permitted acourate contro L of tn peratures via pneumatic controllers.
Flow rates 9xiil be cxntrolle with Pump bypass circuits. oohnt and
lubricant cir.cuts used shell and tube heat exchangers and steam heating
was eu.loyed i.n order to facilitat@ bringing these fluids up.to
teaera-tugre without relying on engine heat. A QLmmiuns Pr injector was
useq in the research engine. Because the eriine had no drive for an
engine mounted PT pump, .a variable speed fuel 7m was ep.oyed. The

fuellinu ciraiit was equipped with a small neeale-valve bypass' the
pum _tu allowing fine pressure adjustment. Fuel rate is c rlied

in a PTr ý via .ail pressure control. CQurse fuelling was
acccrzplisned via adjustment of the pup a speed.

.la speed data was acquired with a-Flke system. The engine was
fully instru~mented for tenrpera'oare pesre, pela ilf1 aaFt daa i o. Air
Fify channels we'e eployed for low speed data acision. Air,
cool•nt, and lubricant flows were measured with tufbine flowmeters. An
Elwood Oystem was used f•r fuel consumftion measurement. High speed
ocmtustion data was acquired using a PE Inc., PC based data auition
hardware and analyzed using PEI Inc. ECA 892 matcched software. ){eat
release analysis was also corducted off line using a modified Krieger
Borman model deyeloped at the University of Wiso6nsin with ThcoMX
funding. The high speed system was usea to record crank-angle resolved
Oata tQ include cylihder pressure and fuel injector ljnk load for the
injection timing event. 'Ths system has four analog input channels with
a sanpling rate of 125K sanples per second. All high speed data was
taken over 100 cycles for each stedy state operation point and ensemble
averaged in order to provide a basis for statistically meanix
analysis. A Kistler 7061 piezo-electric transducer was employed for
clider pressure measurement and BEI precision optical e rcoder with .2
C degree resolution for marking and timing.

TEST OPERPTING atNDITIONS

A test matrix for the ductile and insulated piston cases is given in
Table 2. The engine was run at 1600 2100 and 2600 RPM at 50% and 100%
load levels for each speed. Torque levels for the baseline correspond to
ecunyalent vallues of the V-8 engine at a 500 HP rat' . Coolant,
lUbicant and intake manifold tI peratures were varie to determine their
efect on engine ove-a.Jl performance and heat release. Two insulative
piston cases were criginally planned to be run in the head cooled only

onif. ta•l, however, only one insulaed piston case was run and
repor-aýWin this paper. Hehcforth, this set of runs will be referred to
as the IMR case.

qimnep a#rfllow and air to fuel ratio operating conditions are
illustrated in Fiqure3 for full load watercooled baseline tests. For
all su HR tests the fuel rate was held constant and the airflow
rate_ djumftd via intake manifold p sure to match th, baseline case air
to fuel ratios. Thus torque is made the dependent variable. This samemethod was used for the part 1oed cs., a1.hongh higher air to fuel
rat wee run at these .oaditions which is reresentative of standard
a io ijected die~el 9ngineS. An intake to exhaust manifold pr~s

rati.o of one was maintaind for most test cases. Where this conditicon
could not be achieved, baseline and IBR case ratios were made equivalent
and thus noted.
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Fig. 2 Test Installation

.. Fig. 3 AIRFLOW & A/F VS RPMFULL LOAD

SAIRFLOW (LB/R) AIRFUEL RTIO

ow-

6000
400-

no-
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.20 140 16C 1600 20C 22 00 2400 20

RPM

AIRFLOW - AM RATIO

Table 2 rEST mATRIx
BASELINE oucrILE IRON CA)

SPEED LOAD COOLANT TEIIP CHARGE AIR rEnIP OIL TEnlP
<RPM> <R> C-F> <-F> <-F>

1600 100 205 225 250
1600 100 205 140 250
1600 50 20S 225 250
2100 100 205 225 250

2100 100 205 140 250
2100 so 205 225 250
2600 100 205 225 250
2600 100 205 140 250
2600 50 205 225 250

LHR II - INSULRTED PISTON (ZIRCONIR)

SPEED LOAD COOLANT TEnP CHARGE AIR TEHP OIL TEnP
<RPM> Cz> (-F) C-F> C-F>

1600 100 205 225 250
1600 100 250 225 250

1600 100 250 140 250
1600 100 300 225 300
1600 100 300 140 300
1600 so 250 225 250
2100 100 205 225 250
2100 100 250 225 250
2100 100 250 4qO 250
2100 100 300 225 300
2100 100 300 140 300
2100 so 250 225 250
2600 100 205 225 250
2600 100 250 225 250
2600 100 250 140 250
2600 100 300 225 300
2600 100 300 4qO 300
2600 50 250 225 250

ML S=ArE OF l"KE = 'I 9,IhE

Estintes of telTpeatures across the firedc~k were made usri a
thermal finite elemnt analysis. A large scale high resolution us
with over 50,000 nodes was e oped to model firedeck setion of the
head. Figs. 4 and 5 mresent the 1.s9thermE across the firedeck for both
the fully cooled and the LHR conditions. These tf.peratures are for a
full power *condition. Figure 6 shows taperature variation between valve
bridgfe rsvjions within the firedeck.
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7hs estimated fully ooled peak, tever a 1 with those
ueasured on anothe~rV-0 sinl 1ecy11iyl esed
Cxn*the basis of thius a ite is t~ stem r

qite re sentative Ona temeratures. This means that the IMR
53adis peraim taieaue rangingfrmaot10Fo20F
hoter han te fllcoo ngn' head. At these elevated

&W . -- e maeral selection codbe a cr~j~ical issue sin~e t.he yield
sftrength of grey iron beins to rapidly deteriorate above anroxnuatey
§OOF-. it w~ula not be difficult to enivision a potential yield conriition

intepartially cooled head.
Theelyatcit~uperatures, are also seen in the liner which has no

jace eeyarstigr 7 pesnt a omparison,,of tai~rtures fromn
pro~ninee V,26)1p the, cylindeir liner attetpring reversal

location. Hrthliner is bperatimx at terrtrsabout 200OF
to 250-F k4gher (~deperiling on engine seed) than teliner in the fully
cooled eng~ine. Pqin, material selecTi2on may need to be carefully
addressqld ini order to obtain long engine life- particularly where Tower
heat rejection levels are sought.

DEGREES F DEGREES F

A - 616A - 813

C - 520 -67

D~~~ - 7* 607

F - 376F -469

G 32 G -401

H - 280 H - 332

Fig. 4 VT903 Fully Cooled Head Temperatures Fig. 5 LHR903 Minimum Cooled Head Temperatures

Fig. 6 MXMMTMEAUEO IDCKFig. 7 FULLY COOLED VS LHR
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The coated ducti1l iron piston thermal data report9d for the
partially cooled configuration in (6) indicates a maximum piston cap
taqperature of 1394 0F, a susitrae metal emperature of 7500 F, top ring
q e temperature of 620°F aid maximum pin ore temperabire of 3200F.
opera ti. •onditions in the current test rram were similar to those
reported in (6). Piston temperatures wcuzda expected to be
aprox.itely 200°F cooler or the fully cooled configuration. This
assumption is based on the general range of tenperature differentials
alreaay established for the firedeck afd liner. As with these other
ccmirpents, the piston material selection and/or coatings need to be
car-_efl a resse.

F'nally, the difference in specific heat rejection to coolant between
the rngi.es should be mentioned. The fully cooled engine in a
multicylinder configuration has a specific heat rejection of 24.5
btu/hp-min while the IMR engine hameasured values (6) in the range of
17.0 to 19.0 btu/hp-min depe&ient upon oil sump, coolant and charge air
te eratures. This is considered a substantial decrease in heat
rejection and allows for smaller cooling systems or less cooling fan
parasitic losses.

CCJBUSTION RESULTS

Pressure time histories, as well as injectiorn timing events were
recorded for all test pointýs. From these histories heat release rates
were analytically determined. Pressure and heat release information are
used to analyze the combustion process providing insight into the overall
performance of the engine. Ctinges in cxmbustion betwee the standard
water cooled configuration anr minimum cnoled, ceramic coated piston
configuration were readily apparent upn analysis of these diagrams,

Heat release diagrams for 1600, 2100 and 2600 rpm are provided in
Figures 8 through 13. Within each particular fiqure, baseline and • _
cases are compared. All data for the IUR is at full load, 300°F oolant
and 300°F oil temperatures. The first diagram in each rpm sequence for
the IHR case is tor a charge air temperature of 225 0F and the second
1400 F.

These heat release profiles are of the shape characteristic typically
seen for quiescent or limited swirl direct in' cted diesel engines.
Wvin~g across these diagrams from left to rigt, one first the
prmied .ur g pak aid then the diffusion u nek. The diffusionAurn rtion for all these curves is the pred=nn pode of Tch ifusion.

Analyzing these diagrams reveals same qgeneral trends given as follows: 1)
the srem•.ed burning peak decreases with increasing engine speed for a
Sintake mani•old temperature, 2) the premixed -n peak aid

urnrqng portion is always greeater at a given. speed when intare manifold
tempr-ature in lower, 3) for the ceramic minimum cooled case, the

".pr xed rning is always less than the conventional fully cooled
e=ginD with the difference being more at the low speed and very small at
the high. speed.

F•uthrn analysis of the heat release diagrams indicates a difference
in beginning of ignition between the baseline and LHR case with the LHR
ignition. beqinn" .g one to three crank angle degrees earlier than in the
conventional engine's case. The static injection t.ping, for the Q=Tiin
PT injection sy.stem was fixed for all test runs. Initiation of injection
with this injection system is a function of static timing land amouht of
fuel in #ne injector. The same amount of fuel was injected in the
comparative cases. It has been noted on previous TAOXXM UDR develcopment
program ef$ rts that the engines overliead7may became.so.hct that the.
inj.ectr lik may thermally grw causmng an advance in injection timing.
In thi* effo•t th.njecWo7 ink was strain gauged to det&rmine
approxiiate initiation of injection. The data revealed no apparent
change in start of injection, therefore, the ignition phase shift

211



BRYZIK, SCHWARZ, DANIELSON, REID

Fig. 8 HEAT RELEASE COMPARISON Fig. g HEAT RELEASE COMPARISON
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displayed appears to be attributed to a change in ignition delay rather
than any dynamic injection dang.e. This makes sense as the higher

eratus encountered at time of injection would lead to a shorter
ignition delay period and would also lad to a decreased premix fraction
as was indicated in virtually all the heat release diagrams for the full
load conditions.

Half load heat release mrarisons were made for 1600 2100 and 2600
rpm. Coolant ture was 2500 F, oil ture was 250-F and charge
air temperature 225 0F for the MR. Tend 'isons are not as dramatic
as for the full load cases, however, thed o terd to follow in that the
prei ed diffgrences are more apparent at the low~er speeds with less

mixed urning for the LIR case. Burning duration was longer for theIMR at al 1pes
SHeat release suary� data for full load and half load is given in

Tables 3 and 4. Included in these summaries are the peak cylndr
pressures, the peak premixed heat release rate peak aiffusion heat
release rate (peak -or overall cycle) and the heat release duration. Thie
heat release cdration in crank angle degrees is calculated as the portion
of the cycle fran where .5% to .95% of the cumulative net heat release
occurred. This summary data provides insight into how engine performance
is affected by these parameters. As discussed previously, the premixed
burniing fraction was generally less for the LHR cases except at 2600 rpm
full afd half load for the hotter 225 0F intake manifold teuperature
conditions in which instances they were equal. In all cases the heat
release duration was greater for the IRR cases. This.is clearly
illustrated in Figure 14. The heat release duration increased as a

Table 3 HEAT RELEASE COMPARISONS - FULL LOAD
300 F COOLANT, 300 F OIL

INTAKE PEAK CYL PEAK PRCMIIXED PEAK DIFFUSION HEAT RELEASE
SPEED MlANIFOLD PRESSURE NET HR RATE NET HR RATE DURATION

CASE (RPM) TEMP C F> (PSI) cBTUCA) corU/CR) <CA)

CERRMI C 2600 225 1657 0.040 0.137 69.4
BASELINE 2600 225 1577 0.040 0.141 62.2

CERAMIC 2600 140 1441 0.073 0.131 70.4
BASELINE 2600 140 1457 0.001 0.136 66.6

CERAMIC 2100 225 1303 0.034 0.135 65.4
BASELINE 2100 225 1310 0.043 0.135 61.2

CERAMIiC 2100 140 1241 0.061 0.131 67.2
BASELINE 2100 140 1269 0.087 0.137 64.0

CER~rniC 1600 225 1045 0.032 0.115 65.8
BASELINE 1600 225 1110 0.053 0.125 64.0

CERAMfIC 1600 140 1075 0.072 0.119 60.2
BASELINE 1600 140 1094 0.106 0.126 63.2

Table 4 HEAT RELEASE COMlPARISONS - HALF LOAD
250 F COOLANT. 250 F OIL

INTAKE PEAK CYL PEAK PREPII[ED PEAK DIFFUSION HEAT RELEASE
SPEED MANIFOLD PRESSURE NET HR RATE NET HR RATE OURArION

CASE (RPM) TEMP C F) (PSI) <BTUCAR) (BTU/CA) (CA)

CERAMIC 2600 225 875 0.034 0.101 61.4
BASELINE 2600 225 992 0.033 0.095 56.2

CERAMIIC 2100 225 747 0.055 0.094 60.6
BASELINE 2100 225 796 0.057 0.092 57.8

CERAMIIC 1600 225 670 0.048 0.080 59.2
BASELINE 1600 225 681 0.056 0.095 52.8
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function of speed for these full load runs. The premixed burn and heat
release duration data is in agreement with .f indis of A.lkidas (71),
Gatowski (81, Dickey (9), Morel (19Q) Assanir (3) and others wlýd ave.
conducted high tepperature direct injected diesel egrine expeimetatioln.

Of extreme interest is peak cyliider pressure data as this plays a
very important role in the fuel consumption numbers to be pre@enta.
later. A full load peak cylinder. pressure comarison is du.splayed in
Fiaure 15 for constant 225 F manifold temperature. From Figure 15 and
Table 3, cylinder pressure data indicates: 1) at 1600 rpm, pressures
are lcwer than the baseline 2) at 2100 rprm UHR pressures are about the
same as the baseline, and 3 at 2600 rIw, LA. pressures are approxiately
equal at 140 F intake manifold tempgratures t greater ta baseline
at the 225 0F intake. Part load peak cylinder pressures as depicted in
Table 4 were lower at all engine speeds for the UHR case.

PERFOIR@JNCE RESULTS
IR Rfull and part load engine performance data summaries are

presented in Tables 5 and 6 respectively. Perf.orance parameters include
net indicated mean effective pressures and net indicatea fuel
consumption. These net indi•ated values are summiations of the working
aid pu ng loop mean effective pressures and fuel consumptions as
calcula-ed from the cycle pressure volume diagrams. Other relevant
performance data includes intake pressures from which volumetric
efficiencies can be calculated and the engine's exhaust te.peratures.

As seen from the full load performance data, the IkM engine suffered
a loss in volumetric efficiency as extra boost was re~uired to maintain
the constant air fuel ratio of the baseline. This difference was less
than 2 in. Hg for all instances. Other .esearchers had experienced more
severe losses for engines of this type with uncooled heads (11) but
volumetric efficigncy (based on inthke manifold teeraturs) aould be
regalned 10' Tas intk•e air temperatures are increased. This particular
V-9 03, .IR engine did not experience much loss in volumetric etficiency
as the heads were still belng cooled. All exhaust t tures were
higher for the LRM case with the highest difference of 113OF being
experienced at the 2600 rpmn, 225OF intake manifold point. Once again
other researchers have seen higher exhaust temperature differences 18)
where less cooling and more in-cylinder surface insulation were employed.

HEAT RELEASE DURATION CYLINDER PRESSURE COMPARISON
Fig. 14 300 F OIL TEMP Fig. 15 300 F OIL TEMP

300 F COOLANT TEMP 300 F COOLRNT TEMP
70,0

* BASELIN E o ZIRCGNIA PISTON 
BA" . B1SELINE o zIRCONIA PISTc•N 7

06- - - -- - - - 1.4

U,

62.0 .. -------

60.0 1.0,'
1800.0 2100.0 280. 0 19.0 2100.0 2000.0

RPM RPM
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PERFORMANCE COMPARISON - FULL LOAD
Table 5 300 F COOLANT., 300 F OIL

INTAKE INTAKE EXHAUST
SPEED MANI FOLD MANI FOLD MANIFOLD NIMEP NISFC

CASE (RPMf) TEMP < F) PRESS <in Hg) TEMP C F> (psi) <LB/NIHP-HR>

CERAMIC 2600 225 66.56 1377 208.2 0.343
BASELINE 2600 225 64q.93 1264 202.5 0.353

CERAMIC 2600 140 55 .97 1311 195.3 0.343
BASELINE 2600 140 55.36 1261 196.9 0.341

CERAMIC 2100 225 54.34 1312 188.8 0.327
BASELINE 2100 225 52.92 1237 188.2 0.329

CERAMIC 2100 140 48.24 1290 182.5 0.341
BASELINE 2100 140 46.61 1224 194.3 0.321

CERAMIC 1600 225 43.76 1312 162.0 0.353
BASELINE 1600 225 42.7-4 1255 171.7 0.334

CERAMIC 1600 140 39.69 1336 169.3 0.351
BASELINE 1600 140 38.88 1234 175.9 0.338

Table 6 PERFORMANCE COMPARISON - HALF LORD
250 F COOLANT, 250 F OIL

INTAKE INTAKE EXHAUST
SPEED MANIFOLD MANIFOLD MANIFOLD NIMEP NISFC

CASE <RPM) TEMP < F) PRESS (in Hg) TEMP < F) (psi) <LB/NIHP-HR)

CERAMIC 2600 225 48.23 1036 105.6 0.362
BASELINE 2600 225 48.24 1019 105.9 0.362

CERAMIC 2100 225 38.88 1019 96.3 0.351
BASELINE 2100 225 38.88 998 107.3 0.315

CERAMIC 1600 225 36.23 921 87.9 0.348
BASELINE 1600 225 35.82 894 93.5 0.323

The fuel consumption 9comparison data is more clearly depicted in
Figures .6 thi h 19. Figure 16 illustrates that the specýfic fuel
conx•ul. tion for the LHR engine was poorer at 1600 7rn, about euivalen.
to the baseline at 2100 L aid better at 2600 .rL. At the qui v of the

2600 rpn run the author had sane doubts about the data generated and
crpnsiently, re-ran that point at a later time but the same results were
obtained. The trend of better fuel consumption with the higher
in-cyljrder tesperatures and at the higher speeds Is confirmed by
emr rF.igures 17, 18 and 19 at the 2600 r points. I back at
the c= ion data presented earlier the hiq•her peak cylinder pressures
encutered at the higher engine speeds and the less variation ih the
premixed.b ur for the LHR case would seem to substantiate why fuel
cornsumption is better at the 2600 rrm rated speed condition. This was
also borne o in, Figure 19 whee at 2600 rpn, the indicated specific
fuel consumption improved as a function of increased head coolant
teqerature. Data presnted in (5) done by Ricardo M and Purdue
Unirversity on an engine with a similar type combustion chamber showed

e ISFC at low s and better at high speeds, high loads for their
case as well. Data illustrated in Figure 18 which is a half load

case once again shows improved performance at the 2600 rpm point
a lthqgh here the IR only matched the baseline fuel consumption. I
hcld be noted hever, that this particu4ar point is questionabje as

it was during tnis day's running that the piston experienced ceramic
coatin failure.
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Fig. 16 Fig. 17

COMPARISONS - FULL LOAD COMPARISONS - FULL LOAD
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The effect of )plowby on heat release and performance is clearly
exp ded in (7) with severe bltwq levels r for R engines.
Carkcase pressure w mnit d ug.out all the testing.. Crankcase
pressures were lcwer for all UIR test cases.. Since this engine
bxmf 1 .ation had no I Ver coolln piston Iliner clearanes were likely
to hae tightened up with. resutan .wer bl~owby particularly at thie
higher e.ine speeds. This, along with the. ignition advance experieme
crpl e.N.ain why cylinder pressures were hinger for the I/MR at the 2600
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CEPAMIC COATING DURABILITY

After each day's test runs, the cylinder pressure transducer was
removed from the ez.•ine. and the piston coating and bore examined to
deterý the4r condi tion because of concerns regardirg the harsh
Operating environment of the engine. The plasma sprayed zirconia coating
l astd approximately 60-hours before the coating began to spall from the
ductile iron substrate. Upon engine teardown and piston examination, 50%
of the coating was missing. All runs on that day were not reported
within this write-up excePt for the 2600 half load point as previously
noted.

Upon failure of the plasma sprayed zirconia piston, a chrome oxide
seal coated ?irconia piston was installed to detenmine whether piston
surface conditions may effect combustion via fuel absorption into and,evaporation and bornifg of fuel out of the coating •rion the cycle.a The
hnbtnesis that this may be causing extended heat release durations in
tH•errine has been presented by several experimenters and appears
plausible. Unfortua-tely, this coating failed after a little more than
.one hour of test tine with no relevant data collected. Upon closer
inospecntion, 30% of the coating had delaminated fram the center of the
piston dome. It is the intent to investigate pistozn coati surfa ce
effects (porous vs. non-porous coatings) on canxsmtion inIMR engines at
same later- date.

SLI44ARY

For the particular IHR engine tested, whose configuration consisted
of head cooling, no liner cooling and zirconia coated piston, test
results are summarized as follows:
1) .Cobustion diagram analysis revealed that igr'tion delay was shorter,
premixed fraction was less And heat release duration greater for the LHR
epx ine. The volumetric efficiency w les for the IHR engine however,
iferences where not substantial (3% or less). Exhaust temperatures

were greater in all IRR cases.

2) ~.IR. engine performaoe resu4ts were mixed. Generally at full load
conditions the inrdicated specific fuel cornsupion was beer (3%) at the
hngn speed conditions and, worse (5%) at the low speed conditions. for the
highest coolant, oil and intake manifold temperature test conditions.

his corresponds directly with the higher insantaneous peak coustion
pressures measured at thne hligh speed conditions. Also as the head
coolaný temperatures were increased at the rated 2600 rpm condition, the
trend indicated better fuel consumption. Part load dath indicated equal
specific fuel consumrption at 2600 rpm and lower fuel economies (5% arid
8%) at the low and mid speeds respec&tively.

3) TMOCK finite element analysis predicted a 200OF higher peak.
tera ture in general across the head firedeck for the UlR engine. The
peak temperature was 813 0F between the exhaust valves. Previous test
work showed an increase of 250 .F for the liner top ring reversal
temperature and 200OF for the piston dame in an 1IR engine.
OONCLUISIONS9
1) Improved mixi offuel and air is reqired in order to permit low
h-at re]e tion = ion to be opnmzed. more sterificallye
time .phasi- g of premixed and diff-usion buning nst be aculished if a
desirable fur "etal cycle heat release is to be derived. In ore .tat
the true overall advantAges of low heat rejection diesel engines be met,
continued coubustion optimization of these systems must be Pursued.
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2) Heat release in LHR engines exhibit a. far greater sensitivity to
small changes than in normally cooled engines.

3) While experimentation verification is required hypotheses which
iaentify the "niportance of seal coats on porous ceramic coatings to
reduce cyclic thermal inertia appear to be plausible.

4) The thermal state of the test engine in_-cylinder ow eons
modest IHR conditions must be carefully analyzed at the higher ' even at
temperature conditions in order to obtain acceptable performance, and
structural and tribological integrity.

5 Continued use of fundamental ccmabustion data such as generated within

thispaerprovide an indispensable ingredient for. irving
fe-art burning laws within diesel cycle simulation programs.
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1. INTRODUCTION

Simple atom-molecule reactions such as are studied here

H(2.4 eV) + CO 2 - CO + OH (I)

H(1.4 eV) + OCS - CO + SH (II)

0(0.2 eV) + OCS - CO + SO (III)

are of interest because of the role their surfaces play in
combustion and atmospheric chemistry. In addition, their
relative simplicity makes them amenable to computational
studies, allowing a rigorous comparison between experiment and
current dynamical theories.

An extensive literature already exists on reaction (I),
and has recently been reviewed.' Most previous studies have
focussed on laser-induced fluorescence (LIF) detection of the
OH fragment, and include measurements of product state
distributions and a determination of CM translation using sub-
Doppler techniques. However in one instance, CO(v=0,1)
distributions have been measured under conditions comparable
to ours using VUV LIF. 2 Also of note is the ab initio HOCO
potential energy surface of Schatz et al., which was
parametrized for the experimentally determined barrier of 9110

-13cm-.

221



CARTLAND, VENEY, NICKOLAISEN, and WITTIG

In contrast, reactions (II) and (III) have not been the
subject of such thorough scrutiny. Earlier studies here have
aimed at measurement of rate constants, yielding activation
barriers for these reactions of 1350 cm"1 and 1540 cm',
respectively.4

Through the application of time-resolved diode laser
spectroscopy, our goal is to develop a detailed understanding
of the factors influencing reactivity and energy disposal in
this important class of abstraction reactions. These factors
include collision energy, thermochemistry, and most
importantly the potential energy surface connecting reactants
to products.

2. EXPERIMENTAL SECTION

The UV laser pump/IR diode laser probe technique has been
described elsewhere in detail.1.6 The apparatus used for the
study of (I) was not identical to that used for (II) and
(III), but the differences were for the most part minor. We
provide a general description of the technique, adding
specific details as necessary.

Translationally "hot" H atoms were generated in a 2 m
pressure stabilized flow cell by UV laser photolysis of an
appropriate precursor; H2S (193 nm), HI (278 nm), and NO2 (355
nm) for reactions (I), (II) and (III), respectively. The
pulse energy, 10-150 mJ depending on the experiment, was
monitored with a calibrated photodiode to allow normalization
of the measured nascent product distributions. The premixed
sample consisted of 20% of the appropriate atom source in neat
reactant, and was maintained at 200-400 mTorr to minimize
collisional relaxation of the nascent product.

A collinear CW IR diode laser then state selectively
probed the CO(v,J) reaction product. The output of the IR
diode was collimated and passed through a monochromator to
select a single laser mode with a nominal linewidth of =0.0003
cm_. Because of anharmonicity, virtually any CO(v,J) level is
accessible by temperature and current tuning of the diode
output, though more than one diode is usually required to
cover the wavelength range of interest. The distributions
reported here are based on a sampling of even and odd J states
in both the P and R branches.

Prior to entering the sample cell, =10% of the IR beam
was split off and passed through a reference flow cell. The
reference cell and a Ge etalon permitted precise wavelength
calibration. Passing a discharge through the cell generated a
reference population in higher vibrational states (v59),
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allowing excited product states to be probed in the sample
cell.

Standard line locking techniques were used to prevent
drift of the diode laser. The reference detector signal was
input to a lock-in amplifier. By using phase sensitive
detection, a small dither in the diode output produced a first
derivative error signal, which was fed back into the diode
current controller to drive the laser output to line center.

The sample and reference beams passed through long
wavepass filters (A>2.5 Am) before being focussed onto N2(M)
cooled InSb detectors. The signal level was boosted by
impedance matched preamplifiers and line drivers. The
reference signal was input directly to the lock-in amplifier,
while the sample signal underwent another stage of
amplification and filtering prior to being input to a
transient digitizer. The digitizer recorded the absorption
transients at 108 samples s-1, and hard wire averaged them in
the CAMAC crate controller. Between 200 and 1500 transient
signals were averaged at a repetition rate which was
empirically adjusted to avoid sample depletion effects. The
averaged data was stored, processed, and displayed on a PC AT
computer using original software written in ASYST. Using a
photodissociation process that produced CO, the detection
system risetime was measured at =80 ns.

For time-resolved CO(v,J) lineshape measurements, a
fraction of the IR beam was directed to a vacuum spaced
confocal etalon. Instead of dithering the diode laser
wavelength, the etalon scanner driver was modulated thereby
dithering the fringe positions in time. The line locking
technique described above was used to slave the laser output
to an etalon fringe, which was subsequently stepped across the
absorption feature of interest. Simultaneous acquisition of a
room temperature CO reference lineshape served to calibrate
the step size in terms of wavelength.

3. RESULTS

Some typical v=0 signals from (II), the H+OCS reaction,
are shown in Fig. 1, where the raw data have been converted to
absorbance units. These transient signals clearly illustrate
the reaction and CO relaxation dynamics. The two component
rise for low J is evidence of a small nascent population,
increased by rotational relaxation, and to a lesser extent
vibrational relaxation, as equilibrium is reached. In
contrast, high J levels show substantial initial populations
which rapidly decay.
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Figure I CO(v-0) transient absorption signals from H+OCS - CO+SH; (a)
P(1O), (b) P(35).
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To interpret the data, we develop the following simple
model, shown here illustrating (II), H+OCS, but of general
applicability.

H* + M - H + M (1)

H* + OCS - CO(v,J) + SH (2)

H* + OCS - CO(v,',J') + SH (2')

CO(v,J) + M - CO(v',J') + M (3)

CO(v',J') + M - CO(v,J) + H (3')

Reaction 1 is collisional deactivation, but effectively
includes all processes that remove translationally "hot"
atoms, such as diffusion out of the probed volume and various
radical reactions. Reactions 2 and 2' represent reactive
scattering into the monitored state CO(v,J), and all other
states CO(v',J'). Modelling the CO manifold as a quasi two
level system, consisting of the probed state and a "bath"
state with which energy is exchanged via reactions 3 and 3',
yields an analytic expression for the time dependent CO(v,J)
population (CO(v,J,t)]. As the fits in Fig. 1 show, the
transient absorption signals are well modelled by this simple
scheme.

The derivation of the analytic expression for [CO(v,J,t)]
is discussed elsewhere in detail.1 '1 Here we consider only two
limiting cases. First, in the long time limit we find

CO(v, J, t) = [HI. (k 2xw+k 2iX) k 3,

C (k 1+k 2Xm+k 2 ao=) k 3 +k3,

where [H']o is the initial "hot" atom number density and xOm is
the mole fraction of the OCS collision partner. This
expression has a straightforward interpretation: the
concentration of CO(v,J) after attainment of equilibrium is a
product of the initial "hot" atom concentration, the branching
ratio for reactive scattering, and the equilibrium fraction of
molecules in that state. Of more interest, though, is the
short time limit
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[CO(v, J, t) I t 0 = k2 xocs[H].-[M1 t

where [M] is the total sample number density. Initially, the
CO(v,J) density is linear in time, with a proportionality
constant dependent on the state specific rate constant k 2.
Therefore, a plot of the initial slopes of the transient
signals gives a relative distribution of state specific rates,
which is equivalent to plotting the actual nascent CO(v,J)
number densities.

Confidence in the distributions obtained in this manner
requires that the model incorporate all essential features of
the kinetics. In (II) and (III) for example, the unusually
high relaxation rate of vibrationally excited CO in OCS (P=O.l
for CO(v=4)) must be considered. Elsewhere, we explore the
effect of processes specific to the individual systems. 1"6
Inclusion of additional kinetics in the model of course
improves the fit, but in no case will any of these secondary
processes change the limiting expressions.

The time-resolved absorption technique used in our
experiments is not as sensitive as MPI or LIF, but it does
present one advantage. A straightforward distinction between
gain and absorption clearly indicates the presence of
population inversion, which raises an important point.
Absorption techniques measure population differences. This
means that the initial slope of the absorption signal is
proportional to the difference of the upper and lower state
specific rate constants. By probing successively higher
vibrational levels until no further absorption is observed,
the nascent rotational distribution of the highest populated
vibrational level is directly determined. Working backwards,
the difference measurements yield the distributions in lower
vibrational levels. It is important to make these
corrections, particularly for (II) where excitation of CO is
observed up to v=4.

Using the initial slope method, CO rotational
distributions were determined for all vibrational levels
populated in (I), (II), and (III) within our detection limits.
Some typical distributions are displayed in Fig.s 2 and 3, and
are discussed below.

Figure 2 shows a CO(v=O) rotational Boltzmann plot for
(III), O+OCS. Strictly speaking, Boltzmann distributions
describe systems in equilibrium. This is certainly not the
case for the nascent distributions reported here, but
Boltzmann plots are often good approximations and can be quite
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Figure 2 CO(v=0) Boltzmann plot for O+OCS -# CO+SO. The low J portion is
fit by T1 - 350 ± 20 K, and the high J portion by TR = 4400 1 390. Error
bounds are ±a.

revealing, as the figure shows. The plot in Fig. 2 is clearly
bimodal with a low J (energy) temperature TR= 3 5 0 K, and a high
J temperature TR= 4 4 0 0 K. Because the low J portion of the
distribution has a temperature near ambient and the rise of
the low J signals is delayed from the photolysis pulse, we
attribute it to rotationally relaxed CO. Thus a rotational
temperature Ti=4400 K is more representative of the nascent
CO(v=0) distribution. Relaxed CO absorption was also observed
in v=l, yielding a limit on the vibrational branching ratio
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tv=1iJiv=0] S 0.05, tnough poor S/N precluded determination of
the nascent rotational distribution.

A better way to represent the data is a surprisal plot,
or in terms of a surprisal parameter e. The surprisal
analysis procedure, developed by Levine, Bernstein, and
coworkers, 7 can be used to compare an observed rotational
distribution P(v,J) to a statistical maximum entropy
distribution PO(v,J). Calculation of the "prior" distribution
P0 (v,J) involves summing over states and is well understood:
the details are discussed elsewhere for systems of interest
here.1 -6 Surprisal plots are typically linear and, by
definition, have positive slopes, or surprisal parameters OR,
for distributions that are "colder" than statistical. A
surprisal plot for CO(v=l) from (I) is shown in the inset in
Fig. 3, where the ordinate g. is a reduced energy variable.
The large positive rotational surprisal parameter e,= 9

indicates a substantial bias against rotational excitation in
the CO product. The solid line overlying the rotational
distribution in Fig. 3 represents the back-calculated
distribution derived from the surprisal analysis, and fits the
experimental data well. The CO(v=0) rotational distribution
was also found to be cold, eR=7 . Integration of the
rotational distributions yields a vibrational branching ratio
(v=1]/(v=0] = 0.4. For reaction (I), no signal was detected
for 3-2 transitions, indicating that little or no population
of v>1 occurs.

Experimentally measured CO distributions for the three
reactions studied are summarized in Table I.

Time-resolved sub-Doppler lineshape measurements on the
CO(v=o) product from (II) indicate substantial partitioning of
energy into CM translation. A total of six transitions from
J=7 to J=30 were examined: R(7), P(10), R(16), R(19), R(22),
and R(30). A 3D plot for R(19) is shown in Fig. 4. Cross
sections at 100 ns intervals were fit to Gaussian lineshapes,
from which Em was determined. Since the S/N ratio is
initially poor due to the small amount of product present, a
preliminary estimation of the nascent Ecm was made by fitting
a plot of Ecm versus time to a single exponential function,
and extrapolating back to t=0. Such a plot for R(19) is shown
in Fig. 4. In all cases the exponential fit appears to have
underestimated the nascent CM kinetic energy. We take the
average Ecm thus determined, 7180 cm', as a lower limit for
CO(v=0).
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Figure 3 CO(v=1) rotational distribution from H+CO2 C CO+OH. The solid
line is the back-calculated distribution from the surprisal analysis
(inset).

4. DISCUSSION

For reaction (I), H+C0 2, our results are consistent with
those of Weston and coworkers,' but disagree with the study of
Rice et al. who found a [v=l]/[v=O] ratio of 1.2 Using VUV
LIF, Rice et al. also reported an inverted v=1 rotational
distribution peaked at J=23 which should have manifested
itself as gain in our experiments: none was observed. While
our observations are not in quantitative agreement with those
of Rice et al., we both conclude that CO internal excitation
is less than statistical. Previous studies of nascent OH
distributions have shown that they too are colder than
statistical,' while Chen et al. were able to demonstrate
substantial partitioning into CM translation for OH(v=O, low
J) using sub-Doppler techniques.9 In sum, these results
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Table I Summary of nascent CO product distributions. Error limits are ±o.

Reaction CO Relative Rotational Rotational
Vibrational Vibrational Boltzmann Surprisal

Quantum Population Temperature Parameter
Number TR (K) OR

H + CO2 - 0 1.0 1500 ± 110 7.2 ± 0.7
ICo + OH I IC + OH1 0.4 1030 ± 50 9.0 ± 0.6

0 1.00 1400 ± 140 12.0 ± 1.4

1 0.17 780 ± 45 21.3 ± 1.3
H +OCS 2 0.10 590 ± 100 24.0 ± 3.8CO + SH a

3 0.07 405 ± 20 28.6 ± 1.5

4 0.03 175 ± 20 51.9 ± 5.6

0+ OCS - 0 1.00 4400 ± 390 3.7 1 0.5
Co + Soo + so 1 <0.05 - -

a Tv= 3890 ± 830 K; ev= 3.6 ± 1.1

indicate a propensity for CM translation at the expense of
product internal excitation, though it is also important to
note that both the picosecond spectroscopy studies of Zewail
and coworkers1 0 and the surface calculations of Schatz et al. 3

implicate a HOCO intermediate in this reaction.
Our picture of (II), H+OCS, is not so complete.

Predissociation of SH precludes studying this fragment with
LIF, however SD distributions in the analogous D atom reaction
have been measured and are, like OH, found to be cold and
nonstatistical." By conservation of energy, our sub-Doppler
lineshape measurements place an upper limit of 5900 cm' for
the amount of available energy channeled into the SH fragment.
Again, this system displays an energy disposal propensity
towards CM translation. Unfortunately there is no HOCS
potential surface to aid in interpretation of the experiments,
but the data are consistent with a near collinear collision
geometry for the reactive process.6

Least well understood is reaction (III), O+OCS. Further
experimentation is necessary to elucidate the dynamics of this
reaction. SO product distributions must be measured, and a
determination of the extent to which energy is partitioned
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Figure 4 Sub-Doppler spectroscopy of CO(v=0, R(19)) from H+OCS - CO+SH;
(a) absorbance as a function of frequency and time, (b) lineshape,
Gaussian fit, and 298 K reference lineshape at 500 ns, (c) Doppler width.
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into CM translation must be made. A OSCO potential surface
would be useful in addressing the role of reaction
intermediates. Despite the relative dearth of information on
(III), the data obtained thus far are consistent with the
trends set by (I) and (II); CM frame translation at the
expense of product internal excitation.

Factors pertinent to a discussion of the dynamics for
these systems are listed in Table II. With a total of =10,000
to 20,000 cml available to the products, the fraction
channeled into CO internal degrees of freedom is surprisingly
small, =15%. Although the data set comprises a wide range of
collision energy, activation barrier, and reaction enthalpy,
the nascent CO vibrational and rotational distributions are
found to be cold when compared to statistical theory. Thus
intramolecular vibrational redistribution (IVR) is not
complete along the reaction coordinate, nor, as the data in
Table I indicate, has equilibration occurred between
rotational and vibrational degrees of freedom.

The data suggest the following. First, only a fraction
of the total energy "pool" of the system is available for
internal excitation of the product fragments, or the phase
space for the reactive process is somehow restricted. Second,
in that fraction available for product excitations, energy is
conserved to the extent that partitioning into vibrational
degrees of freedom occurs at the expense of product rotation,
or the absence of coupling between rotations and vibrations
causes rotational temperature to drop with increasing
vibrational quantum number. And third, the majority of the
available energy is repulsively released in the exit channel,
and is directed primarily into relative translational motion
of the separating fragments. Further study of the potential
energy surfaces of these atom-molecule systems may reveal the
dynamical source of the observed nonstatistical behavior.

For reactions (I) and (II), because of the large
difference in mass, it is unlikely that the H atom will simply
abstract an 0 or S atom in passing. While the required
slowing of the H atom to form a chemical bond implies the
existence of an intermediate, it does not guarantee
statistical distribution of available energy among product
degrees of freedom. In the energy regime of these
experiments, =10 4 cmI at the transition state, RRKM estimates
of reaction rates are on the order of 1013 s-'.12 Since IVR may
not be complete on this time scale, the applicability of
statistical theory to these experiments is questionable even
though a local minimum exists on the surface.
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Table II Potential surface features and partitioning of available energy.

Reaction H + C02  H + OCS 0 0+ OCS
Co + OH Co + SH co + So

CM Collision
Energy 19170 11070 1650

Em (cm-_)

Reaction
Enthalpy +8960 -3930 -17670

AH2N (cm- 1

Activation
Barrier 9110 1350 1540
E_ (cm- )

Transition
State Energy 10060 9720 110
E•-E_ (cm__)

Available
Energy 10210 15000 19320

E-CM-2 (cm-1)

CO Internal
Excitation 15 13 16

Ekc (%)

XY Internal
Excitationa 23 <39
EWAI (M)

Translational
Energy 62 >48
Ecm (%) I I

a XY = OH, SH, SO as appropriate

An explanation of nonstatistical behavior in reaction
(III) presents a challenge of another sort. A lack of data
makes interpretation difficult, but a different mechanism is
almost certainly operative since the amount of energy over the
activation barrier, 110 cm'1, falls within the realm where
statistical theory could apply. The reaction mechanism for
(III) must explain a CO product cotational temperature that is
significantly higher than its vibrational temperature, unlike
(I) and (II) where the opposite is true. Two mechanisms are
consistent with the observed partitioning. In the first, a
short-lived OSCO intermediate forms with energy preferentially
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deposited in a degree of freedom that becomes product rotation
(incomplete IVR). In the second, a long-lived OSCO
intermediate forms (IVR complete), and rotational excitation
is the result of a torque on the CO fragment in the exit
channel. It will be interesting to see if this 0 atom
reaction shows the same propensity towards product fragment CM
translation that the H atom reactions do: there is good
indication that it will.

5. CONCLUSION

Using a sensitive and selective IR diode laser probe
technique, we have studied reactive scattering of H and 0
atoms with CO2 and OCS through state resolved monitoring of the
CO product. The CO rotational and vibrational distributions
obtained under arrested relaxation conditions are
significantly colder than those predicted by statistical
theory. Our results for these atom-molecule reactions,
coupled with earlier studies, indicate incomplete IVR even if
intermediates are present, with preferential partitioning of
energy into CM frame translational degrees of freedom.
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INTRODUCTION

Within the past 20 years, a wide range of composite materials have emerged to meet expanding
requirements for high performance materials. The principle of consolidating two or more different
materials to obtain a composite having properties unattainable with the respective monolithics is by no
means new. One of the earliest instances of a composite material is cited in the Bible, where clay and
straw are the critical ingredients in forming brick. In this case, the straw serves as a reinforcement which
provides strength and rigidity to the clay matrix. Today, fibers, whiskers, and particulates can serve as
abrasion-resisting agents, stiffeners, tougheners, or strengtheners in polymer, ceramic, metallic, and
more recently, intermetallic matrices. Tailoring material properties through a composite concept may
be the primary means of meeting future materials requirements. Researchers today have only
scratched the surface of composites' full potential.

With the exception of fiber reinforced polymers, only a limited amount of data is available
concerning the ballistic behav-::,c , composite materials. Polymer matrix composites are used in a
number of ballistic protection applications. Fiber reinforced polymer spall liners are utilized to capture
perforation debris from impacts, and in structural components with a secondary ballistic defeat
function. Limited studies on aluminum matrix composites have indicated that reinforced aluminum was
better1 or significantly more efficient2 than the monolithic base alloy against tungsten penetrators.
Preliminary studies at the U.S. Army Materials Technology Laboratory (AMTL) have demonstrated
significant improvement in penetration resistance against armor piercing (AP) projectiles through
thermrnomechanical processing of a silicon carbide reinforced 6061 aluminum system3 . Further studies
on metal matrix composites are being pursued at AMTL and other research facilities. However, there
are no known ballistic studies on the performance of intermetallic materials or intermetallic composites
available in the open literature today.

Traditionally, intermetallic compounds have been perceived mainly as precipitation hardening
and strengthening agents in metallic alloys. Due to the recent thrusts by the DoD (Department of
Defense)/ industrial IHPTET (Integrated High Performance Turbine Engine Technology Initiative),
NASA HITEMP (High TemperAture Engine Materials Technology Program), and the development
plans for the NASP (National Aerospace Plane), the engineering community has acknowledged that
traditional monolithic metals can no longer meet all the high temperature and low density criteria
required. With the potential of intermetallics as high temperature engineering materials recognized,
intense research and development efforts aimed at exploiting their capabilities began. Up to the
present, titanium aluminides have been the most studied intermetallic system, and they are still the
focus of numerous research efforts 4 ,5 .
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Low density, high temperature stiffness retention, creep and oxidation resistance are some of
the valuable properties exhibited by titanium aluminides. The critical obstacles to the broad utilization
of titanium aluminides in engineering applications are poor room temperature (RT) ductility and
toughness associated to this class of material. Significant progress in addressing and improving
ambient temperature ductility and fracture toughness is being made through suitable alloying,
thermomechanical processing (TMP), and composite reinforcement routes.

Advanced ceramic materials offer the armor system designer a high efficiency option to traditional
metallic armor materials. Ceramics commonly considered for armor applications share a number of
features qualitatively similar to those exhibited by titanium aluminides. Low ductility, low toughness,
low density, excellent high temperature property retention, good corrosion and oxidation resistance 6

are some common characteristics found in intermetallics and ceramics. However, there are a number
of drawbacks associated with studying ceramics for dynamic impact applications. Ballistic impact
events occur at strain rates on the order of 104 to 105 (for projectiles at ordnance velocities).
Magnifying the already difficult idsk of designing with brittle ceramic materials is the problem that the
conditions of dependence on dynamic yield/failure criteria are not yet satisfactorily understood. Also
complicating this situation, postmortem examination of failed ceramic material is hindered by the
severe comminution of the impact region. Given the above property similarities, together with the
readily performed means for modifying titanium aluminides as opposed to the difficulty of producing
such changes in ceramics, it is of interest to see what behavior these intermetallic materials may exhibit
under conditions of ballistic impact.

Titanium Aluminide Comoosites

Two categories of intermetallic matrix composites (IMC) are being developed today: fiber
reinforced IMC and particulate, reinforced IMC. Fiber reinforced intermetallic composites provide
excellent high temperature stiffness and strength with good damage tolerance. The reinforcements
typically require a tailored surface chemistry to provide high temperature stability and interfacial
compatibility. Consolidation of the product can be performed by employing powder metallurgy
processes, or through a spray deposition and hot press route. Either of these fabrication methods is
relatively expensive when compared to conventional ingot metallurgy. Recently, tremendous
advances have taken place in the development of in situ composites. Rather than relying on
mechanical blending to incorporate reinforcements, selected dispersoids are precipitated by an
exothermic reaction in the melt through a conventional ingot metallurgy route. Martin Marietta
Laboratories' (MML) proprietary XDTMI metallic 7 and intermetallic8 composites are produced by a
process based on the aforementioned principle. As a result of this advantage, it was decided to
employ materials produced with this technology for the ballistic study.

The XDTM intermetallic composites examined in this study are TiB 2 reinforced titanium aluminides
with a composition near the gamma(y) region of the AI-Ti phase diagram 9 (see Figure 1). In the XDTM
titanium aluminide composites, the dispersoids are typically single crystalI 0 , and act as nucleation
sites in refining and stabilizing the as-cast microstructure 1 1 . A fine grained microstructure provides
good room temperature ductility. At elevated temperatures, the reinforcements pin dislocations to
retard creep flow, thus allowing excellent mechanical property retention 1 2 . The reinforcement
loading, distribution, and size play a major role in affecting all mechanical properties exhibited by this
material. For instance, a reinforcement loading of up to 7 vol% can increase the yield strength from the
400 MPa characteristic of the matrix to around 600 MPa with no significant loss of ductility. The ductility
in XDTM titanium aluminides for this level of reinforcement ranges from 0.8 to 1.1%. Both direct and
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indirect strengthening mechanisms contribute to this effect (private communication from Dr. Steven
Kampe, Martin Marietta Laboratories, 1992). The particulars of the titanium diboride reinforcement
distributions in the titanium aluminide composite can be tailored and established during the XDrm
casting process.

The matrix selected for this study has the nominal composition Ti-48 at.% Al. This composition
corresponds to the portion of the phase diagram with two reactions: a peritectic (L+a-•y) and an
eutectoid (a-a42 + y). Three prominent microstructures have been characterized in near gamma
titanium aluminide monolithics: the single phase gamma structure; the a2 + y lamellar structure; and
the duplex structure 13. Variations and combinations of these microstructures are achievable through
heat treatment and thermomechanical processing. The lamellar structure consists of grains having
alternating layers of ordered face-centered tetragonal (LI 0) y (TiAI) and ordered hexagonal (DO1 9)
a2 (Ti3AI) phases (see Figure 2a). A non-equilibrium lamellar structure is obtained by cooling directly
from the liquid region. A fully lamellar structure is typically achieved by cooling after heat treatment in
the high temperature alpha single-phase field. The a2 and y lathes have strong crystallographic
orientation relationships toward each other ((0002)a2t(1( I)y, [1 12011111010)14. Heat treating a near-y
alloy in the a + y temperature range will promote the transformation of the lamellar structure toward a
more equiaxed structure. Gamma grains tend to nucleate and grow in the lamellae and at grain
boundaries. The resulting microstructure is typically referred to as the subtransus microstructure (see
Figure 2b). The duplex structure consists of lamellar grains and recrystallized grains of a2 and y. This
microstructure is commonly found in forgings and extrusions heat treated in the a + y phase field. At
room temperature, the lamellar structure is preferable for toughness where as the duplex structure is
more preferable for ductility15. With a subtransus microstructure, ductility increases over that of a
lamellar structure as the nucleating y grains multiply and grow. Corresponding results were found in
XD'm titanium aluminide composites 1 6. The focus of this study is to perform a limited study on the
effects of microstructure on dynamic impact. The wide range of microstructure and properties available
with the XD"m titanium aluminide composites provides an excellent opportunity to study this effect.

1600
L
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30 35 40 45 50 55
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Figure 1. AI-Ti Phase Diagram [from ref. 9]
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(2a)l (2b)

Figure 2. Illustration of a Lamellar Structure (a), and a Subtransus Structure (b) [from ref. 9]

Residual Penetration Test Method

In order to conduct the ballistic evaluation, it was decided to employ a method for which a large
database of ceramic performance results is readily available, and which would produce results with a
minimum number of tests to make best use of the limited material. The method selected was residual
penetration ballistic testing. Thiz is a relatively new technique for the evaluation of armor ceramic
materials, which has gained considerable acceptance as a performance screening test within the
armor materials community over the past several years. An early use of the methodology as a measure
of performance for determining efficiency of applique armors was described by Yaziv, Rosenberg, and
Partom 17 . Residual penetration tests were also employed by Rosenberg, Bless et. al. 18 , and
Rosenberg and Yeshurun 19 to evaluate ceramics against small arms projectiles. An independent
effort at the U.S. Army Materials Technology Laboratory to develop a ballistic test technique for
performance ranking of ceramics against long rod penetrators resulted in a residual penetration test
which has been described by Woolsey et al.20, 21, 22 Other recent work using similar configurations
has been described in papers by Alme and Bless 23 , Bless et al.24 , and Anderson and Morris 25.

Residual penetration tests rely on the construction of a performance map for a material over a
range of areal densities. Areal density is the measure of target material mass per unit surface area.
Varying the areal density corresponds to varying the thickness of target material. Performance is
measured by the depth of penetration of a projectile into a semi-infinite backplate after passing
through a ceramic target. The penetration in the backplate after the target is considered to be the
residual penetration. For convenience, this value is often referred to as "DOP", for "depth of (residual)
penetration," in the AMTL implementation of residual penetration testing. This method, which has
been adopted as the standard kinetic energy penetrator screening test for ceramic materials by both
the U.S. Army Ballistic Research Laboratory and the AMTL, was the one employed to perform all
ballistic tests for this paper. The basic assumptions which must be satisfied to ensure applicability of
the test are as follows: that the projectile class of interest is a ductile heavy alloy long rod; that the
operative penetration mechanism is hydrodynamic erosion, rather than rigid body penetration, and
that the backing plate is of effectively infinite thickness with regard to the final position of the
penetrator, so that no rear surface effects influence the penetration. Material comparisons may be
made between selected baseline materials, for which a performance map has been developed, and
candidate materials tested at any single areal density. This test method offers a number of advantages
over traditional ballistic limit test methods by eliminating factors introduced by non-standard test
configurations, targets with low ceramic percentages, and backplate effects. It also readily allows
parametric analysis of the effects on material performance resulting from differing material properties.
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EXPERIMENTAL PROCEDURES

Standard Ballistic Test Conditions for Ceramics

The standard residual penetration target consists of a material confinement package in contact
with a thick steel backplate. The standard target package used is illustrated in Figure 3a and 3b. It
consists of a 15 cm by 15 cm square ceramic tile of a selected thickness, which is laterally confined in a
steel frame with a 2.5 cm web and a depth equal to or greater than the tile thickness. Ceramic tile
thicknesses used in these tests have ranged from 0.625 cm to 10 cm. No cover plate is employed. An
epoxy resin is used to retain the tile in the frame. In addition, a thin layer (approximately 0.5 mm) of
epoxy is spread behind the tile to accommodate any slight surface irregularities, thus preventing
nonuniform contact between the ceramic and the backing. A 0.5 mm aluminum sheet is used behind
the tile to contain the epoxy within the frame. Backup blocks are monolithic rolled homogeneous
armor steel (commonly termed RHA), per U.S. MIL-A-12560, Class 3, in 10 or 12.5 cm thickness.
Specification requirements for this steel mandate the same hardness range for these thicknesses.
Ceramic packages are mechanically clamped to the backup block for testing (as shown in Figure 3c.).

10 to 125 cm
15.9cm

ceramic (I5 cm X 15 cm X t cm)

I I Frame SealanI

21 cm, ® RHA eel

2.5* Ainu Se I
E•oxy Ceramc Target

Assenbly

Frame Configuration Frame Configuration Test Setup
Front View Side View

Figure 3 a-c. Ceramic Target Assembly

The standard projectile used is a 91% tungsten-nickel-iron long rod penetrator with an aspect
ratio (LID) of 10:1 and an hemispherical nose. Rod weight is 65 grams. The tungsten alloy employed is
a standard commercial material, with a density of 17.45 g/cc. Penetrators are launched in a discarding
sabot package from a powder gun fitted with a 20mm smoothbore test barrel. The nominal or standard
velocity desired for all ceramic shots is 1494 m/s (4900 ft/s). This velocity was originally chosen in
order to produce the maximum practical residual penetration while being consistently achievable
under operating conditions. Measurement of projectile yaw and velocity are determined from flash X-
ray images taken of the rod in flight, using a 150 kV Hewlett-Packard X-ray system, which drives two
pairs of orthogonal tube heads.

All residual penetration measurements are taken directly from sections of the RHA steel block.
Penetration cavities are directly sectioned, and measurements are made on the sections as indicated
in Figure 4. Residual penetration is determined as DOP = Tb - a. This approach avoids inaccuracies
which would arise from a change in local block dimension due to the plastic yielding of the surface
immediately surrounding the penetration cavity.
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At the chosen test velocity, the reference penetration P0 is 68.6 mm for the rod employed. A
more complete discussion of the penetration performance of the tungsten alloy rods used in the
AMTL test has been published by Dowding et al.26 Papers by Hohler and Stilp2 7 , and Anderson and
Walker2 8 , among others, provide detailed analyses regarding the penetration of long rods in
homogeneous semi-infinite media.

DOP ................... ................ .

.......... .............

Figure 4. Residual Penetration Measurement

A variety of different ceramics have been tested at AMTL in order to provide a suitable basis for
material comparisons, and to determine the validity of the test procedure. A number of reference
ceramics of varying classes, for which complete residual penetration maps have been developed, are
used as the bases for comparisons to materials being tested. In general, one attempts to select a
reference material having a bulk density close to that of the candidate material. The reference material
selected for this paper is a 90% pure, sintered aluminum oxide from Coors Ceramics (AD90). A
comprehensive performance map is available for this material, consisting of over 50 tests across a wide
range of areal densities. A linear fit to the data produces a simple formula whereby the DOP may be
determined at any given areal density as follows:

DOP (mm) = 63.977 - (0.19071 x Areal Density (kg/m2)
The variation in DOP for the AD90 reference data at a constant areal density is 1.3 mm within one
standard deviation. This is comparable to the variation observed in the steel target alone.

Material Conditions

The titanium aluminide IMC's used for this study were produced by MML via the XDTM process,
and provided through the Naval Research Laboratory (NRL). Materials studied included 5, 10, and 15
vol/o TiB2 reinforced Ti-48 at.% Al castings. In addition, a 7.5 vol°/o TiB2 reinforced Ti-48AI-2V forged
pancake was provided by MML. For simplicity, the 5, 7.5, 10, and 15 vor/o TiB2 reinforced Ti-48 at.% Al
will be referred to in the text as 5XD, 7.5XD, 1OXD, and 15XD respectively. Chemical analyses of 5XD,
1 OXD and 15XD are shown in Table I (data fumished by Dr. C. Robert Crowe, Naval Research
Laboratory, 1992). The 7.5XD was alloyed with 2 at.% V, whereas the 5XD, 1OXD, and 15XD were all
nominally binary alloys.

The 5XD, 1OXD, and 15XD were 15.5 cm diameter ingots in the as-cast condition whereas the
7.5XD was a 3.81 cm thick hot forged pancake. The as-cast ingots had a lamellar structure developed
during the solidification process. The relative grain size of the various ingots decreased as the
reinforcement loading increased (see Figures 5a-c). The microstructure of the forging was a fine
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duplex structure with lamellar and equiaxed recrystallized a + y grains. Due to the thermomechanical
processing, the forging had the finest grain structure among the composites (see Figures 5d-e).

Table I. Chemical Composition of TiAI Composites

Norminal Composition [i Al TiB 2  02 N2  H2  C
5XD 51.4 48.6 5.1 0.096 0.007 0.0016 0.008
(Ti-48 at.% AI + 5 vol% TiB:): j
10XD 51.5 48.4 10.4 0.157 0.011 0.0017 0.008
(Ti-48 at.% Al + 10 volo TiB 2)
15XD 52.6 47.4 14.4 0.178 0.016 0.0013 0.019
(Ti-48 at.% Al + 15 vol% TiB 2) I
Notes: Ti and Al concentrations in atomic percent ( at.%)

TiB 2 concentration in volume percent (vol%)
02, N2, H2 , and C concentrations in weight percent (wt.%)

Table II. Vickers Hardness (1 kW Load)

As Received Heat Treated at 1330'C for 20
Hours

5XD
(Ti-48 at.% Al + 5 vol% TiB2) 467.2 411.2
1 OXD
(Ti-48 at.% Al + 10 vol% TiB 2) 562.6 444.1
15XD
(Ti-48 at.% Al + 15 vol% TiB 2) 550.4

7.5XD
(Ti-48 at.% AI-2V + 7.5 vol% TiB 2) 414.7 505.1

In order to study the effects of ductility, selected specimens were heat treated toward a more
ductile duplex structure. Half of the as-cast 5XD and 1 OXD, together with the forging, were annealed
in the a+y temperature region. Due to limited availability of material, the 15 XD was excluded from the
heat treatment. The a+y region of the Al-Ti phase diagram is bounded by the a--o.2 + y eutectoid
isotherm and the a transus (see Figure 1). Previous study of 5 vol% TiB2/Ti-48 at.% Al determined the
a-* ci2+y eutectoid isotherm to fall between 1300"C and 1310"C, and the a transus temperature to
fall between 1360"C and 1375"C 29 The heat treatment condition selected for both the as-cast
ingots and the forging was 1330"C for 20 hours. These heat treatments were performed in a vacuum
furnace, and all specimens were wrapped in tantalum foil. Hardness changes resulting from this heat
treatment are found in Table II. A subtransus microstructure corresponding to a lower hardness was
developed in the 5XD and 1 OXD ingots as a result of this heat treatment (see Figure 6). Coarsening of
the duplex structure toward a subtransus microstructure was observed in the 7.5 XD after the heat
treatment (see Figure 7). The resulting microstructure corresponded to an increase in hardness. It is
generally accepted that as hardness increases, strength increases.
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Fig. 6. Post-Heat Treatment 5XD (Mag 200X) Fig. 7. Post-Heat Treatment 7.5XD (Mag 200X)

Ballistic Test Specimens

The ballistic performance of the XD1M titanium aluminide composites was evaluated by means of
the residual penetration (DOP) test previously described. The as-received and heat treated ingots
along with the heat treated forging, were sectioned to 2.54 cm and 5.08 cm thick plates by mean of
electrode discharge machining (EDM). Due to the lateral size of the available ingots (15.5 cm
diameter), it was not feasible to produce a square plate of the size used in the ceramic configuration.
Therefore, confinement frames were fabricated with circular cutouts to accomodate the full diameter
ingots. The preparation of square tiles with a smaller lateral dimension was not considered advisable,
since previous results on ceramics have indicated performance variations for different plate sizes. The
circular configuration used provides a roughly equivalent surface area to the standard square tile. In all
other respects, target package preparation and testing was identical to the standard ceramic
procedure. All ballistic tests weie performed at AMTL A test matrix of the composite targets evaluated
is shown in Table Ill.

Table Ill. Quantity of Targets Tested

As Received Heat Treated at
1330'C for 20 Hours

Thickness 2.54 cm 5.08 cm 2.54 cm 5.08 cm
5XD
(Ti-48 at.% Al + 5 vol% TiB 2) 1 2 1 2
1OXD
(Ti-48 at.% Al + 10 vol% TiB 2) 1 2 1 2
15XD
(Ti-48 at.% Al + 15 vol% TiB 2) - 2 -

75XD
(Ti-48 at.% Al + 7.5 vol% TiiB2 ) ! "

3.81 cm in thickness

All data used in this study were taken from shots with a total penetrator yaw under 3 degrees. By
means of the known variation of residual penetration with velocity, corrections in measured residual
penetration values were made to account for variations in the actual striking velocity. Further details
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regarding these procedures are given by Woolsey30. The assumption of a semi-infinite backing plate
was checked by examination of the rear surfaces. No loss of flatness was observed for the tested
targets. Given this observation, the conditions required for test validity were considered to have been
adequately satisfied.

Postmortem fractographic analysis was performed on impacted targets to determine governing
dynamic fracture mechanisms in these materials. Representative sections from regions both in and
near the penetration interaction zone were taken from the tested targets by EDM to provide samples
for metallographic and electron microscopy analysis.

RESULTS AND DISCUSSION

A plot of the residual penetration data for the 5XD, 7.5X0, 1 OXD and 15XD materials for both as-
cast and heat treated conditions is compared to the AD90 alumina reference map in Figure 8. The
AD90 map is displayed with upper and lower bound lines representing differences of three standard
deviations from the reference curve. Note that the reference map is linear over this range of areal
densities. It is apparent that the test results for all of the titanium aluminide materials essentially fall
within the normal range of scatter for the AD90 results. Thus, these composites all have the same
level of ballistic performance against this penetrator as the reference alumina. This similarity of
performance is quite interesting, given the significant differences observed in macro- and microscopic
failure morphology from aluminum oxide or other ceramic materials.

80.0 , , , , I I , , , I , , I , , . . . I . . I80.- I AD9O Ceramic Baseline

70.0 O 5XD
A 5XD (HT)

60.0'- 7.5XD
L •+ 10XD

50.0 X 10XD (HT)E " 0 15XD

E
"- 40.0
IL•

0
o30.0

20.0

10.0

0.0- w id 'l i l ,- 11 ... IIUJIIUUjUU* i *J 5I

0 50 100 150 200 250 300
Areal Density (kg/mr2 )

Figure 8. Residual Penetration for Various Titanium Aluminides

Macroscopic examinations of the impacted targets showed a cross-sectional area of the
affected material, which roughly conforms to the features of a shallow champagne glass (see Figure
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9). For the sake of discussion, region 1 is referred to as the lip, region 2 is referred to as the bowl,
region 3 is referred to as the stem, and region 4 is referred to as the base.

Only the 2.54 cm thick as-cast 1 OXD exhibited the base region. This sample was the only one to
separate from its confinement due to the ballistic impact. The 1OXD also had the highest hardness
among t.e 2.54 cm thick targets tested.

Region 1I~

Region 3 -> Region 2
I ietR Region 4 I

Figure 9. Schematic of Penetration Cavity Cross-Section

Frontal views of a representative series of targets of 5XD, 1 OXD, and 15XD are shown in Figures
1 Oa-c. The bulk of the material remained basically intact, in contrast to ceramic target plates. Ceramics
such as AD90 exhibit extensive damage in the form of radial cracking, ring cracking, and extensive
comminution of material in the penetration zone. Some radial cracks have developed in the XDTM
titanium aluminide plates. The extent of these in all cases is less than that in a ceramic.

The failure mechanism for target material in the immediate penetration zone is plastic yielding.
This is also illustrated by the effective constraint which the TiB 2 /TiAI IMC plates provided to the
surface of the steel backup block. The degree of plastic flow at the top of the penetration cavity (in the
steel) is minimal for all of the tests performed. This is a normal feature of penetration observed
between interfaces in metallic materials which undergo ductile yielding, e.g. stacked steel plates. In
ceramics, however, extensive fracture at late times due to accumulated damage from the penetration
event makes the material in the region of the penetration unable to support shear loading. Hence, it
cannot provide an effective constraint to the block face, which responds much like a free surface and
flows outward near the penetration cavity.

The diameter of the stem region where the penetrator perforated the target is relatively uniform
within each thickness group. The stem diameter of the 2.54 cm targets is noticeably larger than that of
the 5.08 cm thick targets. The stem of all the 5.08 cm thick targets is typically filled with a mixture of
penetrator and target materials whereas the 2.54 cm targets exhibit a clean hole. The height of the
stem appears to be a function of target thickness and micro-hardness. The higher reinforcement
loading IOXD composites display a shorter stem compared to the 5XD. Targets with a short stem
region also exhibit a deeper and larger diameter bowl area; aspects of this will be discussed later.
Microscopic analysis of the stem region revealed significant evidence of local deformation and particle
damage (see Figure 11). Apparently, there is sufficient ductility in this material during dynamic
compression to prevent rupture due to the impinging penetrator. It is also observed that small cracks
as narrow as 50jam initiated in this region have become filled and fused with a mixture of penetrator
and target material (see Figure 12). Subsequent stresses induced as a result of penetration caused
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crack propagation through these filled regions. The role of the penetrator/target materiai mixture in
filling and fusing cracks may have reduced the degree of expulsion of damaged material which would
otherwise be expected. More detailed study will be required to obtain a better understanding of this
observation.

VV

C.

Figure 10. Frontal Surfaces of 5XD(a), 10XD(b), and 15XD(c) Ballistk, Targets (Mag 3X)
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Figure 11. Backscatter Electron Micrograph Figure 12. Backscatter Electron Micrograph
of Stem Region (Mag 200X) of W-Fe-Ni Filed Cracks (Mag 200X)
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A reverse spallation phenomenon is evident in a majority of the materials tested. Spall is the term
applied to failure of a localized region in the target due to the tensile stress, which is created when a
compressive shock wave reflects at an interface as a rarefaction wave propagates back into the target.
This places material on some plane within the plate above its tensile yield point. It is often observed on
the rear surfaces of plates where a ring of material is detached from around the penetration zone and
ejected away from the rear of the plate. The position of the spall plane is determined by material and
geometric factors of the target material. Preferential failure along the path of microstructural features
such as rolling texture is commonly observed. In these tests, the backplate constraint has suppressed
the common mode of behavior, but sufficient tensile stresses are generated near the surface to cause
detachment and ejection of material in a direction opposite to the penetration event. The extent of
this behavior appeared to vary directly with increased particulate loadings (see Figure 10). An
excellent example of the operative failure mechanism is observed in the 7.5XD material, where crack
propagation is preferential along the direction of particulate alignment developed by the axially
symmetric forging process.

Fracture morphologies in the lip and bowl region of the spall zone differ significantly. The fracture
surface in the lip region is coarse and jagged, revealing a tortuous path for crack propagation (see
Figure 13). The fracture path follows grain boundaries and lamellae directions, and appears to be the
result of a relatively low strain rate loading. For 15XD with a high reinforcement loading, the fracture
often follows particles in close proximity. In the bowl region, the fracture surface is relatively smooth
with extensive secondary crack propagation below the fractured surface (see Figure 14). The general
appearance is similar to that for brittle cleavage or fast fracture. It is noteworthy to mention that there is
significant particle damage within thq fracture surface. The secondary cracks are typically blunted and
stopped by various micro-mechanisms. Among the crack blunting mechanisms observed are crack
biturcation within the lamellar structure, and crack blunting resulting from pre-shattered particulates
(see Figure 15). Micro-hardness values measured near the fracture surface with significant damaged
particles show softening effects. If the particles had been damaged during the initial shock wave, this
may soften the material to withstand subsequent secondary shock waves. In the 15XD, cracks
propagated as bands with finite thickness (see Figure 16). This observation may relate to the
decrease in mean particle spacing with increasing reinforcement loading. Such a feature may be the
culprit behind the severe spall exhibited by the 15XD composite.
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Figure 13. Backscatter Electron Micrograph Figure 14. Backscatter Electron Micrograph
of a Typical Lip Region (Mag 50X) of a Typical Bowl Region (Mag 100X)
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Figure 15. Backscatter Electron Micrograph Figure 16. Backscatter Electron Micrograph
of Crack Bifurcation (Mag 500X) of a Band Crack in 15XD (Mag 20OX)

In summary, the XDThI titanium aluminide composites have comparable ballistic performance to
AD90 alumina. The observed level of ballistic resistance was not significantly affected either by
microstructure or by reinforcement loading. However, the microstructure played a major role in
affecting the spall characteristics of the target. The fracture and crack blunting mechanisms identified
are all subject to control by various processing methods. Further work would be needed to tailor the
microstructure to minimize spall characteristics. Furthermore, materials with higher reinforcement
loading would need to be studied to see the influence of large quantities of ceramic particles on
penetration resistance.

CONCLUSIONS

" XD'M titanium aluminide composites exhibit a level of ballistic performance comparable to
aluminum oxide ceramics against erosively penetrating long rods.

" The governing failure mode under dynamic impact conditions for XDTM titanium aluminide
composites is local plastic yield, which is not comparable to the brittle fracture process
exhibited by armor ceramics.

" The observed macroscopic damage evolution in these materials is influenced by
microstructural features.

" Micro-fracture mechanisms observed in postmortem analysis include crack blunting due to
particulate damage and crack bifurcation in the lamellar structure.
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High Sensitivity Infrared Hot-Electron Transistors

K. K. Choi, Dr., M. Taysing-Lara, Ms., and W. Chang, Mr.
U. S. Army Electronics Technology and Devices Laboratory

LABCOM, Fort Monmouth, NJ 07703-5601

Recently, thermal imaging has been successfully demonstrated using
GaAs/AlGaAs multiple quantum well infrared photodetectors (QWIP). However,
the operating temperature tends to be lower than 77 K due to the large dark
current existing at this temperature.

We propose to use an additional electron energy filter to reduce the dark
current of a QWIP device and hence increase its operating temperature. The
resultant device constitutes an infrared hot-electron transistor (IHET). When the
infrared detection is dark current limited, we will show that the detectivity of the
IHET is increased by a factor of aP/l/ad in comparison with the original photodet-
ector, and the noise equivalent temperature difference is reduced by a factor of
ap/ad, where ap and ad are the photocurrent and the dark current transfer ratios
respectively.

Furthermore, in the voltage coupled readout circuits, we will also show that
the IHET structure increases the voltage responsivity of a QWIP by providing an
internal photovoltage gain, and the IHET can be dc coupled to a high gain amplifier
without a light intensity modulator.

In this paper, I will discuss the basic operating principles and the-state-of-
the-art of the QWIP and IHET devices.

A basic QWIP device consists of a number of periods of GaAs quantum
wells and AlxGalxAs barriers. The quantum wells are doped to 1018 cm"3 and
the barriers are undoped. The well width is adjusted so that the spacing of the
lowest two subbands matches the incoming photon energy. The barrier width is
wide enough to suppress the tunneling current from the ground subband. The Al
molar ratio x, on the other hand, determines whether the second subband is
bounded or extended. The multiple quantum wells are sandwiched between two
n doped layers as electrical contacts. For an IHET structure, an additional
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Aly Ga 1-As layer is grown of the top of one of the contacts as an electron energy
filter, followed by another n doped layer as the collector.

In the following, we will describe the electrical and optical properties of a
typical IHET device. The device is grown by molecular beam epitaxy on a (100)
semi-insulating substrate. The first layer grown is a 6000-A-thick n +-GaAs layer
as the emitter contact layer. Next, an infrared sensitive QWIP structure is grown.
It consists of 50 periods of GaAs wells and AI D 2 5 Gao 7 5 As barriers. The well
width and the barrier width are 40 A and 200 A -respectively. On the top of the
QWIP structure, a thin (300 A) pseudomorphic In0 .1 5 Ga 0 .8 5 As base layer is
grown, followed by a 2000-A-thick AI0 .2 5 Ga 0 .7 5 As barrier and a 1000-A-thick
GaAs as the collector contact layer. All the layers except the barriers are doped
to 1.2x10 1 8 cm 3 . The band structure is shown in Fig. 1.

TM 4
M v3

7VV

E B C

Fig. 1. The band structure of the detector under an emitter bias Ve and a
collector bias Vc. Mn are the minibands above the barriers.

Infrared absorption of QWIP structures is initiated by electronic intersubb-
and transitions from the ground state E1 to the first excited state E2 within the
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conduction band. Since the dipole moment of the transition is along the
superlattice axis, the electric component of the incident light is necessarily
nonzero along this direction. The absorption coefficient aq can be shown to be

a Ps e2 f sin 2 e r/2
Lp 2Eom * c n (WqWo) 2 + (F/2)2

where ps is the 2-dimensional electron density per well, L is the length per
period, f is the oscillator strength, 0 is the angle between the direction of light
propagation and the superlattice axis, n is the refractive index, and r is the
absorption linewidth.

Forps = 4x1015 m-2, L , = 500 4, f = 0.96, 0 = 450 , Ttw, = 124 meV,
AA/A = 20 %, apeak is calculated to be 490 cm"1 . If light is allowed to make a
double pass through the sample, the internal quantum efficiency R for unpolarized
light is then equal to 11 %, estimated from the expression q = 0.5(1-exp(-2al)),
where I is the thickness of the QWIP. The above estimation is done by assuming
the infrared light coupled into the device at 450 angle. By using proper diffraction
gratings for light coupling, r can be made close to unity. 1 Fig. 2 (a) shows the
absorbance of the mentioned QWIP structures as a function of incident photon
energy at Brewster's angle. From the peak absorption, we can estimated q at 450
to be 5 %, half of the calculated value. On the other hand, the measured r7 (= 10
%) of a similar structure is consistent with the calculated value. The second
sample has the same nominal well width and doping density but different barrier
parameters ( width = 300 A and Al molar ratio = 0.23), the absorption curve
is shown in Fig. 2 (b). The difference in the value of q of the two samples may be
due to the difference in the actual doping density and the uncertainity associated
with the background subtraction. Note that the two samples have different
miniband structures due to different barrier parameters, and the locations of the
minibands are also shown in Fig. 2. Despite the differences in the miniband
structures, the same peak position at E2 is observed. This indicates that for single
bound state detectors, the optical transition energy is determined by the resonant
excited state E2 of individual wells, which depends only on the well width, but not
by the miniband structure. This result shows that the well width is the only
adjustable parameter to tune the operating wavelength when the excited state is
extended. Also, as shown in Fig. 2 (b), excessive reduction of the barrier height
or increasing the barrier width will reduce the detector sensitivity, since the
minibands between the top of the barriers and E2 generate additional thermionic
emission current but negligible photocurrent.

255



CHOI, TAYSING-LARA & CHANG

On the absorption peak, besides the E2 peak, there are other modulation
structures. These modulation peaks, absent in the normal incidence, match the
oscillatory structures in the responsivity curve shown in Fig. 2 (a) measured at
temperature equal to 10 K and at 450 light coupling angle. This result indicates
that the absorption modulations are due to electron transitions, which can be
attributed to the localized states created as a result of coupling between E1 and
the minibands.
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Fig. 2. (a) The absorption spectrum at Brewster's angle and the photocurrent
spctrum of a ,W'M: with well width 40 A, barrier width 200 A and Al molar ratio
of 0.25. (b) The absorption spectrum a OWIP with well width 40 A, barrier width
300 A and Al molar ratio of 0.23.
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The dark current characteristics of the detector at 77 K are shown in Fig.
3. For this device, the emitter area is 7.92x10-4 cm 2 , and the collector area is
2.25x10 4 cm-2 . The device configuration is shown in the insert of Fig. 3. The
emitter current le is the current measured at the emitter normalized according to
the ratio of the emitter area to the collector area, which also represents the
current level of a QWIP device. The electron current injected to the base is
separated into two branches according to the energy of the electrons by the
energy filter located between the base and the collector. The lower energy
electrons are blocked by the barrier and drained through the base, the higher
energy electrons overcome the barrier and are collected at the collector and form
collector current IC. The dark current transfer ratio a (-Ie) as a function of
emitter voltage Ve at a constant collector voltage Vc (= 0 V) depends on the
electron energy distribution p. In fact, the conducting electron distribution at
different temperature can be measured by thermally stimulated hot-electron
(TSHE) spectroscopy, in which r, defined by da/dVe, is measured as a function

.3
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.- 4 T 77 K
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Z -8
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Fig. 3. The emitter dark current IE and the collector dark current Ic as a function
of the emitter bias VE at 77 K. The insert shows the schematic device configura-
tion.
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of Ve at different temperature. Fig. 4 shows the TSHE spectra at temperatures

equal to (a) 100 K, (b) 77 K, and (c) 50 K. r can be shown to be proportional to

the hot-electron distribution, with the higher energy electrons appearing at the

lower Ve. The data show that the peak of the distribution at 77 K is located

between E1 and E2 , and hence indicate the dominant transport mechanism at this

temperature is thermally assisted tunneling. 3 At finite temperature, the ground

state electrons located at the high energy Fermi distribution tail can be scattered

by impurities and tunnel through the quantum barriers in the QWIP structures.

E 2

z

100 OK (a)

- 77K Mb

I- S~50K

E 1

0 -1 -2 -3 -4 -5 -6

VE(V)

Fig. 4. The parameter r (defined in the text) as a function of VE at (a) 100 K, (b)

77 K, and (c) 50 K. The parameter r for photocurrent measured at 90 K is

indicated by (d). The curves have been shifted vertically for clarity.
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The photoresponse of the detector can be characterized using either a CO 2
laser or a glowbar-monochromator. Fig. 5 shows the current responsivity R as a
function of Ve. At low Ve, R is directly proportional to Ve. At larger Ve, R
becomes constant. After Ve = -4 V, R increases again. In order to understand the
characteristics of R, it is important to know the photoelectron distribution in the
detector. Curve (d) of Fig. 4 is a plot of rp defined as dap/dVe, where a is the
ratio of collector photocurrent IPC to the emitter photocurrent Ipe normalized to the
same area. r can also be shown to be directly proportional to the photoelectron
distribution. fn this measurement, the wavelength of the incident light is 9.25 pm.
The result shows that the width of the photoelectron distribution is very narrow.
The estimated full width at half maximum (rF1 ) is 17 meV. It is in agreement with
the next measurement using different incident photon energy.

4 -0.6

S3 -
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J,-. .. . . . .. . . . .. 2
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0 -2 -4 -6
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Fig. 5. A plot of experimental (solid curve) and theoretical (dotted curve) DC
current responsivity R at photon energy equal to 150 meV as a function of emitter
bias Ve. The diamonds are the positions of the photoelectron peak eVm above the
analyzer barrier shown in Fig. 7. R and eVm show strong correlation.
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In the following experiment, the emitter and the collector voltages are fixed
at -1.2 V and 0 V respectively. ae is then measured as a function of incident
photon energy. The result is shown in Fig. 6. The solid curve is the fitting to the
experimental data assuming that r is Lorentzian and the photoelectron energy
increases with the photon energy. P is then deduced to be 17 meV at the front
boundary of the analyzer as the last experiment. When the detector is under 1000
K radiation, rP is found to be 31 meV, consistent with the absorption width.
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Fig. 6. The crosses are the experimental photocurrent transfer ratio as a function
of incident photon energy. The curve is the theoretical fitting assuming that the
photoelectron distribution is Lorentzian with a width of 17 meV.
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In order to know the photoelectron distribution at different Ve, Ipc is now
measured as a function of Vc at different Ve. As Vc becomes more negative, the
barrier height of the energy filter becomes higher as shown in Fig. 1, and less
photocurrent will be collected. The rate of change of I as a function of Vc,
dlpc/dVc, is then a measure of p. The result is shown in Fig. 7. r is found to be
insensitive to Ve and the mean value is 76 meV. However, this apparent rp is not
the intrinsic width of the photoelectron injection since additional broadening
occurs in the thick energy filter. Nevertheless, it does show that the distribution
is Lorentzian and the energy of the photoelectrons increases with Ve when Ve is
large.

1.0

Ve -5.0 V
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Fig. 7. A plot of dlpc/dVc as a function of V. at different Ve at temperature equal
to 1OK.
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The above results show that the photoelectron distribution is extremely
narrow, indicative of the diffusive transport of the photoelectrons; if the transport
were ballistic or quasi-ballistic, the expected energy distribution would be much
broader. Hence, the standard theory for photoconductor applies for the OWIP
devices:

hv
e 'I (V_ _ (2)

hv 2v, ,+,(V,)
+

Vd To

where R is the current responsivity, q is the quantum efficiency, g is the
photoconductive gain, vs and vd are the contact recombination velocity and the
drift velocity respectively, Ttr and ro are the transit time and the hot-electron
lifetime respectively. Eq. 2 is valid if vs < < vd, i.e. hot-electron energy relaxation
rate is small at the contacts.

Applying Eq. 2 to the present device, it is necessary to know the specific
characteristics of the device. For the present device, high field domain (HFD)
formation is observed up to 77 K. Below a critical emitter voltage (Vk) equal to -3
V, an increase in Ve results in an increase in the number of HFDs, but keeping the
electric field in the low field regime and the high field regime constant. 4 Since the
major contribution of photocurrent is from the HFDs, the effective q is then
proportional to Ve below Vk and constant above Vk. Under a constant electric
field below Vk, vd is also a constant and actually equals to the saturated drift
velocity since the electric field (- 60 meV per period) is much larger than the
critical field (7 meV per period) for maximum drift velocity to occur. Since vd is
constant, Ttr, being the time to travel across the high field regime, is proportional
to Ve below Vk and constant above Vk. If we assume vs and To to be constant,
the DC current responsivity can be fitted as shown in Fig. 5 for I Ve I < 4 V
with vs/vd = 0.13, consistent with the assumption, and To/Ttr = 2.5 at Vk.

For I Ve I > 4 V, R is larger than the fitting predicted. In order to
understand this discrepancy, it is necessary to examine R at the lower bias. When
Ve is small, Ttr/To is less than 2 vs/vd, therefore, ý is proportional to q and hence
Ve. At larger bias, the reverse is true, R is then proportional to 17To/Ttr, which is
independent on Ve as observed. The rising of R after -4 V then indicates that To

increases at large bias. This conclusion is in fact consistent with the increasing
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photoelectron peak positior at large Ve shown in Fig. 7. As the average energy
of the photoelectrons above the quantum barriers is increased, r0 is expected to
increase. In Fig. 5, we plot the peak position eVm above the analyzer barrier,
which shows strong correlation with R. Note that the contact recombination term
we included is crucial to the theory since it explains the voltage dependence at
low voltages and determines the ultimate gain achievable at high voltages when
To becomes very large.

In the following, we will estimate the dark current limited detectivity of the
detector based on its electrical and optical properties. The detectivity D is
defined as R/A/in, where A is the area, R is the current responsivity of unpolar-
ized light at a particular wavelength and in is the dark current induced noise
current. At 77 K and Ve equal to -0.85 V, in at the emitter is measured to be 2.2
pA/4Hz (normalized by the square root of the emitter to collector area ratio).
Combined with the measured R shown in Fig. 5, D* is evaluated to be 4.0x10 9

cmVHz/W at 8.2 pm. Likewise, D is equal to 5.5x10 9 cm4Hz/W and 6.0x10 9

cm4/Hz/W at Ve = -1.33 V and -1.8 V respectively. Note that the value of the
gain deduced from the noise current at -0.85 V is 0.66, from the relation in =
(4 egld) 1/2, differing from the value of 3.0 we deduced from Eq. 2. The discrepan-
cy is due to the fact that the gain that determines the noise current is the average
gain of the entire QWIP, including the high field regime and the low field regime,
while the gain determined in Eq. 2 is the average gain at the high field regime
only.

For the D of an IHET, the current responsivity R is reduced by a factor of
ap compared with an QWIP, but at the same time, the dark current is also reduced
by a factor of ad where ap and ad are the photocurrent transfer ratio and the dark
current transfer ratio respectively. As a result, D of an IHET is increased by a
factor of aP/l•ad in comparison with the original OWIP. Since the energy of the
photocurrent is higher than the energy of the dark current at 77 K as indicated in
Fig. 4 a can be much larger than ad at certain Ve. For example, at -0.85 V, a
is 0.33 wvhich is 36 times larger than ad (= 9.1x10,' 3 ). Hence, the D* of the IHEf
is increased by a factor of 3.5 at this bias, and is equal to 1.4x10 1 0 cm/Hz/W.
At lower temperatures, it is 3.0x10 10 , 1.1x10 1 1, and 7x10 1 1 cm/Hz/W at 70
K, 60 K, and 50 K respr•ctively, higher than the corresponding QWIP devices.

Note that the D of an IHET can exceed the estimation given by Kinch and
Yariv 6 for the QWIPs. In their analysis, the thermal electrons include all the
electrons with energy higher than the barrier height (= 190 meV in the present
case), while an IHET is capable of discriminating all the electrons up to the energy
(=215 meV) corresponding to the cutoff wavelength. This difference alone
reduces the dark current by a factor of 43, and hence increases the estimated D*
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by a factor of 6.6 at 77K.
Besides the D , another figure of merit of a detector array is the noise

equivalent temperature difference (NEAT). When the IHETs are used in a detector
array with charge coupled device (CCD) readout circuit, the integration time per
frame can be made longer by a factor of 1 lad than in the case with the QWIP, due
to the reduced dark current. As a result, NEAT of the detector array is a factor of
aPl/ad (= 36 in the present case) smaller when the IHET structure is used due to
the increased D and the longer integration time.

In the last section, we have shown the advantages of IHET in the charge
coupled detector arrays. In the following, we would like to show that IHET is also
advantageous in voltage coupled readout circuit. In scanning detector arrays, high
gain operational amplifiers are often used instC" d of CCDs due to their lower cost.
In this case, photovoltaic detectors such as photodiodes are much more favorable
than photoconductors, mainly because being under a large dc bias, photoconduc-
tors often need ac coupling and hence require some type of light intensity
modulation during the operation. In the present voltage coupled readout circuit,
we will show that the IHET structure can also be used to improve the characteris-
tic of a QWIP in two significant areas, specifically, the IHET provides an internal
photovoltage gain which increases the voltage responsivity of a QWIP, and the
IHET can be dc coupled to a high gain amplifier, thereby eliminating the
requirement of light modulation.

In order to understand the amplification mechanism of an IHET, let us first
examine the photovoltage (Vpc) measured from a QWIP which is given by

VC j.(l1+ YI, (3)v; ,,-7+i
r RL

where i is the emitter photocurrent, r is the internal dynamic resistance of the
QWIP, and RL is the external loading resistance. If the same QWIP is incorporated
into the emitter of an IHET structure, the photovoltage (Vpt) measured across RL,
according to the standard transistor theory, is easily shown to be

S1 -1 (4)
V; ''i-+ 

1 )-i
="R RL

where 1/R is the output admittance with input open. In the present case, R = 4.6
MQ is much larger than r = 69 kQ at 77 K and Ve = -0.85 V. If we assume the
loading resistance in both the QWIP and IHET is equal to r and R respectively,
then the photovoltage gain will be equal to ap R/r which is 22. However, in order
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to achieve this high gain, the loading resistance in the IHET case is very large. One

has to apply a large positive collector bias Vcc as shown in Fig. 8 to balance out

the voltage drop across RL due to the ambient dark current flow. If we limit Vcc

to be less than 0.2 V, the largest RL one can adopted is 2 MO in order to keep the

operating point Q above the threshold voltage Vth (- -0.15 V). In this figure, Vc
is the voltage between the collector and the base. The experimental value for the

photovoltage gain is 9.7 at Ve = -0.85 V when RL of the IHET is 2MQ and Vcc

is 0.2 V. The voltage responsivity is measured to be 130 kV/W.

*lTVk

(a)

I'0

0

-10 " " "
0 TIME (second) 250

(b)

Fig. 8. The schematic diagram of an IHET dc coupled to a voltage amplifier, (b)

the dc output voltage of the amplifier at 11 K (lower curve) and at 77 K (upper

curve). The 77 K data have been shifted up by 10 V for clarity.
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For a given RL, one can adjust Vcc such that the operating point Q is on the
axis where Vc is zero. Under this condition, Vc is nonzero only when there is a
photosignal, similar to the photovoltaic operation. The IHET can then be directly
coupled to a high gain voltage amplifier without saturating the amplifier output.
Fig. 8 (a) shows an amplifier circuit with a voltage gain of 1000. Fig. 8 (b) shows
the output voltage of the IHET with RL = 100 kQ and Vcc = 3 mV at T = 10 K
and 8 mV at 77 K. These data are obtained by manually opening and closing an
optical shutter in a regular time interval, with the initial shutter position close.
Note that the ambient output voltage without light is very close to zero volts,
showing the flexibility of the transistor in dc coupling. The measured noise is
temperature independent in the present case, which indicates that the light
detection process is amplifier noise limited. Finally, it is interesting to note that the
schematic diagram in Fig. 8 (a) may be viewed as a two stage amplifier, since the
light signal detected at the emitter is first amplified by the transistor and
subsequently by the operational amplifier.

In summary, we have elucidated the basic operating principle of QWIP and
IHET devices. In general, the IHET improves the characteristics of an QWIP
significantly. For the present IHET, it increases the detectivity of a QWIP by a
factor of two, reduces the noise equivalent temperature difference by a factor of
36, increases the photovoltage response by a factor of 9.7, and provides quasi-
photovoltaic operation. The detectivity of the present detector is 1.4x10 1 0

cmlHz/W at 77 K. With further optimization of device parameters such as doping
density and the structure of the QWIP, the structure of the energy filter, and the
scheme of optical coupling, a broadband 10 pm IHET with D close to 1011
cmVHz/W should be achievable at 77 K.
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1.0 INTRODUCTION

The primary objective of this work was to assess the Faraday rotation
technique as a method to characterize semiconductor wafers for improved
efficiency in focal plane array production that could support strategic and
tactical programs. The approach has been to work closely with material
growers to compare electronic properties measured in this laboratory using
magneto-optical techniques to those measured on the same samples using
standard methods. Work in this laboratory on the application of Faraday
rotation (FR) technique to determine free carrier concentrations in mercury
cadmium telluride (MCT) and other semiconductor materials has been
previously reported. Recent upgrades in the laboratory technique and
hardware have resulted in new temperature- and wavelength-dependent data
on MCT. A goal in analyzing this new data was to assess the feasibility of
obtaining other information, e.g., mobility, in addition to free carrier wafer
characterizations from the FR technique, resulting in a more complete wafer
characterization. Mobilities were calculated from experimentally measured
FR and absorption data on materials previously characterized by the Hall
technique.

If the incident photon energy is not too near the semiconductor bandgap
energy the Faraday rotation, 8, can be described by1
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8=aO- +b2 . (1)

The first term of Eq. (1) is the interband Faraday rotation and is not a
function of the free carrier concentration. The interband term is large for
wavelengths near the absorption edge. The second term is the free carrier
contribution to the Faraday rotation and is related to the magnetic field
strength, B , and carrier effective mass m* by

b = -Ne 3 3AB2 = c 4 m*2 n (2)
22tc m n

where N is the free carrier concentration, e is the electron charge, A is the
material thickness, c is the speed of light, and n is the refractive index. Both
terms in Eq. (1) contribute significantly to Faraday rotation in HgCdTe at CO2
laser wavelengths.

2.0 EXPERIMENTAL

The experimental apparatus, shown schematically in Figure 1, is similar
to that described previously 2 . In the work reported here the C02 laser was
tunable from 9.2 to 10.8 mun and the output was monitored by the power meter
and spectrum analyzer addressed by a movable mirror. Nearly simultaneous
measurement of rotation and absorption was made at each point on the
sample by using two lock-in amplifiers, one tuned to the chopper frequency
and the other tuned to the magnet modulation frequency. A calibration factor
in millivolts per degree of Faraday rotation for the system was determined by
comparing the output signal with the polarization rotation induced by a dc
magnetic field. The samples were mounted on a cold finger in a dewar
having 2.0 mm thick ZnSe windows. The sample was held rigidly to maintain
point-to-point orientation throughout the experiment. Faraday rotation
measurements at 3 temperatures were made at 15 points across a 2 mm x 4
mm area of the sample at 7 C02 wavelengths between 10.74 pan and 9.2 Jim.
To compensate for random laser drift in intensity, an average over three runs
was used.
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Figure 1. MICOM Faraday Rotation Mapper

Several samples of Hgl-x.CdxTe were obtained from the Central Research
Laboratories of Texas Instruments, Inc., Dallas, Texas. Nominal x values
were determined by cutoff wavelengths measured by FTIR
spectroscopy; free carrier concentrations and mobilities were determined by
Hall effect measurements. A sample of nominal x value 0.274, transparent to
CO2 laser wavelengths at 77"K, was chosen. The sample had a thickness of
1.08 mm, and average free carrier (electron) concentrations of 5.80 x 1015 cm-3

and 2.38 x 1014 cm-3 at 300"K and 77"K, respectively, with corresponding
mobilities of 6. 16 x 103 cm2 (Vs)-1 and 5.66 x 103 cm 2 (V)-1.
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3.0 DOPANT AND FARADAY ROTATION COMPONENT
MAPPING IN HgCdTe

As indicated in Eq. (1) above, the FR signal is composed of two main
components, the interband component, and that due to the free carriers in the
material, both intrinsic and extrinsic (dopant carriers). The purpose of
measuring Faraday rotation at different wavelengths and different
temperatures is to separate the interband and the intrinsic and dopant
carrier components. The components were separated using a method
described by Ahrenkiel 3. Faraday rotation measurements for each point were
plotted versus wavelength at a particular temperature and a least squares
line was fitted to the points. Two arbitrary points on the least squares line (say
at 9.0 gm and 11.0 gim) were used in Eq. (1) to solve for a , the interband
coefficient, and b, the free carrier coefficient. This method assumes that Eq.
(1) is linear with respect to wavelength over the narrow range of CO2 laser
wavelengths. Least squares plots, one for each point for each temperature for
a total of 45 plots, were found to be nearly linear for these experiments. Figure
2 is a mapping of the free carrier component of the FR at 15 points across the
sample at 77"K. The calculated negative rotations from the least squares plots
are slightly higher than the experimental values. This is due to a slight
negative rotation from the dewar zinc selenide windows. The offset rotation is
independent of sample temperature since the windows are not cooled.
According to the calculated curves of intrinsic carrier concentration versus x
of Long and Schmit 4, the intrinsic carrier concentration of this sample (x =
0.274) at 77"K is on the order of 106 less than that at room temperature. With
the intrinsic carriers thus frozen out, the only source of free carrier rotation is
that due to the dopant carriers, whose numbers are more or less
temperature-independent. Thus the free carrier components of the FR at
77"K in this sample are due entirely to the dopant and this figure is a mapping
of the spatial doping profile across the sample. As can be seen from the
figure, the free carrier FR at 77"K is negative at all points. Since electrons give
rise to negative FR (note that the interband FR is positive), the sample is
everywhere n-type with variations in dopant concentration as shown in the
figure. The free carrier components at 200"K and 300"K are due to the
combined dopant carriers (whose numbers at 200"K and 300"K are the same as
they were at 77"K) and the intrinsic carriers at those temperatures. Mappings
of' these components are mappings of the total free carrier population at that
temperature. Figure 3 shows such a map at 300"K The average carrier
concentrations measured on this wafer by Texas Instruments were used to
plot these figures. It will be necessary to calibrate our system with a standard
reference sample to determine absolute carrier concentrations from Eqs. (1)
and (2).
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Figure 2. Doping Profile at 77*K x 1014 (CM- 3 )
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Figure 3. Total Free Carriers at 300*K x 1015 (cm-3)
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Separation of the intrinsic and dopant FR can be accomplished at a
particular temperature by scaling the FR due to dopant carriers at 77"K by the
ratio of the square of electron effective masses at 77°K and at the desired
temperature according to Eq. (2). The intrinsic component is obtained by
subtracting the scaled dopant FR from the total free carrier component. The
intrinsic component at each point at 300°K is mapped in Figure 4. Since the
intrinsic carrier concentration is proportional to the x concentration
according to the curves of Long and Schmit 4, this map shows the spatial
variation of x across the sample. Since the intrinsic carrier concentration
varies inversely with x , those areas of increased FR are areas of smaller x.
Note that since the electron effective mass also varies with x , scaling the
dopant FR component at each point would require that x be known at each
point. However, Fig. 4 shows that the intrinsic FR for the area of the sample
measured in this experiment is reasonably constant within ± 15% of the
mean. Intrinsic carriers (and their associated FR) drop off considerably3 with
x. For example, a 10% variation in x in the region of x = 0.274 causes about a
± 85% variation in carrier concentration at 300°K. The FR is further affected
by at least ± 10% by the differences in effective mass squared. This would
cause an over 100% variation in FR due to a 10% variation in x . Thus a +
15% variation in FR indicates a fairly small variation in x . This justifies the
use of a single value of x (the nominal value of 0.274) as an approximation to
scale the dopant rotations to produce the map in Figure 4.

0.00 0.50 1.00 1.50 2.00 2.50 3.00 3.50 4.002.00 1 1 2.00

1.50 - 1.50

1.00 .1.00

0.50 0.50

0.00 0.00
0.00 0.50 1.00 1.50 2.00 2.50 3.00 3.50 4.00

(mm)

Figure 4. Intrinsic Carriers at 300'K x 1015(cm- 3)
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4.0 MOBILITY INFORMATION FROM
FARADAY ROTATION AND TRANSMITTANCE

Faraday rotation and absorption data can be used together, in principle, to
yield mobility information. 5,6 Mobility is calculated in this section from data
taken on two similar wafers to demonstrate that the technique yields
reasonable results.

A Faraday rotation angle of 3 degrees determined previously for a
Hg.78Cd.22Te wafer furnished by CNVEO, U. S. Army CECOM, with a
calculated intrinsic carrier concentration of 2 x10 16 at 300"K7 was used. An
absorption coefficient, a = 7.3 cm- 1 was calculated using Eq. (3) and a
transmittance value, r = 0.25, that was determined experimentally for an
arbitrary location on a similar Hg.782Cd.218Te wafer using the current
Faraday rotation set up. Values of x = .218 and N = 2.70 x 1016 were supplied by
Texas Instruments, Inc. for this wafer.

Transmittance r is given by

C = (l-p)2 e-U /1-p2 e-2a. (3)

where p = [(n-1)/(n+1)] 2.

In Eq. (3), a is the free carrier absorption coefficient and p is the
reflectivity. The index of refraction was taken to be9, n = 3.3 and was assumed
to remain constant. The mobility gi was calculated from6

4 = 20/aX B (4)

for a given temperature, where 0 = Faraday rotation angle, B and A are the
magnetic field strength and wafer thickness, respectively.

From Eq. (4)

g 0.105t7.3 [ cm-l] x 0.0864 [cm] x 2400[G]

= 0.69[m2]/ [ Weber] = 0.69 x 104[cm2/Volt sec]

From data obtained with the Faraday rotation technique we calculated a
mobility value of 0.69 x10 4 [cm2/Volt sec], as shown above, which falls within
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the range of (0.547 to 1.28) x10 4 , given for samples at T = 296"K with N = (1.21 to
3.11) x 1016 from Texas Instruments, Inc.

Using the method described above, mobilities, 1i , were calculated for
several places on the mercury cadmium telluride wafer described in Section
2.0 using transmittance data obtained at T = 300*K from the current Faraday
rotation setup. The detector signal levels when the wafer was in the beam and
with the wafer removed were used to calculate a , and is displayed in Fig. 5.
When calculating an absorption coefficient, only reflection from the front
surface of the sample was taken into account. Figure 6 is a map showing the
mobility variation of the sample. The average mobility for the mapped area
was calculated to be 3120 [cm 2 Nolt sec] which is approximately half of the
6160 [cm 2 Nolt sec] value reported by Texas Instruments for this wafer.

5.0 CONCLUSIONS

Although free carrier absorption dominates in most semiconductors at
C02 wavelengths, there is still a significant crystal lattice component in the
absorption coefficients measured in this experiment. This partially explains
the low electron mobility values obtained at room temperature and would
affect low temperature measurements even more. Since mobility is severely
affected by crystal defects, more accurate determination of mobility across the
sample could be used to map some kinds of crystal defects. This would
necessitate formulation of a method for separation of the free carrier and
lattice components from the absorption measurements available from the
present setup. Once this is accomplished, mobility at each point on a sample
could be obtained at several temperatures and compared with reference high
quality crystals. Point-to-point differences could then be mapped as a
quantitative measurement of various crystal defects, effecting mobility and
presumably infrared detector performance. Some judgement as to the type of
defect could be possible by comparison of these differences at different
temperatures, since different scattering mechanisms are present at different
temperatures.

We conclude that the Faraday rotation technique can provide rotation and
transmission data from which total free carrier, dopant, and mobility
information can be obtained, resulting in a more complete wafer
characterization. Using the approach just described, maps of total free
carrier, intrinsic carrier, doping profile, and mobility variation over a wafer
were generated from the FR technique.
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Figure 5. Absorption Coefficient at 300°K (cm-1)
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Figure 6. Mobility at 300°K (cm 2 Nolt Sec)
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Transfer of FR technology through close interaction with the material
grower/user community is expected to make this a useful evaluation tool for
detector production and material development. In addition to MCT,
application of the FR technique to other materials, e.g., GaAs, InSb, CdTe, and
quantum well structures should be considered.
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In contrast to the traditional designing and analyzing techniques
(theories of elasticity), the plastic flow in the projectile has been taken
into account. On the basis of Drucker's flow rule of plasticity, the Von
Mises flow criterion, and the strain-hardening and compressibility
properties of a material, a nonlinearity elastoplastic method has been
development for analyzing a projectile subjected to actual complicated
firing conditions. Geometric nonlinearity has been considered by using the
finite element technique. An incremental loading procedure has been used
to consider the actual firing environment of a gun. The complete loading
history which includes propellant gas pressure, rotating band pressure,
setback force, and spin rate of a projectile was defined as a function of
time.

INTRODUCTION

Projectiles are traditionally analyzed and designed by using theory of
elasticity (1,2,3). In this approach, the entire projectile body is con-
sidered to be loaded within the elastic region. However, under actual
firing conditions, the equivalent stress in some region of the projectile
is much greater than the yield strength of the projectile material. Hence,
plastic flow will be encountered in the projectile body. The present trend
in stress analysis of weapon and ammunition components is to take into ac-
count, in more rigorous fashion, the complex phenomena of plastic flow.
This is due to the necessity of designing for maximum stress to achieve an
optimal design. In this investigation, a more rigorous nonlinear technique
is developed in order to predict the inelastic deformation and stress dis-
tribution of a projectile subjected to actual firing conditions. Both
nonlinear material response and geometric nonlinearity have been taken into
consideration. Nonlinearity of material properties has been taken account
by use of theories of plasticity. Geometric nonlinearity has been con-
sidered by use the finite element approach. A complete inelastic stress
analysis of a 175mn, M437, HE projectile subjected to Zone 3 charge has
been conducted. A load history was defined which subjected the projectile
to the loads at various time on the travel curve.
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CONSTITUTIVE EQUATIONS

The primary objective of this investigation is to develop a more
rational, nonlinear elastoplastic method for analyzing and designing a
projectile to achieve in-bore structural integrity. The incremental
stress-strain relations associated with the Von Mises yield criterion
obeying the kinematic-hardening law for work-hardening materials will be
used. The kinematic hardening law in the incremental theory cf plasticity
was originally proposed by Prager 14], for the deformation of isothermal
solids. Later, Prager 15] extended these formulations to the nonisothermal
condition for rigid work-hardening solids. Recently, Chu [6,71, expanded
Prager's work for solids of more general deformation state. A brief out-
line of the constitutive Pquatlons used in the analysis is now given.

The total increment strain tensor, dcii is assumed to be the sum of
elastic part, d•ce plastic part, dlj, ana the part of thermal strain,

dclj, i.e.

dc - dE + dc j + de T (1)
ij ii ij ij

The elastic strain components dcj_ are related to the incremental stress
cumponents, doij, by

do - D d e . D (dc -de P -BdT(2
ij ijkl kl ijkl ij kl T6 kl) (2)

in which 0 is the thermal expansion coefficient, dT, is the change in
temperature, and 6kl is Kronecker delta. For isotropic material, the 4th
rank material tensor, Dijkl is defined by

D E 6 6 6 6 (3)ijkl 1+v ik jk + (l+v)(1-2v) iJ kl

where E is Young's modulus and v is Poission's ratio of material.

On the basis of the Von Mises yield criterion with temperature-depen-
dent yield strength of a material, the yield surface can be represented as:

f S - cK2 (T) - 0 (4)
2 ij ij

where

SIj " (O -a(aj) - 6 (Okk-Skk) 6 ij; S -0
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d3ii:Prager's kine.-atlc hardening

daj:Ziegler's modification
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(a) Comparison of Prager's kinematic hardening
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Figure 1. Kinematic Hardening Rules
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ait is a tensor representing the total translation of the center of the
initial yield surface, and K is related to the uniaxial yield stress

K - a y(T)//3.

In addition to the yield condition, a constitutive relation between
plastic strain increments, stress, and stress increments is required to
describe the inelastic behavior of a material. The constitutive relation
(flow rule) used in this investigation is based on Drucker's postulate for
work-hardening material [8]. The flow rule is given as:

dcP M dX af(6dtJ - J (6)
ii 80Oij

where d) is a positive scalar quantity. On the basis of Drucker's state-
ment, this plastic strain increment tensor must lie on the outward normal
to the yield surface at the instantaneous stress state.

Based upon Prager's kinematic-hardening rule [4,91 with Ziegler's
modification 1101, the increment of translation of the center of the yield
surface is assumed to be directed along the radius vector connecting the
center of the yielding surface to the instantaneous stress state, i.e.,

da ij- (oij-aij)4u; du>O (7)

where du can be determined provided the stress point remains on the tran-
lated yield surface during plastic flow, i.e.,

af af- do + -dT

dp - kl f (8)
(tntu) a---

mn
A comparison of Prager's hardening rule and Ziegler's modification was

shown in Figure 1 (a).

During plastic loading, the consistency condition requires that

af P af

df - - do -Cdcj) + •dT - 0 (9)
doii ii ij a

The plastic strain vector Cdcfj is considered as the projection of dol
(and thus of daij) on the exterior normal to the yield surface, where C i
a material constant. Hence, for small incremental of stress and strain,
one can readily find that
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af

dX~~~~ .oi aj + atT-(0
C (10)

Therefore, the flow rule becomes

af
d_ __J afd c•f j Mf ( -f +-TdT) (11)

C(ao a (a) f-) dkl
un tin

If axisymmetric deformation is considered, with reference to the

cylindrical coordinates (r, 9, z) the state is defined by the nonvanishing

stress. components (do}T _ < dar, do(), do, dTrz > and strain components

(dc)T - < dcr, dc 9 , dez, dyrz >. Then, the Incremental stress-strain

relations are found in the following matrix form:

(do) - [D] {dc} - SdT {B) (12)

in which,

"1-v v v 0 s2 SrS S S Sr re r z r rz

v 1-v v 0 SSr s 22 S8 S S 'rn8 o e 6z Sa rz

v v 1-v 0 SzS S S S2 S z (13)
z r z 6 z z rz

0 0 0 1-2v T S T S T_ S T 2

2 rzr rz z rz

{B1 E I n2 K S14)

1-2v I I T '---T I 41

0 T
rz

-- Ev (15)
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• 1 E 2  (16)

n2 = 2K E and, (17)g

g = 2K2  E(1- + C)
1 +V

PROJECTILE CONFIGURATION AND MATERIAL PROPERTIES

The outline of a 175mm, HE, M437 projectile is shown in Figure 2. The
projectile is made of steel. The material properties and stress-strain re-
lation considered are shown in Figure 3.

LOADING CONDITIONS

The loads considered in this investigation simulate the environment in
the gun barrel during firing. The four types of loading considered are shown
in Figure 4:

1) Propellant gas pressure
2) Rotating band pressure
3) Setback force due to acceleration of projectile
4) Rotational velocity due to the spin of projectile

The frictional shear forces between the band and the barrel were
neglected in this investigation. The loads were applied in incremental
fashion; each load point simulated the physical interdependence of the loads
at different times during the interior ballistic cycle. The detailed loading
history for a 17Smm HE, M437 projectile subjected to Zone 3 charge is shown
in Figure 5.

METHOD OF SOLUTION

The projectile and all loading acting on the projectile are considered
as axisymmetric. A cylindrical coordinate system (r, e, z) is used in this
analysis. By the assumption of axial symmetry, all variables are indepen-
dent of angle e; consequently, all derivatives, with respect to 8 vanish.
The displacement ue, and the shear stresses r" and Tez vanish.

Due to the complexity of the geometry of a projectile and nonlinear
material behavior, the finite element method (11, 12) was used to conduct the
stress analysis. The analytical approach used in this investigation is the
incremental loading technique, wherein at each step of loading a new stiff-
ness matrix is formulated, in terms of the finite element model, and solved
for incremental deformations, stresses, and strains.

To perform a finite element stress analysis, the cross section of a
projectile is divided into a large number of small triangular and
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Figure 2. Projectile Configuration
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Figure 3. Stress-Strain Relation and Material Properties for Projectile Material
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quadrilateral elements as shown in Figure 6. Only a few nodal points on the
boundary need be specified; the remaining nodal points are obtained from an
automatic mesh generating computer program. The grid was partitioned to
place a finer grid at those areas of the body that are expected to undergo
large stress.

COMPUTATIONAL RESULTS

The computational results presented in this investigation are based
upon the following three major loading conditions as shown in Figure 5:

1) When rotating band pressure reaches the maximum value of
36,000 psi (245 MPa).

2) When both propellant gas pressure and setback force
reach the peak.

3) At the time the projectile is ejected when the spin rate
reaches the maximum at the muzzle end of the tube.

For each incremental of loading, the stresses and strains of each
element and the displacement of each nodal point were calculated. The
plastic flow has initiated within elements directly under the rotating band
in the inner surface of the projectile at rotating band pressure reaching
25,000 psi (172 MPa). Based upon the Von Mises yield criteria, the equiva-
lent stress for each element was calculated.

At maximum rotating band pressure, the material in the entire range
below the rotating band is yielded. The plastic range in the projectile is
indicated in Figure 7. The deformed configuration under maximum rotating
band pressure is shown in Figure 8 by solid lines. The equivalent stress
distribution along the projectile length at inner and outer surfaces is
shown in Figure 9. The maximum equivalent stress has reached 85,300 psi
(578 MPa) which is a little higher than the yield strength Cay = 85,000 psi =
584 MPa) and lower than the ultimate strength (au = 90,000 psi = 620 MPa) of
projectile material. The maximum plastic strain encountered is 0.004 in/in,
which is relatively small.

At maximum propellant gas pressure and maximum setback force, the plas-
tic flow has taken place in several places in the projectile as shown by the
shaded areas in Figure 10. The deformed configuration is shown in Figure 11
by solid lines. The dashed line configuration is the undeformed configura-
tion. The equivalent stress distribution along the projectile length at
inner and outer surfaces is shown in Figure 12. The plastic range has been
expanded several places between z = 1.6 inches (4.06 cm) and z - 17.3 inches
(44 cm). The maximum equivalent stress in the projectile is 85,300 psi
(587 MPa). The maximum plastic strain is 0.004 in/in.

At the time the projectile reaches the muzzle end while the spin rate
has attained the peak, the maximum equivalent stress has only reached
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Figure 6. Finite Element Presentation of a Projectile

Figure 7. Plastic Zone in the Projectile at Maximum Rotating Band Pressure

Figure 8. Deformed Grid Mesh at Maximum Rotating Band Pressure
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Figure 9. Equivalent Stress Distribution Along the Projectile While
the Rotating Band Pressure Reaches the Maximum

Figure 10. Plastic Zone in the Projectile at Maximum Propellant
Gas Pressure and Maximum Setback Force
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Figure 11. Deformed Grid Mesh at Maximum Propellapt
Gas Pressure and Maximum Setback Force
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Figure 12. Equivalent Stress Distribution Along the Projectile at Maximum
Propellant Gas Pressure and Maximum Setback Force
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46,000 psi; hence the entire projectile body is in elastic range. The de-
formed configuration is shown in Figure 13.

The maximun equivalent stress of 85,300 psi (587 MPa) was reached
during the entire loading process. This value is greater than the yielding
strength Coy = 85,000 psi = 584 MPa) and smaller than the ultimate strength
(ou = 90,000 psi = 620 MPa) of the projectile material. If the investigation
was based on elastic analysis, the may.inun equivalent stress could reach a
value which would be much higher than the ultimate strength of the projectile
material. This is the reason that a nonlinear analysis has been adopted,
since a more rigorous stress analysis can only be obtained by using non-
linear theories of plasticity.

CONCLUSIONS

On the basis of Drucker's flow rule of plasticity, the Von Mises flow
criterion, and the strain-hardening and compressibility properties of a
material, a more rational rigorous nonlinear elastoplastic analytic method
has been developed for analyzing and designing a projectile subjected to
actual complicated firing conditions. In contrast to the traditional
designing and analyzing techniques (theories of elasticity), the complex
phenomenal plastic flow in the projectile has been taken into account.

Both nonlinear material response and geometric nonlinearity have been
taken into consideration. Nonlinearity of material properties has been
taken into account by use of theories of plasticity. Geometric nonlinearity
has been considered by use of the finite element technique. An incremental
loading procedure has been used to simulate the actual firing environment of
a gun. The complete loading history which includes propellant gas pressure,
rotating band pressure, setback force, and spin rate of a projectile was
defined as function of time.

At each incremental of loading, the critical region is determined. In
this region, the equivalent stress in general is above the yield strength of
material; however, it is below ultimate strength of the material. The
plastic strain has taken place in the region; however, maximum equivalent
plastic-strain at inner surface is below 0.004 in/in, which is relatively
small.

Based upin this investigation, the plastic zone in the projectile has
been identifie. and accurately located for each incremental of loading
which simulates the actual fire environment in a gun. The developed
technique will provide a more rigorous stress analysis tool for projectile
design. The potential design flaws and critical regions of a projectile can
be identified before the projectile is made and tested.
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Figure 13. Deformed Grid Mesh as the Spin Rate Reaches the Maximum
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Considerable emphasis is currently being placed upon the ability of high speed

optical links to replace existing electrical coaxial cables in systems such as phase array

radars 1. Such applications place considerable demands upon the devices employed to

perform the optoelectronic conversion at both the transmitter and receiver ends of the link.

In particular, for the transmitter elements, high speed and high efficiency semiconductor

lasers would be desirable. Future systems have the potential to require large numbers of

such devices. From both cost and complexity considerations, integration of lasers and either

other optical elements or drive electronics would be advantageous for these applications.

More esoteric functions can be envisaged for integrated circuits containing many

optical transmitter and receiver units. Optical preprocessing has been proposed as a method
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to speed up and enhance many complicated digital processing tasks.2 Examples of such

systems include pattern recognition and target identification. In these cases, the input data is

intrinsically parallel in nature, so that filtering or preprocessing with the input still in

parallel form would be beneficial. With suitably adaptable circuits, arrays of "smart

pixels," could be envisaged that use in -plane electronic processing and plane to plane

multiple optical interconnects. Vertically stacking several planes would then provide the

potential for a full parallel processing arrangement. In an ideal situation, even the output of

the system could be in optical form.

Several different approaches have been tried to integrate lasers with either FET or

bipolar devices.The most common is to employ a multiple or stacked growth technique 3,

where the laser structures are grown either above or below the transistor structures. This

intrinsically creates problems of planarization and interconnection. An alternative is to use

a common epitaxial layer sequence that enables fabrication of the different devices from the

same basic structure. Appropriate choice of processing steps then ensures that both lasers

and drive or logic electronics can be integrated at will.

Recently, the Heterojunction Field Effect Laser (HFEL) was demonstrated in the

AIGaAs/GaAs material system 4. The epitaxial layer sequence for the HFEL is totally

compatible with that of the Heterojunction Field effect transistor (HFET)5. Both the HFET

and HFEL are formed by placing a heavily doped charge sheet adjacent to an isotype

heterojunction. With the correct choice of dopings, an inversion channel is formed at the

interface. Modulation of the inversion charge is achieved by using an ohmic gate contact.

HFEL operation is obtained by configuring the doping profile to produce the inversion charge

in the multiquantum well (MOW) active region of a suitable optical waveguiding structure.

Due to the use of the ohmic contact, the gate contact of the HFET can be spatially removed
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from the channel to enable a waveguiding region to be incorporated. For the N-channel

configuration, biasing the gate-source diode beyond breakdown provides hole injection from

the gate contact and electron injection into the channel for lasing. As such, the HFEL

effectively functions as a lateral current injection laser. The intrinsic compatibility of

both devices ensures that they can both be fabricated alongside each other with the

appropriate choice of processing steps. Thus they naturally lend themselves to the prospect

of optoelectronic integration.

In this paper, results of fabrication of the HFEL and HFET using the strained

InGaAs/AlGaAs material system are presented. Compared to the lattice matched GaAs/AIGaAs

material system, incorporation of coherently strained InGaAs quantum wells offers several

advantages. The incorporated strain significantly modifies the valance band structure of the

Quantum well and reduces the in-plane hole mass. The lifting of the zone center degeneracy

reduces the density of states function and has been demonstrated to produce lower threshold

current densities and faster small signal response in conventional diode lasers 6. The smaller

bandgap also means the GaAs substrate is transparent at the emission wavelengths, an

important consideration for the optical preprocessing applications envisaged above. From

the HFET perspective, the use of strained MOW structures has the potential to increase the

maximum channel charge that can be obtained prior to parasitic parallel conduction

occurring in the immediate gate ("barrier") region.

The basic growth structure used for these experiments is shown in Fig 1. The entire

structure was grown using Molecular Beam Epitaxy on a semi insulating GaAs substrate. The

growth temperature for the AIGaAs and GaAs layers was 580 C and for the InGaAs quantum

well regions , 525 C. The growth temperatures for the AIGaAs layers are much lower than

those conventionally considered necessary for optimum laser performance 7. The use of the
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strained MOW region with GaAs barriers, means the usually poor lower AIGaAs/GaAs

interface can be spatially separated from the MOW active region. Thus non-radiative

parasitic interface recombination can be limited. Crucial to maintaining high luminescence

efficiency is the correct choice the binary (GaAs) spacer thickness. Typically a 100-200A

GaAs spacer has been found necessary. To facilitate the change in growth temperatures for

the InGaAs layers, a 2 min growth interruption is employed. The use of lower overall growth

temperatures also has benefits in terms of dopant stability, since the HFET voltage threshold

is determined exclusively from the dopant profile within the structure ( unlike for example

conventional modulation doped FET [MODFET] devices which rely on gate recess procedures).

Control over the FET parameters, such as the voltage threshold, becomes crucial when

larger scale logic circuits are considered

The detailed structure consists of a heavily doped charge sheet (N+) grown above the

strained InGaAs MOW region. A small AIGaAs spacer region is incorporated in a similar

manner to MODFET structures. The charge sheet is depleted b-th at equilibrium and under

bias. The region above the charge sheet is p-doped and is designated the barrier region.

HFET operation can be viewed as the trade-off of barrier depletion charge and inversion

channel charge. The surrounding layers form an optical waveguide in a similar manner to a

conventional diode laser. The lower waveguide layer also acts as a collector or backgate

contact for the HFET/HFEL. Key to operation of both the HFEL and HFET is the use of a highly

P+ doped cap layer as the gate or emitter contact.

A schematic device cross section is shown in Fig.2. Fabrication of the HFEL proceeds

by initially defining a refractory gate (stripe) contact. Lateral waveguiding is obtained by

dry etching down to within 0.21gm of the active region. Using the refractory contact as an

implant mask , Si ion implantation is used to form source and drain contacts.
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Depending upon the exact configuration desired, the HFEL can single or dual side sourced. The

devices tested here were single sourced for simplicity. Activation of the implants is achieved

using a Rapid Thermal Anneal(RTA) at 950 C for 10 sec. The backgate or collector contact

is formed by etching down below the MOW region. Final bond pad metalisation steps using

polyimide isolation layers are used to enable contacting the device. Thinning and cleaving is

performed in an identical manner to diode lasers to produce facets. HFET fabrication is

similar, except for the gate (stripe ) dimensions and final thinning step.

Operation of the HFEL is achieved by biasing the emitter contact with respect to the

source contact. Typical pulsed (200nsec,lkHz rep.) light output characteristics are shown

in Fig.3. Threshold currents of 34mA, 32mA and 22mA were obtained on 15, 10, and 5A.m

wide devices. The corresponding threshold current densities were 500,710 and 970A/cm 2

respectively. Typical slope efficiencies were 0.25W/A/facet. Continuous operation of these

devices was obtained with threshold currents of 40mA,38mA and 29mA. Maximum C.W.

output was limited due to the device mounting arrangement and higher than expected series

resistance(150). This in turn was attributed to a higher than expected source resistance

term resulting from non-optimization of the implant conditions. With many lateral current

injection lasers, there is a possibility of filamentary action from non-uniform current

injection across the stripe. To confirm whether this was happening, the far field pattern of a

10pLm wide HFEL was recorded. This is shown in Fig.4. From the observed symmetry,

uniform current injection across the stripe can be inferred. The wider 15gm HFEL's

exhibited multimode operation as could be expected from the dimensions of the lateral

waveguide structure.

The wavelength of emission of the HFEL was measured using an Anritsu spectrum

analyzer. For C.W.operation, emission wavelengths were 1.021gm for 10Vm wide stripes.
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The output spectra is shown in Fig5.

Small signal response of the HFEL was measured using a high speed InGaAs photodiode

and a network analyzer. Due to the poor response of this particular photodiode, the measured

signal to noise was not particularly good. The expected increase in cut-off frequency with

bias level was observed and is shown in Fig.6. Clear relaxation oscillations can be seen in

the output. The maximum-3dB cutoff frequency obtained was 4GHz at 6mW output

(approximately 2 xlth). Further increases in modulation bandwidth were limited due the

falling C.W. output as a result of ohmic heating.

The measured DC drain output curves for the HFET fabricated from this material are

shown in Fig.7a. Fig.7b shows the measured transconductance as a function of gate bias.

Peak normalized transconductance is 87ms/mm for a nominal 2pgm long,504rm wide gate.

The HFET threshold voltage was -0.3V. The maximum drain output current densities

obtained were 120mA/mm.

The D.C. compatibility of the two devices can be determined using the HFET drain

output and HFEL threshold currents. Simple scaling of the present results suggests the

capability to run the smaller 5pim HFEL's to just over threshold assuming equal stripe

length and gate width devices. Both the HFET and HFEL have considerable scope for

optimization though. The HFET drain output can be increased by increasing the charge sheet

doping and barrier region doping to ensure a greater maximum inversion charge. Both

values necessaraly have to change to ensure a accurate threshold voltage is maintained for

the HFET. The limit to this process is determined by two factors. Firstly practical

considerations regarding achieving high Si doping levels using MBE; and secondly, the

available conduction band offset obtained at the quantum well/barrier interface. This

directly determines the available number of states that can be filled prior to thermionic
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emission into the barrier becoming a problem. The strained InGaAs/AlGaAs material system

is clearly advantageous in this respect when compared to the lattice matched GaAs/AlGaAs

system. For comparison, strained MODFET , 550mA/mm channel currents have been

reported for single channel structures8 .

The need to make low resistance contact to the channel of the HFET means the etch

depth and implant profile are not necessaraly optimized for the HFEL lateral waveguiding.

The effect of optical losses can clearly be seen from the increasing threshold current density

with decreasing stripe width. Refinements to this part of the processing sequence should

enable lower thres;,old currents to be realized. The HFEL output efficiency can be improved

by modifying the waveguide structure to provide for tighter carrier confinement within the

active MOW region. Higher MOW barriers and graded optical confinement regions could be

incorporated relatively easily. The operation of the HFET does impose some constraints upon

the surrounding AIGaAs layers though. Increasing the Al content of the barrier and collector

layer immediately below the MOW active region would increase the confinement potential.

However, due to the nature of Si donors in AIGaAs, Al mole fractions above 25% have a

tendency to be resistive as a result of deep donor formation. This such layers would further

compound the source resistance problem for both the HFEL and HFET. Improvements in the

small signal modulation bandwidth will first require the series resistance, and in particular

the source resistance to be lowered such that higher output powers can be achieved

(comparable to the observed pulsed response). Thereafter reduction in threshold and

improvements in efficiency should significantly enhance the small signal response, in an

analogous manner to conventional diode lasers 9.

In summary, an FET and lateral current injection laser have been grown and

fabricated using a single epitaxial layer sequence. Initial results have established the
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concurrent operation of both devices using identical processing steps. Future integration

should be possible to fulfill the potential of both multiple optical microwave links and smart

pixel applications for optical preprocessing.
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INTRODUCTION

Wide gap semiconductors are normally transparent to visible light. When exposed
to high intensity light, however, nonlinear effects such as two photon absorption
(TPA) may occur occur. TPA, in turn, leads to a host of interesting secondary
effects involving the free carriers generated. One of these effects is Transient
Energy Transfer (TET), which can occur when two coherent beams, in a pump-
probe experimental configuration, are focused in such a material. In the present
work we utilize polycrystalline samples of ZnSe and ZnS, both II-VI
semiconductors. At intensity levels in excess of I GW/cm 2 we find a significant
amount of energy is scattered from the 532 nm pump pulse (-300 i&J, 25 ps) into
the probe pulse (-100 nJ, 25 ps) in ZnSe. The probe gain is a function of both
pump intensity and relative arrival times of pump and probe.

The TET theory is implemented on a personal computer. The numerical results are
compared with experimentally obtained data to determine the viability of the model.

THEORY

Energy transfer from a strong pump to a weaker probe is modeled using the TET
theory, 1-3 in which the free carrier generation mechanism is TPA. Two coherent
pulses of wavelength X crossing with an angle of 20 develop a transverse intensity
pattern whose spatial period A (Figure 1) is given by:4

A
A - 2sinA (1)
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Inside the semiconductor, this intensity interference pattern generates a matching
pattern of free electrons and holes through the TPA process. This spatially varying
free carrier population produces a transverse index of refraction (phase) and
absorption (amplitude) grating through the Drude-Lorentz model5 that extends into
the medium. The phase effects dominate absorptive effects in ZnSe.

The TET process may be understood qualitatively as a two step process. The free
carrier diffraction grating is generated by interference between the leading edges
of the pulses, which then scatters the trailing edges into each other. The geometry
of the situation automatically insures that the first diffraction order from each pulse
is scattered into the other pulse. This scattered light suffers a 90 degree phase
shift with respect to the zeroeth order2. As the two beams propagate through the
medium, they accumulate phase-shifted light that changes their net phase (but not
necessarily their amplitudes).

If the input beams are of unequal intensity, a net phase difference between the
pump and probe beams develops with propagation distance in the crystal. The
interference pattern shifts transversely in phase (toward the weaker beam) as the
beams move deeper into the crystal. If the recombination of the free carriers in the
semiconductor is instantaneous, the phase grating will keep pace with the shifting
interference pattern and no net energy transfer occurs. However, if there is a finite
recombination time, the phase lag between the interference pattern and the phase
grating results in energy transfer from the strong to weak beam. Maximum energy
transfer occurs for a phase difference of 90 degrees6 .

The evolution of similarly polarized beams crossng in ZnSe is modeled by the
following first order differential equations. These are derived by application of the
slowly varying envelope approximation to the wave equation with sources that
include third order nonlinearities in the fields (two photon absorption, nonlinear
refraction) and interaction with the free carriers:7

cos 0-- - -2y 1N2ABsin( - v)-[a +-#2(A + 2B2 + iehNo
dz + 2 A e.OA

cosO-- +2y 1N2ABsin(O - v)-[a a+ f 2(B2 + 2A2)+ o•No]B2 (2)

Cos 0 do - yN2-) cos(O - v) - PIA2- B 2 ).
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z

i ,

FIGURE 1

Fig. 1: Interference pattern of two coherent beams of light crossing in a medium at an
angle 20. The period of the intensity pattern A is related to the crossing angle and
wavelength of light according to Equation 1. A matching pattern of free carriers will be
generated through two photon absorption.

A and B are the amplitudes of pump and probe beams, respectively, = B - is
the difference in phase between probe and pump, and z measures the depth in the
crystal along the bisector of the two beams. No and N2 are the Fourier components
of free carrier densities as described in the next paragraph. The constants found in
these equations and others below are given in Table 1.

The free carrier concentration is most conveniently described in terms of a "DC"
background level No and a modulation N2 of period A and phase v:
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N -No + 2N2,cos(2;r4-I+ ).(3)

The x coordinate measures transverse position in the crystal. The free carrier
concentration will evolve according to:7

-E-0 - -- [A2 + B2) 2 + 2A 2B 2 ] - K2N2+ 2N22)

dN2 -A2 (A2 + B2)ABcos(o - v) - 2K 2NoN2  (4)

at hey

dv )12 (A2 B2)ABsin(_ - v)
at N2hco~

Note that the quadratic loss terms included in the free carrier evolution equations
assume the dominant form of recombination is radiative. A much slower linear

recombination term has been ignored because we use short pulses. Also ignored
is transverse carrier diffusion which would lower N2 and raise No. Over the time

scale of the interaction transverse diffusion will not contribute significantly because
of the low mobility of free carriers in ZnSe. Even less important is longitudinal

diffusion. A future version of the model will accommodate this loss mechanism,
however.

The pulses of light were taken to be Gaussian in time:

A - Ao exp [4 In2

B=Bo exp[-41n2 (t-At.p) 2 ]

where At is the time delay between pump and probe, and tp is the pulse length
(FWHM).

The system of six coupled differential equations given by (2) and (4) are solved
self-consistently using a fourth-order Runge-Kutta scheme. The pulses are sliced
into time steps and numerically propagated through the 4.0 mm depth of the ZnSe
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sample used. Stabilization of probe gain is used to signal convergence of the code
as time and space steps are made smaller. The results of experimental beam
characterization are applied to determine peak intensities of pump and probe and
pulse length, and the values of the material constants from Table 1 are utilized.
The parameters P1 and K2 are not well known for this material, so they are treated
as adjustable parameters to bring the magnitude of the probe gain at optimal delay
into agreement with experimental results. Adjustments are made from reasonable
estimates of these quantities.

Cross polarized beams couple only weakly through direct TPA. Some coupling is
possible because of the tensor nature of the third order susceptibility responsible
for TPA, but the component connecting orthogonal polarizations is smaller than that
for parallel polarizations in these materials. Therefore, except possibly at very high
intensities, no gain is expected. Instead, the probe suffers increased linear
absorption due to the large "DC" background of free carriers created by TPA of
pump photons alone.

Ref. Material Constant Value
8 Index of refraction (no) 2.7
9 Attenuation coefficient (a) 0.6 cm- 1

10 Nonlinear phase coeff. (ni) 10 cm/GW
11 TPA coefficient (P32) 5.5 cm/GW
12 "Drude" phase coeff. (y1) 1.6 x 10-16 cm2

13 Free carrier cross-sec. (Oeh) 2 x 10-1 cm 2

14 Recombination rate (K2) 5 x 10-8 cm3/s

TABLE 1

Table 1: Constants used in modeling Transient Energy Transfer in ZnSe.
Uncertainties are implied by the least significant figure, except for K2 which has a
larger uncertainty (see reference).

EXPERIMENTAL CONFIGURATION

The experimental configuration is shown in Figure 2. The Continuum I Nd:YAG
laser output, at 10 Hz, is frequency doubled to 532 nm with an output energy of
35 mJ. Beam energy is is controlled with variable attenuators and high power
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beam splitters and measured using Laser Precision T pulse energy detectors. A
GBIP interface in a personal computer captures beam energies on a pulse-by-
pulse basis. Probe arrival time is controlled with a retroreflector (corner cube)
mounted on a translation stage with a position resolution of 10 t~m (0.066 ps in
arrival time).

The nominal temporal pulse length of the frequency-doubled beam is about 25
picoseconds based on estimates derived from the manufacturer's specifications.
Pulse length is verified using two techniques. The first method employs a single-
pulse autocorrelator (Continuum') which encodes the temporal extent of a pulse
along one spatial dimension. Using this instrument we measured the pulse length
to be cp = (23 ± 2) ps with negligible pulse to pulse variations. The second method
employs the known nonlinear transmission characteristics of ZnSe to infer the
pulse length. We assume the dominant non-linear attenuation mechanism of an
intense pulse of light in ZnSe is due to two-photon absorption (TPA). The
determination of the pulse length utilizing nonlinear transmission characteristics of
ZnSe. yields avalue of rp = (24 ± 2) ps. We employ a value of Tp = 24 ps for
analysis.

Twenty measurements are made at each delay setting during the course of the
experiment. For each shot the sampled energy (and through calibration, the pump
and probe input energies), pump throughput energy, probe throughput energy, and
delay stage setting are recorded. Probe throughput is recorded periodically with
the pump blocked to establish a baseline for gain calculation.

RESULTS

The results of our gain study in ZnSe are shown in Figure 3. For each delay setting
the twenty data sets were refined by rejecting input pulses that fell outside a
window of about ±5% in energy, with a center energy of about 360 JAJ for the input
pump pulse. This translates to a peak pump intensity of about 3.6 GW/cm2 .
Typically half the pulses fell inside the window. The gain of each probe pulse fired
with the pump present was calculated with respect to the probe throughput with
pump blocked. The mean and standard deviation of the probe gain at each delay
setting are plotted in' Figure 3. Positive delay times correspond to arrival of the
probe after the pump.
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FIGURE 2

Fig.2: Beamline. Pulses of 532 nm light produced by the Nd:YAG laser are split into
three beams using uncoated beamsplitters (BS). The sampling detector (D1)
measures incident energy on a pulse-by-pulse basis. Detectors D2 and D3 measure
probe and pump throughput energies, respectively. A retrorefiector (RR) mounted
on a translation stage controls probe arrival time. The beam energy is controlled with
non-deviating, high power variable attenuators (VA), and the beams are brought to
final focus in the sample (S) using a variety of positive and negative focal length UV-
grade fused silica lenses and high power mirrors.

At optimum delay a peak gain of 9.0 ± 1.4 is observed, and this delay setting is
taken as the arbitrary zero delay point in Figure 3. The gain falls steeply on either
side of this point, with a FWHM of about 25 ps. As expected, when the probe
arrives much earlier than the pump (At < -50 ps) there is no effective interaction
between the two and a gain of zero is observed. An interesting effect was seen at
delay settings of At > 35 ps in that the gain is actually less than unity. This is to be
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expected if enough free carriers remain in the sample to cause attenuation of the
probe. *10..{

8.

6.

.0 1 f
2-

-2- ' 'I ' *I '' *I *' I ' '' I* '* I* *

-60 -40 -20 0 20 40 60 80
Probe Delay (ps)

FIGURE 3

Fig. 3: Experimental probe gain as a function of delay between arrival of pump and
probe in ZnSe. Positive delay corresponds to probe arriving after pump. The zero is
arbitrarily set at peak gain. Peak pump intensity is approximately 3.6 GW/cm 2 .

The code developed was run through a series of probe delay settings in order to
obtain a theoretical gain curve. This calculation resulted in a curve with the same
basic shape as the experimental data, having a large peak and a region of
absorption on one side, as shown in Figure 4. The essential differences between
the code plot and experimental data plot are the width of the gain peak (35 ps code
versus 25 ps data) and the depth of the absorption valley. The values of 131 and K2
that give the best match of the peak gain and maximum absorption to the data are

i1: 10 cm/GW,
K2 : 3.6 x 10-8 cm3/s.
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A recently published' 5 measurement yields a value of 1 = -8 cm/GW for ZnSe at
532 nm, comparable in magnitude but differing in sign from our fit value.
Substitution of this measured value into our code lowers the peak gain somewhat,
but does not otherwise affect the result, illustrating the relative insensitivity of the
TET effect in ZnSe to the precise value of 131.

Note that the code predicts peak gain will occur when the probe pulse arrives
about 10 ps before the pump pulse. With a suitable diagnostic (such as a streak
camera) this prediction can be tested.

10- -'
"00
o 0

8-
0

0

6 0 0

B 0

0
.,04- 0

0 0
020

2-
0 0

oP 0
0- 0LL---

-2

-70 -50 -30 -10 10 30 50 70
Probe Delay (ps)

FIGURE 4

Fig. 4: Theoretical probe gain as a function of delay between arrival of pump and
probe in ZnSe. Positive delay corresponds to probe arriving after pump. The zero
corresponds to true simultaneous arrival of pump and probe. Appropriate
experimental parameters were used in performing the calculations.

The experiment is repeated with the probe polarization rotated 90 degrees with
respect to the pump. No gain is detected and absorption at the level seen in the
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parallel polarization case is found (Figure 5). We believe the primary interaction is
simple linear absorption of probe light by pump-produced free carriers. We are
testing this model by implementing the code described earlier with appropriate
modifications to obtain a second estimate of K2 for comparison with that reported
above. Note the long tail in the recombination, indicative of the slow, linear
recombination process neglected in the model.

0
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w -0.3-
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-0.6 .... *. . *. . * . * . * .* ....o o 0 0 0 0 0
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*114.- 04 CO l1t to (0

Probe Delay (ps)

FIGURE 5

Fig. 5: Experimental probe gain as a function of delay between arrival of pump and
probe in ZnSe with cross polarized pump and probe. Peak pump intensity is
approximately 3.8 GW/cm2.

Another study in which ZnS replaces ZnSe is illustrated in Figure 6 below. In this
experiment the pump and probe are both vertically polarized and possess the
same intensities and energies utilized in the ZnSe study of Figure 3. We observe
much lower gain and somewhat greater absorption. The data suggest that loss
contributions dominate gain effects in ZnS. We plan to conduct a cross-polarized
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pump-probe study to further illuminate the differences between ZnS and ZnSe and
to build a numerical model of ZnS.
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FIGURE 6

Fig. 6: Experimental probe gain as a function of delay between arrival of pump and
probe in ZnS. Positive delay corresponds to probe arriving after pump. The zero is at
the same zero position set in figure 3. Peak pump intensity is approximately 3.6
GW/cm 2 .

CONCLUSIONS

Under the proper conditions significant energy transfer occurs between pump and
probe beams interacting in ZnSe, a wide gap II-VI semiconductor. To a lesser
extent energy transfer also occurs in ZnS. Gain in the probe beam varies with
pump intensity and relative arrival time between pump and probe. Reasonably
good agreement between the code results and the data provide support for
modeling the beam coupling interaction with the transient energy transfer theory.
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In particular, the values of P1 and K2 that gave the best match in peak gain and
absorption as a function of probe delay were quite reasonable, the data of
reference 15 notwithstanding. However, differences between the data and the
theory are significant enough to cause us to re-examine the assumptions and
improve the model. In particular, the difference in the width of the gain curves and
depth of the absorption tails in Figures 3 and 4 indicate the presence of some
systematic error. One possible source is the unverified assumption that the pulses
are Gaussian in time. Another is the assumption in the code that the two pulses are
fully coherent throughout their lengths. Future work with both code and diagnostics
will examine these possibilities. In addition, we plan to extend the numerical
modeling to include ZnS and ZnO, and to include diffusion of free carriers. Finally,
we hope to expand the code into two dimensions to fully model the beam intensity
profile and account for diffraction effects within the crystal.

To date the TET process in wide gap semiconductors has been utilized to study the
materials themselves. Applications of the process in a photonic device or process
remains to be developed. We believe that interesting applications may be found
when the full three dimensional interaction is fully understood. Preliminary studies
have shown that the probe is significantly modified spatially as well as in energy in
the high gain configuration. In particular we find the amplified probe is deflected
somewhat from its original propagation direction, and that its beam quality appears
improved. We are presently engaged in conducting these studies.
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1. INT'RODULCTION

InI dense niedia, of densities such1 that, there are mtany atoils (uPr other efrt-ctlicly two-le'ol syN-
tents) within a cublic resonance wavelength, induced near dipole-dipole (N 1)1)) inlt eractioiis caii cause- an
excitation -dependent renorinal izat. ionl of the reson anice frequency.[1 5] St n id e of Ioc ai) N D.)I) ef'c t s hiave
focused onl the steady-state, or stationary, linutiit.i which optical fields vary slowlyit ;'iii anhduceul-d ipole
dephasing time or onl the time scale of superradiation. InI this Ii nlit, the field is taken to be coinst ant.
and it is possible to derive solut ions of t he eqtiat ions of ilnot ion w hichi ,how Otht. N DI1) int era, t ions muay
cause histabihity that, is intrinsic to the material and does not require an external feedback miechaiiisni.l
suich as anl optical cavit~y. [1 -31 Optical bistability has importanit applications for optical sw itchiing and
digital op )tical m erniory elem en ts in opt ical comptinii g andlt] data p ro)ci smui g.[6] '1This phe ic i 0!cii(ni for ii s
the basis for dlevices, such as the optical counterpart of the transistor, which coiist it iltt the buildiiig
blocks for all optical light. control -by light digital optical coiputiiig.

fin thIiis report, and if i a recent.ly put blIish ied short. suniiiimary of outr work,[fi' we desc ribe niovelI restii Its
obtainied for the response of at th in filni of niat erial , containing or comii posed of a denlse collect ionl of
two-level systems (two-level atoms, bound excitojis at donior sites, 1t1c.-), t~o resonant. excit ation by ain
itltrashort pulse (a coherent optical pulse whoso' temporal dulration is mu ich less than an induced-dipole
(Jcpha~si ng tili. 11w ) StiJch a case, tle tilie devel opmniti o.(f the appl icd lie1 d is Imi por tant an d t.he fildd
cannrot be taken as constant, as it is in the stationary limiit . We findl that the induced iniversion III
the popuil at ion of (the t wo- level sys tellis th1iat ret iiai ni in the mia terial a fter an ult.rash orl opj).i cal pitlse'
haws passedl ha~s a nearly step)-funiction response to thev peak valitie of I lie timne-varvi hg optical field. The
()potpIlat ion (of t he two- level systemis, iniiiti ally in t.hle groun d state is alwatys ret urne id to theii grouniid stacte

whlen t he peak field strength Is less th tan theii eff'ect.ivye (lilpole m onment tier ii t t voluiime. II owevi r, w hien
the peak field strength is in a small regiion about, the effectivie dipole, inloniint per l unit voluiitii, thle
plidthtatioli is transferred to the excit~ed st~ate anilt remains in the excited stiate iuidefiitely. 'Thiis result
.is cx cept.ionmmally robulst wit.hI respwc t, to pert iir Iat.ions in p arami eters , suchii as v'a r iat i os in ptulse sh iape

anid widlth, it. Tis nearly st~ep-fui rction responise of the systemr to the field st~rengthI conistituittes a new and
uinique optical switch, whliicht, uniilike optical Iiist-abl iiity,[6] (does itot, hiave h yst~eresis anhtd is inldependenlt of
d issi pat.ion fr(ont in coh4erent, effects, 1. r. (deiiiasi itg and spont aneous relax at io(l. 'Iii is ca;n lead t~o uinti q ue
tilt rafast , tilt. ra-energy cfii ient. and htighlIy coist effecti ye opt~ical sw it cliis and logic dievicies for appIi cat ioi
ill all optical light control biy light, optical dfat~a processing anil optical conmptutinug. A Il-optical digital
systemns offer thIe possibility of ve'ry high integrity systi'ris, wide bmiadwidthi. high spieed, bulk processiiig,
atid eliiminationu of optical-to-veletronic inuterfaces.

III thle nlext sectioni, the( equlal iols of mtot ion fujr delse is'cillct iohts of two-li'Vi'l systituls, resilmarut l
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excited by ultrashort coherent optical fields, are presented. These equations, derived by Bowden and
coworkers,[1, 2, 4] incorporate correction terms into the well-known optical Bloch equations.[8] These
correction terms, representing contributions to the field experienced by a dipole from nearby dipoles,
often cannot be ignored in condensed matter. These correction terms also appear due to the Lorentz
local field correction, but for different reasons and conditions.[3-5] Section 3 presents results of our study
of the transient dynamics of dense collections of two-level systems excited by time-dependent coherent
optical pulses. No such analysis has previously appeared, except for a short summary of our work.[7]
These results, predominately numerical due to the nonlinearity of the equations of motion, indicate
a step-function-like response of the system to the peak field strength of an optical pulse. Section 4
discusses possible applications for this response, including optical switching, optical logic, mensuration
and material evaluation, and coherent optical pumping. Following the summary, the Appendix presents
a previously unreported analytical solution to the equations of motion in a special case.

II. MODEL

The two-level system in quantum optics is a model for two quantum mechanical energy eigenstates
connected by a dipole transition. Examples of systems that can be modeled effectively as a two-
level system in the optical regime include electronic transitions in atoms, vibrational energy levels in
molecules, excitons near the band edge in semiconductors, and laser action.

The optical Bloch equations, which follow from the time-dependent Schr6dinger equation for a
two-level system, govern the evolution of the system variables in an ensemble of non-interacting two-
level systems.f10, 8] Recently, these equations have been extended to include dipole-dipole interactions
between two-level systems separated by distances much less than the resonance wavelength. 1-5] For an
ensemble of two-level systems interacting, via a dipole transition, with an externally applied, classical,
time-varying, coherent field ½E(t)[exp(-iwt) + c.c.], the optical Bloch equations, in the rotating-wave
approximation and extended to include near dipole-dipole (NDD) interactions in dense media, can be
written as[1-5]

Ou
T = (A - cw)rv, (1)

-t = -( (A - w)mpu + Qlrpw, (2)

9w = -Qrpvv (3)
al'

where the system variables u, v, and w are ensemble averages. In writing Eqs. (1)-(3), we have assumed
that the pulse is ultrashort, that is, much shorter than the induced-dipole dephasing time T2, the
population-decay time T1, and the superradiation time -R, but slowly-varying on the time scale of an
optical period. Differentiation is with respect to a dimensionless scaled time V' = t/rp, where rp is a
characteristic time, typically a scaling factor for the temporal width of the pulse. The strength of the
NDD interaction is given by c = 47rp 2 N/3h, where p is the matrix element of the dipole transition, N
is the number of two-level systems per unit volume (number density), and h is Plank's constant divided
by 27r.[4] A related quantity, the effective dipole morrent per unit volume Pv = 47rpN/3 is defined for
later use. The instantaneous Rabi frequency Q(t) = pE(t)/h is the field written in units of frequency.
The transition frequency wo is the separation of the energy eigenstates divided by h and A = w - wo is
the detuning of the field carrier frequency w from the transition frequency w0. Throughout this paper,
the field carrier frequency is assumed to be at exact resonance with the transition frequency (w = w0),
except where explicitly stated otherwise.
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The cxtc:nded Bloeh ,quations, Eqs. (1) (3), like the ordinary optical Bloch equations, describe the
trajectory of a pseudovector, whose components are u, v, and w, on a unit sphere, u 2 + v2 + w2 = 1. The
inversion w represents the difference between the population in the excited state and the population
in the ground state. A medium is inverted if there is more population in the excited state than the
ground state (w > 0). If all of the two-level systems are in the excited state then the medium is in
the excited state (fully inverted) which is represented by u = 0, v = 0, and w = +1. Likewise, the
medium is in the ground state (u = 0, v = 0, w = -1) if all of the two-level systems are in the ground
state. The system variables u and v are proportional to the components of the nonlinear polarization
in-phase and in-quadrature with the exciting field. The propagation of a laser field through the medium
is described by the extended optical Bloch equations and Maxwell's wave equation, coupled via the
nonlinear polarization. While the present work lays the foundation for future studies incorporating
propagation effects, we limit the present discussion to the local response by assuming that the film
thickness :n the propagation direction is much smaller than a resonance wavelength.

III. RESULTS

The inversion is constant, or asymptotically approaches a constant value, after a time-dependent
field has passed through the medium (0(1 - oo) = 0), Eq. (3). In the absence of NDD interactions, an
ultrashort resonant optical pulse leaves the medium with an inversion[8]

U = - cos 9 (4)

that depends only on the dimensionless temporal pulse area
C.;

E) QId E(t)dt, (5)

o00 -- 00

where we have assumed ground-state initial conditions. Therefore, an ultrashort resonant optical pulse
with a pulse area of 7r (a so-called 7r-pulse) can be used for coherent optical pumping of a rarefied medium,
fully inverting the population. In the process, an amount of energy equal to nhwo is transferred from the
field to the medium, where n = VN is the number of two-level systems and V is the irradiated volume.
A 2r-pulse returns the population of the two-level systems to the ground state, with no permanent
transfer of energy to the medium. A fully inverted medium is often referred to as an amplifying niedium
because systems in the excited state have stored energy that, under appropriate conditions, can be
deposited into an optical field. A medium in the ground state can only extract energy from an optical
field and is frequently called an absorbing medium.

To our knowledge, no closed-form solution of the nonlinear differential equations (1)-(3) exists for
fields of arbitrary temporal profile in the presence of NDD interactions. Therefore, we numerically
solved the extended Bloch equations (1) (3), using ground-state initial conditions, for the inversion that
remains in the dense medium of two-level systems after an ultrashort optical pulse has passed. We find
that the asymptotic limit, of the inversion (final inversion) has profoundly different characteristics in
dense media than the well-known solution, described in the preceding paragraph, in rarefied media.

The final inversion in a dense medium as a function of the peak field strength E0 (normalized
by the effective dipole moment per unit volume u.,, which is held constant) is shown in Fig. 1 for a
Gaussian pulse, E0 exp(-1 2 /r ), in Fig. 2 for a hyperbolic secant pulse, Eosech(t/rp), and in Fig- 3 for
a Lorentzian pulse, EO/(I + (t/rp) 2 ). (Note that these curves do not represent a continuous evolution
of any system variable, but, rather, each point on the curve corresponds to the outcome of exciting the
medium with a pulse that has the peak field strength E0 .) In these figures, typical of results obtained
over a wide range of parameters, there are step-like transitions in the final inversion as a function of
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FIG. 1. The final inversion, as a function of the normalized peak field strength Eo/pv, due to an

ultrashort Gaussian pulse for crp = 20 and for crp = 40.
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FIG. 2. The final inversion, as a function of the normalized peak field strength Eo/pu, due to an

ultrashort hyperbolic secant pulse for crp = 20 and for crp = 40.
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FIG. 3. The final inversion, as a function of the normalized peak field strength E0/jp,- due to an
ultrashort Lorentzian pulse for crp = 20 and for -rp = 40.

the peak field strength. In each case, the system is left in a fully inverted condition, u -i=+, when
Eo/p, = 1. About the point Eo/pv = I is a region of peak field strength for which the dense niiediat],~
is left fully, or nearly fully, inverted. Within this region, an amount of energy approximately equal
to nhwo is absorbed from the pulse and stored in the medium. The medium is left in an amplifying
condition and this response can be considered as analogous to the response of a rarefied riedium to the
celebrated 7r-pulse. For peak field strengths on the weak side of this region, the transient field leaves
the dense medium in the ground state, in a manner analogous to a 27r-pulse in a rarefied medium. For
peak field strengths on the strong side of this region, the final state of the medium alternates between
absorbing (ground state) and amplifying (inverted) as a function of peak field strength. Accordingly,
we can consider the response of the final inversion to the peak field strength to be approximately a
translated square wave with the first half-cycle approximately centered at E0 = p,. Although the pulse
area is well-defined for any specific pulse shape and dipole moment, it should be noted that the above
results in dense media are independent of the pulse area because the temporal width and shape of the
pulse, the number density, and the dipole moment are parameters.

We show in the Appendix that the condition Eo/p, = (1 + 1/(2-1)1/2 defines a value of the
peak field strength for which an optical pulse with a hyperbolic secant shape fully inverts tl,e diis,
medium. Similar results were obtained computationally for Gaussian and Lorentzian shaped pulses
with Fig. 4 showing that the value of Eo/pj at which the first instance of full inversion occurs can
be much greater than unity if r~p is small, but rapidly converges to unity for (rp > 1. In general, we
find that, with increasing crp, the value of the peak field strength at which the first instance of full
inversion occurs approaches uv, the inversion region becomes better centered about this point, and the
transitions between absorbing and amplifying states become sharper and more periodic. Accordingly,
the qualitative results are limited to (r > 1.

The above results were presented in the context of simple, symmetric pulse shapes at exact resoiani
in order to maintain clarity in the exposition. Further numerical tests indicate that the important
features of our results are remarkably robust. Figures 5 7, typical of these results, show that the abrupt
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FIG. 4. The value of Eo/p,, at the first occurrence of complete inversion, as a function of erp for a

Gaussian, a hyperbolic secant, and a Lorentzian pulse.
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FIG. 5. The final inversion, as a function of the normalized peak field strength Eo/pv, due to an

ultrashort compound Gaussian pulse, Eo(exp(-t' 2 ) + 0.143exp(-25(i' + 0.875)2)) for crp = 20 and

cr" = 40. The inset shows the temporal profile of the pulse.
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ultrashort Gaussian pulse (cT,, = 20) detuned from exact resonance by ATp = +0.05 and Arp = -0.05.
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transition to a flat inversion region near E0 = ja persists in the presence of pulse asymmetry (providing
the applied field is not highly irregular, such as having multiple local maxima) and moderate detuning
from resonance.

As long as the applied field is exactly resonant with the transition frequency, the results obtained
for the inversion in a medium that is initially in the excited state w = +1 are equivalent to the results
obtained for a medium that is initially in the ground state w = -1 under change of sign in w. Therefore,
a medium in the excited state can be re-inverted by a pulse with Eo/p, = 1, returning the medium to
the ground state. Detuning the applied field from resonance breaks this inversion symmetry. The final
inversion as a function of Eo/lp, where the field carrier frequency is detuned to the high frequency side
of the transition frequency, is shown in Fig. 8 for both ground state and excited state initial conditions.
Figure 9 shows the equivalent results with a negative detuning. Figure 8 shows that, by detuning the
field carrier frequency from resonance, it is possible to construct an ultrashort coherent optical pulse
such that the medium will be left with an inversion near -1 after the pulse has passed, independent of
whether the initial condition is the ground state or the excited state. Likewise, Fig. 9 shows that, with
a negative detuning from resonance, it is possible to select a peak field strength such that the inversion
is left near the excited state, again independent of whether the initial condition is the ground state or
the excited state.

IV. APPLICATIONS

A. OPTICAL SWITCHING AND OPTICAL LOGIC

The step-like transitions in the final inversion as a function of peak field strength suggest that a
new kind of optical switch may be devised.[1l] The excited state can be interpreted as an "on" state
and the ground state can be regarded as the "off" state. The state of the switch can be probed by an
ultrashort pulse, with the probe becoming amplified if the switch is "on" or experiencing absorption if
the switch is "off".

The basic switching element comprises a thin film of material, typically condensed matter, contain-
ing or composed of a dense collection of two-level systems. The population of the two-level systems is
assumed to be originally in the ground state due to decay processes, not, included in Eqs. (1)-(3), that
occur on time scales of the order of the induced-dipole decay time T2 . The population can be transferred
to the excited state by illuminating the thin film with an ultrashort resonant coherent optical field with
a peak field strength approximately equal to the effective dipole moment per unit volume, E 0 =av,. In
the process, an amount of energy equal to nhwo is absorbed from the field and stored in the medium.
A second resonant pulse, again with a peak field strength approximately equal to the effective dipole
moment per unit volume, is then used to probe the medium. If the energy of the probe, upon exiting the
medium, is greater than the energy input by nhwo then the medium was in the excited state. However.
if the energy is reduced by nhwo then the medium was in the ground state. Note that, for exactly
resonant pulses, the process of probing the state inverts, or re-inverts, the medium. The basic operation
of this switch can be considered to be a digital optical flip-flop. The switch may also be used as a pulse
height window discriminator, or comparator, in which pulses with peak field strengths between a lower
threshold and an upper threshold change the state of the switch.[12]

There is a clear application of the optical switch just described to a two-input AND gate with the
inputs being identical pulses with peak field strengths of MV/ 2 . Assume that the medium is initially in
the ground state. The medium remains in the ground state if neither of the pulse inputs pass through
the medium. If either of the pulse inputs pass through the medium, then the medium is partially
excited, but returns to the ground state. Only if both pulse inputs are present, simultaneously, will the
optical field have the necessary field strength, E 0 = i,, to transport the population of the two-level
systems to the excited state. Similarly, both inputs must be present in order to re-invert a medium
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FIG. 8. The final inversion, as a function of the normalized peak field strength Eo/pv, due to an
ultrashort Gaussian pulse (cmrp = 20) detuned from exact resonance by Arp = +0.2 for ground state and
excited state initial conditions.
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excited state initial conditions.
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that is initially in the excited state. The input/output table for the two-input AND gate is shown in
Table 1 for ground state initial conditions and in Table 2 for excited state initial conditions. A NOT
operation, inverting or re-inverting the medium, is performed by an optical pulse with a peak field
strength E0 = pv. Therefore, the two-input AND operation can be inverted by preceding or following
the inputs with an optical pulse such that E 0 = pv, creating a two-input NAND gate.

Additional logic operations may be performed using a reference-plus-inputs scheme. Let 6 denote
the width, in terms of the variation of peak field strength, of the full inversion region about p, and
let. the inputs be pulses, each with a peak field strength of 6/2. A NOR operation can be performed
by combining the pulse inputs with a reference pulse that has a peak field strength of p, + 6/4. It is
assumed that the reference pulse and the pulse inputs have the same temporal development. If neither of
the inputs is present, then the reference pulse inverts, or re-inverts, the medium. If either or both of the
inputs are incident on the medium simultaneously with the reference pulse then the peak field strength
of the combined field is outside the full inversion region about E 0 = P,. In this case, the medium is not
inverted or re-inverted, but. is returned to its initial state. The input/output table for the NOR gate is
shown in Table 3 for ground state initial conditions and in Table 4 for excited state initial conditions.
Similarly, a NAND operation is performed if the reference pulse has a peak field strength of p, - 6/4,
as shown in the input/output tables, Tables 5 and 6. It is possible to extend this reference-plus-inputs
scheme to OR and AND operations, using reference pulses with peak field strengths of pv - 36/4 and
p, - 56/4, respectively. However, these latter two operations may not be necessary because preceding
or following the NAND or NOR logic operations with the reference pulse inverts th,- logic operation.

It is generally necessary to be able to assign a specific state to a switch, as well cz to be able to
change the state. For instance, we may want to load a memory register with a specific bit pattern, or
to clear (reset) a register, without knowing the previous contents. We demonstrated in Fig. 8 that, if
the carrier frequency is detuned to the high frequency side of the transition frequency, a pulse with a
peak field strength just below jiv can be used to place the medium in the ground state, regardless of
whether the initial state is the ground state or the excited state, thereby resetting the switch. Likewise,
a pulse can be used to set the switch, placing the medium in the excited state, regardless of whether
the initial state is the ground state or the excited state, by detuning to the low frequency side of the
transition frequency, as was demonstrated in Fig. 9. While it is not necessary to know the previous
state of the switch in order to put it in the desired state, this information can be deduced (query and
reset.) by determining whether the pulse has gained energy, lost energy, or has no change in energy.

The energy required to excite the medium is clearly nhwo. However. the total energy of the switching
pulse will generally be greater. The kind of switching times and energies required can be calculated from
the condition Q0 = (. Restrictions on the parameters that must be satisfied are c <K wo and T-p < T, and
T7. Further, our results indicate that it is reasonable to require 7,, > 1. Assuming a pulse width of one
picosecond, a dipole moment of lOcao, and an active device area of 1 pin 2 , we determine the total pulse
energy to be of the order of a femtojoule at optical frequencies. It is significant that the energy transfer
between the medium and the fields is coherent. This allows very high repetition rates without heat
damage to the material (heating can be a significant problem in absorptive optical bistability, limiting
bit rates).

B. MENSURATION AND MATERIAL EVALUATION

The step-like transitions between the ground state and the excited state about the point Eo/p0 =

Q0/c = I constitute a unique and unambiguous signature of NDD interaction. Materials in which these
effects might be observed include oxygen ions in KC1:O and bound 12 excitons at donor sites in CdS
single crystals.[13, 14] Of special significance is the fact that, these step-like transitions can be used to
develop sensitive techniques for measuring the strength of the NDD coupling parameter c. One can
obtain the value of ( by simply increasing the peak field strength of an ultrashort pulse from shot-to-
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Table 1: AND GATE (w0 = 1 Table 2: AND GATE (wo=+1

Input A Inpu B ABT w Input A Input B 11A+B

0 o00- 0 0 0 0

p-v/2 0 p-v/2 -1v./,2 0 p-v/2 1

o p-vI2 p-v/2 -10 -v!2  P-v/ 2

g~v/2 pgv/2 P-v Vv-~/2 p-v/2 11v -

Table 3: NOR GATE (w 0 = 1 Table 4: NOR GATE (wo=+ 1)

Ref. AIV+BR Ref. A B LA+B+Rlw
p-v+6/4 0 0 p-v+6/4 1 p-~,-I-/4 0 0 gv+5/ 4

p-v+5/4 /2 0 gv~+35/4 -1 gv+6/4 5/2 0 p-v+36/4 I

p-v+6/4  0 6/2 p-v+36/4 -1 jkv.5/4 0 5/2 li+36/4 i7

gv~+6/1 /__-_/2 -_-65/4 -1 j g 4 6-~/4 2 T6/2 p-v+56I4

Table 5: NAND GATE (wo=-1 Table 6: NAND GATE (wo=+ 1)

Ref. AJ B 11A+B+Rj w Ref._II AlB A+ [w1

gv-.~-64 0 0 gv-,-6/4 I gv-6-/4  0 0 -- /ji

gv-6-/4 5/2 0 gv+6../4 1 gv-6-/4 5/2 0 gv-i-6/4 -

gv-6-54 0 5/2 i'v+5/4 1 gv-6/4I 0 5/2 - p-+6/4 -

Rv-6-/4 5/ 6/2 j.v+38I4 -1 F--/ 5/2 5/2 -g'+ ' TI
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shot (e. g., by removing neutral density filters) and locating the points where the sharp transitions in
the state of the medium occur by the change in the transmitted energy. The midpoint between the peak
field strengths at these transitions is the effective dipole moment per unit volume av. Likewise, the
midpoint between the peak Rabi frequencies Q0 = pEo/h at these transitions is the NDD parameter f.
The precision of the measurement depends on rp, because this parameter determines the width of the full
inversion region. Measurements of the frequency renormalization in dense media have been performed
using the reflectivity of an interface between a sapphire window and a dense potassium vapor.[9] A
portion of the observed frequency shift was attributed to collisions.

C. OPTICAL PUMPING

Coherent optical pumping refers to coherent excitation of a medium of two-level systems which
transfers population from the ground state to the excited state. The well-known 7r-pulse method of
coherent optical pumping is not valid in dense media. However, excitation with an ultrashort pulse
that has a peak field strength within the full inversion region about the effective dipole moment per
unit volume constitutes a method for coherent optical pumping of dense media.[15] While the width
of the full inversion region depends on parameters such as pulse width, pulse shape, dipole moment,
and density, this method of optical inversion is less sensitive to perturbations in the parameters than
the ir-pulse method where the inversion falls off as the cosine of the pulse area. Typical perturbations
that might occur are pulses with a spatial profile or which experience mild absorption, or the pulse
width, pulse shape, dipole moment, or density may not be known to a high degree of accuracy or may
be difficult to control. Applications for coherent optical pumping in dense media include laser gain
media, superfluorescent lasing, and coherent spectroscopy. The method may also be used to re-invert
the media, transferring population from the excited state to the ground state.

V. SUMMARY

We have identified a unique and unambiguous signature of NDD interaction in dense collections of
two-level atoms: An ultrashort pulse leaves the population of a dense collection of two-level systems in
the ground state or the excited state with a step-function-like dependence on the peak field strength.
This result can be used to measure the NDD coupling parameter and for a coherent optical pumping
niechanism if propagation effects and niedium relaxation times can be neglected, z. c. for thin filnis
and short optical pulses. A fast, energy-efficient optical switching mechanism has been proposed. This
optical switch can form the basis for optical logic devices for application in all-optical-light- rontrol
by-light optical data processing and computing.

ACKNOWLEDGMENTS

Michael Scalora is a National Research Council Research Associate.

APPENDIX

TIME DEVELOPMENT OF THE INVERSION

Some interesting results for dense collections of two-level systems, excited by ultrashort pulses, can
be obtained by studying the time development, as well as the asymptotic limit, of the inversion. The
time development of the inversion, with E0 as a parameter, is shown in Fig. Al for an applied field,
expressed in units of frequency, given by
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Q2(t) = Qosecht/rp = pEo--e--, (Al)

where the applied field is exactly resonant with the transition frequency. The pulse area, Eq. 5, for this
field is Q0 rp7r.

The curve in Fig. Al that represents transfer of population from the ground state to the excited
state suggests that the extended Bloch equations (1) -(3) may have a solution in the form

u = asecht' (A2)

v = bsecht' (A3)

w = ctanht'. (A4)
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FIG. A]. The time development of the inversion, due to an ultrashort hyperbolic secant pulse, for E0
equal to 0.8p,0, 0 9p,, 1.0p,, 1.1p,,, and 1.2 pv.

Substituting the ansatz (Al)-(A4) into the extended Bloch equations (1)-(3) (with A = 0) yields one
set of equations for the derivatives of the system variables, while taking the derivatives of Eqs. (A2)-(A4)
with respect. to P' yields another. Equating these two sets of equations, we obtain

Q2 (2
a - lo( b + V ) Q e2 C = • V l 2 21 .;

If the medium was in the ground state (O0 = 0, v)0 = 0, w0 = -1) (or the excited state (uo = 0, t 0 = 0,
wo = +1)) at some time in the indefinite past (t - -•), then Eqs. (A2)-(A4) are a solution to the
extended optical Bloch equations (1)-(3) for the field (Al) if, and only if,
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Qo Eo +
1+ (A5)

at exact resonance. Consistency with the initial conditions clearly requires Qf0 = c (E 0 - Pv) in the limit
2 r2 - ex. Further, near-equality of E0 and p, holds for crv > 1, in accordance with our numerical

results. In the opposite limit of small (rp, the medium is inverted by a hyperbolic secant pulse when Q0
is approximately 1/rp. In this limit, the pulse area Q0 rpr approachs 7r, natura non facit saltum.

The extended Bloch equations (1)-(3) can be written in the form

lil - Qtb + 97 u + Qr r2 w 1 -W2 0 (A6)

using the identity u2 + V2 + wt2 = 1. Equation (A6) contains dynamical frequency and damping terms,
leading to the damped oscillations seen in Fig. A1, as well as dynamical anharmonicities.
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INTRODUCTION

Polymeric and metallic coatings have typically been used to
protect steel from corrosion. There are some problems
associated with both of these types of coatings. Polymeric
organic coatings such as vinyls have low resistance to erosion
corrosion. Environmental Protection Agency (EPA) regulations
require that volatile organic compounds (VOC) be reduced. In
addition, red lead oxide was used in the past as a primer for
polymeric coatings and is now considered a hazardous waste.
Removal and disposal of lead based paint (LBP) requires special
equipment and procedures which can increase the cost of surface
clean-up and preparation by a factor of 2 to 3 over non-lead
based paint.

Metallic coatings such as zinc, aluminum, and stainless
steel can be applied by fusion processes (welding) or by thermal
spray processes. Production rates of these processes are low,
polymeric sealers must be added if the thermal spray process is
used, and stainless steel or brass coatings may cause galvanic
corrosion problems.

Many of these problems may be solved or avoided through the
use of ceramic coatings such as enamels. These coatings have no
VOC emissions and are environmentally safe. However, ceramic
compounds are known to be brittle and prone to chipping.
Surface preparation for ceramic coatings can include thermal
treatments for the in-situ dissolution of corrosion products.
This may also be applicable to lead compounds which can
potentially reduce the cost of LBP abatement.

The objective of this study was to develop and evaluate
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ceramic matrix, fiber reinforced composites for application in
repair of corrosion damage to construction steel or other
metallic components used by the U.S. Army.

Several methods are available for repair and rehabilitation
of painted steel structures, depending on operating conditions
and environment. The most commonly used non-fusion (non
welding) coatings are epoxies reinforced with ceramic or
metallic particles. Although these materials have been
successfully used in specific situations, the predictability of
their performance is low. The bond strength between the epoxy
and metallic substrate depends on the surface condition and,
with time, the repair compounds may fail due to mechanical
fatigue of the bond interface due to corrosion, cavitation, or
erosion. The use of reinforced epoxy materials can help
mitigate galvanic corrosion that results from using a metal
repair material dissimilar to the original component
composition. Porcelain enamel coatings may be reliable and
effective repair materials for damage in metallic parts based on
their chemical bonding, resistance to cavitation and erosion
damages, and ability to be used in portable thermal spray
coatings units (Reference 1 to 3).

The enamel composition developed and investigated in this
work was designed for the repair of cavitation and erosion
damage without the need to remove existing surface oxidation.
Calcium silicate fibers were added to the composition to
increase the fracture toughness and increase the overall damage
resistance. The cavitation and erosion resistance of the enamel
was compared to a reinforced epoxy material (Reference 4 and 5).
In addition the glassy compositions have potential for
application in in-situ vitrification of lead based paint on
structures.

CALCIUM SILICATE FIBERS

Although silicon carbide fibers have excellent strength and
toughening properties, their oxidative instabilities at high
temperatures could prove unsuitable for glass or enamel
composites. The fibers may reduce the glass or enamel. Calcium
silicate fibers may be used in these situations. Although the
strength of the calcium silicate fiber (approximately 1.2MPa) is
much less than SiC fiber, it does have quite a few advantages.
The fiber has a high melting point (1540 degree C), high
corrosion resistance, and because of its inertness at elevated
temperatures, can be used in an oxygen environment without
harming the matrix. Furthermore, because these fibers
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occur naturally, they are relatively cheap.

Wollastonite is the naturally occurring calcium
metasilicate, CaSiO3. It is the only commercially available pure
white mineral that is wholly acicular. Table 1 contains
physical properties of wollastonite fibers. Typical aspect
ratios range from 3:1 to 20:1. The average fiber diameter is
3.5 microns and has a coefficient of thermal expansion of 6.5
X104/.C. Although there has been limited research on calcium
silicate used as a reinforcing fiber, wollastonite has been used
traditionally in the ceramic, paint, and paper industries. Pure
grades of wollastonite are used in minor quantities in rubber,
plastics, and other manufactured items.

DESCRIPTION OF TESTING MATERIALS

The substrate material used in this work was A36 steel.
This steel is often specified for use in construction
applications. The linear thermal expansion coefficient of A36
steel is 6.5 X 10-6/OC. The composition ranges and limits (weight
percent) are as follows:

Carbon < 0.29
Manganese 0.80 - 1.20
Copper > 0.20

The epoxy control material used was a commercially
available reinforced epoxy material, Ceramic S-Metal, produced
by Belzona Inc. This epoxy material has been widely used in
industry as a sacrificial coating for the repair of hydraulic
turbines and mechanical equipment. The epoxy is made by mixing
a base and a solidifier in a 3:1 ratio. A thin coat was applied
to the A36 steel substrate and allowed to cure for 24 hours.

Wollastonite (calcium metasilicate) fibers were used to
reinforce the enamel coating. This fiber has a high melting
point, 1540 0 C, good corrosion resistance, low cost, and
resistance to being reduced at high temperatures. In addition,
the small fiber size and diameter (3.5 p) makes it suitable for
spray applications.

The physical properties are illustrated in Table 1, while
the enamel compn--ition used for this study is illustrated in
Table 2. It was derived by adjusting several batch compositions
to get a composition that exhibited a strong chemical bond with
the A36 steel, did not fail during thermal cycling, and was
compatible with the calcium silicate fibers. The calculated
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thermal expansion value of this composition is 2.5 X 10 5/°C.

Table 1.

Physical Properties of Wollastonite Fibers

Property Value

Appearance Brilliant White

Shape Acicular

Molecular Weight (g/mol) 116

Specific Gravity (g/cm3) 2.90

pH (aqueous solution) 9.9

Water Solubility (gm/100cc) 0.0095

Density (lbs/solid gallons) 24.2

Mohs Hardness 4.5

Coefficient of Expansion (mm/mm0 C) 6.5 X 104

Melting Point (OC) 1540

Aspect Ratio (typical) 20:1

Surface Area (BET, m2/gm) 0.88

Table 2.

Glass Enamel Composition
(Network Forming) Silicon Oxide 44.68 g
(Network Forming) Boron Oxide = 18.46 g
(Network Modifying) Sodium Oxide = 10.49 g
(Network Modifying) Potassium Oxide = 4.40 g
(Network Modifying) Cobalt Oxide = 2.21 g
(Network Modifying) Calcium Fluoride = 11.42 g
(Intermediate Oxide) Aluminum Oxide = 4.77 g
(Intermediate Oxide) Manganese Oxide = 3.57 g

100.00 g
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ENAMELING PROCESS

Standard enameling procedures were used in this work for
preparing samples for testing. This procedure consists of three
major steps: enamel/fiber preparation, substrate preparation,
and enamel application to the substrate in a furnace.

ENAMEL/FIBER PREPARATION

The enamel batch was prepared from the amounts of raw
materials contained in Table 2. After the batch is made from
the raw materials, the enamel must be fritted. Fritting glass
and enamels involves melting the raw materials to form a
homogeneous molten batch, and then quenching the molten material
in water until it returns to room temperature. This process
produces shattered fragments with the desired composition.
Fritting is important to assure quality control by making the
molten batch homogeneous and to evolve gases and impurities
which might effect the coating quality. If a glass or enamel
was melted directly from a raw batch, the uneven mixing would
produce a slightly different composition each time. Large
shrinkages are also typical for glasses which were not fritted.

The fritting operation used in this work was accomplished
by using a conventional microwave oven. Microwave heating is a
relatively new technique for processing ceramics. In this work,
iron titanate was used as the heating source as follows:

1) A large crucible was half filled with the enamel batch,
slightly compacted.

2) Iron titanate was sprinkled on a heating brick in the
microwave oven and the crucible was placed on top of the
material with a hollow insulating cylinder around it.

3) A thin piece of insulation was placed on top of the
crucible, leaving a small opening to allow for escape of gases
evolved during the melting.

4) The assembly was placed on top of insulating board to
prevent the glass oven tray from breaking due to excessive
heating.

5) The oven door was closed and the heating initiated.
The heating was interrupted every 10 mindtes to add more of the
enamel batch and to stir the molten material.
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6) The crucible was removed from the microwave oven and
the molten glass was poured into a water bath. This procedure
was done quickly so the enamel would not solidify in the
crucible.

7) The microwave oven was allowed to cool before another
batch was melted.

The fritted enamel was then ground into a powder to allow
for intimate mixing with the fibers. The frit was placed in a
closed ball mill cylinder which was 2/3 filled with distilled
water and contained 2.5 cm diameter alumina balls. The
container was then milled for 12 hours and the frit was dried
and separated through a 270 mesh screen.

For the fiber reinforced enamel, the fibers can be added to
the uniform frit to make the enamel-fiber matrix. The mixing
procedure was as follows:

1) The fibers were mixed with the enamel powder.
2) A 25% mixture of deionized water by volume was added.
3) The pH was raised to 10 to allow for deflocculation.
4) The mixture was stirred for 15 minutes.
5) The pH was lowered to the original value.
6) The mixture was stirred with heat until the water

evaporated.

Deflocculation is necessary since the glass tends to
agglomerate and does not allow the even mixing of the fibers.
Care must be taken when choosing a buffering solution since it
may affect the characteristics of the glass.

ENAMEL APPLICATION

The enamel powder was deposited on the cleaned A36 steel
samples by the use of a spray gun. A slurry was made by adding
the powder to an appropriate amount, 1 gram of powder to 1 ml
alcohol, of isopropyl alcohol. A small amount of distilled
water was added to increase the sticking of the enamel to the
substrate. The slurry was then applied in two passes and
allowed to dry. Two coats were applied to the samples, the
first was the ,enamel without fibers, to increase adhesion.
Fibers at the interface may impede the bonding between the
enamel and the steel. The second coat, applied after the first
coat had slowly cooled from heat treatment, contained fibers in
5, 7, and 10 weight percents. Samples were prepared without
fiber additions, and these too were composed to two layers to
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achieve similar coating thicknesses as the fiber containing
coatings.

The samples were heat treated at 800 0 C for 15 minutes. For
the samples used for laboratory evaluation, the substrates were
slow cooled inside the furnace. Gradual cooling helps to
relieve stress gradients due to uneven cooling at the surface
and enamel bulk. A few samples were removed quickly from the
furnace for rapid cooling. A rapid cooling schedule simulates
field applications, where furnace cooling is not possible.

Flame spray methods were investigated for field
applications for damage repair. The system used was a TeroDyn
System 3000, manufactured by Eutectic Corp. It employs an oxy-
acetylene flame and includes a forced gas powder feeder to
prevent enamel agglomeration. A laboratory test investigating
the deposition of the fiberless and with 7% fiber reinforced
enamel was conducted and the processing parameters were
optimized.

EROSION TESTING

The laboratory erosion test employed has been described by
Weber et. al. (Reference 4). The test apparatus consisted of a
20 liter porcelain coated steel container with internal baffles
to minimize vortex generation with the slurry and an electric
motor driving the stainless steel specimen holder. The specimen
holder resembles a four bladed paddle with four specimens
mounted 45 degrees to the vertical. The motor was a high torque
220V, 3 phase system with an electronic controller and magnetic
digital tachometer to control the speed. The entire system was
fixed to maintain unit stability.

The A36 steel 1.25 cm thick platestock was cut into 3 X 5
cm specimens. A run consisted of 4 samples being tested
simultaneously. One sample was the CERHAB without fiber, the
second was CERHAB with either 5, 7, or 10% fiber addition, the
third was the reinforced epoxy material, and the fourth was an
un-coated A36 steel sample used as a control. The specimens
were weighed to the nearest 0.1 milligram, mounted into the
specimen holder and were rotated at 575 revolutions per minute
(RPM) by the motor in the sand/water slurry for a total of 72
hours. The slurry consisted of 1.2 liters of dry sand (250A
particle size) mixed with 5.8 liters of water. This yielded a
17 volume percent solution. This slurry is two to three times
more concentrated than that found in the Ohio River. The
apparatus was stopped at hours 1, 5, 10, 24, 48, and 72 and the
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specimens were cleaned, dried at 1050C for 1 hour, and weighed.
In this way a history of mass loss versus time can be obtained
for each of the specimens as in the cavitation test. By
comparing these, the relative erosion resistance of each of the
materials can be determined.

CAVITATION TESTING

The vibratory apparatus used in this investigation was a
Ultratip Labsonic System manufactured by Lab-line. This
apparatus produces axial oscillations of the test specimen
partially immersed in distilled water. The vibrations are
produced by a piezoelectric transducer that is driven by an
electronic oscillator and power amplifier (Reference 5). A
sound box provided hearing protection during operation.

The specimen was immersed into a 250 ml beaker containing
the water. The amplitude and frequency of vibration of the test
specimen was controlled and monitored in order to maintain
optimal cavitation conditions. The test specimen was cleaned
and weighed accurately before each test, and again during
periodic interruptions of the test in order to obtain a
cumulative mass loss versus time history.

SCANNING ELECTRON MICROSCOPY (SEM)

Both the enamel/steel and epoxy/steel interfaces were
examined using scanning electron microscopy (SEM) to
qualitatively compare the bonding of the enamel and epoxy. A
high resolution ISI DS-130 SEM unit was used for this
investigation. A JEOL JSM U-3 SEM unit was used to observe the
enamel and eDoxy surfaces. An accelerating volt'age of 15 keV
was used. The iiL'.erface specimens were prepared using a Buehler
Isomet low speed saw with a wavering blade. The samples were
mounted using a mixture of Duco cement and conducting graphite.
To prevent charging, the specimens were gold plated using a
sputter coater operating at 50mA for 30 seconds. The samples
were polished with 180, 240, 320, 400, and 600 grit sandpaper,
followed by 5.0, 1.0, and 0.3 micron polishing paste.

The enamel coating prepared using the traditional furnace
approach proved to be satisfactory. When applied to small steel
surfaces, the fiberless enamel did not fail under either cooling
schedule. The un-reinforced enamel did fail on a large steel
surface (511 X 1211) exposed to rapid cooling. This was caused by
cohesive failure within the enamel. The enamel did not fail
when 7% by weight calcium silicate fibers were added. The
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calcium silicate fibers appear to have reinforced the enamel
coating to the extent that it did not fail during thermal
cycling. Although care was taken during design to keep the
coefficient of thermal expansion as low as possible, the value
was calculated to be 2.5 X 10-5/-C. This value is higher than the
6.5 X 10/OC value for A36 steel. The expansions seemed to be
matched with respect to the lack of failure encountered.

SEM micrographs were taken of the interface between the
coatings and metal substrate to compare qualitatively the
bonding of the enamel and the epoxy. The epoxy/metal interface
is shown in Figure 1 (Top). The metal is on the left and the
reinforced epoxy material is on the right. It is evident that
the interface has large gaps running along the two surfaces. It
was believed that the main problem with the epoxy was its weak
bonding to the metal. However, after close inspection, this may
not be entirely true. This large gap is caused by the metal
cohesively cracking near the interface. Since an exothermic
reaction is involved in making the epoxy, this large gap may be
the result of thermal expansion mismatches. The only apparent
bonding results from mechanical interlocking along the
interface.

In contrast, the enamel/metal interface, Figure 1 (Bottom),
reveals intimate contact between the two surfaces. The enamel
appears to be wetting the metal completely. In addition, some
fragments can be seen in the enamel. These are thought to be
oxide products from the metal or other surface defects. The
defects are safely pulled away from the interface and bond
strength is preserved.

Initial fabrication using Nicalon O-SiC fibers failed
because of reactions at elevated temperatures reduced the enamel
causing it to fail. The addition of calcium silicate fibers
appears to have helped prevent cohesive failure during thermal
cycling and increased the erosion resistance of the enamel. It
appears that the calcium silicate fibers were not taken into
solution, and that crack deflection toughening is the likely
mechanism for the improved toughness from thermal shock.

RESULTS OF EROSION AND CAVITATION TESTING

Seven erosion tests were performed, with the samples as
stated previously. Two tests for each fiber reinforced sample
were performed to correlate the data. A great deal of heat is
generated by the unit after 72 hours of operation. The slurry
temperatre was raised to approximately 70 0 C by the conclusion
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Figure 1. (Top) x450
SEM Micrograph of the Epoxy/Metal Interface.

Mechanical interlocking is the only evident bonding feature.

Figure 1. (Bottom) x2850
SEM Micrographs of the Enamel/Metal Interface.
Enamel-metal interface demonstrating intimate

contact along surfces
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of the test. This is a much higher temperature than which
hydraulic equipment is usually subjected, and probably increased
the erosion rate of all of the samples. The erosion pattern on
the samples were not uniform, the leading edge of each sample
was the most eroded. Also the outside corners exhibited more
degradation, possibly from the increased velocity of the outside
edges.

Three cavitation tests were performed for each coating
condition. There were three samples tested in all of the tests:
an epoxy coating, a reinforced enamel (5, 7, or 10% fiber
addition) coating, and an un-reinforced enamel coating. Time
intervals between weighings were 2 minutes during the early
portion of the test and five minutes until the conclusion. The
results of cavitation tests are given in cumulative weight loss
versus time curves. Particular attention was paid to the slopes
of the curves. Coatings with less slope had slower cavitation
rates and thereby provided better cavitation resistance.

It is interesting that as the weight percent of the fiber
reinforcement increases, the resistance to cavitation damage
slightly decreases. It appears that there is an optimum
(7 percent) fiber weight percent to give maximum performance, as
is true with many fiber reinforced coating systems.

Figure 2 (Top), shows the results of the cavitation test
performed using the 7% fiber reinforced enamel. The figure
clearly indicates that the enamel is much more resistant to
cavitation than the reinforced epoxy. This suggests that any
added fracture toughness that the fibers give to the enamel has
little effect on its resistance to cavitation because the
fiberless enamel performs as well as or better than the fiber
reinforced enamel.

Figure 2 (Bottom), shows the results of the erosion tests
performed using the 7% fiber reinforced enamel. It is clearly
seen in both tests, with and without fibers, that the enamels
exhibit no noticeable advantage over the reinforced epoxy.
However, the 7% fiber enamel performs similarly to the
reinforced epoxy while the fiberless enamel does not. The
improvement in the erosion and corrosion resistance over the
bare A36 steel is attributed to the fibers which are present in
the fiber reinforced CERHAB as well as in the reinforced epoxy.
Both the reinforced epoxy and the enamels are much more erosion
resistant than the un-coated A36 sample.
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INVESTIGATION OF APPLICATION PROCEDURES

Two samples were sprayed to demonstrate the feasibility of
the TeroDyn 3000 flame spray process to deposit fiber reinforced
enamel coatings on A36 steel substrates (15 cm X 10 cm X 0.3 cm)
in a shop environment. The first test consisted of spraying the
fiberless enamel powder with a forced powder delivery system.
This was used because the small particle size and shape of the
enamel powder can plug the regular feed system. The coating was
extremely prone to cracking, therefore after the coating process
was complete, a fusing step was added. The coating was fused
using a oxy-acetylene torch. The second test consisted of
spraying a 7% fiber reinforced enamel on the A36 steel
substrate. This test was performed by the Eutectic Corporation
and met with mixed success. As is the case with most glass
materials, internal stresses developed on cooling from the
liquid state. These stresses when superimposed over the
stresses produced by the differences in thermal expansion
differences caused fracture and debonding when the coating was
applied to large surfaces. The coatings were successful when
applied to small substrates.

Annealing cycles may be necessary to relieve the stresses
in the coating during the cooling stage. The CERHAB coating
process would not be applicable in field situations where the
substrates are large and require annealing. The annealing
process can be accomplished by strap-on heaters. The annealing
procedure used in the shop test to produce the CERHAB coatings
involved maintaining the coating at 1000OF for two hours, and
then cooling at a rate of 122 0F/hr until room temperature was
reached. It is common in welding repairs to preheat or post
heat the welded area, therefore similar equipment could be
employed when using ceramic coatings.

A36 platestock, 1.25 cm thick, was cut into 6x6 cm
specimens. The squares were painted with lead oxide paint and
allowed to cure for up to three weeks. Based on the lead alkali
ternary system various compositions were developed to determine
the maximum lead oxide solubility. The processing scheme
followed was that of the CERHAB composition excluding the fiber
reinforcement. The TeroDyn 3000 flame spray system was used to
apply the compound to the specimens. Micro X-Ray Spectrometry
(XRS) techniques were used to determine the amount of lead oxide
taken into solution. Compositional as well as processing
parameters are being optimized for maximum lead oxide removal.
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The CERHAB compound, though developed for erosion/corrosion
repair, appears to have even more potential for use as a coating
and abatement technique for lead-based paint on steel structures
such as bridges. The glassy composition of CERHAB can dissolve
the lead oxide present on the steel structure along with iron
oxide in a process called in-situ vitrification. Thermal stress
developed in the glass caused by rapid cooling of the glassy
coating will help cause cracking followed by chipping and
removal of the coating. Alternately, the fiber-reinforced
glassy coating can be annealed by heating and cooling at a slow
rate, resulting in a fiber-strengthened durable coating. Lead
oxide has been used as a primer on steel structures and is
considered a hazardous material. The currently used method of
removal by sand blasting requires the removed material be
contained and that workers be protected from exposure to lead.
In addition, the remaining sand mixed with lead oxide is
considered a hazardous waste and must be treated before
disposal. This can increase the cost of removal of the lead-
based paint from steel oxides by a factor of 2 to 3. The silica
glassy composition has the potential for use as a lead-based
paint abatement and disposal technology.

CONCLUSIONS

1) The formulated glass enamel CERHAB provides a strong
gap-free chemical bend with the metallic substrate and takes
into solution metallic oxides, safely pulling them away from the
interface.

2) The glass enamel CERHAB shows an increased resistance
to cavitation when compared to the epoxy material. This may
result from its strong bond to the steel substrate.

3) The reinforcement of the enamel CERHAB provided by the
calcium silicate fibers reduces the catastrophic fracture upon
cooling, and increases the erosion resistance when optimized at
7 percent by weight. It has little effect on the cavitation
resistance of the enamel. The major toughening mechanism
appears to be crack deflection. Fiber pullout was not observed.

4) The fiber reinforced CERHAB can be successfully flame
sprayed on small steel substrates. There has been difficultly
in flame spraying this compound on large surfaces. Annealing by
electrical heaters or heat. limps will be needed on larger
component parts.

5) The CERHAB enamel displays strong chemical bonding,
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good resistance to cavitation, and the ability to be applied
with a flame spray unit (followed by annealing). The silica
glassy composition shows potential for application and use as a
repair material on metallic components and for lead based paint
abatement.
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MAXIMIZE Automatic Target Recognition Algorithm Development Environment
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I. The Need for Automatic Target Recognition (ATR)

Automation of weapon systems will play a major role in the army of the future. The per-
formance of early-generation automated equipment in the Desert Storm conflict demon-
strated the importance of this technology. The development of automatic target recognizers
capable of locating and identifying threat vehicles and weapon systems on the battlefield is an
area of automation receiving particular attention. Weapon systems with ATR capability will
cue the soldier to the presence of possible threats. This technology will help the Army
improve lethality of Fire-and-Forget weapons, reduce operator workload in manned weapon
systems and improve battlefield management techniques for Identification-Friend-or-Foe. As
weapon systems become more complex a greater load is placed on the operator of the system.
Aiding or 2?itomating the process of finding, identifying and tracking threats in the battlefield
reduces the stress placed on the operator therefore improving survivability.

H. The Need for Automatic Target Recognition Evaluation Tools

Nearly all ATR algorithms developed so far are made up of a few common components:
interest point location (finding target-like objects in the image), segmentation (finding silhou-
ettes of the target-like objects), feature extraction (measurement of geometric properties of
the objects), and recognition (comparison of measured features with a library of features for
known targets). Many statistical algorithms have all four of these steps in the decision chain.
Other types of algorithms exist which combine two or more algorithm components into a sin-
gle component. For instance, some algorithms use geometric and infrared signature models
of targets to make "Model-Based Algorithms" which combine the steps of features extraction
and recognition into a single component.

Since it is not likely that the best algorithm suite will come from any one source, it is nec-
essary to connect algorithm components from different sources and evaluate the performance
of the new suites of algorithms to discover better recipes of computer operations for better
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ATR performance. All of these factors multiply the complexity of the process of determining
the best algorithm for a mission requirement.

In the past, standard techniques for evaluating these components have not existed and
algorithm developers have had to rely on loosely controlled experiments on small data sets
and intuition for selecting the best components for their algorithms. This is further compli-
cated by the fact that each of the components may have several custom thresholds or other
types of parameters which change the characteristics of the algorithm. It was difficult for
algorithm designers to empirically evaluate the effects of these parameters without efficient
tools.

While it is important to conduct experiments in a reasonable amount of time, the most
difficult problem facing the ATR developer is developing, interfacing, and evaluating the var-
ious algorithms being researched. To effectively perform this task one needs a Computer-
Aided Software Engineering (CASE) tool which will allow the user to integrate different
algorithm components from different sources. This includes integrating algorithms which
were developed by competing organizations.

The CASE tool must also be available in the public-domain so that it may be freely dis-
tributed to algorithm developers for use during their development cycle. It must allow both
symbolic information and other ancillary data, such as the name an coordinates of a target, to
be attached to the image. There must be a mechanism in such a tool that allows algorithms to
take in custom run-time variables (i.e. thresholds). Since a typical evaluation of an algorithm
requires processing tens of thousands of images for statistically significant results, the tool
must be able ;o efficiently coordinate processing in the distributed computer environments of
the 1990's.

The concept of reconfigureable image operations is not new to CASE technology. In fact
at least three major software products provide this capability. Unfortunately, none of these
packages satisfy the requirements of being available in the public-domain, allowing ancillary
data to be included in the output of an algorithm component and efficiently distributing pro-
cessing to a network of computers.

III. MAXIMIZE

The CECOM Night Vision & Electro-Optics Directorate has developed the MAXIMIZE
software facility to aid in the development and evaluation of ATR algorithms. This facility
has allowed the Army to combine algorithms from different sources and improve the state-of-
the-art of the ATR algorithm development process.

One of the most important goals of MAXIMIZE was to provide a mechanism for recon-
necting ATR algorithm components by setting standards for the input and output of each of
the different components. For instance, every interest point location algorithm makes some
estimate of the cartesian coordinates of the center of the object in question. If every program-
mer stores this information in a different way, the interest point location algorithm cannot
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communicate with any other algorithm which needs this information.
Algorithm components written for MAXIMIZE use an object-oriented dialect of the "C"

programming language. MAXIMIZE specifies how to create and access "C"-objects which
contain the types of information typically found in ATR algorithms, such as the cartesian
coordinates of an interest point. These objects may then be passed from one algorithm com-
ponent to another serving as a communication protocol for standard types of information.
The flexibility of object-oriented design also allows application-specific information to be
added to these objects as algorithms evolve.

MAXIMIZE consists of an intuitive Graphic User Interface (GUI) which allows the user
to select ATR operations from various menus and specify data path connections between
these modules as shown in Figure 1. The ATR created can be executed from the GUI or it can
be saved to a file and run from the command-line for batch processing.
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Figure 1 : MAXIMIZE Graphic User-interface
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To get statistically significant results, most useful experiments in ATR research require
processing thousands of images. If this were to be performed on a single workstation, it might
take weeks or even months to perform a single experiment. In the past, special-purpose hard-
ware has been developed for use in such experiments. While this reduces the amount of time
of an experiment, the disadvantages are unportable software, longer development times and
reduced flexibility in software development. Eventually obsolete hardware results in systems
which are unreasonable for continued software development.

A network of algorithm components may have an inherent parallel architecture such as
the ATR in Figure 1. In addition, most ATR experiments use a time-sequence of images
which allows for pipelining of processing. The MAXIMIZE facility can recognize both of
these opportunities for concurrency and will distribute the workload of an ATR across a net-
work of general-purpose computers. This combines the power of a super-computer with the
portability of a standard high-level programming language for ATR development and testing.

IV. Experiment Description

An experiment was conducted where three segmenters operated on the same input of
interest points. The outputs of these three segmenters were then sent as input to a "Median
Segmenter". The Median Segmenter uses the output of the three different segmentation tech-
niques to create its own segment of an interest point. The criteria it uses for combining seg-
ments is simple: if two of the three segmenters identified a pixel as a target-pixel, then the
Median Segmenter identifies that pixel as part of its segment. Historically segmenters usually

identify all or most the pixels on a target; however, they often wrongly include parts of the
background in the segment. The Median Segmenter works on the assumption that two inde-
pendent segmenters will not both choose the same wrong pixels. The same features were then
calculated for each of these four segmentation techniques and statistics were collected on
these feature values.

These statistics were collected for over 10,000 images such as the one in Figure 2. These
inverse-video in,-ges were taken from the CECOM Night Vision & Electro-Optics Director-
ate's Terrain Board for simulating infrared images. Targets in the images included M-IA1,
M-60A3, M-2, M-113, M-35A, HUMMV, M-163, M-730-A1, A-10, and F-15. Since ATR
performance is often affected by the number of non-target objects in an image, such as trees
and rocks, the images were collected over three different levels of such "clutter". These lev-
els of clutter are loosely defined as "high, .... medium," and "low." All the targets in the
images had a simulated range of about 2500 meters.

The mean and covariance matrix of the features were calculated for each of the targets at
each of the clutter levels as well as for all the clutter levels combined. The Bhattacharyya dis-
tance' was used to measure separability of the target classes. The Bhattacharyya distance for
a two-class problem is
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where M. and Ex are the mean feature vector and covariance matrix for a class.

Figure 2: Typical image from Night Vision & Electro-Optics Directorate's Terrain Board

For this experiment ten targets were used which results in 45 different two-class prob-
lems. The Bhattacharyya distance was calculated for each two-class problems. The average
of the two-class Bhattacharyya distances for each of the segmentation procedures is shown in
Figure 3. Figures 4, 5 and 6 show the averages of the two-class Bhattacharyya distances at
low, medium, and high clutter levels, respectively.
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Figure 3: Average Bhattacharyya Distance for all clutter levels
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Figure 4: Average Bhattacharyya Distance for low clutter
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Figure 5: Average Bhattacharyya Distance for medium clutter
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Figure 6: Average Bhattacharyya Distance for high clutter
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V. Conclusions

The Median Segmenter provided the best overall separability between classes. This is
largely a result of its superior performance in the low clutter case. Segmenter A provided the
most robust performance at the different clutter levels. It is not fully understood why the
Median Segmenter was less effective than other techniques in high clutter. This will be the
subject of a subsequent study.

Conducting an experiment such as this without using the MAXIMIZE facility would have
been very difficult. Simply getting three segmenters to work together could take several
weeks of risky modifications to source code. Then processing 10,000 images on a single
machine could have taken months on a single computer. MAXIMIZE automatically distrib-
uted the processing on several computers and results were computed in just a few days. The
development of this facility has vastly improved the Army's ability to develop ATR systems
which will identify threats in future battlefields.

1. K. Fukunaga, Introduction to Statistical Pattern Recognition (Harcourt Brace Jovanovich,
1972), pp. 70-72.
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A Framework for the Environmental Risk Assessment of
Contaminated Sediments at DOD Installations

Dr. Tom M. Dillon, REP
USAE Waterways Experiment Station (CEWES-ES-R)

Vicksburg, MS 39180-6199

INTRODUCTION

Over 17,000 sites at more than 1,800 Department of Defense (DOD) in-
stallations are under consideration for remedial action because of chemi-
cals released into the environment (1). Nearly 70% of DOD sites are lo-
cated on Army installations. Assessment and remediation activities are
carried out under the Defense Environmental Restoration Program (DERP).
DERP is analogous to the civilian Superfund program but is specific to ac-
tive and formerly used DOD installations. The two programs have inter-
acted historically and use the same or similar evaluative procedures.
Partly because of this shared history, DERP was included as §211 when Su-
perfund was last reauthorization (Superfund Amendments and Reauthorization
Act [SARA] of 1986 [PL 99-499]).

Both DERP and Superfund use a process called risk assessment to
evaluate the potential harm posed by chemicals in the environment. His-
torically, risk assessments have focused on the risks of contaminated
groundwater to human health. Today, there is an increasing concern that
other environmental media such as soils and sediments are highly con-
taminated and that nonhuman biological receptors may also be at con-
siderable risk.

Many DOD installations have contaminated sediments on-post or ad-
jacent to installation property. Concentrations of chemicals in sediments
can be one to several orders of magnitude greater than those found in ad-
jacent water bodies. These elevated concentrations are the result of
physico-chemical factors such as organic carbon content, electrostatic at-
traction and hydrophobic repulsion. Consequently, sediments tend to act
as sinks for chemicals released into the environment (2). Do these higher
chemical concentrations pose significantly greater risks to human and non-
human target receptors? At the present time, there are no risk assessment
procedures available to Army base commanders and DOD environmental
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managers for evaluating contaminated sediments under the DERP or Superfund
program. This paper presents the first such framework for assessing the
environmental risk posed by contaminated sediments. Because the framework
generally follows the generic human health risk assessment process cur-
rently used in the Superfund and DERP programs, that approach is briefly
described below.

The Human Health Risk Assessment Process

The basis for most of today's human health risk assessments is the
approach proposed by the National Academy of Sciences (NAS) in 1983 (3).
The process focused on the probability of humans getting cancer as a
result of some chemical exposure. The U.S. Environmental Protection
Agency (EPA) adopted the NAS human health paradigm and currently uses it
in many of its programs including Superfund (4). The approach consists of
four elements: a) Hazard Assessment, b) Exposure Assessment, c) Effects
Assessment and d) Risk Characterization. Each element is briefly
described below.

Causality is established in the first step; Hazard Assessment. That
is, can the chemical hazard cause cancer under any circumstance. If it
cannot, there is no reason to assess risk. If it can, the risk assessment
process is continued to completion. The next two elements, Exposure As-
sessment and Effects Assessment, are conducted in parallel. In Exposure
Assessment, the magnitude and duration of chemical exposure is quantified.
Here, a distinction is made between pathways and routes. An exposure
pathway is the spatial/temporal fate of a chemical hazard from its source
to the point of human contact. The manner in which that chemical hazard
enters human beings at the point of contact is referred to as the route of
exposure (e.g., ingestion, inhalation, dermal absorption). In Effects As-
sessment, the cancer potency of individual chemicals is established via
dose-response data. These data are generated by monitoring the incidence
of cancer in human surrogates species (mice, rats, etc.) exposed in the
laboratory to a series of very high chemical concentrations. High con-
centrations are needed to increase the test's sensitivity because the in-
cidence of cancer is typically very low. Results are then extrapolated to
lower more environmentally realistic exposure concentrations and from the
surrogate test species to h~uans. Information from Exposure and Effects
Assessments are combined in the last element of risk assessment, Risk
Characterization. Risks are usually expressed 9uantitatively as the num-
ber of excess cancer deaths per year (e.g., 10 or one additional death
per million individuals). The uncertainties associated with these numeri-
cal estimates of risk are also summarized at the Risk Characterization
stage.
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The NAS human health risk assessment model represents a logical ap-
proach for evaluating human healch chemical risks. It enjoys wide accept-
ance and recognition in the scientific, engineering, and regulatory com-
munities. This is an important programmatic consideration for Army base
commanders and DOD environmental managers. On the other hand, the
protocol, as currently practiced, has several major constraints vis a vis
the assessment of contaminated sediments.

The NAS risk assessment paradigm emphasizes a single endpoint
(cancer) in a single species (Homo sapiens). It was not designed to con-
sider nonhuman target species of concern nor other endpoints. This is a
serious limitation since many Army installations provide critical habitats
to commercially/ecologically important animals as well as threatened and
endangered species. For these organisms, gross morbidity such as tumors
and lesions may not be particularly relevant. Impacts on survival,
growth, and reproduction, especially as they affect population viability,
are much more ecologically meaningful endpoints.

Another serious impediment to using traditional risk assessments for
contaminated sediments is its chemical-by-chemical approach. Sediments
are mixtures of chemicals embedded in a highly complex and heterogeneous
mineralogical matrix. The chemical-by-chemical approach cannot account
for contaminant interactions such as synergisms and antagonisms.
Moreover, a chemical-by-chemical approach to assessing contaminated sedi-
ments will always be incomplete. Bulk sediment chemical inventories are
rarely exhaustive and the analyst may not even know what to look for. A
chemical or chemicals may be present in the sediment and exerting toxic
effects but is never analyzed. The limitations of the chemical-by-
chemical approach is especially critical for Army sites which contain
military-unique compounds. These chemicals are exotic and may be dif-
ficult to analyze. Moreover, their toxicological significance, especially
to nonhuman receptors, is often unknown. Some alternative to the
chemical-by-chemical approach is required if the traditional human health
risk assessment paradigm is followed for contaminated sediment evalua-
tions.

A final constraint is the highly conservative nature of traditional
human health risk assessments and the expression of risk in absolute
terms. Installation commanders and DOD environmental managers should be
aware that the numerical results of a cancer risk assessment are rarely
accurate. That is, the incidence of cancer "predicted" by the risk as-
sessment will not necessarily occur. This is because the process involves
a series of highly conservative assumptions, extrapolations and calcula-
tions. This conservative approach is taken in the face of large uncer-
tainties. Consequently, numerical results of a human health risk assess-
ment are upper bound estimates. The true cancer risk actually lies some-
where between zero and the numerical estimate.
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A FRAMEWORK FOR THE ENVIRONMENTAL RISK ASSESSMENT
OF CONTAMINATED SEDIMENTS

Environmental Risk Assessment (ERA) as used here is defined as "the
process of evaluating the potential harm to biological systems arising
from the intrinsic toxicity of sediment and the probability of exposure."
Both human and nonhuman target species are included under "biological
systems". The term "environmental" distinguishes this framework from; a)
the NAS paradigm that deals exclusively with human health and b) EPA's
on-going Ecological Risk Assessmeni. effort. The latter program specifi-
cally excludes human health considerations but does include nonchemical
perturbations such as habitat destruction, global warming, etc. The ERA
framework proposed here consists of four elements analogous to the INAS
paradigm.

ERA Element 1. INITIAL EVALUATION

Purpose. The first step is to clearly state why the ERA is being con-
ducted and how the results will be used. For example, is this a baseline
ERA or one associated with a specific remedial action? As will be seen
later, selection of a particular technical approach or evaluative proce-
dure will be driven by the purpose of the ERA. Consequently, time spent
here fully developing the "whys" and "hows" will greatly improve the tech-
nical quality of the ERA and facilitate decision-making at its conclusion.
Conversely, failure to fully develop the ERA's raison d'etre will have
negative repercussions throughout the process. One of the first steps in
delineating the purpose is to identify assessment endpoints and measure-
ment endpoints (5).

Assessment endpoints. AsZessment endpoints are characteristics of the
site or system that are highly valued and should be protected, restored or
remediated. With regards to contaminated sediments, some valued charac-
teristics of a site or system might be:

(a) local fish and shellfish which are "safe" to eat
(b) economically viable fish and shellfish industry
(c) sustained populations of ecologically important species
(d) "productive" benthic communities
(e) bottom sediments which are not "toxic"
(f) fish which are free of gross morbidity (e.g. lesions, tumors)

Value characteristics largely reflect societal concerns and drive
the decision-making process. Consequently, the primary responsibility for
developing appropriate assessment endpoints lies with the regulatory
decision-maker. He or she is also charged with communicating the techni-
cal results to the public after the risk assessment is completed. By set-
ting the assessment endpoints, the decision-maker helps to insure that the
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ERA is properly focused (see Risk Management below). In establishing as-
sessment endpoints, the decision-maker should seek input from the techni-
cal community to insure assessment endpoints are biologically relevant,
linked to the contaminated sediments and can be measured.

Measurement endpoints. Measurement endpoints are discrete observations
which quantify changes in the value characteristics of the site or system.
Ideally, measurement endpoints are the same as the assessment endpoints.
This, however, almost never happens because assessment endpoints are
either not measurable, or their measurement would be time- and resource-
prohibitive. For example, it would be very difficult to measure all
things necessary to causally link the effects of contaminated sediments to
a diminutio, in a sport or comnercial fishery. Measurement endpoints,
therefore, are surrogates for assessment endpoints. In contrast with the
latter, measurement endpoints are identified by the technical community.
It is also their responsibility to inform the decision-maker if a par-
ticular assessment endpoint appears inappropriate. To that extent,
development of assessment and measurement endpoints is an interactive
process involving an active dialog between the regulatory and technical
communities.

Receptor characterization. Receptor characterization is the identifica-
tion and description of potentially exposed populations of concern. There
are two broad categories of receptors, human and nonhuman. It is impor-
tant to identify receptors of concern early in the ERA process because
subsequent technical evaluations will differ significantly. For example,
ERAs involving human receptors utilize a chemical-by-chemical approach and
focus on a single endpoint; cancer.

Nonhuman receptor characterization may involve one or more target
species depending on the goals of the ERA. For example, if the concern is
for a particular commercial fishery, the receptor of concern is likely to
be a sirgle species. On the other hand, if the focus is maintaining a
productive benthic community, a number of target species will be
evaluated.

The accuracy of the ERA for contaminated sediments may be greater
when nonhuman target species are involved. For example, the species of
concern can be tested directly with no extrapolation. This is never an
option for human health evaluations. Even if nonhuman surrogates are
used, representative species are available (6). This is especially impor-
tant when threatened or endangered species are involved. Effects can be
determined under conditions which closely mimic in-situ exposures. This
too, is never an option with human health risk assessments. The tedious
chemical-by-chemical approach used for human receptors can often be aban-
doned in favor of an effects-based approach which is more appropriate for

361



DILLON

complex mixtures (see EFFECTS ASSESSMENT below). Finally, field verifica-
tion of real-world exposures can be carried out with greater accuracy and
precision than possible with human epidemiological studies.

Qualitative ERA. The purpose of the qualitative ERA is to list and
describe the contents of each element prior to the quantitative ERA. One
of the first lists prepared was just discussed; the receptors of concern
and any appropriate surrogate test species. The second list contains the
chemicals of concern in the sediment including conventional pollutants as
well as any military-unique compounds such as munitions, smoke/incendiary
materials, lethal and incapacitating agents and their breakdown products.
If human receptors are involved, these chemicals are classified according
to their known or suspected carcinogenic potential. For the quantitative
EXPOSURE ASSESSMENT, the possible contaminant pathways and routes of ex-
posure are listed and described for each target species of concern. The
type of dose-response and/or exposure-response information needed to con-
duct the EFFECTS ASSESSMENT are described. Finally, known or suspected
sources of uncertainty to be discussed during RISK CHARACTERIZATION are
listed and described.

The qualitative ERA serves an important blueprint for the subsequent
quantitative ERA. Once the latter begins, the EXPOSURE ASSESSMENTS and
EFFECTS ASSESSMENTS tend to take independently, albeit parallel, paths.
It is during the qualitative ERA that changes in either could be made to
the benefit of both. For example, it may be possible to include an en-
vironmentally realistic exposure in the EFFECTS ASSESSMENT work of non-

human target species. Also, the types of sediment exposures one might
predominant could affect species selection for EFFECTS ASSESSMENT.

Quality assurance/quality control. Quality assurance (QA) is any formal

program designed to generate reliable, technically sound data with ac-
curacy and precision. Quality control (QC) refers to the specific steps
taken to insure a successful QA program (7). An essential component in
the QA/QC for Superfund sites are the Data Quality Objectives (DQO). The
DQO are narrative and numerical criteria developed prior to data collec-
tion, which describe the qualitative and quantitative nature of the data
required for decision-making during remedial response activities (8). It
is beyond the scope of this paper to discuss the detailed DQO and QA/QC
required for conducting ERA with contaminated sediments. Both issues,
however, are addressed :explicitly in the INITIAL EVALUATION.

Reference sediment. A reference sediment is used to interpret the sig-
nificance of results obtained with contaminated sediments. This ERA,
therefore, expresses the potential harm of contaminated sediments on an
incremental or comparative risk basis. This is a significant departure
from traditional humpn health risk assessments where risks are couched in
absolute terms (e.g. 10-6 excess cancer deaths annually). By using a
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reference sediment and expressing results on an incremental of comparative
risk basis, many of the highly conservative assumptions, estimates and
calculations become moot. This is because they are common to the es-
timates of risk for both the reference and contaminated sediments. Solv-
ing simultaneous mathematical equations is a approximate analogy.

This comparative approach makes selection of the reference sediment
absolutely critical to the ERA. Although responsibility for reference
sediment selection lies with the technical community, the reference sedi-
ment should reflect the management goals and assessment endpoints
developed by the decision-maker. For instance, management goals of
"clean-up to ambient" versus "return to pristine conditions" require very
different reference sediments. The reference sediment is defined as "a
sediment which reflects the environmental conditions in the vicinity of
the contaminated sediments in question". In many instances, the reference
sediment is not contaminant-free.

ERA Element 2. EXPOSURE ASSESSMENT

EXPOSURE ASSESSMENT is defined as "the determination of spatial and
temporal distributions of sediment-associated contaminants in relation to
potential biological receptors of concern". As noted earlier, a distinc-
tion is made between pathways (chemical fate from source to receptor) and
routes (method of entry into receptor). Elements of the EXPOSURE ASSESS-
MENT were listed and described previously during the qualitative ERA.
There are two broad categories of EXPOSURE ASSESSMENT for contaminated
sediments; direct and indirect. All EXPOSURE ASSESSMENTS for the ERA
begin with an evaluation of direct sediment exposure.

Direct exposure. Direct exposure refers to the potential uptake of
sediment-associated contaminants by nonhuman receptors inhabiting, ingest-
ing or otherwise intimately associating with the sediments in question.
The pathway and route are, for practical purposes, one in the same.
Evaluating direct sediment exposure potential is a critical first step in
all EXPOSURE ASSESSMENTS. If the chemicals of concern are not capable of
moving from the sediment matrix into biota, then no exposure to any sub-
sequent receptor is possible. Consequently, there is no risk. The lack
of substantial bioaccumulation from contaminated sediments is not an un-
common occurrence since many chemicals are very tightly bound to the sedi-
ment matrix and not teadily bioavailable (9).

Primary drivers in direct sediment exposure assessment are the spa-
tial and temporal distributions of: 1) the target receptor and 2) the con-
'aminated sediments. Receptors with the highest exposure potential in
:;pace and time are benthic infaunal organisms with limited or no pelagic
life stage. For other organisms, exposure can be space- but not time-
limited. An example would be an organism which spends most or all of its
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.life in a spatially discrete habitat which encompasses only a small por-
tion of the contaminated sediments in question. For some receptors, ex-
posure is time-limited but not space-limited. An example would be an or-
ganism (e.g., a seasonal transient) which spends only a limited portion of
its life associated with the contaminated sediments.

Indirect exposure. All indirect exposures involve the ingestion of
biological material containing chemicals originating from the contaminated
sediments in question. Not surprisingly, these assessments are more dif-
ficult to quantify and have much larger uncertainties. For nonhuman
receptors, the pathways and routes are highly species- and site-specific.
One must have knowledge of ingestion patterns of the receptor. its trophic
relation in the local food web as well as chemical-specific trophic trans-
fer potential. For example, assessment indirect exposure potential for a
bottom scavenger such as a catfish are quite different from an anadromous
top predator fish such as striped bass. As with direct sediment ex-
posures, indirect exposures assessment consider both time and space dis-
tributions.

Indirect sediment exposure assessments for human receptors consider
a specific route; the ingestion of contaminated fish and shellfish.
Therefore, efforts are directed at identifying and quantifying the impor-
tant pathways which precede that route. That information is often genera-
ted in the indirect exposure assessment if the nonhuman receptors is in
the food web involving man (see preceding paragraph). Once a pathway to
man is establish, human consumption patterns are determined. These in-
clude: 1) the proportion of fish and shellfish in the diet, 2) meal size
and 3) frequency of meals. Potentially vulnerable sectors of the human
population such as subsistence consumers, sport and commercial fishermen
are given particular attention. This consumption information is combined
with contaminant residue data for fish and shellfish to estimate a
chemical-specific chronic daily intake (CDI). The CDI is used to charac-
terize risks (see RISK CHARACTERIZATION below).

ERA Element 3. EFFECTS ASSESSMENT

EFFECTS ASSESSMENT is defined as "the process of establishing the
strength or magnitude of the chemical hazard represented by contaminated
sediments through the use of biological exposure-response or dose-response
relationships". The specific technical approach depends on the target
receptor of concern and the type of sediment exposure (direct or
indirect). Appropriate test species were selected during the INITIAL
EVALUATION.

Nonhuman target receptors. An effects-based bioassay approach is used for
nonhuman target species exposed directly to contaminated sediment. The
effects-based approach is not chemical-specific and considers the whole

364



DILLON

sediment as the potential hazard, rather than the individual chemicals.
Effects-based sediment bioassays are preferred over the chemical-by-
chemical approach for several reasons. One, many of the problems posed by
chemical mixtures which cannot be overcome by the chemical-by-chemical
procedure are circumvented. For example, sediment bioassays account for
all chemicals (both known and unknown) which are present in the sediment
and exerting an influence. Effects-based bioassays also account for all
contaminant interactions (e.g. synergism). Two, sediment bioassays ac-
count for differences in bioavailability known to exist among various
classes of contaminants. Three, there is no extant dose-response database
analogous to human health which allows one to interpret the toxicological
significance of specific chemical residues in nonhuman receptors. The
time and cost required to generate such a database, even for a few
animal-chemical combinations, would be prohibitive. These are important
considerations for ERAs conducted at Army installations since sediments
may contain a diverse and exotic mixture of chemicals (e.g., priority pol-
lutants, munitions, smoke/incendiary materials, lethal and incapacitating
agents and their breakdown products, etc.). Finally, the effects-based
bioassay approach allows the risk assessor flexibility to examine a wide
variety of different test species and endpoints of concern.

What "effects" are measured in these effects-based bioassays? His-
torically, survival has been measured in aquatic animals following acute
(:10 days) exposures. These acute lethality sediment bioassays, however,
are limited to a very few, highly sensitive test species. Also, they do
not simulate the in-situ contaminant exposures experienced by most benthic
organisms; that is, the slow accumulation of contaminants over an extended
period of time. Animals exposed to such conditions rarely die, but often
respond in a more subtle sublethal manner. Consequently, a second gener-
ation of effects-based sediment bioassays is now being developed (10).
These tests involve chronic sediment exposures and measure biologically
important sublethal endpoints such as growth and reproduction. They also
involve a more phylogenetically diverse group of organisms. PC-based
population demographic models are being used to help interpret the results
of these chronic sublethal sediment bioassays in terms of potential
population-level impacts.

Sediment bioassays are used in exposure-response experiments to
"establish the strength or magnitude of the chemical hazard represented by
contaminated sediments". These experiments, which were initially designed
during the qualitative ERA, are a function of the test species, its ex-
pected in-situ exposure and site-specific conditions. It is desirable,
although not an absolute requirement, that the experimental design include
exposure conditions one might expect in the field. The design must in-
clude, however, sediment exposures which will elicit some biological
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response. Otherwise, one will be unable to establish a relationship be-
tween exposure and response. Potential experimental designs may include
one or more combinations of the following.

(a) Solid phase/single sediment - Test sediment is proportionally
diluted with a suitable reference sediment.

(b) Solid phase/multiple sediments - Test sediments are ranked
toxicologically and a suitable reference sediment is used to calibrate the
ranking.

(c) Suspended phase/single concentration - A level of suspended
sediment representing a particular field condition (e.g. storm event,
typical near bottom conditions, etc.) is held constant and the proportion
of test and reference sediment is varied.

(d) Suspended sediment/multiple concentrations - The proportion of
test and reference sediment is held constant (usually 100%) and a gradient
of suspended sediment concentrations is imposed.

Exposure-response experiments evaluating indirect sediment exposures
and nonhuman target receptors involve contaminant trophic transfer
studies. The specific design depends on the receptor of concern and its
trophic position in the site-specific food web. For example, simple ex-
periments involving just two trophic levels, use one of the designs in the
previous paragraph to "contaminant" the food source. The exposure-
response relationship is then evaluated by monitoring the response of the
target receptor provided proportional amounts of this contaminated food
source. Obviously, establishing the exposure-response relationship be-
comes more difficult as the number of trophic levels between the con-
taminated sediment and receptor of concern increase.

Human health. Human health EFFECTS ASSESSMENT for contaminated sediments
is chemical-specific and does not differ substantially from EPA's recom-
mended approach currently used at Superfund sites (11). The major dif-
ference is a much greater emphasis on the ingestion of fish and shellfish
as the route of exposure. In fact, other routes (dermal, inhalation, in-
gestion of water or sediment) ate ignored, unless there is a clear and
ample justification for their inclusion. Contaminants of concern are
classified as known or suspected carcinogens or noncarcinogens. Hazard
strength is expressed as cancer potency factors and reference doses,
respectively. Guidance regarding carcinogen classification, potency fac-
tors and reference doses is developed by EPA based on their review of
laboratory dose-response experiments, epidemiological studies and other
pertinent information. This guidance is periodically updated and made
available through EPA's Integrated Risk Information System (IRIS)
database.
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ERA Element 4. RISK CHARACTERIZATION

Risk Characterization is defined as "the technical coupling of EF-
FECTS ASSESSMENT and EXPOSURE ASSESSMENT to yield estimates of environmen-
tal risk for a particular receptor including a description of the uncer-
tainties associated with these risks." In contrast to traditional human
health risk assessments conducted at Superfund sites, risk is not ex-
pressed in absolute terms but as incremental or comparative risk. This is
done by comparing risk results for contaminated sediments with similar
results obtained with a reference sediment.

Nonhuman target receptors. Characterizing the risk of contaminated sedi-
ments to nonhuman receptors is dependent on the target species, its mode
of sediment exposure (direct vs. indirect) and site-specific conditions.
The exposure-response EFFECTS ASSESSMENT data generated in the laboratory
are coupled quantitatively with the EXPOSURE ASSESSMENT field information.
In some instances, conservative chemical tags are used to link laboratory
exposures with field exposures. In some instances, narrative estimates of
environmental risk are the only possible expression. This is particularly
true when indirect sediment exposures and multiple trophic levels are in-
volved. In all instances, risks to nonhuman target receptors are charac-
terized spatially and temporally.

Human health. Estimates of chemical-specific risk are carried out
generally as recommended by EPA (11). The primary difference is a major
emphasis on the ingestion of contaminated fish and shellfish. The CDI is
combined with toxicity information (slope factors or reference doses) to
yield a chemical-specific risk.

Uncertainty analysis. By definition, all risk assessments are uncertain.
Sources of uncertainty include: (a) ignorance of that which can be deter-
mined, (b) error in gathering knowledge, and (c) stochasticity or that
natural variability which is unpredictable (12). The extent and magnitude
of uncertainty is determined via uncertainty analysis (UA). These
analyses can be qualitative, quantitative or a combination of both.

Qualitative UA is the most common and easiest to accomplish. In
some instances, the qualitative UA provides the decision-maker with more
usable information than a quantitative analysis. See Finkel (1990) for an
excellent discussion of this subject (13). Some examples of qualitative
UA include:

(a) professional judgment
(b) safety factors
(c) listing of assumptions
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Quantitative UA requires much more data, a knowledge of the dis-
tribution of those data and relies heavily on numerical models. Con-
sequently, they are conducted infrequently. Two important sources of un-
certainty (other than stochasticity) are selection of the appropriate
model and accuracy of the model parameters. A hierarchial list of quan-
titative UA are shown below.

(a) statistical confidence levels
(b) model substitution
(c) sensitivity analysis
(d) Monte Carlo simulations
(e) error propagation analysis
(f) field verification

RISK MANAGEMENT

Results of the ERA are used to help manage the environmental risks
posed by the contaminated sediments. If the ERA indicates minimal or
ephemeral risk, then no action may be required. If risks appear substan-
tive or if critical receptors are involved, one or more remedial actions
may be considered. The ERA can be repeated to consider exposure scenarios
associated with different remedial actions. The ERA, however, is not the
sole driver in risk management. It is collateral, or at times subordinate
to other considerations such as costs or engineering feasibility. Risk
management, therefore, can be defined as "the process of selecting the
most appropriate regulatory action based on the ERA, applicable environ-
mental laws and regulations, engineering feasibility, social values,
economics, and other considerations". Risk management is the sole respon-
sibility of the decision-maker.

RISK ANALYSIS

To complete the process represented by the ERA and RISK MANAGEMENT
described above, one must field verify that (a) the estimates of environ-
mental risks predicted by the ERA were accurate and (b) the actions taken
by the decision-maker to manage those risks were effective. This
verification can only be achieved through a well-designed field monitoring
program based on the scientific method. Historically, monitoring programs
have earned (rightly so) a terrible reputation. They expend large sums of
money and accumulate large databases but are unable to provide definitive
answers to decision'-makers. To avoid this mistake, monitoring programs
must be based on a series of testable hypotheses. Since avoidance of ad-
verse impacts is highly desirable, the null hypothesis is the appropriate
formulation. These hypotheses must reflect the assessment endpoints
developed in the INITIAL EVALUATION. Levels which constitute acceptable
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or unacceptable change in the field are determined a priori, before the
first data are collected. Field verification information provides the
necessary positive feedback to modify and improve the ERA and RISK MANAGE-
MENT activities. This process is called RISK ANALYSIS.

CONCLUSIONS

1. A framework for the Environmental Risk Assessment (ERA) of con-
taminated sediments at DOD Installations is presented.

2. This ERA is driven by the concerns of the decision-maker. As such,
heavy emphasis is placed on the initial development of assessment
endpoints by the decision-maker and measurement endpoints by the technical
community.

3. This ERA consists of four elements: INITIAL EVALUATION, EXPOSURE AS-
SESSMENT, EFFECTS ASSESSMENT and RISK CHARACTERIZATION. These elements
are analogous to those found in traditional human health risk assessments
conducted at Superfund sites.

4. This ERA, however, differs from traditional human health risk assess-
ments in several respects.

(a) Both human and nonhuman target receptors of concern. This is
important since many Army installations provide critical habitats to com-
mercially or ecologically important animals, as well as threatened or en-
dangered species.

(b) Test endpoints other than cancer are evaluated. Biologically
important sublethal endpoints such as growth and reproduction are
evaluated in a phylogenetically diverse suite of ecologically important
species.

(c) Effects-based sediment bioassays are used to evaluate mixtures
of chemicals embedded in a complex mineralogical matrix (sediments). This
represents a significant improvement over the chemical-by-chemical ap-
proach.

(d) The environmental risk posed by contaminated sediments is ex-
pressed as incremental or comparative risk rather than in absolute terms.
This is accomplished through the use of appropriate reference sediments.

5. The uncertainties associated with the estimates of environmental risk
are explicitly addressed. Qualitative as well as quantitative means of
expressing uncertainty are presented.
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6. This ERA can be used to establish technically sound clean-up levels
for contaminated sediments at DOD installations as well as compare
remedial alternatives.

7. A well-designed field monitoring program based on the scientific
method provides field verification that (a) estimates of environmental
risks predicted by the ERA were accurate and (b) risk management ac-
tivities were effective.
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ABSTRACT:

Over 17,000 sites at more than 1,800 Department of Defense (DOD) in-
stallations are being considered for remedial action because of chemicals
released into the environment. Many of these sites contain heavily con-
taminated sediments. A framework for the evaluation of environmental
risks associated with these contaminated sediments is presented. It is
driven by the needs of the decision-maker and thus, places heavy emphasis
on the initial development of assessment and measurement endpoints. This
framework is similar in structure to traditional human health risk assess-
ments but with some notable exceptions. For example, both human and non-
human target receptors are considered. This is significant because Army
installations provide critical habitats to commercially and ecologically
important animals as well as threatened and endangered species. Two, an
effects-based sediment bioassay approach is used to evaluate the complex
mixtures of contaminants normally found in sediments. This is crucial for
DOD installations where a variety of conventional pollutants and
military-unique compounds exist (munitions, lethal/incapacitating agents,
smoke/incendiary material, etc.). ne effects-based sediment bioassays
represent a significant improvement over the more traditional chemical-
by-chemical approach. Reference sediments are used to evaluate incremen-
tal or comparative environmental risks rather than absolute risks.
Qualitative and quantitative methods to explicitly address the uncer-
tainties associated with estimates of environmental risk are presented.
Finally, this framework can be used to compare alternative remedial ac-
tions as well as establish technically sound clean-up levels for con-
taminated sediments at DOD installations.

BIOGRAPHY:
PRESENT ASSIGNMENT: Team Leader, CEWES-ES-R

PAST EXPERIENCE: Research Biologist, CEWES-ES-R

DEGREES HELD: PhD (Marine Science), MS (Zoology), BS (Biology)

372



DON, TRESSLER, RAPACKI

Ballistic Performance - Material Property Relationships
of Glass Armor Versus Shaped Charge Jets

Mr. R.C. Don, Mrs. L. Tressler, and Mr. E.J. Rapacki, Jr.*

Armor Mechanics Branch, Terminal Ballistics Division
U.S. Army Ballistic Research Laboratory

Aberdeen Proving Ground, MD 21005-5066, USA

INTRODUCTION

The enhanced ballistic performance of glass armor versus shaped charge jets
has been known for some time. Several theories have been put forth to explain the
defeat mechanism involved, such as: closure (via rebound) of the glass surrounding
the penetration cavity1 ; diiatancy of the glass after comminution; and jet breakup by
reflection of entrained material from the rear surface (backup) armor plate 2 . Little
work has been done, however, to determine how the physical and mechanical
properties of a glass formulation relate to its performance as armor. Correlations of
performance with material properties could enable armor engineers, working in
concert with materials engineers, to tailor the glass formulation in order to fully
exploit the capabilities of glass armor against shaped charge jets.

The present study relates the ballistic performance of glass armor to physical
and relatively low strain rate dynamic material properties. The glasses chosen for
evaluation represent a fairly broad range of mass density, elastic modulus and
strength. Chemically, the formulations include: fluoro-, boro-, and alumino-silicates,
soda-lime, fused silica and several high lead content formulations. Dynamic
material properties were measured by drop tower testing, obtaining load versus
time, as well as recovered comminuted particles. Confined finite glass targets with
instrumented steel surrounds were ballistically tested using nominally quarter-scale
shaped charge jets. Measured surface strains on the confinement allowed
computation of the magnitude of its deformation during penetration. Residual armor
steel penetration was used to compute the glass armor's mass and space
effectiveness factors, which were correlated with the material properties and
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confinement structural response. A statistical analysis of the correlations was
performed, indicating which properties were most significant in enhancing ballistic
performance.

MATERIALS AND METHODS

Materials

Table 1 lists the glass formulations used by code designation (Corning
Incorporated) with their chemical classification, mass density and Young's modu!us.
Specimens for drop tower testing were machined (ground) into flat-ended cylinders,
12.7 mm diameter x 31.75 mm long. Ballistic test specimens were similarly
fabricated, but were 38.1 mm diameter x 76.2 mm long. With the exception of the
9658 Macor machineable glass-ceramic, all of the glass-ceramics were ceramed by
the appropriate heat treatment after machining.

Table 1: Descriptions, Properties of Glasses Chosen for Dynamic and Ballistic Testing

Corning Chemical Description Density Modulus
Code (g/cc) (GPa)
7740 Borosilicate (Pyrex) 2.23 62.8
9741 Soda-Alumina Borosilicate 2.17 49.7
7940 Fused Silica 2.20 72.4
0330 Lithium Alumino-silicate (glass-ceram) 2.53 86.9
9606 Magnesium Alumino-silicate (glass-ceram) 2.60 120.0
1720 Aluminosilicate 2.52 87.6
7971 Titanium Silicate 2.21 67.6
0081 Soda Lime 2.47 71.0
9658 Fluorosilicate (Macor glass-ceram) 2.52 64.1
8463 High % Lead 6.22 51.7
RG High % Lead Radiatiot- Shield Glass 6.23 50.0

7597/8 Pb-Zn Borate 6.40 ----
(Note: Pyrex and Macor are trademarks of Corning Incorporated)

Each glass cylinder for bal!istic testing was ground to match the inside diameter
of the confinement. The lateral confinement consisted of a close fitting, thick walled
AISI 4140 steel tube, and 25.4 mm thick rolled homogeneous armor (RHA) steel
plate was used for each end confinement. The steel tube was heat treated after
machining to match the hardness of the RHA, nominally BHN 340. Epon 815 epoxy
with Versamid V40/140 hardener was used to fill voids between the glass and the
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steel to achieve the best possible intimate contact between the sample and its
confinement. Typical bond line thickness was 70-75 gm. After assembly, the steel
tubes were machined to the length of the glass cyiinders.

Strain gages were applied to the outer surface of the lateral confinement to
measure the dynamic deformation of the steel confinement during jet penetration of
the glass. Three rosettes were applied with epoxy, 19.1 mm from each end and
midway along the length of the tube. The strain gages were 900 T-rosettes with
0.60 mm square grids (Micro-Measurements EP-08-062TT-120), one gage oriented
parallel to the axis of the glass cylinder, to measure longitudinal strain, and the
other oriented to measure transverse (hoop) strain. In designing the confinement,
the surrounds were sized according to the anticipated pressures that could be
generated within the glass during defeat of the jet, but removed from the glass/jet
interaction zone. Franz and Lawrence report pressures on the order of 0.3 GPa
from experiments with manganin stress gages imbedded in soda-lime glass
targets 3 . It was desired to keep the inner wall of the surround from yielding in order
to simplify the analysis of the recorded strain signals. A simple analysis indicated
that a wall thickness of 19.1 mm would satisfy the requirement.

The end confinement plates were welded to an additional structural steel ring to
contain the confined glass sample. Thus, the confinement tube was not laterally
constrained. The structural ring also provided convenient instrumentation cable
feed-through connections (see Figure 1: Cutaway View of Instrumented Target).

The characteristics of the shape . charge used for ballistic testing are listed in
Table 2. The 20 mm long lead tip was intended to be removed by the front 25.4 mm
RHA plate of the target, so that the glass would interact only with stretching jet. The
reference penetration, 162.5 mm, was measured in stacked plates of 25.4mm thick
RHA of BHN 340 and reference mass density, Pref = 7.85 g/cc.

Table 2: Sub-Scale Shaped Charge Characteristics
Liner Tip
Material: Copper Diameter: 2.5 mm
Thickness: 0.66 mm Length: 20.0 mm
Diameter: 36.9 mm Velocity: 8.3 mm/4s
Geometry: 42 degree cone I

Jet Diameter: 1.4 mm Breakup Time: 62 4s
Explosive: PBX N5 Penetration: 162.5 +/- 2.4 mm RHA
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Drop Tower Testing

Material properties at moderate strain rates were obtained from drop tower
testing with an instrumented tup. Samples were placed into a tight~y sealed anvil
chamber in order to recover the fractured glass. The drop mass was 225 kg,
released from a height of 30.5 cm. Figure 2 is a representative load versus time
plot as recorded by the drop tower instrumentation. This data allowed computation
of the peak stress, time to fracture, and elastic strain energy absorption for each
glass. The fractured samples were carefully recovered and sieve analyzed for
particle size distribution.

Shaped Charge Experiments

Ballistic tests were conducted with targets and shaped charges as described
above, using a vertical shot line to facilitate charge to target alignment. Three
replications were performed to obtain statistically meaningful results. The charge
was carefully positioned at the prescribed cone-base to target standoff distance,
and so that the jet path would coincide with the axis of the glass cylinder. An
exploding bridge wire detonator was used to initiate the explosive. Several
additional 25.4 mm thick RHA plates were added below the target so that residual
penetration was into effectively semi-infinite armor steel.

Strain gage instrumentation consisted of a constant voltage (nominally 18 VDC),
pulsed excitation bridge circuit to increase the signal to noise ratio 4. The strain
signals were recorded on Nicolet 2090 digital storage oscilloscopes, one rosette per
oscilloscope. An instrumentation trigger signal was obtained via an inductive pickup
on the detonator signal line. A break screen mounted on the target front allowed
determination of the time interval between the trigger signal and lead tip arrival,
typically 24 gs for the standoff used. Data reduction of the recorded signals was
performed using software created with National Instruments' LabWindows 2
package. The computer routine included a low-pass filter to minimize very high
frequency (> 1 MHz) noise, and gage transverse sensitivity was accounted for.

RESULTS AND DISCUSSION

The reduced results of the drop tower tests, sieve analyses of the recovered
drop tower test samples and measured peak hoop strain of the confinement are
presented in Table 3.
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Table 3: Dynamic properties obtained from drop tower and ballistic tests

Glass Time to Peak Stress Elastic Strain Median Confinement
Code Fracture (gs) (MPa) Energy (Nm) Dia(jim) Peak Strain
7740 510 1358 59 240
9741 510 1179 70 220 0.3%
7940 440 1317 49 205
0330 330 1165 30 450 0.5%
9606 510 1882 57 1400
1720 230 1200 32 1200
7971 390 1282 48 205
0081 210 834 13 690 0.4%
9658 200 648 14 4500
8463 130 462 10 910
(RG) 160 503 12 800 2.0%

7597/8 120 455 9 1200 1.0%

Referring again to Figure 2, the load release in the instrumented tup is an
artifact of the instrumentation, representing the release wave from the far end of the
steel anvil. The fracture time is the time from load application to the onset of load
decrease after peak load has been achieved. From the known drop-weight velocity,
tup displacement was calculated up to the fracture time. The elastic strain energy is
the integral under the load-displacement curve. Sieve analysis of the recovered
comminuted particles indicated similarly shaped distribution curves; the median
particle diameter was used in subsequent regression analyses.

Figure 3 shows hoop strain versus time for confinements of representative high
and low density materials. Comparison of the strain signals revealed that the
confinement of the high density glasses had much higher peak hoop strain
(approximately three times larger) than the peak strain for the lower density glasses.
Measurement of the high density glasses' confinements indicated some yielding of
the confinement walls. The quasi-steady-state strain, i.e. the mean level following
the peak strain, showed good agreement with postmortem measurements of
permanent set.

In all cases, residual penetration beyond the glass into armor steel was
obtained. The plates were sectioned to determine the depth of penetration. The
ballistic performance of the glass materials was calculated with respect to the
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reference armor steel penetration of the shaped charge jet, Pref = 162.5 mm. The
space and mass effectiveness factors, es and em, of the glass were computed from:

es = and: em =es* Pref

tg Pg

where tg is the thickness of the glass and Pstl the total armor steel thickness
penetrated (front plate plus residual penetration), and Pref and pg are the mass
densities of the reference armor steel and the particular glass, respectively. The
overall efficiency is: q2 = es * em. Figure 4 shows q2 by glass type. The high
density leaded glasses exhibited poor performance in relation to the other types.
Note that there appear to be three performance groupings, with no overlap between
them. The best performance was achieveo with 7740 Pyrex.

The armor performance measurands em, es, and q2 were correlated with linear
regression fits to each of the material properties. Due to the distinctly different
(lower) performance of the high density glasses, these were not included in the
regression analyses, except for the peak hoop strain data. Figure 5 shows the
correlation coefficients grouped by material property. In order to ascertain the
statistical significance of the correlations, a Student's t-distribution test was
performed at the 97.5% confidence level. The to found in the t-distribution tables at
v = N - 2 is easily transformed to ro, (the minimum correlation coefficient, r, at which
to expect a significant correlation) by5 :

lo l= -N_2+

The ro's are indicated in Figure 5 by a box within each group. Correlation
coefficients greater than ro for a particular property indicate significant influence of
that property on ballistic performance.

CONCLUSIONS

Correlations of material properties of various glass formulations versus overall
ballistic performance against shaped charge jets have been performed. The
material properties were obtained using a drop tower impact test, and the ballistic
tests were performed using sub-scale shaped charges against highly confined glass
cylinders. Positive performance trends were observed for time to fracture and
elastic strain energy absorption. Negative trends were evident for median post-
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fracture particle size as well as mass density. A negative trend, although less
statistically significant, was also observed for peak dynamic deformation of the
confinement. No significant correlation with performance was observed for the peak
stress (as measured in the drop tower tests) or the elastic modulus of the glasses.
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INTRODUCTION
The material selection criteria for kinetic energy (KE) penetrators

requires that the chosen material posses high density, high strength, good
toughness and adequate ductility. The material must also be corrosion
resistant and readily available. There are several high density materials
that are excluded due to their high cost. Examples are; gold, rhenium and
platinum. The only metals, of high density, that meet these needs are
depleted uranium (DU) and tungsten. These metals are alloyed to improve
their mechanical properties while paying a small penalty in density. The
current alloys of choice are uranium - 3/4 titanium (U - 3/4Ti) and
tungsten heavy alloys (WHA). Most commonly, the WHAs are alloys of
tungsten, nickel and iron, although copper, cobalt and silver are sometimes
used. Typical mechanical properties for DU - 3/4 Ti and one commercial
tungsten heavy alloy are shown in Table 1.

TABLE 1
PROPERTIES OF URANIUM AND TUNGSTEN ALLOYS

DU - 3/4 Ti 91 W-6.3 Ni-2.7 Fe

DENSITY 18.6 g/cc 17.2 g/cc

YIELD STRENGTH 900 MPa (130 KSI) 900 MPa (130 KSI)

TENSILE STRENGTH 965 MPa (140 KSI) 1100 MPa (160 KSI)

ELONGATION 24 % 12 %

HARDNESS 40 to 42 HRC 40 to 45 HRC

Quite naturally, both alloy classes have advantages and disadvantages
associated with them. The tungsten alloys enjoy favorable characteristics
related to health, safety and environment. Depleted uranium, a by-product
of nuclear fuel enrichment, is an alpha particle emitter and consequently
is slightly radioactive. Because of this, appropriate handling, storage
and clean-up measures must be taken to prevent unmonitored release of the
metal or its oxide. This includes the special steps that are taken in the
transportation and disposal of waste DU. The result is added expense.
But, the depleted uranium alloys are not without value, their greatest and
most significant edge is in the area of armor penetration, where the DU
alloys out-perform the tungsten heavy alloys. It has been demonstrated
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that at ordnance velocities, the DU-based penetrators are able to penetrate
up to 10% more armor steel (rolled homogenous armor) than tungsten-based
penetrators. This performance gap is displayed in Figure 1 (Ref. 1).

The radioactive nature and associated handling, storage and disposal
problems of the depleted uranium alloys leads to a strong desire to replace
those alloys with ones of tungsten but, performance must not be sacrificed.

BACKGROUND
The search for tungsten alloys that ballistically perform as well as

depleted uranium has, to date, been largely unsuccessful. The reason for
this lies in the fact that until approximately 1990 it was believed that
the performance gap could be reduced or eliminated by raising the level of
the mechanical properties of the WHAs. A great deal of resources
(financial and intellectual) were dedicated to understanding the processing
and, the physical and mechanical metallurgy of the tungsten alloys.
Through this effort significant gains were made in understanding the
tungsten heavy alloy system. This work not only led to great improvements
in the mechanical properties but also eliminated variability of the
properties as a result of enhanced process control. Unfortunately, this
effort did nothing substantigl to improve the ballistic performance of
tungsten materials. Table 2 lists the properties of several commercial
tungsten heavy alloys that have been used for ballistic testing at The Army
Materials Technology Laboratory (AMTL) over the past decade. The alloys
shown represent the best commercially produced material available at the
time it was purchased. Figure 2 displays the results of the ballistic
testing of quarter-scale penetrators made from these heavy alloys. It is
immediately obvious that the depth of penetration into semi-infinite rolled
homogenous armor (RHA) is a function of velocity and density only. Similar
data may be seen in Figure 3 .

Observation of the residual fragments from ballistic testin?4 of
tungsten alloy penetrators have been made by several researchers
Ekbom, et al. state that the strength of a penetrator has little influence

TABLE 2
MECHANICAL PROPERTIES OF TUNGSTEN HEAVY ALLOYS

From Reference 2

GRADE YIELD TENSILE REDUCTION ELONGATIOi IMPACT
STRENGTH STRENGTH IN AREA (%) M) STRENGTH

- KSI) (FT-LB)

X21C 187.9 190.0 10.4 10.4 106
X27C 169.4 170.7 16.8 13.1 180
X27 171.0 174.0 20.4- - -- - -

w-2 149.2 150.3 1.8 3.1

on the penetration properties into homogenous armor, an observation
supported by others 2. Chaiat 6 described the deformation observed after
testing against the NATO heavy single target. He reports that all of thedeformation occurs within 4 mm of the nose of the penetrator and the
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microstructure of the remainder is as it was originally, showing no effect
of the ballistic interaction. Chaiat's microstructural analysis further
shows that within the first 4 mm the deformation occurs in bands rather
than as uniform, general deformation. These observations, although quite
valid, did not lead to greater understanding or the penetration process nor
did they reveal fruitful areas of further research.

The real breakthrough occurred when side-by-side post-mortem analysis
of tungsten alloy and depleted uranium alloy ballistic fragments allowed
Magness and Farrand1 to draw specific conclusions about the behavior of
each of these alloys during penetration. They catalogued two types of
fragments; those with mushroom noses and those with sharp noses. The sharp
nosed fragments were characteristic of depleted ura.iium alloy penetrators
while the tungsten alloy fragments had the mushroom noses. The mushroom
formed at the tips of the tungsten alloy penetrators caused them to form
penetration cavities that were larger in diameter than the cavities formed
by the DU penetrators. Since conservation of energy considerations must
apply, the cavities with smaller diameters were consequently deeper.

Examination of the microstructure of the Dallistic fragments was
particularly revealing in that the mechanism for maintaining the sharp nose
on the DU penetrators was exposed. The mushroom petals sheared off before
they could interfere with the penetration process and thus allowing a
narrow diameter penetration cavity. The tungsten alloys, on the other
hand, did not undergo this process a stable mushroom head was formed
leading to a premature dissipation of the kinetic energy. It is believed
that the shearing of the mushroom petals in the DU alloy is a result of
adiabatic shear. This type of failure occurs at high strain rates and is
described below.

ADIABATIC SHEAR
The deformation of a metal or alloy results in an increase in its

strength through a process called work hardening. Work hardening is such
an efficient process for increasing strength it is universally used. For
example, a 90% tungsten heavy alloy in the as-sintered condition (no work
hardening) has a yield strength of 85 ksi (600 MPa) and when worked to a
25% reduct'on in area its yield strength is raised to greater than 17C ksi
(1170 MPa)'. In the deformation of any metal or alloy, the energy of
deformation is usually dissipated in the form of heat. The thermal
diffus. ity of metals is higher than for most materials and when a metallic
piece is deformed slowly (ie. a low strain rate) the heat is easily removed
from the deformation zone. Deformation that occurs at elevated strain rates
also generates heat but it can not be extracted quickly enough to prevent
thermal softening8 . Heating of this type is called, ediabatic9 . Heating
a metal usually leads to a reduction in the strength and in general, the
higher the temperature the lower the strength . A mechanical perturbation
in the thermally softened zone causes the deformation to concentrate into a
narrow region, or band, which leads to further heat generaticn. The
snowball effect of deformation and heating results in highly deformed bands
in the metallic piece and are -illed adiabatic she.ar bands. These shear
bands can lead to unexpected failure and have been the sub-ect of
substantial research, predominately tn the evaluation of ordnance and armcr
materials9 '1114 A phenomenological description of the adiabatic shear
instabilities that can occur in metais is shown in Equatinn Onle, wheie
shear stress, r = shear strain, i' = shear strain rate and T = temperature.
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dc- 4. -0t+ALd Equation 1MrI.T MF, BT I r.1

The equation states that shear instability will occur when the sum of the
terms is zero. In the case of these penetrator materials the strain
hardening and strain rate hardening terms (the first and second terms) need
to be balanced by the thermal softening (the third term) for instability.

TUNGSTEN HEAVY ALLOYS
Tungsten heavy alloys, as previously described, are the product of a

powder metallurgy (P/M) manufacturing process. Elemental metal powders in
the desired proportions are blended together, pressed to shaped and liquid
phase sintered. During the sintering of these powders the tungsten
particles grow from an initial 1 to 5 im to greater than 40 pm in diameter.
The procedure and process has been previously described in great detail and
the interested reader is referred to recent articles on the subject 15 -16.

The microstructure of a typical tungsten heavy alloy is shown in
Figure 4. It is a two-phase metal matrix composite formed in situ through
alloying. The matrix (usually nickel, iron and all the tungsten it can
hold in solution) is reinforced by the generally spherical tungsten grains.
Unlike traditional metal matrix composites, the tungsten reinforcing phase
of the heavy alloy makes up the greatest fraction of the volume and hence
can dominate the properties.

DEVELOPMENT OF NEW ALLOYS AND COMPOSITES
Adiabatic shear is not observed in tungsten heavy alloys due to a

combination of factors. The physical and mechanical properties as well as
the state of stress play significant roles. In this application, there is
little that can be done about the state of stress but the selection of a
material that has more favorable properties can be made. There are two
general approaches being taken in the effort to develop tungsten-based
materials to replace the depleted uranium alloys used for penetrator
applications. The first, attempts to identify an alternate matrix
composition to substitute for the nickel-iron matrix while the second seeks
to build an engineered structure that has selected failure zones.

While the nickel-iron matrix eventually shear localizes, the total
strain required means that it does not do so at an advantageous point in
the penetration event, it occurs much too late. Figure 5 shows an example
of the deformation observed in a tungsten penetrator fragment. It is seen
that locally intense deformation has occurred while other areas show little
or no effect of the interaction. The matrix replacement notions are based
on the suggestion that other materials may shear localize in a manner
similar to depleted uranium. The only question appears to be whether or
not they will shear localize in the presence of a significant volume of
reinforcing phase (tungsten) and at the right time. The easiest method of
demonstrating this concept is by making a tungsten composite in which the
matrix is depleted uranium; the material which is known to exhibit the
desired behavior under ballistic conditions. Work at Los Alamos National
Laboratory (LANL) has accomplished just that. A sintered tungsten compact
(72% dense) melt infiltrated with depleted uranium (28% by volume) was
shown to perform as well as monolithic U - 3/4 Ti in a ballistic test. A
flash radiograph of this demonstration penetrator after exiting the last
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plate of the armor target showed the presence of a sharp nose, an
indication of adiabatic shear (Private Communication, Mr. Bill Hogan, LANL,
1991). It is this proof of principle that is driving the search for
alternate matrices for tungsten alloys and composites.

T'here are several material properties which govern the generation of
adi-mbatic shear bands. They include; a low work hardening rate, low strain
rate sensitivity and a high rate of thermal softening. These properties
are also represented in the three terms of Equation 1 respectively. Other
properties include microstructural stability and thermal properties such as
thermal conductivity and heat capacity. The selection of candidate
materials for alternate matrix compositions takes these factors into
account. Other candidate materials are selected based on experience. For
example, there is a large knowledge base in armor materials and how they
behave under ballistic conditions and adiabatic shear has been observed in
many of these materials. Unfortunately, there is no obvious prime
contender to consider for use in penetrator applications. Table 3 lists
several of the materials considered for substitution. For some of these
combinations the systems can no longer be considered heavy alloys and will
be referred to as composites.

TABLE 3
CANDIDATE MATERIALS FOR MATRIX SUBSTITUTION

Metal or Alloy Reason for Selection

Hafnium (Hf) Properties Similar to Uranium

Titanium (Ti) Alloys Exhibited Adiabatic Shear
in Armor Applications

Copper (Cu) Alloys Previous Observation of
Adiabatic Shear

High Strength Steels Exhibited Adiabatic Shear
in Armor Applications

Intermetallics Theoretical Treatment of
Equation 1

There are many processing and alloying considerations that need to be
resolved if the matrix replacement approach is to be successful. One of
these is the grain size of the tungsten grains in the alloy/composite. In
the tungsten heavy alloy these grains are from 30 to 50 pm in diameter and
a typical adiabatic shear band in non-tungsten materials is often thinner
than 10 pm. The question that arises is, does the grain size, of the
tungsten alloy, need to be smaller than the expected width of the shear
-and and further, will the grain size have a limiting effect on the width
,f the shear band? There are some initial indications that the grain size
:.ay limit the width of the shear band. in torsional testinq of a tungsten-
ickel-iron (93% W) heavy .1loy, at strain rates from i x iCQ sec. to

-00 sec.' , the width of the deformation band appeared to be approaching an
asynptotic value of 50 to 75 pm17 . In other testing, a plug of tungsten
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heavy galoy was punched from a thin disc (1/16 inch) at a strain rate of
1 x 10 sec."I. The width of the shear deformation zone was approximately
40 to 60 pm 8. In both cases this value appears to be approaching the
tungsten grain size. Some limited compression testing at a nominal strain
rate of 5 x 103 sec.-1 indicated the importance of prior straining (cold
working) on the intensity and width of the deformation band. The alloy
tested was a tungsten-nickel-cobalt alloy and the prior working levels were
0, 7 and 25 percent reduction in area. The band widths were approximately
120, 50 and 25 Mm wide respectively and it should be noted that the
narrowest band had a crack at its centerline indicating very great
intensity of deformation (Private Communication, Dr. Animesh Bose,
Southwest Research Institute, San Antonio, TX, 1992). This limited work
seems to indicate in order to get thinner, more intense, deformation bands
a finer grain size and prior cold work is needed and that the grain size is
dictated by the desired (or required) width of the shear band.

An examination of the tungsten grains in Figure 4 shows that many of
them are in contact with their neighbors. This contiguity has been shown
to be a weak link in the microstructure at low strain rates and its role at
elevated rates of deformation is uncertain. The tungsten grain contact
observed here forms a continuous network in the microstructure and may act
to impede the propagation of any shear bands that form. If this
microstructure is undesirable the elimination it is possible through the
use of tungsten powder that has been coated with the desired matrix alloy.
Development of this powder has been the subject of several efforts19-25 and
the microstructure of a tungsten heavy alloy produced by this method is
shown in Figure 6. Note the complete absence of tungsten grain contact.
Three point bend properties of this material also indicate that it is 50%
stronger and has a greater deflection to failure than a traditionally
produced heavy alloy like that shown in Figure 4. It can be envisioned
that a microstructure of this type, no matter the composition of the
matrix, would be beneficial to the propagation of a shear deformation band
since it would provide a clear path in which interference from tungsten
particles would be minimal.

STATUS OF CURRENT EFFORTS
Several possible matrix replacement materials can be identified if

thermal diffusivity is examined. The thermal diffusivity of a material is
a measure of how quickly heat is dispersed, reported here in m2 /sec.
Equation 2, below, shows how the thermal diffusivity is calculated. This
simplistic approach assumes that if the heat is not removed quickly enough
then there is a chance for an adiabatic shear band to form. This approach
also makes the assumption that the thermal diffusivity is the only factor
controlling adiabatic shear band formation. As shown above, there are
several factors to be concerned about in the generation of adiabatic shear
bands. Examination of the thermal diffusivity helps identify candidate
materials for consideration. Table 4 lists the thermal diffusivities for
several metals and alloys that could be considered as matrix replacements.
Also shown are tungsten, uranium and 70/30 nickel/iron alloy for baseline
reference. The 70/30 nickel/iron alloy is the initial (prior to liquid
phase sintering) composition of the heavy alloy matrix but, it must be
remembered that this matrix after sintering contains all the tungsten it
can hold in solid solution, about 25 percent by weight, which will
certainly affect the thermal diffusivity. Where a = thermal diffusivity,
k = ermal conductivity, p = density and cp = specific heat of the
mater•il of interest.
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a k Equation 2

TABLE 4
THERMAL DIFFUSIVITIES OF SELECTED METALS AND ALLOYS

From References 26 & 27

Metal or U W Hf Ti Brass Titanium 70/30
Alloy 70/30 Alloy Ni/Fe

(6AI-4V)

Thermal
Diffusivity 13.0 67 12.3 9.1 34 5.8 6.6

(m2/sec x 106)

Tungsten-Hafnium Alloys
From Table 4 it is seen that the thermal diffusivity of hafnium is

slightly lower than that of uranium, making hafnium a candidate for matrix
replacement. Monolithic hafnium has been shown to undergo adiabatic shear
in high strain rate testing. Figure 7 shows a typical shear band in this
material . Attempts at liquid phase sintering hafnium-tungsten alloys
resulted in an embrittled alloy which was due to a high residual oxygen
content. It was also reported that the tungsten phase acted as the matrix
while the hafnium acted as the reinforcement which also contributed to the
brittle behavior (Private Communication, Dr. Animesh Bose, Southwest
Research Institute, San Antonio, TX, 1991).

The powder coating techniques reported above may be helpful in
processing these alloys. This process along with a solid state, pressure
assisted consolidation technique will eliminate of all of the tungsten
grain contacts. This will force the hafnium to act as the matrix. A
secondary benefit from the solid state consolidation will be the retention
of a fine grain size. This will promote higher strength and perhaps
narrower, more intense shear bands. Preliminary work with this system has
identified some of the chemical vapor dgposition (CVD) parameters but has
so far failed to deposit heavy coatings . Lack of a thick coating has
prevented determination of the shear localization tendencies of this
system.

Tungsten-Titanium Alloys
Table 4 indicates that the thermal diffusivities of titanium and the

titanium Ti-6A1-4V alloy have values for which shear localization might be
expected. Adiabatic shear has been observed in titanium alloys9, par-
ticularly when used as armor. This prior observation of adiabatic shear
due to ballistic interaction is particularly encouraging and it certainly
indicates that shear localization will likely occur at the loading rates of
interest. The greatest problem with the titanium alloys is their low
density (4.5 g/cc). By comparison, the density of 70/30 nickel/iron is
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8.59 g/cc and the density of hafnium is 13.1 g/cc. The low density issue
will make the titanium materials a low priority for this application.

70/30 Brass
Copper and its alloys, through previous shear band observation28,

have also been identified as possible matrix substitutes and some brass
alloys have been reported to show adiabatic shear bands (Private Communica-
tion, Dr. Charles White, Army Materials Technology Laboratory, Watertown,
MA, 1990). A common brass alloy, that is available as a pre-alloyed
powder, is 70/30 brass (70% copper, 30% zinc, by weight). By using pre-
alloyed powder it was hoped that problems of zinc evaporation could be
avoided since the melting point of zinc is quite low at 4200C. Sintering
of tungpten-copper alloys is often performed in the range 12500C to
14000C 9. The sintering of tungsten-70/30 brass (with a 1% nickel ad-
dition to activate the sintering process), was attempted at temperatures
ranging from 975*C to 1125*C, a further step to try to prevent vaporization
of the zinc. This was not successful as the sintered densities were less
than 90% of the theoretical densities and Table 5 shows the variation of
zinc content with sintering temperature. In this table brass additions of
either 10% or 20%, by weight, are shown which results in nominal zinc
contents of 3% or 6%, by weight.

TABLE 5
ZINC CONTENT OF SINTERED TUNGSTEN-BRASS ALLOYS

(By Weight)

Nominal Zinc 9750C 10250C 10750C 11250C
Content (%)

20% Brass 6 0.50% 0.49% 0.45% 0.01%

10% Brass 3 11 0.12% 0.02% <0.01% <0.01%

It is obvious, from these results, that for successful consolidation
of tungsten-brass alloys that an encapsulated consolidation technique will
be required. It's entirely likely that hot isostatic pressing (HIP) would
be successful in obtaining full density while retaining the proper chemical
composition but this will not be attempted immediately. It is believed
that to get a cost competitive penetrator alloy the relatively simple
technique of pressureless sintering must be used. Alternative copper-based
matrix compositions are being considered and copper-niobium could offer a

solution since it would allow much higher processing temperatures and
hopefully eliminate the vaporization of critical alloying elements.

Intermetallic Compounds
The three components of Equation I describe the conditions necessary

to observe adiabatic shear localization in a metal or alloy. For typical
metals, the strength increases as the strain or strain rate increases and
the strength decreases as the temperature increases. This is strain
hardening, strain rate hardening and thermal softening respectively. Some
materials, on the other hand, exhibit anomalous thermal strengthening, that
is they get stronger as the temperature increases. Some of the intermetal-
lic compounds display this behavior. Naturally, this increase in strength
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is not without bound, at some temperature the ordered structure of the
compound breaks down and rapid loss of strength is observed. As with
typical metals and alloys, an increase in the strength is accompanied by a
decrease in the ductility of the material. If the mechanism of shear
localization is considered, where adiabatic heat is generated in a local
deformation zone, it is seen that with these anomalous strengthening
compounds the loss of ductility in a local region will accompany any
increase in temperature and could lead to a cracking failure. Alternative-
ly, if the structure does not crack, the temperature could increase to the
point where the ordered structure is lost and sudden softening occurs
leading to a local deformation band. Intermetallic compounds, specifically
nickel alumnides, may be useful as matrix replacements since these com-
pounds exhibit the described properties.

Intermetallic compounds will present unique processing challenges if
they are to be successful matrix replacement materials. Fine alumnide
powders are available 3 0 that could be used to sinter with tungsten powder
but attaining full theoretical density could be difficult. The process of
sintering relies on diffusion of adjoining powder particles with the
ultimate goal of elimination of all porosity. The diffusivity of ordered
materials is so low that full sintering will not occur in a presgureless
environment. A pressure assisted technique will be required.

SUMMARY
It is highly desired to identify and develop the processing of tung-

sten-based alloys or composites that will place those materials in the
technological position to replace depleted uranium (DU) in kinetic energy
penetrator applications. The most viable options appear to be in the area
of matrix replacement where the nickel-iron matrix is replaced with another
material that mimics the favorable attributes of DU. These materials are
hafnium, titanium and titanium alloys, copper alloys and intermetallic
compounds.
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FIGURE 4 Microstructure of typical
tungsten heavy alloy, 93% tungsten. Cold
worked 15%.
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FIGURE 5 Recovered tungsten heavy alloy
fragment. Figure courtesy of Messrs. E.
Chin and P. Woolsey, AMTL.

FIGURE 6 Consolidated microstructure of
tungsten powder CVD coated with nickel and
iron. Figure courtesy of Mr. B. Williams,
Ultramet.
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FIGURE 7 Adiabatic shear band in pure
hafnium. Figure courtesy of Mr. B.
Williams, Ultramet.
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A Novel High Contrast Optical Modulator
in a GaAs-AlAs structure

Mitra Dutta, Dr., Hongen Shen1 , Dr., Jagadeesh Pamulapati, Dr.,
Peter G. Newman, Mr. and Wayne H. Chang, Mr.

U.S. Army Electronics Technology and Devices Lab
SLCET-ED, Fort Monmouth, NJ 07703

The performance advantages of an integrated optoelectronic approach
stem from a massively parallel processing and interconnect function,
wideband information processing and storage, increased switching speed and
immunity to electromagnetic radiation. To meet the challenge of future
systems it is important to develop integrated optics and optoelectronic
devices so as to take full advantage of the photonics technology. This
technology including sources, sensors, modulators, switches, optical
waveguides and fibers will have a strong impact on future defense systems.
The greatest impact will be felt in the fields of communications, computing
and sensors. Enhanced performance of any of the elements of sources,
switches, modulators, interconnects or sensors will increase the utility of
optical techniques for signal processing applications.

Heterostructures and multiple quantum wells in III-V semiconductors
promise fresh approach and new options for high performance electronic and
optical devices required for future high speed transfer, processing and
control of information. Gallium Arsenide (GaAs) based multiple quantum
wells (MQW) and heterostructures have opened up new areas of science and
engineering and have excited a large amount of research. With molecular
beam epitaxy (MBE) and metallorganic chemical beam epitaxy (MOCVD)
techniques it is now possible to prepare materials techniques it is now
possible to prepare materials with a synthetic periodicity superimposed on
the characteristic crystal lattice structure. The superlattice and multiple
quantum well (MQW) materials have unique and optical and electrical
properties that are intrinsically different from the bulk compounds.
Bandgap, lattice constants and refractive constants may be tailored in III-V
heterolayers to confine carriers and radiation to impose built-in fields
without the penalty of surface defects and to enhance mobilities, hot

1 GEO-Centers, Inc., Lake Hopatcong, NJ 07849. Work performed at U.S.
Army ETDL.
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of devices not possible before in bulk semiconductors, have been developed
making use of the new physics associated with these materials and device
structures. Low threshold current quantum well and wire lasers, tailored
bandgap detectors, modulators and switches are being researched and
developed. Most modulators are based on the quantum confined Stark effect
(QCSE), the most well known of these Wide WeV Naro We@

being the logic device based on this, Candwedhh•amd
the self electrooptic device (SEED).

SAMPLE A
The (QCSE) is a phenomenon %

which arises when an electric field C3

is applied across the plane of 92
heterostructure superlattices. In a e, C1

quantum well at zero electric field
the electron and hole energy levels Wide Wo Nnw" WON

are defined by the well width and the Cadea BNAd
electrons and holes are strongly
confined in the well material layer. SAMPLI5
However when an electric field is Ce
applied the electron and holes are
moved apart and their energies are e2

altered. This has the effect of e! e
shifting the absorption resonance to
lower energy as well as modulating
the strength of the absorption. This Cdfe" sowmd
shift and decrease in strength of the
absorption then provides for the SAMPUC
optical modulation of the el %
transmission as a function of applied C
electric field of any light
appropriate wavelength that is ___

incident on the heterostructure. The Figure 1 Energy band structures for GaAs-AlAs
modulator concept that we will quantum weUs.
present is based on a different
mechanism, the coupling between the r and X valleys in a GaAs-AlAs MQW that
promises to provide better contrast and operate at lower voltages than the
QCSE devices.

Type II quantum well structures have been studied' extensively in the
past several years for their interesting physics and possible device
applications. In these structures, where GaAs-AlAs short period
superlattices (SPS) are archetypical, the electrons and holes are confined
in adjacent layers of the materials, since the direct gap GaAs layers are
narrow enough so that the confined electron level in the GaAs is higher in
energy than the X-valley in the indirect gap AlAs barrier. However, even
when the well layers are thick, with dli indirect gap barrier, effects 2 -5 due
to the coupling between the r and X-levels manifest themselves. When the
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allowed electron energy level
is close to the X-valley in
the barrier, the electron

appears to be no longer
confined, but delocalized.
This has been seen previously
from our measurements of
exciton binding energy2 which
was found to be anomalously
low when the electron confined Gk

level is close to the X- we

valley, indicating less
confinement. Further evidence g
for this was obtained in
photoluminescence excitation
experiments 3  where charge
transfer was observed between 0
asymmetric wells coupled via 1,63 1 . 1 IS9 1 57 66 1 63 1 1S

the X-valley. In some 0 (wl

samples, the X-valley was seen Figure 2 PL spectra for sample B; e3 of wide well and c2 of

to be the relevant barrier for narrow well are not coupled with ex; (a) F=O V/cm (b)
transport4. In asymmetric F=4x10 4 V/cm applied field.
wells coupled via the X-valley, the application of electric field 5 showed a
clear difference in the subsequent photoluminescence signal between samples
that were coupled via the X-valley versus those that were not. In this
paper we report experimental results on samples where the reconfinement of
the delocalized electron by the application of electric field "s seen more
dramatically.

The samples were grown by molecular beam epitaxy in a Varian Gen II
machine. The electric field experiments on the asymmetric coupled wells
were done on GaAs-AlAs multiple quantum wells with eighteen narrow wells and
one wide well. The wide well is used to monitor the charge transfer and the
coupling between the wells via the X-valley. Sample structures with
electron levels are shown in Fig. 1. Sample A has GaAs layers such that the
third confined level in the wide well and the second confined level in the
narrow well are both degenerate with the X-valley. In sample B the wide and
the narrow wells are both made narrower so that the confined levels are
pushed up and the X-valley is no longer degenerate with eithec electron
level. In sample C, where the effect of reconfinement by electric field is
seen more dramatically, the well width is such that the first electron level
el is nearly degenerate with the X-valley, and the el level thus nearly
delocalized. Schottky barriers of 80 A of Ni-Au or 50 A of Ti provided a
transparent contact while an ohmic contact was made with the n* substrate.
Preliminary experiments also have been performed with this structure C
embedded in the intrinsic region of a surface - intrinsic -n÷ (s-i-n+)

structure 6 where the 'arge0
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of the light on the sample,

F. a Oand an externally applied
electric field is no longer
necessary.

Al o 0f o ur
photoluminescence experiments
are performed with the 5145A

line of an Ar* laser at 5K.
The laser power is about 2 mW.

71 ft J The results of the application
F t2x VWm of the electric field on the

asymmetric wells are
summarized as follows: Shown
in Figs. 2 and 3 are the PL
spectra from samples B and A
respectively. Three features

o L are seen from each of the
Ias 1.57 1 Is 1.53 f l 1 4 samples, corresponding to

0SGY (60 signal from the narrow wells,
Figure 3 PL spectra for sample A; e3 of wide well and e2 of the wide well, and the bulk
narrow weU are coupled with ex; (a) F=O V/cm, N GaAs material. In sample B
F=1.2x104 V/cm applied field. (Fig. 2), where the wells are
not coupled, application of electric field ionizes the bulk GaAs exciton,
and this feature disappears. The other two features from the wide and
narrow wells show a red shift due to the quantum-confined Stark effect. It
is important to notice that the ratio of the intensities of these two
features remains the
same showing that there is no coupling between the wells. This can be
contrasted with sample A (Fig. 3) where there is a significant difference
in the ratio of the photoluminescence intensities of the features with the
application of a field; the intensity of the signal from the wide well drops
more rapidly than that from the narrow wells. This is consistent with the
interpretation that some of the intensity of the wide-well feature is due
to electrons excited in the narrow wells which transfer into the wide well
via the coupling of the X-valley in the AlAs barriers. When the coupling
is removed because of the application nf electric field, ePlctrons no longer
transfer into the wide well and the intensity of this feature is reduced.
This effect of the confinement due to the application of an electric field
is seen more convincingly in sample C. The PL spectra from sample C is
shown in Fig. 4. Due to monolayer fluctuation, there are actually two such
levels el and el', where el' is one monolayer less and hence of higher energy
and closer to the X-valley than el. The zero field spectrum shows three
features of which the low energy feature at 1.702 ev is the strongest. We
attribute this to the el-hh, transition where the el level is confined more
strongly and is at a lower energy than the X-valley, and where hh, is the
first heavy hole level in the GaAs well. The next feature is at an energy
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12 meV higher and is the elf-
hh, transitions where the el'
electron state is nearly T-S
degenerate with the X-valley. F-ov/C
Finally, the very weak
feature at 1.725 ev is the
indirect X'-hhl type II
transition where the electron
is the X-electron in the
AlAs. This transition is
made possible due to several a
mechanisms: (1) an overlap I I
of the wavefunctions at the
heterointerface, (2) a £T9

breakdown of the k-vector -
conservation by super- S
periodicity and disorder at
the interface, and (3) W
possible phonon assistance. a
Monolayer fluctuation between
a 40 A GaAs well and a 37.5 A
well will give rise to
features separated by 17 meV.
However, the coupling between i7• 1.73 t 71 1.69 1.67
the r and X states will ENERGY (90
produce an anticrossing
effect and will tend to Figure 4 PL spectra for sample C; e l ' is coupled with ex; (a)
depress in energy the e 1 ' F=0 V/cm, (b) F=2.5x104 V/cm applied field.
level, thus bringing it closer to the el level and to the experimentally
observed 12 meV between them. The electric field causes a localization of
the delocalized electron and hence there is an increase in the oscillator
strength as the wavefunction of the elf electron is confined more strongly
in the well. This is analogous to Wannier-Stark ladders7-10 that have been
observed when an electric field is applied to superlattice minibands. As the
electric field is applied, the reduction in coupling between the P and X
levels removes the anticrossing effect, resulting in a blue shift in the
energy of the e 1 '-hh, transition. From this blue shift, we have deduced the
mixing potential between the r - X level to be about 3 meV, which is in
agreement with the results in references 11 and 12.

It should be pointed out that the non-vertical transitions due to
electrons and holes in the adjacent wells and next adjacent wells cannot be
observed because of the large periodicity in our structure and the heavy
effective mass of the AlAs electron. Others have observed comparable
behavior in Type II short period superlattices10 , but not in Type I GaAs-AlAs
structures.

We have obtained similar results with the structure of sample C
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embedded in the intrinsic region of the s-i-n+ structure, where no external
field need be applied and a variation of the built-in electric field is
performed by the change in intensity of the incident light. Strong
dependence of the intensity of the phonon sidebands is seen as a function
of electric field and more experiments with different structures are under
way to understand this phenomena.

From the electric field results it can be seen how dramatically the
change is in both the shift and strength of the transition at a lower
electric field. These initial results compare very favourably with the QCSE
based structures.

We present experimental data on GaAs-AlAs multiple quantum wells where
the confined electron level is initially delocalized due to mixing between
the r and X electron levels. The application of an electric field reduces
this coupling and reconfines the electron in the GaAs layer. Two phenomon
are associated with this: (1) an increase in the oscillator strength, and
(2) a blue shift due to the reduction of the anticrossing between the r and
X states; the reduction in the anticrossing is consistent with the value of
the mixing potential as measured by other groups. This phenomenon can be
utilized to produce a higher contrast, lower operating voltage optical
modulator.
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U.S. Army Topographic Engineering Center (TEC)

Fort Belvoir, Virginia 22060-5546

1. INTRODUCTION

The Imagery Exploitation System/Balanced Technology Initiative
(IES/BTI) is a automated first phase near-real-time image exploitation
system to support Army Corps Intelligence Electronic Warfare situation
development, target development and target acquisition. IES/BTI's
speed, efficiency, ability to perform force analysis, and ability to use
low-resolution imagery will allow timely exploitation of imagery
covering hundreds of square kilometers allowing commanders to see
much larger portions of the battlefield.

IES/BTI exploits synthetic aperture radar (SAR) and is integrating
infrared exploitation capabilities. IES/BTI locates the presence and type
of military units (artillery, armor, etc.) within imagery and prepares
either graphic overlays of results and/or an ASCII file of results.
Currently, experiments using IES/BTI results as input to Flying Carpet
(Simnet) and using IES/BTI results as input to the Demons imagery
displays at TEC and the imagery analyst (IA) workstation at the
imagery analyst school at Ft Hauchuca are being conducted. IES/BTI is
also being considered for incorporation in the Imagery Processing and
Dissemination System (IPDS) architecture at Corps.

The focus of this paper is the Artificial Intelligence (Al) aspects of
IES/BTI, the conditions that influenced the chosen implementation and
the lessons learned in evaluating IES/BTI in two military theaters.
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Section 2 provides a background on IES/BTI functions, and the
conditions, constraints, and requirements placed on IES/BTI. Section 3
briefly addresses the functionality included in IES/BTI. Section 4
describes the lessons learned in the process of building, testing and
migrating an AI system to a second military theater.

2. BACKGROUND

This section provides a brief background on the role IES/BTI is
designed to play in the image analysis process and the conditions,
constraints and requirements placed on IES/BTI.

The envisioned role of IES/BTI in the Image Exploitation Process is
to automatically perform exploitation before an IA receives the imagery
(see Figure 1). IES/BTI performs vehicle detection, force aggregation,
force typing, false hypotheses rejection and merging of various evidence
sources. The IA is presented the IES/BTI results along with the
imagery. Guided by the results graphic (see Figure 2), the IA can
quickly focus on the potential forces and can efficiently eliminate major
areas of search. With this tool much larger amounts of imagery can be
processed by the Corps level analyst and the analyst's task shifts away
from vehicle level detection to unit level analysis/verification.

SNO Image Automated Display and

Formation Exploitation Reporting

• RECEZVER & SIEBTI ANALYST

Real-Time Images and Intelligence
Images Exploitation Products

Results

Figure 1. Exploitation Process Data Flow
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Figure 2. Example results graphic. Potential vehicles are shown as dots.
Companies and battalions are shown as hulls and icons.

To illustrate how an IA uses IES/BTI results an example image
exploitation event is presented. Gil, an IA, has been asked to exploit an
image. Gil calls up the image and the IES/BTI results graphic on his
workstation. Gil sees the result graphic, Figure 2, draped over the
image. Gil notices the left side of the image contains no activity and
being a pessimist quickly scans the left side of the image. Gil knows
that the results graphic contains over 90 percent of the vehicles present
so unless something catches his eye, he can feel comfortable ignoring
the left side of the image. Satisfied the left side is empty, Gil focuses his
attention on the right side of the image. Gil then verifies the forces
presented on the results graphic. Gil asks himself are all the units real?
Did the machine miss any units? Is the lone company part of either of
the battalions? Believing that the lone company is part of one of the
battalions, Gil adjusts the interpretation to Figure 3 and generates his
report.
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Figure 3. Gil's results.

IES/BTI's system requirements are oriented for a tactical
environment. IES/BTI will be used by IAs rather than computer
scientists so the results and supplemental information must be clear.
IES/BTI will be used in many military theaters and will use standard
DMA products as a basis for terrain reasoning. IES/BTI requirements
include timing, accuracy, multi-sensor considerations, software
standards, compliance with commercial off the shelf policy (COTS) and
theater of operation portability requirements. Additionally, IES/BTI
will be constrained to two 19 inch racks of computer equipment. Top
level requirements are given in Table 1.

Table 1. Top Level IES/BTI System Requirements

Requirement
Provide multi-sensor capability (SAR, IR)
Complete processing of image in less than five
minutes for images up to 100 sq nm
Process in a operational (tactical) setting
Provide 100 m vehicle location accuracy
Provide graceful migration between theaters of
operation
Use DMA products for terrain information

The system requirements, especially coverage, speed, theater
portability, and data sources, put constraints on the AI methods and
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representations that IES/BTI could use. Being designed as a field
deployable system also constrains Al methodologies by not confining
the problem and creating indirect requirements of being well behaved
and having results that degrade gracefully. Thus it is possible for
IES/BTI to be asked to analyze imagery from a new military theater,
against a new force in a matter of days! Coping with this scenario
presents a difficult task for an Al based system.

3. IES/BTI FUNCTIONALITY

IES/BTI performs five functions: vehicle detection, terrain reasoning,
force aggregation, force evaluation/conflict resolution and force typing.
Functions within IES/BTI have three notable characteristics: 1)
functions are actually large sets of evidence-gathering actions that have
been abstracted to a function; 2) functions may be split between
several software components that may be widely separated in the
reasoning chain; 3) boundaries between functions blur at higher levels
of reasoning especially when using i,.liiple sources of evidence. These
characteristics are important as they allow us to meet several of our
requirements and influence the Al methodology chosen. A brief
discussion of each function and Bayesian inference is given below.

An inference system is needed to knit the functions' results together
and arrive at an answer. Within IES/BTI we chose Bayesian inference
using a Bayes network of hypotheses and Pearl's algorithm for belief
propagation.

Bayesian inference has several properties which we found
beneficial: a basis in probability, a well defined method of propagating
evidence, a single belief value for a hypotheses, a hierarchical network
that relates well to force structure and allows efficient management of
hypotheses, a model that estimates the utility of future actions, and
independence of belief and order of evidence aggregation.

Within IES/BTI, we use the hierarchy of the Bayes network to
correlate with force echelon. Each Bayes node contains the current set
of conflicting hypotheses (at the same echelon) with each hypothesis
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linked to its supporting evidence, child nodes and parent nodes. The
number of hypotheses within a node is controlled by pruning
hypotheses with beliefs below a minimum belief threshold and by
pruning the weakest hypotheses when the number of hypotheses
within the node exceeds a thresholdl. Controlling the number of
hypotheses is performed to limit combinatoric explosion and allow
quicker processing.

Vehicle detection within IES/BTI is based on window operators and
does not have a Al implementation. However, it should be understood
the role of vehicle detection is to detect greater than 90 percent (>90%)
of the vehicles present regardless of false alarm rate. In the speckled
SAR environment more than 50 percent (>50%) of detections may be
false alarms! We prefer a high detection rate rather than a low false
alarm rate as we do not want the IA to have to search the image for
missing vehicles and therefore defeat the purpose of giving him an
IES/BTI! Secondly, when detection and false alarm rates are lowered,
entire units may be lost or rejected in early processing causing the
analyst to search the imagery for missing units.

Therefore, other functions must perform rejection of false alarm
detections, perform rejection of false unit hypotheses and reason about
units that may include false vehicle detections. This means most
reasoning in IES/BTI is geared toward separating the real units (with
noise) from the phantoms.

Terrain reasoning is performed at several stages within IES/BTI.
The coarser reasoning of rejecting detections in prohibited (No-Go) areas
and mobility/emplacement value calculation is based on military order
of battle, terrain analysis and heuristic models. The coarse generic
reasoning is precompiled and saved as encoded data layers for each
military theater. At run-time local operations calculate a generic (non-
unit specific) terrain likelyhood ratio value with the emphasis on
providing a rank ordering of clusters based on the
mobility/emplacement value of the terrain underlying the cluster. The

lNull (no unit) hypotheses are never culled.
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importance of rank ordering clusters is to allow subsequent processing
to focus on the most promising clusters and to start rejecting clusters
with low belief values.

Later stages of terrain reasoning are divided into two categories:
reevaluation of mobility/emplacement value or as expert system rules
utilizing conceptual terrain objects (hill, city, avenue of approach, etc).
Reevaluation of mobility/emplacement potential can be performed to
obtain mobility/emplacement potential for a specific type of unit (such
as artillery) or as part of an inter-force/terrain evaluation.
Force/mission/terrain evaluation and inter-force/terrain evaluations
are often encoded as expert system rules. Within IES/BTI terrain
expert system rules are generally Army and military theater specific
and terrain objects used by the expert system are regionally defined.

Force aggregation consists of two types of actions: an initial
clustering phase where vehicle detections are clustered into potential
company or battalion sized units and a second phase aggregating
(hypothesized) units into a higher echelon unit. Clustering attempts to
form all real units while limiting the number of non-real units.
Clustering eliminates built-up areas and high speckle areas by density
screening detections, and then clustering aggregates detections that are
related both spatially and by detection belief. Clusters are evaluated on
image derived evidence and the underlying terrain
(mobility/emplacement value). Clusters form the basis of the initial
hypotheses formed in the Bayes network.

A natural method of force aggregation is inherent in Bayesian
inference using a Bayes network. As part of building a Bayes network,
Bayes nodes are created and linked hierarchically. Within IES/BTI, we
use the hierarchy of the Bayes network to correlate with force echelon.
Force aggregation is simply building the next level of the network and
applying the appropriate force evaluation actions.

Force evaluations are actions that can generate new hypotheses, add
evidence to hypotheses and produce or alter Bayes network evidence
nodes. Force evaluations evaluate hypotheses features and/or beliefs
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with hierarchical models of forces. The evaluated features often include
features of the child hypotheses. Double counting of evidence is
avoided by adding or altering evidence nodes at the appropriate
echelon/Bayes network level and propagating all other evidence up or
down the Bayes network. Evaluation criteria are stored in a knowledge
base organized hierarchically by force level, force type and evidence
granularity. Evidence gathering actions evaluate the closeness of data
supporting the hypotheses to the force models using statistical metrics
and/or expert system rules. Some rules are complex dynamically
adapting a static force model to the local terrain and threat situation.
Expert system and other high cost rules are applied only if more coarse
evidence evaluations and action utility calculation support proceeding
with the action.

System level conflict resolution consists of deciding which actions to
perform and deciding when to stop processing and report results.
System level conflict resolution is supported by the inherent ability to
monitor the state of the Bayes network and therefore propose actions
based on that state and the ability to calculate the utility of the
proposed actions.

Within the Bayes network, hypotheses conflict resolution is not
necessary except to ensure efficiency. All conflicting (mutually
exclusive) hypotheses can be kept in a single Bayes node and all
hypotheses can be carried indefinitely. This feature combined with the
ability to estimate the utility of future actions and the ability to monitor
the state of the Bayes network, allows timely low-cost belief-based
dynamic hypotheses pruning.

Force typing actions are actions which attempt to identify a force's
type (armor, artillery, etc) and thus refine the hypotheses. Figure 4
shows the hierarchical organization of force types used within IES/BTI.
Competing hypotheses differing in force type exist within the same
Bayes node. Force typing actions are quite variable and try to seize on
the distinction between the force types. Force typing actions often
generate new competing hypotheses within the Bayes nodes and may
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internally generate and prune hypotheses as part of the action. Force
typing are generally hierarchical actions.

--F Armnor J
-! Maneuver F~ c naty

SGenericF

Figure 4. Hierarchical organization of unit type within IES/BTI.

Methods for identifying unit type within IES/BTI are: using vehicle
level information, using deployment and formation information, using
terrain considerations and using intelligence cues.

4. LESSONS LEARNED

Within the IES/BTI development team there have been several
ideas that influenced the success of IES/BTI that are applicable to a
wide range of AI applications. These ideas proved their value in two
military theaters, Europe and South West Asia, even though the
scenarios are much different. These winning ideas are given in
Section 4.1.

There were also ideas within IES/BTI that fell short of our
expectations. These ideas failed to mature in our environment and we
provide observations or suggest alternate methods. Some of these ideas
may work out for you and time and technology will eventually bring
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about their success. Nevertheless, our failure may be your savings so
they are included. Our ideas that fell-short are given in Section 4.2 and
include: image-to-map-registration, formation pattern matching and
automatic target recognition.

4.1 WINNING IDEAS

Within the IES/BTI development team there have been several
ideas that worked out well and are applicable to a wide range of Al
applications. The winning ideas are flexibility, reasoning in real-world
coordinates, Bayesian inference and hierarchical reasoning.

Flexibility is the single most valuable asset for a military Al system.
A comparison of the relative evidence value provided by IES/BTI
functions for the European and the South West Asia Theaters
demonstrates this point, see Table 2.

Table 2. Relative Value of Evidence Sources by Military Theater

Function Europe S W Asia
Detection Low High
Terrain Reasoning High Low
Force Aggregation

Clustering Medium High
Up Echelon High Medium

Force Evaluation High Medium
Force Typing Medium Low

As shown in Table 2, the relative value of evidence sources are not
constant from theater to theater. A system that requires consistent
behavior may perform poorly outside the theater used in designing it.
Secondly, flexibility is required as expected behavior and reality are not
exact matches and dynamic adapting to doctrine must occur.

Abstracting to high-level functions increases flexibility in definition
and implementation which is crucial when changing military theaters,
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adding sensors or adding additional evidence sources. Using knowledge
bases also promotes theater portability as does parameterizing any
heuristics. Overall the less functions are hard-coded the more portable
they become.

Symbolic reasoning in real-world coordinates (latitude/longitude or
Universal Transverse Mercator (UTM)) allows a Al application to be
sensor independent. Leaving the image domain as soon as possible
allows other processing to be sensor independent and maximizes
symbolic reasoning and code reuse. Within IES/BTI, adding sensors
only requires adding the appropriate detection and registration code.

Neural networks, Dempster-Shafer, cluster analysis and decision
trees were among the methods considered for use in IES/BTI. However,
no other method contained the combined features, power and flexibility
of Bayesian inference. Bayesian inference insensitivity to small errors
in belief and the ability to re-calibrate evidence belief values are
needed in real-world applications. An Al system without the ability to
economically recalibrate evidence may be left fighting the last war.
Furthermore, Bayesian inference behaves well regardless of activity
level. Bayesian inference neither forces you to keep hypotheses nor
forces you to prune hypotheses, allowing you to correctly reflect the
activity level as shown in Figure 5. Other useful features such as: a
probabilistic basis, a well defined method of propagating evidence, a
single belief value for a hypotheses, hierarchical organization, utility
estimation of actions and independence of belief, and order of evidence
aggregation were pointed out in Section 3. Not all applications will
benefit from Bayesian inference, but systems that require symbolic
logic across several evidence domains, have potential combinatorial
problems, need to be portable across military theaters or that can take
advantage of hierarchical reasoning may benefit from Bayesian
inference.
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Figure 5. Truth (left) compared with IES/BTI results (right) for four
different levels of unit activity (strength). Hulls with two "legs" are the
convex perimeter of a battalion. Hulls with one "leg" are the convex
perimeter of a company. Hulls with no "legs" are the convex perimeter
of a element. Note for IES/BTI results overlapping hulls indicate
competing hypotheses with similar belief and the IA is left to resolve
the unit extent.
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Hierarchical reasoning was another big winner. Hierarchical
reasoning matches well with Bayesian inference and is necessary in
near-real time systems to quickly produce results as exhaustive
evaluation is too costly. Hierarchical reasoning is needed in the high
speckle SAR environment where applying detailed models against
hypotheses without prior coarse evaluations leads to phantom matches.
Hierarchical reasoning avoids rejection of true units by allowing the
hypotheses to be kept and confirmed at a coarse level even if it fails to
successfully refine into a more detailed hypotheses, while allowing
pruning of poor hypotheses as evidence against them builds up.

4.2 IDEAS THAT FELL SHORT IN IES/BTI

Our ideas that fell-short include: image-to-map registration,
formation pattern matching and automatic target recognition.

Image-to-map registration failed as it misuses map derived data.
Maps were never meant to serve as a basis of photogrammetric control
but people need to register imagery to the earth, and maps are often
the only terrain product available. Maps contain "cartographic licence"
which alters the metric relationships between features, thus introducing
registration errors. Cartographic licence is needed in map making to
produce clear maps. Thankfully, DMA is producing image derived
products (video point positioning data base (VPPDB) and some interim
terrain data (ITD)) which do not contain the cartographic licence
inherent in maps. Anyone contemplating image-to-map registration
might pursue image-to-VPPDB as a more likely candidate for success.

Formation pattern matching did not meet our expectations in both
military theaters for two different reasons. In Europe, forces moved a
lot and didn't reflect classical formations (V, line, six up one back, etc)
when in movement, halted near a road or in assembly. In South West
Asia all units tended to have similar patterns or no pattern regardless
of forces present. Finally, regardless of theater, missing vehicles within
the pattern greatly reduces the value of the "match". However, pattern
matching is effective for units such as artillery, where physics
encourages them to form regular patterns.
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Automatic target recognition (ATR) also fell short of expectations.
ATR promises accurate unit typing and accurate unit verification.
IES/BTI does not currently use an ATR for two main reasons: ATR is
currently to slow to meet IES/BTI timelines and ATR rarely
discriminate against all the vehicle classes/types needed in a real-world
battlefield environment. As ATR matures IES/BTI will surely include
them..
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1. Introduction
The U.S. Army is concerned about the survivability of military systems employ-

ing semiconductor devices in high transient radio frequency (rf) environments such
as high-power microwaves (HPM) and nuclear-generated electromagnetic pulse
(EMP). Understanding the nature and causes of the damage induced in electronic
semiconductor devices by transient electromagnetic fields is an issue of central
importance to assessing the long-term survivability of such devices and to harden-
ing them. This damage is associated with drastic changes in the electrical character-
istics of the devices, which occur during uncontrolled breakdown processes.

Apart from detailed electrical characterization of the devices before and after
breakdown, investigations of the nature of the resulting damage have been largely
limited to optical microscopy and scanning electron microscopy (SEM) studies (for
example, see Ricketts et al [11). By nature, optical and SEM studies can reveal modifi-
cations only in the surface morphology of the metallization and are not sensitive to
subsurface damage. SEM of cross-sectionally bevelled specimens can reveal some
information (for example, regarding distribution of chemical species), but it cannot
give a reliable indication of the distribution of damage throughout the epilayer
region. Transmission electron microscopy (TEM) is generally not routinely appli-
cable in such studies for two reasons: (1) the technique is destructive by nature, since
thin specimens must be prepared (potentially removing some of the damaged re-
gions distributed throughout the thickness of the device) and (2) the technique has a

421



FAZI, DUDLEY, WANG, GORDON-SMITH

very small field of view, making it very difficult to prepare specimens specifically
containing the localized damaged areas. In order to reveal such subsurface damage,
a nondestructive technique capable of high strain resolution is desirable. X-ray
diffraction topography provides a potential solution, although in either transmission
or conventional Bragg geometries, sensitivity to distortions located only a few mi-
crometers below the surface of a crystal is very limited. However, employment of
grazing Bragg-Laue geometries enhances the near-surface sensitivity of the tech-
nique. The versatility of the technique in these geometries is greatly enhanced by the
application of synchrotron white radiation, with its tunability and high brightness
(see Yao et al [2]).

The use of synchrotron x-ray topography to image the damage created during
rf-induced failures in semiconductors has already been proven to be an important
diagnostic tool in understanding rf hardening techniques and failures in semicon-
ductors (see Dudley et al [3]). Unlike conventional x-ray sources, the synchrotron
radiation source can produce area-filling beams of highly collimated white x-rays.
The large beam area, coupled with high intensity, make it possible to record many
images simultaneously (comprising a Laue pattern) with exposure times of just a
few seconds. Transmission geometries enable bulk strain distributions in the crystal
to be revealed, while the use of grazing-incidence Bragg-Laue geometries reveals
detailed information of local strain distributions as a function of depth.

This paper is a preliminary report of results of a synchrotron x-ray diffraction
topographic investigation of damage deliberately induced in pn junctions on silicon
by high-power microwave sources and video pulses of 3 gs and 200 ns duration.
Information obtained from x-ray topographs is compared to that obtained from
optical micrographs. Observed differences are discussed, and the superior nature of
the information afforded by the x-ray technique is demonstrated.

2. Experimental Results
Specimens used in these experiment were fabricated at the U.S. Army Harry

Diamond Laboratories. Samples consisted of arrays of diodes of different shapes and
sizes on 2-in. diameter (111) silicon wafers. The wafers consists of a 12-gm-thick
N-type epilayer on a 0.01-in. thick N+-type substrate, with an epilayer doping level
of 1015 impurities/cm 3 . The use of wafers rather than individually packaged devices
facilitated the testing and subsequent simultaneous imaging of statistically signifi-
cant numbers of devices which had undergone identical processing. A cross-
sectional view for a pn junction is given in figure 1. We induced breakdown in
selected 300-pgm-diameter circular junctions by direct injection of a single 3-ps-
duration or 200-ns-duration unipolar pulse of reverse polarity. This was achieved
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Metal contact for integrated
planar devices •

P~~~weJJ~~ (1lmJ I Nepi layer (12 gm'r)
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J N+ silicon 
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Figure 1. Cross-sectional view of a pn junction used in integrated planar devices.
Contacting P+ well with a metal line induces failures at this interface, as arrow
indicates failure location. Discrete semiconductor devices usually do not rely on
this type of contact, hence may be less susceptible to failure.

with the use of a coaxial probe technique developed by Fazi [4]. The amplitude was
increased until permanent changes in the breakdown voltage were observed on a
curve tracer. HPM breakdown was induced in selected triangular junctions of the
same surface area as the circular ones. The purpose in switching topology for the
HPM test was to induce failures with the lowest possible pulse amplitude, since
high electric field at the corners would induce failures there. It did not; instead, it
was surprising to observe that the induced failures for both topologies, driven by
HPM and video-pulse-type waveforms (narrowband and wideband) occurred only
between the metallic interconnect and the pn junction, as indicated in figure 1 by an
arrow showing the failure location. For discrete devices, the failure location has been
observed to occur randomly around the P+ well, and the failure levels are propor-
tional to the junction volume. If the failure is attributed only to an edge effect, the
modeling is no longer a three-dimensional issue. The correct physics must be taken
into account when setting the boundary conditions for the damage modeling codes.
Based on this preliminary observation, one may wonder if planar technologies
(including very-high-speed integrated circuits and microwave monolithic integrated
circuits) may be inherently more vulnerable to rf burnout than discrete vertically
structured devices.

We carried out white-beam transmission and variable-penetration-depth topo-
graphic imaging in grazing Bragg-Laue geometries using the white-beam camera on
the Stony Brook Synchrotron Topography Beamline (X-19C) at the National Syn-
chrotron Light Source (NSLS), Brookhaven National Laboratory. The variable-
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penetration-depth grazing Bragg-Laue imaging was carried out using methodolo-
gies that can be found in the literature [2,5-8].

Figures 2 and 3 show optical and x-ray topographic images recorded in the
grazing Bragg-Laue geometry from two 300-gm-diameter circular diodes following
breakdown induced by pulses of 200 ns and 3 ps duration, respectively. Note that
several features are visible in the second optical picture that can be interpreted as
failures. Only after comparing with the x-ray images can one determine that the
feature at the interface edge is due to a damaging filament (indicated by an arrow).

Figure 2. (a) Optical image, and (a)
(b) x-ray topographic image for an
unfailed 300-lim pn junction. Image
(c) is an x-ray topographic image
recorded in the grazing Bragg-Laue
geometry following breakdown
induced in reverse-bias using a
pulse of 3 ps duration. Arrows point
to damaging filaments. In this
example, failure is evident in x-ray
image, but not in optical image.

(b))

.A
424
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(a) (b)

Figure 3. (a) Optical image and (b) x-ray topographic image recorded in the
grazing Bragg-Laue geometry following breakdown induced in reverse bias using
a pulse of 200 ns duration. Arrows point to damaging filaments. In this example,
failure is evident in both types of image.

Figure 4 shows similar optical and x-ray topographic images recorded from a
triangular diode of equivalent surface area following HPM-induced breakdown. The
purpose of changing to a triangular topology is to attempt to induce failures at the
sharp corners due to high field-induced breakdown. Again the failure occurred at
the metal-to-junction interface (indicated by an arrow).

3. Conclusion
It appears, from the limited data taken so far on planar epitaxial devices, that rf

transients of either narrow-band or wide-band type may induce filamentary failures
at the interface where the metallic line contact and the junction meet, as shown in
figures 2(a) and 3(a) by the arrows. This poses a dilemma when one needs to esti-
mate the rf failure levels for a certain device, or the requirements of a Zener protec-
tion circuit for a VLSI circuit. Did the junction or transistor itself fail, or is the device
shunted by a shorted path caused by a filamentary breakdown at the aforemen-
tioned interface, or both?

When failures occur only at this interface, improving either the junction topol-
ogy and size or the metallic contact alone will not necessarily reduce the susceptibil-
ity of the device to rf transient burnout. Although efforts can be made to avoid sharp
corners on the surface junction topology, it is also necessary to consider the effects of
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Figure 4. (a) Optical image and(a
(c) x-ray topographic image
recorded in grazing Bragg-Laue
geometry following high-power-
microwave-induced breakdown.
Arrows point to damaging
filaments. Image (b) is an x-ray
topographic image for an
unfailed triangular junction.

(b) (C)

77 0

4'4

similar topologies from the cross-sectional point of view (which may be easily for-
gotten since this view is not readily observable).

In light of our results, it would not be surprising that two equal devices, one
being a planar device and the other a vertically structured device (i.e., a 1N4148
silicon diode and equivalent size planar device), would fail at different rf power
levels. This suggests important limitations on any rf burnout model or code, and
that rf failure data for planar integrated devices in component reliability databases
may be suspect.

Another important observation made when the x-ray results were reviewed is
that surface evidence of failure, as seen optically, may not correspond with the
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extent and location ot crystal damage. Some devices actually failed that showed little
or no surface evidence, yet had catastrophic crystal damage that only x-ray topo-
graphic imaging could reveal. Figures 2 and 3 show the comparison of optical micro-
graph and x-ray synchroLron images of the rf-induced failure in a 300-gpm-diameter
silicon planar pn junction. Note the characteristic contrast feature associated with the
filament.

In figure 2(a) one can observe three spot-like features on the metallization: one
not too far from the center of the circular anode, a second one in the square contact
pad (this corresponds to the position of the probe contact), and a third one at the
metal junction interface, as shown by the arrow. Of the two spots observed within
the junction region, the one near the center is only a surface defect on the metalliza-
tion, while the other (indicated by the arrow) is the visible portion of a filamentation
channel which has a region of severe latticc damage associated with it just below the
surface. Employing the grazing Bragg-Laue geometry, with its variable penetration
depth, enables one to conclude that the maximum lattice distortion occurs closer to
the surface than to the internal interface between the substrate and the epitaxial
region of the junction (see Dudley et al [4]).

Damage induced by HPM waveforms shows a similar pattern. Figure 4(a)
reveals what appears to be a filament at the interface between the metal contact and
the diode itself. Comparison between the x-ray topographic contrast features associ-
ated with this filamentary feature (on fig. 4(c)) and those observed from filaments
induced in reverse bias reveals this similarity.

Although the synchrotron has not previously been used to probe active semi-
conductor devices, our research shows that the synchrotron is a unique and power-
ful diagnostic tool to image failures in semiconductor devices. This research tool is
unique in spotting failures that are not visible to ordinary surface imaging methods.
Based on these capabilities, it is now possible to better assess the susceptibility of
different semiconductor technologies to rf-induced failures and understand how to
improve the hardening of electronic systems. This work is continuing and is also
probing new technologies such as silicon carbide (SiC) and GaAs, thus contributing
to our understanding of the nature and causes of the damage mechanisms for the
primary semiconductor technologies-an essential requirement for assessing the
long-term survivability of battlefield assets employing electronics. This work thus is
directly relevant to Army concerns for the survivability of future military systems
employing semiconductor devices in high transient rf environments, such as HPM
and EMP.
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I. Background

A survivability enhancement program for an Army air defense missile system was the

origination of the work discussed here. In a battlefield environment survivability test

series, the missile system reacted violently to a threat stimulus. The system sustained

sufficient damage to represent a loss of both system and crew. Following this unacceptable

performance, a survivability working group (SWG) was established to develop, investigate,

and demonstrate potential survivability enhancements. The solid propellant rocket motor

and high explosive (HE) warhead were the missile components which posed the greatest

risk to the system and crew survivability. The rocket motor by virtue of its larger size,

correspondingly larger volume of energetic material and the more sensitive nature of its

composition, was considered the most vulnerable missile component.

The rocket motor consists of a filament wound, S-glass composite case with a nominal

wall thickness of 0.089 inch. The case is lined and insulated prior to propellant casting.

The liner is a two part system of neoprene and polyvinyl. The insulation, a styrene-

butadiene rubber (SBR) has a thickness of 0.015 inch. The propellant is a hazards class

1.1, minimum smoke, cross-linked, double-base formulation containing cyclotrimethylene

trinitramine (RDX). The rocket motor contains approximately 40 pounds of this detonable

material.

State of the art technology did not offer an alternative to the detonable material which

was capable of providing the required missile performance. Therefore, it became the focus

of the working group to develop mitigative techniques involving external barriers to protect

the energetic missile components from external threat stimuli. It was agreed that certain

threats such as a shaped charge could not be defeated or mitigated significantly without

completely redesigning the missile system. As redesign was an unacceptable solution,
artillery was selected as a representative, yet defeatable threat stimuli.
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In order to develop survivability improvements, it was necessary to define the level of
protection required to prevent detonation of the missile's energetic components. By
characterizing the sensitivity of the rocket motor and warhead, performance requirements
for armoring concepts could be established. By armoring to realistic requirements, an
optimized system providing maximum protection with minimal adverse impact on the
system as it is currently designed could be achieved. In the past overly conservative and
unrealistic protection requirements have hampered the development and implementation of
armor and other survivability enhancement concepts.

As a member of the working group, the author was tasked to provide a
characterization of the rocket motor's sensitivity to fragment impact for use in evaluating
potential armor concepts. This characterization had to be accurate, timely and cost
effective. Previously proposed test plans involved full scale motors subjected to fragment
spray from detonating artillery shells. These tests are costly, time consuming, and often
yield ambiguous results. In this instance, the cost of a full scale motor, off the production
line, was $14K. Artillery shells do not fragment in perfectly repeatable patterns, therefore
every test is basically unique. Ten and more tests were suggested to obtain a good
statistical data base. This would require a minimum of $140K in rocket motor test assets
alone.

Testing of this nature requires high speed instrumentation as well as manual data
acquisition. Both increase test time and cost. High speed cameras are required to record
the impact and any resulting reaction. The films must then be reviewed to ascertain the
number of fragment impacts, location of impacts, fragment velocity at impact, fragment
shape and orientation at impact as well as the time to reaction and nature Uf reaction. This
can be a tedious, time consuming, subjective task. If the test article does not react, the
impact sites must be located, counted, mapped, the depth of penetration measured, and if
fragments are recovered, their geometry and mass recorded. From this collection of data,
generalized statements are made relating the reaction of the test article to impact by various
size/mass distributions of fragments from specific artillery shells.

II. Characterization Procedure

The author proposed an innovative, more efficient alternative characterization
procedure. This proposed procedure involved the application of experimental and
analytical techniques developed for explosives. While these tools have been widely used in
the explosives industry, they have not been applied to Army solid propellant rocket motors.
The proposed method was a four step process. The first step was to obtain equation of
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state data on the solid propellant involved. In the second step, this data is used to conduct
hydrocode simulations of fragment impact on the rocket motor. The simulation results can
then be used to design a test plan tailored to provide a characterization of the detonation
threshold for several fragment masses/geometries. Finally, ir, '. '-,urth step, fragment
impact tests are conducted to verify simulation results, further quantify critical
mass/velocity combinations which result in motor detonations and provide a required level
of protection to evaluate armor candidates against. This characterization procedure was
completed within 4 months at an estimated total cost of less than $150K.

A. Step One: Propellant Sensitivity Testing

The first step was to experimentally characterize the shock sensitivity of the solid
propellant so that it could be numerically modeled. This was done by conducting a series
of wedge tests. The specimen configuration, shown in Figure 1, is milled from propellant
slabs as illustrated in Figure 2. The propellant wedge is then subjected to a planar shock
wave by a donor charge detonation. A streak camera is used to monitor the progression of
this wave up the angled face of the wedge. Donor charges are designed to introduce shock
pressures of specific magnitudes. If the pressure is sufficient, the shock will transition to
detonation. The streak film records both the distance the shock wave traveled before
transitioning, and the speed of the wave. A series of tests were conducted over a range of
input pressures. The input pressures are plotted against the associated run distances to
yield a Pop plot. The shock Hugoniot, shock velocity-vs-particle velocity, is also obtained
from wedge test data. The results for the solid propellant tested in this program are shown

7-J
1.0i

,300

Figure 1. Wedge Specimen Configuration Figure 2. Wedge Specimen Preparation
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in Figures 3 and 4. These tests were conducted by Mr. Frederick Sandstrom at the Center
for Explosives Technology Research of the New Mexico Institute of Mining and
Technology in Socorro, New Mexico.
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Figure 3. Propellant Pop Plot: Pressure-vs-lun Distance
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Figure 4. Propellant Shock Hugoiiiot: Shock Velocity-vs-Particle Velocity
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B. Step Two: Hydrocode Simulations

Experimentally determined Pop plot and Hugoniot relations serve as inputs into a
hydrocode simulation of impact scenarios. The hydrocode used in this exercise, 2DE, was
developed at Los Alamos National Laboratory. 1 It is a Eulerian hydrocode which has
been interfaced with an initiation code known as Forest Fire. Early attempts to model the
propagation of shock waves treated all materials as fluids by not including strength effects.
The term, hydrocodes, is a carry over from these early computer codes.

2DE, as are all hydrocodes, is based on classical continuum mechanics, that is
conservation of mass, momentum, and energy. It is a two-dimensional, finite element
(FE) code which uses a spatial representation of the problem. As such, the FE grid
remains fixed throughout the calculations while material, momentum and energy are
allowed to flow across cell boundaries. As time progresses, the code computes velocity,
pressure, mass, density, etc., by applying the Eularian form of the conservation equations
as quantities of energy, mass and/or momentum flow in and out of the cells. 2

In applying hydrocodes to explosives, additional input data is required to relate the
explosive's material properties, density and internal energy, to pressure. Therefore, an
equation of state for both unreacted and reacted material is required. The Forest Fire
model utilizes the equations of state and the Pop plot, from wedge test data, to determine
the reaction of an impacted material and the rate of explosive decomposition as a function
of impact pressure. Forest Fire was written to predict the initiation and propagation of
detonations in heterogeneous explosives. When an explosive is impacted with sufficient
velocity, the induced shock pressure results in the decomposition of the explosive. This
decomposition adds energy to the shock and detonation occurs. 3

The numerical simulations conducted for this program modeled the impact of a
fragment simulating projectile (FSP) on the rocket motor. The FSP was chosen over a 1/2
inch cube fragment because of the standard use of FSPs in armor evaluation. Candidate
armors were to be tested against fragment mass/velocity combinations determined from the
rocket motor testing. Consistency of the fragment geometry between the two experimental
programs was therefore desirable. The FSP is also designed to be shot with standard
powder guns and barrels. This simplifies the launching procedure for the experimental
programs. The fragment geometry, material, and manufacturing are specified in MIL-P-
46593A (Ord).
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Three FSP sizes were chosen to obtain detonation threshold velocities for the rocket
motor across a band of fragment masses. The three FSPs used were a 44 grain(or caliber
30), a 207 grain (or caliber 50), and a 830 grain (or 20 mim). Figure 5 illustrates the
geometry of the 207 grain FSP which is then scaled for the other fragment masses. All
three FSPs are shown in Figure 6. The 2DE simulations were conducted by Dr. Tom
Cost, Athena Engineering Company, and yielded the following detonation threshold
velocities for the rocket motor. The 44 grain fragment required a velocity of 7743 ftlsec to
detonate the motor. The 207 grain required 4255 ft/sec, and the 830 grain required
2502 ft/sec.

.562 in

T/

/ .

Figure 5. Fragment Simulating Projectile Configuration

Figure 6. FSPs used in Motor Impact Testing
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C. Step Three-Test Plan Development

From previous experience, it was known that a test article with a L/D of one or
greater was sufficient to yield the same type of response to impact as a full scale motor. It
was therefore recommended to dissect full scale motors into thirds. This reduced test costs
and provided more test specimens. Non-deliverable rocket motors with discrepancies in
the position of the wiring harness were available from the motor manufacturer. These
were purchased at a reduced price. The discrepancy in the wiring harness would not
affect the motor response to fragment impact. Therefore these motors were acceptable for
this test program. The purchase of these motors resulted in additional program cost
savings.

The motors were dissected using a remotely operated, high-pressure grit blast
technique. Each motor section was then fitted with two, 1-inch thick, aluminum end plates
held by four steel tie rods. The sections were potted in place. One plate contained a one
inch dia. hole to serve as a nozzle, providing venting while maintaining internal pressures
sufficient to sustain a reaction. The test vessel configuration is shown in Figure 7.

Figure 7. Rocket Motor Section Test Article

Vulnerability assessments conducted for this missile system were based on the
assumption that any fragment with a velocity of 1250 ft/sec or higher would cause the
rocket motor to detonate. Based on experience, previous tests with this system and the
hydrocode results, this assumption was believed to be overly conservative. Therefore, it
was not used as the starting velocity for the experimental motor impact program. Rather,
the test plan to experimentally characterizate the rocket motor's impact sensitivity was
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designed to start with the 207 grain fragment at a velocity of 4000 + 20 ft/sec. The
following shots were planned at 300ft/sec increments until the response went from no
detonation to detonation, or vice versa. Once the response change was achieved, the next
shots would be at a velocity halfway between those resulting in the two different reactions.
This 'splitting the difference' proceeds until the detonation threshold velocity is determined
to within a maximum of 50 ft/sec. This technique is the quickest way to zero in on the
desired value, saving both time and test assets. The same procedure would be repeated for
the 830 grain FSP. The starting velocity, based on numerical simulation results, would be
2500 + 20 ft/sec.

The predicted detonation velocity for the 44 grain FSP is above the capability of the
caliber 30 powder gun. Therefore, it was recommended that the starting velocity be the
maximum velocity achievable with the standard caliber 30 gun hardware. Further testing
would be based on the velocity achieved and the motor response at this velocity. It was
expected that the predicted velocity for the 44 grain FSP could not be verified
experimentally without switching to a larger barrel and saboting the fragment. The utility
of such an exercise would be determined following the completion of all other FSP shots.

D. Step Four: Rocket Motor Impact Testing

The rocket motor fragment impact tests were conducted at the New Mexico Institute of
Mining Technology in Socorro, NM. The test set up is shown in Figure 8. Two blast
gages were placed 10 feet in front of the test article, one on each side, along 450 angles.
Two high-speed cameras were used to record impact and motor response. In addition, two
real time video recordings were taken during the entire test procedure. Fragment velocities
were determined with a Doppler radar as well as multiple velocity screens. The break
screens used to determine velocity, also provided information on the orientation of the
fragment by the petalling pattern left around the hole as the fragment penetrated the screen.
Table I contains a summary of the fragment impact velocities and associated motor
response for the 207 grain FSP. Figures 9 through 11 show representative examples of
the motor responses obtained during this fragment testing. Figure 9 shows a motor which
was penetrated by the fragment, ignited and as a result burned quiescently. Figure 10
shows a motor section which was penetrated by a fragment with no subsequent reaction.
Figure 11 shows the aftermath of a motor section which detonated upon impact. As
expected, there were no recoverable materials from the motor section, witness plate, or test
stand following a detonation.
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Figure 8. Fragment Impact Test Setup

Figure 9. Rocket Motor Burn Response Figure 10. Rocket Motor with No Response
to Fragment Impact to Fragment Impact
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W

Table 1. Test Results for 207 grain FSP

Impact Velocity Reaction
3944 Burn
4016 No Reaction

4050 Burn
4083 Burn
4283 Detonation
4300 Burn
43216 Detonation
4 547 Detonation

'rie detonation threshold velocity for the 207 grain F-SP w,,as determined to be
4313 ft/sec. The detonation response at the lower velocity, 4283 ft/sec. ,as due to

fragment tumbling at Impact. Difficulties in reaching the desired velociti2s were

encountered with the FSP. 'rie require(] shot velocities were well above the normal
mu1LIzzlm velocity of a caliber 50 -un, which the FSPs were designed for. The additional
pressure required to achieve the higher velocities exceeded the shear strenith of the

fragment obtUrator. When the obturator failed, pressure was allowed to leak past the
fragment, thus lowering the shot velocity. This problem was overcome by modifying the
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fragments. The obturator was removed and a polypropylene pusher plug was attached to
the rear of the fragment. This modification facilitated more predictable and repeatable shot
velocities with only a slight drop in the total fragment mass. The modified fragment
configuration is shown in Figure 12.

Figure 12. FSP Modified Configuration

Table II contains a summary of the impact velocities and associated motor response for
the 830 grain FSP. Seven shots were required to determine the detonation threshold
velocity of 1900 ft/sec. With this large fragment the motor response was limited to 'no
response' or 'detonation'. The fragment impact did not induce burning at velocities below
the threshold value as was seen with the 207 grain FSP. Examining the motor sections
which were impacted with no response, showed no indication at the entry site or along the
bore surface of localized ignition or burning.

Table II. Test Results for 830 grain FSP

Impact Velocity Reaction
1767 No Reaction
1840 No Reaction
1853 No Reaction
1872 No Reaction
1928 Detonation
2036 Detonation
2700 Detonation

Only two shots were conducted with the 44 grain FSP. As discussed previously, the
predicted detonation threshold velocity was too high to verify experimentally with a
standard set up. The maximum explosive powder load for the caliber 30 gun was used,
which yielded impact velocities of 4858 ft/sec and 4965 ft/sec. In both instances the

439



FISHER

fragment failed to exit the motor section. The hot fragment embedded in the propellant
web, causing local ignition which spread relatively slowly to the bore surface, igniting the
rest of the motor. This is evidenced by the video which shows chuffing at the entry hole
for several seconds, then flames appearing in the entry hole, followed shortly by smoke
and flames exiting the simulated nozzle. Both motor sections burned for approximately 6
minutes, which was three times the length of burn experienced with the 207 grain
fragment. Due to the benign reaction of these two shots and the good correlation between
predicted and experimental results for the 207 and 830 grain FSPs, it was decided to
suspend further testing with the 44 grain fragment. It was also noted that the predicted
detonation threshold velocity, 7743 ft/sec, was well above the fragment velocity from
artillery threats of interest to this program.

III. Application of Characterization Results

The rocket motor impact test program served three major purposes. First, it provided
a timely, accurate, and cost effective characterization of the motor's sensitivity to fragment
impact. This data was used to correct and update vulnerability analyses for the missile
system. The previously discussed detonation velocity of 1250 ft/sec was proven to be
overly conservative and invalid for survivability enhancement studies.

Secondly, the experimiental program validated the results of the numerical simulations.
Figure 13 shows the predicted detonation threshold velocities plotted as a function of
fragment mass. Also shown are the experimentally determined values. For the 207 grain
FSP, the predicted value was 1.3 percent lower than the experimental result. For the 830
grain FSP, the predicted value was 24 percent higher than the experimentally determined
velocity. These are good correlations between analytical and experimental results of this
nature. The results from the hydrocode calculations were certainly more accurate than the
detonation threshold velocity value used prior to this test program.

The third and primary goal of the rocket motor impact test series was to provide a
criteria against which to evaluate potential armor solutions. The test program was
successful in meeting this goal. The candidate armors were tested with the 207 grain FSP
at a velocity of 5000 ft/sec. This fragment mass/velocity combination was above the
threshold value for the rocket motor and provided a measure of the effectiveness of the
armors at reducing the mass/velocity to below the critical value. Armors which were
successful at reducing the mass/velocity to values below the detonation threshold offered
potential survivability enhancement for the system.
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Figure 13. Rocket Motor Detonation Threshold Velocity:
Critical Velocity-vs-Fragment Mass

IV. Conclusions

As part of the survivability enhancement program for an Army missile system, an
innovative methodology for characterizing the response of a solid propellant rocket motor
to fragment impact was demonstrated. This methodology combined experimental
techniques developed for high explosives with an analytical tool derived from basic
continuum mechanics.

Wedge tests were conducted on the solid propellant to evaluate the shock sensitivity of
the material and to derive its equation of state. The experimentally determined parameters
were then input into 2DE, a two-dimensional hydrocode, to conduct numerical simulations
of impacts against the rocket motor. The hydrocode analyses were used to predict the
impact velocity required for a specific projectile configuration to initiate a detonation in the
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rocket motor. With these predicted velocities, a test plan was tailored to experimentally
characterize the detonation threshold for the rocket motor and significantly reduce the
number of tests and assets required. In this program, the experimentally determined
detonation velocities correlated well with the predicted values thereby offering validity to
the application of these procedures.

Application cf this methodology offers numerous advantages. As demonstrated in this
program, this procedure is a viable alternative to the time consuming and costly
experimental programs normally used to characterize the response of a solid rocket motor
to fragment impact. It also provides a procedure to screen developmental propellants, in
terms of their shock sensitivity, prior to committing them to significant production scale
up. The combination of testing and modeling utilized here also provides a more accurate
data base for designers to use in investigating mitigative techniques such as shields or
armors to enhance system survivability. In addition, the procedure demonstrated here
offers a tool for the evaluation of fragment and bullet impact response of solid rocket
motors fcr Inýensitiv,_ Munitions (IM) considerations. This procedure offers to IM
investigators, as it did to the SWG, a more cost-effective and timely means of
characterizing the response of a solid propellant rocket motor.

V. Future Plans

The success of this innovative methodology which was implemented as part of a
survivability enhancement program has sparked interest in its use on other Army systems
currently involved in similar activities and as a tool for IM modeling. To further
investigate, validate, and improve the effectiveness of this characterization procedure,
several follow-on efforts are being planned. The first will include additional modeling and
testing of the currently characterized solid propellant against different fragment geometries.
Characterization of the shock sensitivity, through wedge testing, of additional Army
propellants as well as developmental IM type propellants is underway. Other hydrocodes,
both one and two-dimensional, will be evaluated as to their modeling and predictive
capabilities. The most effective and useful codes will then be brought in-house to provide
researchers with an accurate modeling tool for impact scenarios.
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ABSTRACT: Inhalation anthrax is a rare disease that is almost
invariablyfatal, by this study, we deteriined whether a prolonged-cmrse
of post-exposure antibiotics with or without vaccination would protect when
the drug was discontinued. Rhesus monkeys were exposed to a lethal aerosol
dose of Bacillus anthracis. Beginning 1 day after exposure, groups of 10
animals were given penicillin, ciprofloxacin, doxycycline, doxycycline plus
vaccination, vaccination alone, or saline. Antibiotics were administered for
30 days and then discontinued. Vaccine was given on days 1 and 15
postexposure. Two animals died of causes other than anthrax and were not
included in the statistical analysis. Nine of 10 controls and 8/10 animals given
vaccine alone died. There were no deaths due to anthrax in any antibiotic-
treated animal while on therapy. Each antibiotic regimen provided
significant protection upon discontinuance of the drug (penicillin, 7/10
survived, P<0.02; ciprofloxacin, 8/9 survived, P<0.002; doxycycline, 9/10
survived, P<0.002; doxycycline plus vaccination, 9/9 survived, P<0.0002).
Thus, post-exposure treatment of inhalation anthrax with antibiotics for 30
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treatment and provided significant long-term protection upon discontinuance
of therapy. Protection against re-challenge was provided by combining post-
exposure antibiotic treatment with vaccination.
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Anthiax is a zoonotic infection, mainly of herbivores, caused by
Bacillus anthracis. Humans become infected by contact with infected animals
or contaminated animal products. Anthrax begins by introduction of the
spore through: 1) the skin producing cutaneous anthrax, 2) the
gastrointestinal tract causing oropharyngeal or gastrointestinal anthrax, or 3)
the respiratory tract causing inhalation or mediastinal anthrax. The
inhalation form of the disease was first recognized in the 19th century during
the Industrial Revolution with the development of the textile and tanning
industries and was one of the first occupational pulmonary diseases
identifiedl. Workers in these industries were exposed to high concentrations
of anthrax spores in the air, which were generated by the processing of
contaminated wool, hair, or hides2. Presently, inhalation anthrax is
extremely rare, with approximately 30 cases reported in this century, most
often associated with industrial exposure to spores 3,4 . Inhalation anthrax
has been almost uniformly fatal because of the difficulty in establishing the
diagnosis and the rapid progression of the disease. Previous experimental
studies demonstrated that treatment with penicillin for 5 or 10 days,
beginning 1 day after aerosol exposure of rhesus monkeys, was protective
during the drug therapy, but animals died when the antibiotic was
discontinued5. Long-term protection was afforded only by combining
penicillin therapy with post-exposure vaccination. Recent events in the Gulf
War heightened the awareness of the possibility of using anthrax as a
biological weapon. For this reason, we determipred whether a more
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prolonged course of antibiotic therapy with or without vaccination, begun
after an aerosol exposure, could protect animals fiorn lethal inhalation
anthrax. We also determined if any long-term survivors were immune upon
subsequent re-challenge.

Materials and Methods
Bacterial strain preparation, animals, and aerosol exposure.

Bacillus anthracis Vollum I B spores-were-prepared and stored as previously
described, except for the- omission of centrifugation through Renografin
gradients6. On the day of the experiment,-spores were diluted in sterile
water, heated at 60'C for 45 min, and then kept 3n ice. Rhesus monkeys
(Macaca mulatta) of both sexes, weighing from 5.8 to 13 kg& were
anesthetized with tiletamine/zolazepam (3 mg/kg, A. H. Robins Co.,
Richmond, VA) and exposed in a head-only 1 ft.3 plexiglass chamber
contained within a Class HI biological safety cabinet to an aerosol generated
with a Collison nebulizer for 10 rain followed by a 5 min air wash. The
mass median diameter of the particles generated was 1.211M as determined by
cascade impacter and aerodynamic particle sizer (Model 3310, TSI
Incorporated, St. Paul, MN). The concentration of bacterial spores in the
aerosol was determined during exposure for each monkey by sampling the
aerosol with an all-glass impinger. The minute respiratory volume was
measured on each anesthetized animal immediatel- before exposure. In the
first challenge experiment, animals were exposed to an inhaled dose of
4.0 +/- 1.6 x 105 spores (mean +/- SD), corresponding to approximately 8
LD5o [5, Welkos, S. L. et al., unpublished data]. All survivors from the first
experiment were re-challenged by aerosol with an inhaled dose of 2.6 +/- 1.4
x 106 spores corresponding to approximately 50 LD50 .

Experimental groups. The animals were distributed randomly by sex
and weight in six experimental groups. 1) Controls: 10 animals were given
saline as a control solution intramuscularly every 12 hours, beginning 1 day
after exposure. 2) Penicillin: 10 animals were given procaine penicillin G
intramuscularly at a dose of 180,000 units (0.6 ml) every 12 hours,
beginning 1 day after exposure and continuing for 30 days. 3)
Ciprofloxacin: 10 animals were given ciproflcxa-in at a dose of 125 mg (in
5 ml H20) by orogastric tube every 12 hours, beginning I day after exposure
and continuing for 30 days. 4) Doxycyclir'-: 10 animals were given
doxyLycline at a dose of 30 mg (6 ml) by orogastric tube every 12 hours,
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beginning 1 day after exposure and continuing for 30 days- 5) Doxycycline
plus vaccination: 10 animals were given doxycycline at a dose of 30 mg (6
ml) by orogastric tube every 12 hours, beginning 1 day after exposure and
continuing for 30 days. They were also given 0.5 ml of the human anthrax
vaccine (Michigan Department of Public Health, lot #FAV001) on days 1 and
15 after the aerosol exposure. 6) Vaccination: 10 animals were given 0.5
ml of the human anthrax vaccine on day 1 and, if still alive, on day 15 after
the aerosol exposure. They were also given water by orogastric tube every
12 hours, beginning 1 day after exposure and -continuing for 30 days.
Animals given ciprofloxacin, doxyoycline or vaccination were anesthetized
with tiletamine/zolazepam (3 mg/kg) every 12 hours in order to give the
medication by orogastric tube. After 30 days of treatment, antibiotics were
discontinued and the animals were- given no additional therapy. Survivors
were re-challenged 131 to 142 days after the initial exposure together with
five additional new untreated controls.

Clinical, microbiological, and pathological studies. Daily blood
cultures were obtained from the untreated controls and vaccination groups
until death or for 14 days. In the antibiotic-treated groups, blood was
cultured every other day until 80% of the controls died, then twice weekly
until day 30 when antibiotics were discontinued, then every other day until
approximately day 60, and then once a week until re-challenge. Blood from
untreated animals was collected in an Isolator 1.5 (Du Pont Co., Wilmington,
DE) and cultured in 10-fold dilutions in triplicate on trypticase soy agar.
Blo Ad from treated animals collected in an Isolator 1.5 was cultured
undiluted and at a 1:100 dilution on trypticase soy agar. In addition, 1 ml
was cultured in a Bactec Peds Plus bottle (Becton Dickinson, Towson, MD).
Blood obtained before and at various times after challenge was analyzed for
IgG antibodies to the anthrax protective antigen by an ELISA with protein A-
horse radish peroxidase (Boehringer Mannheim, Indianapolis, IN) and 2,2'-
azinobis(3-ethylbenzthiazclinesulfonic acid) as substrate (Sigma, St. Louis,
MO). Blood was also analyzed at various times for routine hematology and
biochemistry.

All animals were observed at least twice daily until death. Moribund
animals were killed by deep anesthesia (tiletamine/zolazepam, 6 mg/kg) and
exsanguination. All animals were autopsied. A diagnosis of anthrax was
confirmed in all animals by isolating B. anthracis from the blood. Bacteria
were identified by typical morphology, production of capsule when grown in

448



FRIEDLANDER, WELKOS, PITT, EZZELL, WORSHAM, ROSE, IVINS, LOWE

20% C0 2 , and production of protective antigen as detected by a precipitin
halo when they were grown on agar plates containing antibody to protective
antigen. In some cases, organs were cultured quantitatively. In all deaths in
which antemortem blood cultures were negative, cultures were obtained at
autopsy of the blood, spleen, lung, liver, intrathoracic lymph nodes, and
brain.

Antibiotic sensitivity testing and serum levels. Minimal inhibitory
concentrations (MIC) of the B. anthracis Velium 1B strain were determined
in Mueller-Hinton broth dilutions by using an inoeulum of 2.5-3 x 105/mIl in
tubes and in a microtiter format. The MIC was 0.08 jig/ml for penicillin,
0.08 jIg/ml for ciprofloxacin, and 0.02 jtg/ml for doxycycline. The minimal
bactericidal concentration was 0.32 jig/ml for penicillin and 0.08 pxg/ml for
ciprofloxacin.

Peak levels of antibiotics in the serum were determined 1 hour
(ciprofloxacin) or 2 hours (penicillin and doxycycline) after a dose. Trough
levels were measured 12 hours after a dose for all drugs.

Procaine penicillin G, penicillin G potassium used as a reference
standard, and doxycycline monohydrate suspension were purchased from
Pfizer, Inc. (New York, NY). Powdered doxycycline hyclate for a reference
standard was a gift from Pfizer, Inc. (Groton, CT). Ciprofloxacin tablets
and powdered ciprofloxacin for a reference standard were gifts of Miles
Pharmaceuticals, Inc. (West Haven, CT).

The experiments were carried out under the guidance of the
Veterinary Medicine Division in compliance with the Animal Welfare Act
and other Federal statutes and regulations relating to animals and
experiments involving animals and adhere to principles stated in the Guide
for the Care and Use of Laboratory Animals, NIH publication 86-23, 1985
edition. The facilities are fully accredited by the American Association for
Accreditation of Laboratory Animal Care.

Results
Description of the disease in untreated controls. Nine of the 10

untreated control animals exposed to an inhaled dose of 8 LD5 0 died within 3
to 8 days following the challenge (mean +/- SE = 5.6 +/- 1.1 days). The
animals were ill for 1 to 4 days before death, demonstrating decreased
spontaneous activity, weakness, and anorexia. One animal had a single
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seizure on the day of death and was found to have meningitis on autopsy.
Respiratory distress was observed in only one animal. Bacteremia at levels
of 10 to 105 colony forming units (CFU)/ml, was present for a mean of 1.8
+/- 0.9 days before death. Terminal bacteremias in eight of the nine animals
that died varied from 104 to 109 CFU//ml. The one animal with a low
terminal bacteremia of 2 x 102 CFU/ml had meningitis with 2 x 107 CFU/g
of brain tissue. Five of nine animals had gross findings of mediastinitis and
enlarged intrathoracic nodes with hemorrhagic lymphadenitis. A glistening
edema in the mediastinuxn was also present in several animals. Meningitis
was present in five of nine animals and-was-hemorrhagic in three of the
cases. The one animal that survived never had a positive blood culture.

Antibiotic serum levels. The mean peak and trough serum antibiotic
levels for each of the antibiotics did not vary significantly when measured on
days 5, 9, 20, and 30. The peak levels were at least 10 times the MIC for all
antibiotics and the trough levels varied from 1 times the MIC for
ciprofloxacin to 1-10 times for penicillin and doxycycline (Kelly, D. et al.,
manuscript submitted).

Effect of post-exposure treatment on survival. Survival of the various
treatment groups is shown in Table 1. Eight of 10 animals treated with
vaccination alone died 5 to 10 days after challenge (mean of 7.0 +1-1.5 days);
which did not differ significantly from the untreated controls. The disease in
the group given only vaccine was similar to that in the untreated controls.
Those given vaccine alone were bacteremic for a mean of 1.9 +/- 0.7 days
before death at the same low levels observed in the controls. The degree of
terminal bacteremia and the findings on autopsy were also similar to those
observed in the untreated controls. Of the two vaccinated animals that
survived, one had persistently negative blood cultures while the other had
transiently positive blood cultures on days 5, 11, and 12 at low levels of 10-
20 CFU/ml. Blood cultures in this animal remained persistently negative
after day 12.

We observed significant protection against death in each of the
antibiotic-treated groups. All animals in the penicillin group survived the 30
days while on treatment during which their blood cultures remained
negative. Upon discontinuance of the penicillin, 3 of 10 animals died of
anthrax. Deaths occurred on days 9, 12, and 20 after stopping the penicillin.
In all three cases, death was due to anthrax.
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Table 1. Survival after post-exposure treatment of inhalation anthrax

Anthrax deaths P value (vs control)

Control untreated 9/10

Vaccine alone 8/10 >0.1

Penicillin 3/10 <0.02

Ciprofloxacin 1/9* <0.002

Doxycycline 1/10 <0.002

Doxycycline+vaccine 0/9** <0.0002

*One animal died 5 days after exposure from aspiration pneumonia and had
no evidence of anthrax on autopsy. This animal was excluded from analysis.
A second animal died due to urethral obstruction 73 days after
discontinuance of ciprofloxacin and had no evidence of anthrax at autopsy.
This animal is included in the statistical analysis as a survivor.
**One animal died 6 days after discontinuing doxycycline with no evidence
of anthrax on autopsy. The cause of death remains unknown and the animal
was excluded from statistical analysis.

One of the ciprofloxacin animals died 5 days after exposure to anthrax
from an aspiration pneumonia that developed 24 hours after the inadvertent
introduction of drug into the trachea. All antemortem blood cultures were
negative for anthrax as were the post-mortem cultures of blood, lung, liver,
spleen, and brain. Pathological analysis showed an aspiration pneumonia
with no histological evidence of anthrax in any organ. This animal was
eliminated from analysis as no assessment of the effectiveness of antibiotic
treatment on long-term survival was possible. All other ciprofloxacin-
treated animals survived the 30 days of treatment with negative blood
cultures. One animal died of anthrax with a positive terminal blood culture
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6 days after stopping the antibiotic. This animal also had severe
endometriosis on autopsy. Another animal in the ciprofloxacin group died
73 days after discontinuance of antibiotic. Autopsy cultures of blood and
organs were negative for anthrax and there was no other pathological
evidence of anthrax. This animal died of urethral obstruction due to rubbery
plugs (concretions) in the proximal urethra and bladder. We considered this
animal to be a survivor of the anthrax challenge.

In the group treated with doxycycline alone, all animals survived
during therapy and had negative-blood-cultures.- One animal died of anthrax
28 days after treatment was stopped.

None of the animals treated with doxycycline plus post-exposure
vaccination died of anthrax. One animal in this group died 6 days after
discontinuance of doxycycline, but had no evidence of anthrax on autopsy by
either culture or histologically. Mild myocardial degeneration and necrosis
were observed, but the exact cause of death could not be definitively
determined. The effect of treatment on long-term survival from anthrax
could not be evaluated in this animal and it was eliminated from statistical
analysis.

The gross and microscopic pathological findings in the antibiotic-
treated animals that died of anthrax after discontinuance of the drug did not
differ from those observed in the untreated controls.

The animals that survived exposure to the aerosol challenge were
examined for evidence of an immune response. Sera obtained 131-142 days
after exposure were tested for antibody to the protective antigen component
of the anthrax toxin. As seen in Table 2, none of the surviving animals
treated with penicillin, ciprofloxacin, or doxycycline alone had a
demonstrable immune response. In contrast, the exposed and surviving
animals that had been given vaccine in addition to doxycycline therapy all
developed a fourfold or greater rise in antibody to protective antigen. In
addition, the two surviving animals that had been given vaccine alone also
developed an antibody response to protective antigen. Thus, the only anthrax-
challenged animals to develop an immune response were those that were
vaccinated.
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Table- 2-Serological response to anthrax protective antigen in survivors
after aerosol challenge with anthrax spores

Group >Fourfold rise in antibody titer*

Control untreated 0/1**

Vaccine alone 2/2

Penicillin 0/6

Ciprofloxacin 0/7

Doxycycline 0/9

Doxycycline + vaccine 9/9

*Sera obtained 131-142 days after challenge were tested for antibody to
anthrax protective antigen by ELISA as described in Materials and Methods.
"**Number of animals positive/number of animals tested.

Resistance of surviving treated animals to re-challenge. Surviving
animals were re-challenged with anthrax spores 131-142 days after the initial
challenge. The dose was approximately 50 LD5 0. As seen in Table 3,
significant protection against re-challenge occurred only in the group that
had been vaccinated and treated with doxycycline. There was no significant
protection afforded by antibiotic treatment alone. Not shown in Table 3 is
that the two animals that were given vaccine alone without
doxycycline and that survived the initial challenge also survived the re-
challenge. Thus, the only animals to survive re-challenge were those that
had been vaccinated. These surviving animals have now been observed for 1
year after the re-challenge and have remained free of disease.
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Table 3. Resistance of survivors of post-exposure treatment to re-challenge

Group Anthrax deaths P value (vs control)

Control* 4/5

Penicillin 717 >0.1

Ciprofloxacin 67 >0.1

Doxycycline 919 >0.1

Doxycycline + vaccine 0/9 <0.005

*Controls consisted of five additional animals not previously exposed to
anthrax.

Discussion
The clinical and pathological findings, including the duration of

bacteremia preceding death, which we observed in rhesus monkeys after
aerosol exposure to anthrax spores are consistent with previously reported
studies7,8. The observations are strikingly similar to those reported in cases
of human inhalation anthrax, 3,9,10 which confirms the relevance of this
experimental model. The most striking pathological findings were the
intrathoracic hemorrhagic lymphadenopathy, mediastinitis, and meningitis.

One of the control animals survived the initial aerosol challenge and
appears not to have become infected as all blood cultures were negative and
an immune response to protective antigen never developed (Table 2). There
were two animals in the group given vaccine alone that also survived. One
of these had a positive blood culture with low level bacteremia. This
suggests that post-exposure vaccination alone may occasionally be protective.
It is perhaps more likely that, on occasion, anthrax may not always be fatal
in non-human primates. This is supported by the previous observations that
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two of four chimpanzees exposed to an aerosol of anthrax spores had
transient low-grade bacteremias and survived1 1.

There were three deaths which were not due to anthrax. One of the
ciprofloxacin-treated animals died of an aspiration pneumonia 5 days after
starting treatment and had no evidence of anthrax at autopsy. One animal in
the doxycycline plus vaccine group died 6-days after diseontinuing the
antibiotic on day 36. There was no evidence of anthrax on autopsy and the
cause of death could not be established. These two animals were removed
from statistical analysis as the effect of the-treatment regimen could not be
adequately evaluated. The third animal-was in the ciprofloxacin group and
died 73 days after discontinuance of the antibiotic without any evidence of
anthrax on autopsy. This animal died of urethral obstruction due to rubbery
concretions. The relationship of this finding. to the crystalluria induced by
ciprofloxacin in non-human primates is unclear as the animal had not been
taking ciprofloxacin for more than 2 months. We considered this animal to
be a survivor of anthrax.

Critical to the rational treatment of inhalation anthrax is an
understanding of the initial pathogenesis of the disease. The spore is the
naturally infectious form of the organism. Studies by Ross12 suggest that
inhaled spores are rapidly phagocytosed by alveolar macrophages and
transported by draining lymphatics to the regional lymph nodes where
germination to the vegetative bacillus occurs. With release of bacilli from
phagocytes, there is rapid extracellular bacterial proliferation throughout the
node with subsequent spread locally and to other organs. However, some of
the inhaled spores remain dormant and do not germinate. Most important,
from the perspective of therapy, these spores may remain within the lung for
extended periods of time. Henderson et al. demonstrated that 42 days after
inhalation of spores by rhesus monkeys, 15-20% of the initially retained dose
of spores were still present in the lung5 . The significance of this for therapy
of anthrax was initially appreciated by Barnes as early as 1947, who stated in
reference to penicillin that spores may persist in the tissues and germinate
after the blood level falls13. The previous findings of Henderson et al. on
post-exposure treatment of inhalation anthrax are consistent with this idea.
They showed that animals treated for 5 or 10 days with penicillin remained
free of disease while receiving the drug but died when the antibiotic was
discontinued5 .
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Our experiments clearly demonstrate that more prolonged antibiotic
treatment for a 30 day period results in statistically significant long-term
survival after discontinuance of treatment. Seven of ten penicillin-, eight of
nine ciprofloxacin-, and nine of ten doxycycline-treated animals survived.
This result supports the hypothesis that treatment with antibiotics alone will
be successful if the treatment continues until the level of retained persistent
spores falls to less than the infectious dose. However, the five deaths in
antibiotic-treated animals that were attributable to anthrax, particularly the
animal in the doxycycline group that died 58 days after the initial aerosol
exposure, directly support the concept that spores persist for prolonged
periods in the host. The present data, taken together with the previously-
reported treatment failure with a short course of antibiotics5, suggest that an
even more prolonged course of antibiotics might have prevented all deaths
from anthrax in these experiments. Although the duration of post-exposure
antibiotic treatment required to prevent relapse is likely to be a function of
the initial retained dose of spores, data are insufficient to determine accurate-
ly what the relationship is and how long treatment should be continued.

Our results did show that complete long-term survival, after
discontinuance of antibiotics, occurred when post-exposure antibiotic-
treatment was combined with vaccination. This result confirms the previous
reports of Henderson et al.5 and Lincoln et al.14. The survival of all nine
animals in the doxycycline plus vaccine group did not differ statistically from
that of the animals treated with antibiotics alone. Nevertheless, antibiotics
plus vaccination appears to be the optimal approach to post-exposure
treatment of inhalation anthrax.

The serological response to the initial aerosol challenge was determined
by measuring antibodies to the anthrax protective antigen. As shown in Table
2, none of the animals treated with penicillin, ciprofloxacin, or doxycycline
alone developed evidence of an immune response to anthrax. This suggests
that the antibiotic treatment inhibited significant bacterial growth and
prevented the infection from developing. The only animals that sero-
converted after the aerosol challenge were those that had been vaccinated.
Seroconversion does occur in humans who recover from anthraxl 5-18.
Vaccination likewise induces serological conversion in humans 16,19 and non-
human primates (unpublished data).

The development of an immune response was found to predict
resistance to re-challenge. As seen in Table 3, the only animals resistant to a
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second aerosol challenge with anthrax spores were those that had been
vaccinated and had seroconverted. Antibiotics, which had protected animals
against the initial infection, prevented the development of an effective
immune response, leaving the animals susceptible to a subsequent infection.
This agrees with a previous report where surviving animals treated post-
exposure with antibiotics and by hyperimmnizationrwith-five doses of
vaccine were protected upon re-challengel 4 . The protection afforded by
vaccination before exposure is to be expected, based upon prior reports20-22

as well as our experiments (unpublished data).
Thus, these results suggest that-the-optimal therapy for an

unimmunized host exposed to an aerosol of anthrax spores consists of long-
term suppressive antibiotic treatment together with vaccination to protect
against both the initial challenge and any subsequent exposure.
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INTRODUCTION

Electro-optical systems design requires a knowledge of the effects of the
atmosphere on the received signal. Although interest has been traditionally
focused on infrared and longer wavelength systems, the availability of
improved sources and detectors, the desire to utilize the increased
resolution offered by shorter wavelength systems, and more secure limited
distance propagation has led to a renewed interest in the shorter wavelength
optical systems, extending into the solar blind region below 310 nm. Remote
sensing of chemical and biological agents, constituent detection and
identification and dosage quantification, and short range target detection
are problem areas which may be applicable to 11V technology. Our laboratory
has instituted a basic research program to address the problems associated
with ultra-violet propagation and detection in the atmosphere. This program
consists of a theoretical UV propagation modeling effort and an experimental
UV spectroscopy laboratory effort.

The UV propagation effort was originally setup to address the problem
of atmospheric attenuation effects on the propagated beam and on the return
signal. Closer investigation into the problem, however, revealed that
background fluorescence by aerosols and gasses were a potential problem.
Problems of fluorescence lifetimes, photon yields, atmospheric quenching, and
particle size and shape effects were also encountered. The UV research work
was organized into two distinct parts in order to address these problem
areas: (1) a theoretical modeling research effort to explore spectral
discrimination techniques, to model atmospheric effects on analysis of remote
sensing systems, and to perform simulations of systems performance, and (2)
experimental spectroscopy laboratory research to develop techniques to
measure UV optical and fluorescence properties of possible target and
background materials and to perform validation experiments of the theoretical
models developed.
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MODELING

A need has been demonstrated recently for an increased capability to
model propagation and atmospheric backscatter at ultraviolet wavelengths.
This arose from increased interest in the solar blind spectral region, UV
lidar remote sensing, interpretation of fluorescent signatures, and UV
transmission studies. Existing available models were primarily developed for
the infrared and longer wavelengths. Their short wavelength capabilities
were generally extrapolations into the UV region. For our requirements a UV
propagation model must have the following features:

(1) Model Propagation in the 185 to 700 um spectral region for slant,
horizontal, and vertical paths- -primarily for the atmospheric boundary
layer.

(2) Include procedures which account for molecular scattering and
absorption, aerosol attenuation, and sky brightness.

(3) Include a lidar backscattering model which accounts for Rayleigh
scattering, Mie scattering, and fluorescence.

(4) The program itself must be an interactive, modular FORTRAN code
capable of running on an IBM PC compatible computer and be menu driven and
user-friendly.

(5) The program must contain default values and have a standard
atmosphere included.

Our propagation model, UVTRAN', differs from similar models in that it
cs designed to be used for UV and visible wavelengths only; so that band
models and emission calculation need for IR wavelengths are not included.
Molecular oxygen is also included and SO 2 and nitrogen oxides absorptions are
also included. The aerosol model is parametrized in terms of visibility and
wavelength 2 , and the Molecular scattering is based on a formula by Penndorf 3 .
These are given in equations 1 and 3, respectively.

U{r(X) = (3.912 - a,(550)) {f-0}q (1)
V 550

where A is the wavelength, V is the visibility, a is the extinction
coefficient, and q is a parameter given by
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1 (2)
q = 0. 585 V 3

This aerosol model is a semi-empirical model based on short
wavelength transmission data. The molecular scattering formula is given as

oy) = c -4 (- 0N} (9.26 el8 - 1.07e9 12)-i (3)

where N is the number density of air molecules and NO is the number density
under standard conditions.

A comparison of our model and the LOWTRAN 6 calculations for standard
conditions is shown in Table 1. The calculations were made for wavelengths
of 300, 550, and 700 run with a visibility of 10 km. The rural model was
used for the LOWTRAN 6 model. In this table t represents the transmittance.

TABLE 1. Transmittance rsmparison

300 nm 550 run 700 run
t t t

Transmittance UVT LOW UVT LOW UVT LOW

tms .239 .233 .892 .890 .956 .957
t03 .773 .768 .998 .998 .999 .999
taer .013 .064 .206 .206 .347 .307
toth .986 N/A .997 N/A N/A .954
ttot .002 .011 .182 .183 .331 .230

Baum and Dunkleman4 measured attenuation coefficients between 250 and
550 nm in Pasadena for a range of visibilities. They developed a strictly
empirical model for UV propagation based on these measurements. Table 2
shows a comparison of aerosol attenuation coefficient, aaer, calculated by
UVTRAN, LOWTRAN 6, Baum and Dunkleman's (BD) model. The difference between
UVTRAN and the BD model suggest that the standard ozone concentrations during
the Baum and Dunkleman measurements were higher.
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TABLE 2. Comparison of a..r at 300 rn

aaer
Visual

Range UVTRAN LOWTRAN 6 B D
(kin) (km-i) (km-i) (km-i)

100 .137 .047 .213
40 .284 .150 .340
20 .476 .320 .553
10 .809 .662 .978

5 1.410 1.340 1.830

The major difference between UVTRAN and LOWTRAN 6 results is due to the
different aerosol parametrization in the two models. The UVTRAN model is
more directly based on empirical transmission data; it offers a simpler, yet
more accurate parametrization of aerosol attenuation at visible and UV
wavelengths than does the LOWTRAN parametrization.

The second part of our modeling effort involves examining the effect of
atmospheric attenuation on the analysis of UV fluorescence signatures. Laser
induced fluorescence (LIF) is used for remote sensing because the strength of
the fluorescence enables chemical analysis to a kilometer or greater.
Discrimination between chemical species is often difficult, however, because
: (1) noise in the data, (2) background fluorescence of aerosols and gasses,
(3) quenching, and (4) fluorescence spectra are in general broad and somewhat
featureless. There are two primary analysis techniques for fluorescence
spectra: Least squares (LS) fitting and rank annihilation - factor analysis
(FARA). LS requires knowing specifically every substance that is present and

is sensitive to noise. This is generally not practical for situations
outside the laboratory. FARA is an eigenanalysis algorithm for
discriminating between species in a mixture using the excitation-emission
matrices (EEM) of LIF spectra. This technique is more applicable to lidar
returns because it is insensitive to unknown compounds. This technique does
require, however, that the number of excitation wavelengths exceed the
number of fluorescing compounds. A tunable laser is therefore necessary for
this type of work. We performed a computer simulation to investigate the
effect of atmospheric attenuation on FARA 5 . We used UVTRAN to generate the
atmospheric spectral attenuation profile. We used the spectra of three amino
acids, tryptophan (TRY), phenylalanine(PHE), and tyrosine (TYR). We applied
FARA to a simulated mixture of TRY and PHE. The effective concentrations for
TRY and PHE were 20 and I respectively. Excitation wavelengths from 260 to
290 nm and emission wavelengths from 300 to 440 nm were used in our
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calculations. Define T(A;R) as the transmission of the atuvjhere at
wavelength A over a distance R, G(R) as a wavelength dependent term which
normalizes the geometry of the lidar apparatus, N' as the EEM oZ the mixture
after inclusion of atmospheric effects. We then have:

Nil = T(AI;R) T(Ij;R) G(R) Nij (4)

where the subscript i indexes the emission wavelengths, and the subscript j
indexes the excitation wavelengths. Define D as the reference EEM for the
target compound, and c as a hypothetical effective concentration. The target
compound in our simulation was TRY. An error matrix, M, is defined in FARA
as6 :

M(c) = N- c D (5)

If Mt is the transpose of M and r is the number of fluorescing compounds in
the mixture then the rth largest eigenvalue, C(c), of M(c)tM(c) reaches a
minimum at some value of c which we define as the apparent concentration, ca.
In a laboratory where there is no atmospheric attenuation, the apparent
concentration is the same as the effective concentration cr, and C(cr) is
zero. Calculations were done for remote measurements with extinction that
corresponds to visibilities of 10, 23, and 50 km at sea level.

The eigenvalue C(c) is plotted in figure 1 for four distances at a
visibility of 23 km. The changes in spectral shape affected these eigenvalue
curves in two obvious ways. First, the relative depth of the eigenvalue
curve at the minimum has decreased. Second, ca has become smaller than cr,
so that ca - cr - 20 only in the laboratory. A plot of the reduction factor
for apparent concentration, ca/cr, is shown in figure 2. These figures show
that atmospheric attenuation becomes significant even at small distances
(<0.2 km). This type of analysis has shown that atmospheric degradation of
fluorescent spectral signatures obtained by UV lidar can strongly impact on
the FARA method. The spectrum must be deconvolved from the atmospheric
extinction profile in order to properly interpret spectral returns. We have
recently developed qualitative detection algorithms which show that for
identification only, this is not as serious a problem as it is with the
quantitative FARA analysis.
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Figure 1. The ratio of the apparent Figure 2. Eigenvalue versus range
concentration to the real concentration for 4 visibilities.
versus range for 4 visibilities.

Using the methodology of the FARA method above, we performed a modeling
simulation to determine the effects that shot noise and sky radiance would
have on a typical UV fluorescence lidar system. We chose a laser pulse
energy of 0.1J, a receiver mirror diameter of 0.6m, a receiver field of view
of 2Mrad, a spectral bandwidth of 2.5nm, a transmitter efficiency of 0.55, a
receiver efficiency of 0.54, and averaged over 6000 pulses. We applied this
to a problem of detecting NO2 in an atmospheric background that contains fly
ash as a background fluorescing material. We used a discrimination method
known as the overlap index7 to identify the NO2 in the EEM of the lidar
return. The overlap index is given as

zr
p JUIrZI

2  IV.y1 2  (6)

The technique requires several excitation wavelengths and the lidar
return emission spectrum for each of these wavelengths. Figure 3 shows the
emission spectra for NO2 (dashed lines) and for the fly ash (dotted line)
superimposed on a hypothetical lidar return (solid line) for a 2:1 mixture of
NO2 to fly ash for an excitation wavelength of 457.9 rnm. The signal to noise
ratio for (A) is 16 while the signal to noise for (B) is 3. Figure 4 shows
the overlap index, p, for this example. Figure 5 shows a three dimensional
projection of the EEM for the for the lidar return at 0.124 km: (A) with only
intrinsic photon noise and no sky radiance and (B) with both intrinsic photon
noise and nighttime sky radiance.
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Figure 5. Simulated lidar return for (A) no sky radiance (S/N-16) and (B)
for a nighttime sky radiance (S/N-3)

For a moonless night a range of one kilometer should be obtainable. For a
moonlit night, a range of 200m is easily obtainable. For a daytime situation
we found that fluorescence lidar will not work for the situation that we

modeled.

lABORATORY SPECTROSCOPY

Because of the lack of information available on fluorescence properties
of aerosols, a UV spectroscopy laboratory was instituted to characterize
aerosols and gasses and to verify our modeling. The following laboratory
research capabilities are available in our laboratory:

1. Singly levitated particle spectroscopy
2. Aerosol Chamber and gas cell Spectroscopy
3. Diffuse Reflectance Spectroscopy of powdered materials
4. EEM fluorescence spectra measurements
5. Two-photon excitation, degenerate and non-degenerate
6. Time resolved fluorescence measurements
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The singly levitated particle spectroscopy has the capability to
characterize the following properties of particles:

1. Obtain fluorescence spectra of 0.5 to 80 um particles
2. Measure fluorescence lifetimes and photon yield
3. Determine particle size, weight, and density
4. Measure refractive index of spherical particles
5. Determine thermal and physical properties
6. Measure humidity and particle growth effects

Recent experiments were performed on singly levitated micrometer size
droplets to determine the effect of absorption on the morphology dependent
resonances of spherical particles 8 . A glycerin droplet was charged and
injected into a hyperbolic electrodynamic quadrupole trap8 . A particle of
pure glycerin was illuminated with an argon ion laser while it slowly
evaporated over a period of several hours. The scattering was observed at 90
degrees and recorded on a strip chart recorder. Subsequent particles of
glycerin were doped with a strong absorber to change the imaginary part of
the refractive index. The scattering spectra of these particles was
recorded. The quality factor, Q, of selected resonances was experimentally
determined. Figure 6 shows the experimental scattering data for three
particles of different imaginary refractive index. The experimental data is
superimposed on the theoretical Mie curve for n - 1.4722 and k - 0.0, l.le-6,
and 2.8e-6. Figure 7 shows the absorption effect on the intensity of the
TE2 0914 resonance.

Laser spectroscopy measurements have been performed on samples of
interest to the Drug Enforcement Administration (DEA). These
characterizations consist of fluorescence emission spectra of illicit drugs
excited at 355 nm and 256 nm, fluorescence photon yields and lifetimes for
308 nm and 248 nm laser light for selected solvents used in illicit drug
manufacture, and multi-photon induced fluorescence spectra of solvent vapors.
These data are available to qualified users upon request.
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Figure 6. Experimental scattering data Figure 7. The effect of absorption
for n-1.4722 and k-O.O, l.le-6, and on the TE(1-14, n-209) resonance.
2.8e-6.

The diffuse reflectance spectroscopy facility has the capability to
obtain absorption spectra of powdered materials and to determine the
imaginary part of the refractive index of substances which exist only in
powdered form. This technique has been pushed down to 0.22 ur in wavelength
by our laboratory. Data on carbon, kaolin clay, iron oxide, and many
different minerals is available from measurements we have made with our
diffuse reflectance setup 9-11

CONCLUDING REMARKS

Modeling of atmospheric effects on analysis of interpretation of
spectral returns from a hypothetical UV lidar system has demonstrated the
applicability and the limitations of UV lidar for remote chemical detection.
The modeling indicates that such a system is feasible for nighttime
operation, and by applying analysis tools such as Factor - Analysis - Rank -
Annihilation, identification of target fluorescing agents can be made to
ranges of 1km or more. However, a tunable laser is required for such
operation.
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Experimental laboratory measurements have been made on singly levitated
microparticles and on particulate and gaseous samples of interest to the
counter narcotics effort. The results of the counternarcotics measurements
can be made available to qualified organizations upon request.
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A significant factor for battlefield survivability is the ability of the
ground fighting forces to traverse the battlefield. The inability to detect
nonmetallic mines has been a major obstacle in this arena (Figure 1). To
address this deficiency, the Belvoir Research, Development and Engineering
Center (BRDEC) assembled an expert panel in 19851 to investigate the use of
ionizing radiation techniques for detecting landmines and to identify
technological advancements that would alter the negative assessment of
this technique made in the U.S. Army Mobility Equipment Research and
Development Center Report 2134.2 The primary focus of the 1985 workshop
was on the detection of antivehicular (AV) nonmetallic landmines. To
evaluate the techniques, the following set of operational requirements for AV
mine detection units was developed:

Operational Requirements

Characteristics Desired Capability Useful Capability

Forward speed 1.34 meters/second 0.23 meters/second
Path width 3.05 meters 1.83 meters
Detection probability 0.99 0.90
False alarm probability 0.00075 0.00328
Power requirement < 5 kilowatts < 100 kilowatts
Maximum depth of 20.32 centimeters 5.08 centimeters

burial for detection
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Based on these requirements, and due to technological advancements
made in high-intensity linear scanning x-ray sources and portable computer
systems capable of high speed data and image processing, the panel
considered the x-ray backscatter imaging approach to have a substantial
possibility for application to the nonmetallic mine detection problem and to
be the most promising of the techniques explored during the workshop. 1
Upon award of an Army contract, research on mine detection by the x-ray
backscatter technique was initiated at the University of Florida in 1986.3 In
1988, BRDEC's Radiation Research Team (RRT) began an in-house research
effort to augment the findings made by the University of Florida and
determine the practical requirements for an AV nonmetallic mine detection
unit utilizing x-ray backscatter radiography.

-t ... o p -

Figure 1. Mine Detection Capabilities
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PRINCIPLES OF METHODOLOGY

Landmine detection through x-ray backscatter radiography is
dependent upon the interaction of the x-ray photon with the material upon
which it impinges. There are three main types of interactions that may take
place: photoelectric absorption, Compton scattering, and pair production.
The relative probabilities of these interactions occurring depends on the
energy of the photon and the atomic number (Z) of the incident material.
For low to intermediate photon energies, less than 300 keV, the photoelectric
interaction coefficient in the explosives of mines (average Z of explosive
material is 7) is significantly less than it is in typical soils (average Z is about 11
or 12). This difference in photoelectric absorption between mine and soil
increases as the x-ray photon energy decreases. The primary scattering
mechanism is the Compton scatter effect. The Compton scatter coefficient
is nearly the same for the two materials. Photons which are not absorbed
are scattered, and some of the scatter is backscatter which will travel up
through the soil to the detector. Therefore, as mine replaces soil, the number
of photons that are absorbed is reduced, and consequently the number of
photons that are backscattered and escape from the mine and soil is
increased. Thus, the photoelectric effect provides contrast between the
mine and soil materials while the Compton effect carries the signal to the
detector. The net result is an enhanced backscattered signal when the x-ray
beam is incident on the mine.

A collimated x-ray beam, perpendicularly incident on the soil surface,
is rastered across the soil surface to provide an image consisting of pixels that
are characteristic of the photon interaction characteristics of the material
through which the beam and its scattered components pass. Collimation of
the x-ray source is required to allow for smaller pixel definition which is critical
to the resolution of the mine image.

The optimal x-ray beam energy is determined by the physics of the
Compton interaction. Low energy photons are unable to penetrate the
upper soil layer because of the dominance of the photoelectric effect. High
energy photons are able to penetrate more deeply, but because of their
higher fractional energy loss and the forward peaking of ttle Compton
scattering distribution as energy increases, they are not effective in the mine
detection technique. Intermediate x-ray energies in the range of 100 to 200
kVp are used because, in this range, the optimum compromise between the
required soil penetration, necessary to image a mine buried to a depth of
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3 inches, and enhancement of the mine soil photon backscatter differences
is achieved.

By collimating the detector array, primary scatter photons-photons
which are scattered once directly back to the detector array-are
eliminated. Primary scatter photons reflect very little of the mine soil
difference and are predominantly from the soil above the buried mine.
Primary scatter photons represent the larger fraction of the backscattered
photons and will serve to mask the detector response to the buried mine.
Secondary photons-photons which undergo multiple scattering in soil or
mine before reaching the detector array--amplify the difference between
the materials because they must survive multiple opportunities of
photoelectric absorption (Figure 2). It is these secondary scatter photons
that are used for mine imaging.

.Monte Carlo codes were developed at the University of Florida and
the United States Military Academy to examine the dependence of the
response of the detection system to incident beam energy, beam angle of
incidence, detector geometry, soil type and density, mine geometry, and
depth of burial of the mine. These codes serve as the theoretical basis for
the RRT research efforts.

. DETECTOR
X-RAY
MACHINE

4-6-COLLIMATORS

MINE

4 Y DIRECTION

SOIL BOX
1 PRIMARY 2 SECONDARY

SCATTER SCATTER

Figure 2. Principles of Scatter Radiation Radiography
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EQUIPMENT

The RRT's x-ray backscatter research system consists of an OX-250
Industrial Radiographic unit, a 5 foot by 5 foot by 2 foot soil box, a Unidex II
soil box positioner, a personal computer with an IEEE board, an Ortec high
voltage power supply, an Ortec quad counter, and four 3 inch by 1 inch
sodium iodide (Nal) detectors (Figure 3). The x-ray head remains stationary
during the experiments and ground movement is simulated by the rastering
of the soil box under the x-ray beam. The RRT developed a set of radiation
protection safety protocols for the long continuous x-ray unit run times
required in the experimental configuration. These protocols include the use
of personal dosimeters, continuous monitoring with Geiger counters, and
remote viewing devices.
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Figure 3. X-ray Backscatter Research Facility
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CALIBRATION

The first practical consideration for the detection of mines using x-ray
backscatter radiography addressed by the RRT is the calibration procedures
required for the initial set-up and daily maintenance. The fielded
backscatter unit is projected to have two large area panel detectors placed
in front of and behind the rastering x-ray beam (Figure 4). Multiple detector
imaging will require an averaging of the detector responses; therefore, the
responses of the detectors must be balanced. Calibration procedures are
required which will insure the multiple detectors are balanced and are not
operating beyond their saturation level. Our research using Nal detectors
shows that without calibration, detectors with identical operational
parameters and configurations do not have the same response rate under
similar exposure scenarios. Before calibrating, images produced by two
detectors under similar exposure scenarios show poor balancing of responses
(Figure 5). After calibration, the images produced by the two detectors
under similar exposure scenarios demonstrate the balance of response
required for multiple detector imaging (Figure 6). The typical energy range
of the backscatter photon reaching the detectors is between 0 and 120 keV.
Detector response at less than 20 keV includes electronic noise and reduces
image clarity. For calibration of the detectors, an Americium-241 (Am-241)
source is taped to the center of each detector. Using an oscilloscope and a
single channel analyzer (SCA), the coarse gain is adjusted for each detector
to insure the response is not over or under compensated. After the coarse
gain is set, the lower level discriminator (LLD) is adjusted, using an
oscilloscope, to eliminate the detection of energies in the noise range of 0 to
20 keV. Finally, the detector responses are matched by adjusting the fine
gain on the SCA until the response rate, as recorded on the quad counter, is
similar for all the detectors. The average response rate for the detectors is
recorded and used in the daily calibration tests. These initial calibration
procedures will have to be conducted for all multiple detector units and
should be performed by the system operator so that the individual
understands the limitations of their counting system. Daily calibration
procedures for the detector train, to be included in the operation of the
fielded unit, will involve the placement of a source on each detector face to
check Tme response rate. If the response rate is found to deviate more than
1 a from the mean rate of the detectors' response, as determined during the
initial calibration procedures, adjustment to the SCA fine gain will be
required to correct for the drift.
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Our research also shows the importance of checking the diameter of
the incident beam and the location of the beam. Too large of beam size
makes detector collimation extremely difficult and reduces the resolution in
the image. Our research indicates that measurements of the x-ray beam
strength, size and angle of incidence are critical to imaging and will require
initial and periodic monitoring of the fielded unit to insure the reliability of the
data. In our experiments, beam size and angle of incidence at the soil
surface were determined by film exposures.

X-RAY BEAM

COLIMATED
________________DETECTORS

GROUNDYLEVEL
7.1.. ' -1.

v• • ,-:•....-/.,'W"---..' - .-" .*,. ..*,.. .',-",.MINE.•.

Figure 4. End Item Backscatter Field Unit Detector/X-ray Configuration
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RESULTS

Monte Carlo calculations predict that without detector collimation,
mines can be detected only to depths of 2.54 centimeters; and with
detector collimation, mines can be detected to a depth of 7.62 centimeters.
Figure 7 is the Monte Carlo generated prediction of a buried mine image
without detector collimation.3 Our experiments verify the Monte Carlo
prediction that mines buried to depths of 5 centimeters cannot be detected
without detector collimation; however, with detector collimation, a mine
image is clearly produced at this depth (Figure 8). With optimal detector
collimation we are able to image mines buried to a depth of 9 centimeters
(Figure 9). Our research also demonstrates the practical consideration of
height sensitivity to imaging using collimated detectors. Detector collimation
length is strictly a geometry-driven parameter which is based upon the
height of the detector from the soil and the distance of the detector from
the x-ray source. The technique of similar triangles is employed to determine
the optimal collimator length. Figure 10 demonstrates this technique. A
maximum scattering depth of 10.16 centimeters is selected for the
calculations to exclude single scattered photons from reaching the detector.
To determine the sensitivity of the imaging process to fixed height variations,
images were made of a mine buried 2 inches below the soil using the fixed
length collimator at detectors heights varying from 48 to 79 centimeters
(Figure 11).
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Figure 7. 5 cm Buried Mine Uncollimated Detector Monte Carlo Generated
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Figure 8. Images Produced Using Collimated and Uncollimated Detectors
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Figure 11. Height Variations Using Fixed Length Coiimeter
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CONCLUSIONS/FUTURE WORK

Our work with multiple detector arrays identifies critical calibration
procedures necessary for nonmetallic mine imaging using the x-ray
backscatter technique. These procedures will need to be included in the
operation manual for the field unit. Our research indicates that mine images
obtained using a fixed length collimator are not very sensitive to height
variations above the soil, providing the height above the soil is kept constant
throughout the imaging process. There is also a range of heights above the
soil to which the detectors can be set without significant image degradation.
Additional study is required to determine the effect of height variations
which occur during the image process. These variations could be caused by
surface artifacts or surface irregularities and may badly distort the mine
image making it unrecognizable. Research on image enhancement and
acquisition is required and may be able to compensate for some loss of
imaging sensitivity due to height variation during the imaging process.

REFERENCES

1. Workshop Report: Robert B. Moler, Nuclear Techniques for Mine Detection
Research, July 22-25, 1985, Lake Luzera, NY (Belvoir Research, Development
and Engineering Center, Fort Belvoir, VA).

2. Report 2134: Fredrick L. Roder, CPT Richard A. von Konynenburg, Theory
and Application of X-ray and Gamma-Ray Backscatter to Landmine
Detection, March 1975 (US Army Mobility Equipment Research and
Development Center, Fort Belvoir, VA).

3. Technical Progress Report: Dr. Jacobs, Landmine Detection by Scatter
Radiation Radiography, May 7, 1986 (University of Florida, Gainesville, FL).

483



GUPTA, PHAM, SIMONIS, LEAVITT, STEAD

Optical Neural Network Device Architecture

Dr. N. Gupta,* Mr. J. Pham, Dr. G. J. Simonis, Dr. R. P. Leavitt, and Mr. M. R. Stead
U.S. Army LABCOM, Harry Diamond Laboratories

2800 Powder Mill Road
Adelphi, MD 20783-1197

1. Introduction
The problem of pattern recognition is of utmost importance to the U.S. Army for

aided target recognition (ATR). Besides military applications pattern recognition has
many civilian applications, such as speech recognition, machine recognition of
handwriting, robotic vision, communication systems, automated control, design and
manufacturing, radar data analysis, etc.

So far the human brain is the most outstanding system for performing pattern
recognition. It can recognize a pattern even with partial or incomplete information
and in relatively ill-defined situations. On the other hand, a digital computer, which
is very fast in number manipulation and other serial operations, is very inefficient in
pattern-recognition tasks. It would require an enormous memory, a very large
knowledge base, and a rule-based expert system to do relatively simple ATR tasks
using traditional methods on electronic computers. The emerging field of artificial
neural networks (NN) technology is based on the present knowledge of how a
biological brain functions as a parallel processor using a large number of relatively
simple but slow (millisecond) processing elements (neurons), working in concert
with each other with a massive number of interconnections.1-3 Such an NN can be
used to perform processing at several levels in ATR problems-from input data
preprocessing (tasks such as data recovery, noise removal, signal-to-noise-ratio
(SNR) enhancement, signal and/or image segmentation, etc) through final target
identification. Much work is going on in the software and hardware implementa-
tions of NN's. Both electronic and optical approaches are being used for hardware
implementations.

Most of the optical implementations have been based on use of a vector-matrix
multiplication concept to simulate neural functioning." Most of these use a free-
space architecture anti require many optical components which cannot be integrated
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monolithically. We have implemented an optical neural architecture in GaAs which
is very compact and monolithic and is inspired by the natural fiber-like structures
common in all biological neurons. It is based upon a newly emerging basic technol-
ogy of semiconductor quantum wells and superlattices, which are being investigated
for developing novel optical modulators and switches. 7-8 The device emulates the
basic neural decision-making process. It accepts multiple inputs, applies different
adjustable weights to them, sums these weighted inputs, and uses an optoelectronic
thresholding switch to make a binary decision. So far the architecture has been
successfully implemented to design and test a two-input/one-output (2-to-1) neuron
and is being expanded to include more complex single neurons and an NN. During
the course of this implementation a very-high-dynamic-range (250 dB/cm) optoelec-
tronic modulator and a highly nonlinear optoelectronic (25 dB) thresholding device
have been designed and tested. A very high on/off ratio (2300) which is mostly
input limited is obtained for the neuron device. The research described in this paper
was carried out starting from the basic physics research to a device design applica-
tion in our laboratories under an in-house research program.

2. Requirements of Neural Networks
The success of biological systems appears to be due to their complex and mas-

sively parallel architectures. A 3-lb human brain consists of over 10 billion neuron
cells communicating among themselves through networks of over 100 trillion synap-
tic interconnections. The working principles of neural functions are essentially the
same from a squid's brain to a human brain. The main difference is in the number of
cells and interconnections.

Each neuron has a relatively simple structure and functioning method. A typical
neuron consists of a cell body, ranging from about 5 to 100 gm in diameter, from
which emanates one major fiber, the axon, and a number of fibrous branches, the
dendrites. The axon carries the outgoing signal from the neuron and near its end it
usually branches out extensively. The dendrites receive the input signals from other
neurons, where they form a contact, called a synapse. A weight is applied to each
signal, and the cell body sums these weighted signals and performs a simple thresh-
olding operation based on this sum to send a signal on its axon or not. In general,
one neuron receives input from thousands of other neurons through its dendrites
and similarly feeds its output to thousands of other neurons through its branching
axon. The time scale involved is relatively slow (-milliseconds). Figure 1(a) shows
typical biological neurons and figure 1(b) shows schematics of a neuron's opera-
tional principle. The basic neural operation may be summarized as follows:

486



GUPTA, PHAM, SIMONIS, LEAVITT, STEAD

(a) Synapse (b) x,

F .- tneuron (b) scemti (o)Dendrte YiSynapse

neural operational function showing inputs (x1), weights ((0)), summing,
thresholding, and output (ya) for neuror (i).

* A single neuron has multiple inputs, multiple interconnections, and a single
output.

* Each input has an adjustable synaptic weight associated with it which may have
either positive or negative value.

* The neuron must sum weighted inputs and exhibit a nonlinear transfer function
in issuing an output signal.
An artificial NN consists of a massively interconnected network of such proc-

essing elements. For mnathematical simplification, the network is divided into a

number of layers; each layer is made of a number of neurons or nodes. Every neuron
in each of these layers is connected to every neuron in the next layer for a network

"that is fully connected. The number of connections could be less, depending upon

the application. Every NN has an input and an output neural layer. There can be

"some additional layers in between these two, known as the hidden layers.

In general, an NN is very robust: its performance does not degrade even if some

"of its intercon ns are not being used. An NN model is specified by the net

topology, node characteristics, and training or learning rules. These rules specify an

initial set of weights and indicate how these weights should be adapted during use

to improve performance. Such training can be supervised or unsupervised.

The operating principle of an NN can be mathematically represented by a
nonlinear function, f, as follows1 :

where a a are N inputs, y, is the output of ith neuron, are the weights applied by the

sneuron to the input from the j• neuron, and w is a threshold term. The nonlinear

function used in NN modeling is usually a hard limiter, a sigmoid function, etc.
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Much work is going on in the software and hardware implementation of NN's.
Both electronic and optical approaches are being used. Optical implementations
have a very promising future because of the inherent parallelism of light. Much of
this work uses a free-space architecture to implement the vector-matrix multiplica-
tion concept er.i- bedded in equation (1).4-6 Most of these architectures contain at least
three planes: one, corresponding to the irput neurons, contains an array of discrete
sources of light (either one- or two-dimensional (1-d or 2-d)), i.e., spatial light modu-
lators (SLM's), light-emitting diodes (LED's), etc; the second contains a 2-d a,,ay c"
interconnection elements representing the weight matrix, i.e., an SLM (either fixed
or programmable) or a hologram (2-d or volume), etc; and the third, corresponding
to the output neurons, contains an array of discrete photodetectors for summing the
weighted inputs with a built-in quadratic nonlinearity (sometimes an additional
thresholding is provided at this stage using electronics or some other scheme). Some
approaches also include hidden layers. Most of these implementations are of the
tabletop type where, due to size, mechanical stability is a problem. Recently, this
kind of arcl,itecture has been implemented in GaAs.6

In 1989 the Defense Advanced Research Projects Agency (DARPA) conducted a
study on the state of the art in NN research and its future direction.3 It concluded
that a marriage of optics and electronics could be the best way to actually implement
the NN architectures and that the most promising technology for the implementa-
tion of such optoelec,ronic NN's is based on GaAs and other III-V semiconductor
alloys and superlattices. in ithis paper we present an optical implementation of a
feed-forward NN architecture which is being carried out in a monolithic GaAs/
AlGaAs waveguide structure, where both the weighting and thresholding are pro-
vided by the room-temperature macroscopic nonlinear behavior of an embedded
superlattice by application of small electric voltages.

3. Optoelectronic Implementations of NN's
In a hardware implementation of an NN, the most important functional com-

ponents are discrete sources of light, interconnections, and weighting, summing,
thresholding, and output signals. GaAs-based integrated Uptics offers components
that can perform these functions: laser diodes, low-loss single-mode rib waveguides,
power combiners/splitters, modulators, thresholding devices, detectors, etc. A
waveguide structure is similar to an optical fiber. The propagating light mode is
confined in a very thin region, the core, which is surrounded by layers of material
with lower refractive indices known as cladding.

In our waveguide-based architecture of an NN, we have first implemented a
single neuron. The sources of light are discrete laser diodes. The light is coupled into
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an N-to-1 rib waveguide power combiner structure. The simplest of such structures
is a 2-to-1 power combiner, which can be a small-angle Y-junction. The device archi-
tecture contains at least three electrically active components (i.e., two modulators
and a thresholding element), which are electrically isolated. Ideally, the waveguide
parameters should be chosen so that the light propagating through the rib wave-
guide is single-mode in both transverse and lateral directions. The transverse mode
confinement is due to the waveguide core and the lateral confinement is provided
by the rib walls. Inclusion of a superlattice in the waveguide core gives rise to elec-
troabsorption. As each of the input signals passes through the device, an electric
field is applied to change the transmission of the core material, and the light is
modulated: i.e., a synaptic weight is applied. The output guide of the power com-
biner sums the weighted signals coming from various input guides. It also contains
a nonlinear switch in which the waveguide section acts both as a detector and a
modulator.7' 8 The nonlinear switch output depends on the amount of light passing
through it; for a higher intensity of light, its transmission is very high, while for a
low intensity of light, it is very low.

This power combiner is the basic functional building block of our neural archi-
tecture. A more complex structure can be made by cascading many such building
blocks. This implementation depends upon designing several integrated optical
components: low-loss single-mode rib waveguides, Y-junctions, crossing wave-
guides with various angles of crossing, modulators, and nonlinear switches. During
the course of this investigation, such components have been designed, tested, and
integrated monolithically to characterize the performance of a single 2-to-1 neuron.

4. Properties of Superlattices
Advances in III-V optoelectronics research have been particularly rapid in the

area of semiconductor laser diodes, detectors, modulators, amplifiers and switches.
The ability to grow thin (<10 nm) high-quality layers of compound semiconductors
using molecular-beam epitaxy (MBE) has led to the discovery of several new optical
and electrical phenomena. Novel optoelectronic devices that depend upon quantum
mechanical phenomena have been demonstrated. A quantum well (QW) is a thin
heterostructure of a low-bandgap material, such as GaAs, sandwiched between two
layers of a higher bandgap material, such as AlGaAs, to constitute an electron well.
The thickness of the low-bandgap material is around 30 atomic layers or -10 nm.
Large changes in optical absorption due to single and multiple QW's in the presence
of an external electrical field have given rise to new optical modulators and switching
devices.7,8 More recer tlv, attention has been focussed on a periodic structure of very
thin QW's (width -3 ni, , which are separated by layers of similar width of higher
bandgap material. Such a structure of coupled QW's is called a superlattice (SL).
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These SL's show very strong macroscopic nonlinear effects at room tempera-
ture due to quantum mechanical effects. In such a structure the electrons and holes
are not localized, i.e., the energy band structure is continuous. When an electric field
is applied, this continuous band structure breaks up into a series of minibands
known as the Stark ladder.9,10 The separation between these levels depends directly
on the applied field, the period of the SL, and the electronic charge. When such a
structure is illuminated by light, the absorption of light corresponding to these
miniband transitions takes place, as shown in figure 2. This makes the SL aosorb
light at wavelengths to which it was transparent in the absence of the applied field.
Below-gap voltage-modulated absorption devices can also be made when these
transitions are made to coincide with the incident photon energy. A great deal of
materials engineering is possible with these structures. For example, one can change
the layer thickness or the potential well depths to create devices with very different
operating characteristics. Very-high-dynamic range modulators are being designed
and tested using such SL's. 11,12

U)

Figure 2. Below-gap
.......... transitions for a Stark

--- ladder, giving rise to
electroabsorption in
presence of an applied

+2 +field.

5. Material Growth
The GaAs/AIGaAs structure used in this research was grown by MBE. It is

grown in a p-i-n heterostructure waveguide configuration, as shown in figure 3. The
waveguide core is undoped; it consists of an SL 52.5 nm thick, with 100 nm of
A10.2Ga 0.8As (n = 3.53) on either side. The 10-period SL contains alternate layers of
2.5-nm GaAs and 2.5-nm Al0 .4Ga 0 .6As. The top cladding region contains 500 nm of
Alo.4Ga0 .6As (n = 3.39), out of which the first 125 nm next to the core are undoped
and the rest is p-doped. The bottom cladding region also consists of 1250 nm of
Al0 4Ga 0 6As, including 125 nm of intrinsic layer next to the core, and the rest is n-
doped. The doping levels are around 1018 /cm 3. These layers are grown on n÷-doped
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Figure 3. Layer structure of MBE- 300 nm Au-Cr
grown material (not drawn to
scale). 5 .nm -GaAs (P+) cap

upper 375 nm p
cladding

125 nmr

" "c100 nm Alo.2 Gao.SAs
core 52.5 nm S

100 nmS
125 nm

lower Alo.4 Ga 0 .6 As
cladding 1125 nm

10o00m n

GaAs substrate

GaAs substrate with an n-doped 1000-nm GaAs buffer layer. The topmost layer in
this structure is the 50-nm p+ GaAs cap. Incorporation of the p-i-n diode structure is
very useful in applying an external electric field to the waveguide core. The doping
is spaced back from the core region to reduce free-carrier-induced losses for the
propagating optical mode. The thickness of the core region is chosen to give a single
transverse electric (TE) or transverse magnetic (TM) propagation mode at a 780-nm
wavelength in the transverse direction, as shown in figure 4. From photolumines-
cence measurements, the bandgap of this material is found to be 1.75 eV or 708 nm.

6. Device Fabrication
A self-aligned single-mask lift-off technique was used to fabricate 5-grm rib

waveguides in a Y-junction configuration. This technique consists of using photoli-
thography to pattern the resist mask on the MBE-grown material, depositing 300 nm
of chrome/gold film by e-beam evaporation through the developed resist, lifting off
the undesired chrome/gold by developing the resist, and then etching the rib pat-
tern by using a standard GaAs chemical etchant, with the metallization providing
the electrode and the self-aligned mask. Figure 5(a) shows the device dimensions for
a single device, figure 5(b) shows a 3-d illustration of the Y-junction optical neuron,
and figure 6 shows a microscope photograph (magnification 24x) of the chip con-
taining 10 neuron devices. Each device is 4 mm long the two input guides are sepa-
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Figure 4. Profile of single transverse mode in waveguide core, showing how intensity of
light is distributed as a function of device thickness. Core and cladding regions are
shown with their doping profile.

rated by 50 gIm. The height of the rib walls was chosen to be 550 nm, which is
enough for electrical isolation of the device but makes the device multimode in the
lateral direction, thus degrading the SNR slightly. Two cuts (3 x 5 RIm) were in-
cluded in the Y-junction mask, which resulted during etching produced the breaks
needed to electrically isolate the three active components, labelled M1, M2, and M3,
as shown in figure 5(b). The entire chip is cleaved at both ends to provide optical-
quality coupling facets. The chip is mounted on a conducting holder which acts as
the bottom n-contact, and p-contacts are provided by the top gold layer. Three 100 x
200 gim bonding pads connected by 10-jim-wide conducting channels were also
incorporated in the device. The chip is mounted on a holder with pins. Gold wires
25 pim thick are bonded to the p- and n-contacts so that these can be connected to
pins for easy electrical access.
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(a) Au-Cr contact padI '----(200 x 100,,m)
1 -- --- -- Cst (3 x 5 ,ml)

5 JAM : 1 *-1.02 mm-.

5gmCi 1°0-
50 gm- -. - - - - 25 -m

I 600 pm

1.43 mm

4.03 mm
Figure 5. 2-to-1 waveguide neuron:
(a) Geometric layout showing
dimensions of various parts (not
drawn to scale). (b) Schematic 3-d
illustration of functional building
block, rib waveguide structure, three
electrically isolated active compo-
nents M, M2, and M3), and
electrical contact pads are clearly
shown.

Li:: (i) buffer AOGaO.A9

su()buafe GaAs
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Figure 6. An optical ___'________"_.______

microscope image of 10 . .. '•

waveguide neurons with a
magnif ication of 24x. First
five neurons are arranged
from right to left, rest are in .. . M

opposite direction. Each -7
neuron device has dim-
ensions given in figure 5(a).

7. Experimental Setup
The experimental setup is shown in figures 7(a) and (b). Light from two 780-nm

diode lasers (Sharp LT024) is end-fire coupled into the two input guides of the
device using a 40x microscope objective to focus the two incoming beams of light.
We separate the two focussed spots by 50 jim by choosing suitable position align-
ments for the two lasers. The two laser beams used are totally incoherent with each
other. Only TE-polarized light is coupled into the waveguide. The output of the
waveguide device is collected by a 10x microscope objective and focussed onto a
spatial filter. The light is next focussed by a lens onto a detector connected to a
power meter and a charge-coupled device (CCD) camera. The image is processed
using a PC with a frame-grabber. The spatial filter is used to block out light not
coming from the waveguide. Another CCD camera along with a microscope objec-
tive is used for the top viewing of the sample and is very useful in positioning and
aligntment of the laser inputs. The electrical voltages are applied to the device using
a four-wire cable, which is connected to the contact pins on the sample holder. The
electronic bias circuit is designed to limit the current flowing in each of the three
components to 70 jiA. Since the positioning requirements for the optical coupling of
the laser beams are very demanding (the focussed spot has to be coupled into a 5 x
0.25 g~m region on the input facet), a piezoelectric transducer (PZT) three-axis con-
troller is used for fine position alignment of the sample.
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Figure 7. Optical neuron: I
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8. Results
The three active components on the device, M1, M2, and M3 (see fig. 5(b)), were

first characterized as modulators. Figure 8 shows the results for M3, which is 1 mm
long. The output intensity of the device is measured as a function of the applied
bias. The device transmits less light as the reverse-bias voltage is increased, because
of the absorptions caused by the miniband transitions. Transmission modulation as
large as 250 dB/cm has been observed for TE polarized light at 780 nm. M1 and M2
perform similarly. Similar results have also been obtained for a range of wave-
lengths from 777 to 810 nm using a titanium-sapphire laser.12 The transmitted signal
out of a modulator corresponds to weighted input signals according to equation (1).

We also tested M3 to perform as an optical thresholding device by using it both
as a modulator and a detector.7,8 This was done by inserting a large series resistor in
the modulator reverse-bias circuit at a fixed voltage. In this configuration, when the
incident light is absorbed by the device and a current starts to flow in the circuit,
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Figure S. Measurement results showing transmitted output intensity
as a function of reverse-bias voltage at 780 am for TIE polarization of
incident light. Modulator M3 is 1 mm long.

there is a voltage drop across the resistor which reduces the device voltage, making

it transmit more light. Now if the incident light on the device is reduced in intensity,
it reduces the current flowing through the circuit (one electron-hole pair is created
for every photon absorbed), which reduces the voltage drop across the resistor and
increases it across the device, making it transmit less light. Measuring the change in
relative transmission of the device as a function of the relative input intensity is a
very useful measure of its nonlinear behavior. Figure 9 shows the results obtained
under two different reverse bias voltage /resistor settings: one with -10 V and 5
MG, and second with -7 V and 1 MO. The relative transmission changed from 0 to
0.95 for the first curve and from 0 to 0.87 for the second one. The modulation depth
for this switch is around 25 dB. These results clearly show that the nonlinear behav-
ior can be dynamically adjusted based on the system requirements.

Finally, the performance of a 2-to-1 waveguide neuron was evaluated, and the
results look very good. The nonlinear switch was run with -10 V and 5 MG. The
device was trained to test an AND logic in which the two sets of weights were se-
lected for different input intensities so that the device is on when the total input
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Figure 9. Measurement results showing performance of nonlinear switch.
Relative transmission is plotted as a function of relative input intensity
for a 1-mm-long component (M3) with -10-V bias and 5-M.Q series
resistor, and with -7-V bias and 1-M.l series resistor.

intensity of both lasers (xl + x2) is over a threshold value; otherwise it was off. The
results are listed in table 1.

The device was run with four different sets of operating conditions. In the first
set, the output of the device for a particular input intensity was measured to be 2.4
p.W without any of the active components on. Second, M3 was turned on with -10 V
and 5 MO, and the output was 2.3 IW for the same conditions. Third, the input was
dropped by a factor of seven (the threshold value), and the output was then 230 nW.
Fourth, M1 was turned on with -4.25 V, and the output was 1 nW. The neuron on/
off ratio of 2300 was obtained by comparing set 4 with set 2 and it is mostly input
signal limited.

Table 1. Performance Input M1 M2 M3 Output Neuron
of 2-to-i optical set (V) (V) intensity signal (y)
neuron

1 0 0 0 V 2A IgW On
2 0 0 -10 V, 5 MID 23 ILW On
3 0 0 -10V, 5 MC 230 nW On
4 -4.25 0 -10 V, 5 Ml 1 nW Off
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As discussed earlier, the waveguide implementation of an NN requires design-
ing low-loss single-mode rib waveguides. The propagation losses for the MBE-
grown material were measured using the standard cut-back method. In this method,
several lengths of planar waveguide samples were used to measure the loss. The
measured losses are -43 dB/cm at 780 nm. The rib waveguide losses would be even
higher. Additional losses are contributed by the coupling of input signals into the
guide and the bends in the structure.

9. Conclusions and Discussion
An optoelectronic implementation of an NN in GaAs is described, and experi-

mental results are presented. A 2-to-1 neuron device was fabricated and charac-
terized for performance. The results look very good. A 250-dB/cm below-gap optical
modulator and a 25-dB optoelectronic nonlinear switch have been tested. These
high-dynamic-range modulators have many potential applications. The nonlinear
device described in this work can be used as a thresholding detector device, and an
array of such devices can be used in other optical implementations of an NN archi-
tecture. In future, laser diodes may be integrated on the chip. The single neuron in
this architecture has multiple inputs, unlike many other implementations.

Several problems were encountered in the development. The two most im-
portant ones are the high propagation loss of the material, and the packing density
of the neurons due to the relatively large area (4 mm x 200 gm) required in the
fabrication of each neuron. Because small-angle Y-junctions are used, the waveguide
needs to be relatively long (1.43 mm) to provide 50-gm separation between the two
input guides (see fig. 5). Each modulator also needs to be relatively long for this
reason, as well as for adequate modulation. These problems have an impact on the
future design of more complex single neurons and an NN.

The first problem can be addressed by growing the p-doped region in the upper
cladding much farther back from the core region. We have already accomplished
this by growing new MBE material with propagation losses of <10 dB/cm. With this
material it will be possible to design a single lateral-mode rib waveguide to give
better SNR.

The approach to solving the next problem is twofold: First, material is grown in
which the core region is made up of 100-percent SL instead of only 20-percent SL, as
discussed in section 5. Such a material has already been grown. This may increase
the modulation and thresholding by as much as a factor of five, which means that
the total device length can be reduced correspondingly. The second approach is to
design a new compact type of power combiner that uses either S-bends or right-
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angled bends.13,14 This work is also proceeding. New approaches for electrical
contacts are also being explored.

After a 2-to-1 neuron has been optimized and characterized, more complex
neurons (4-to-1) and a small NN will be designed and tested.
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