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A GENERALIZED LIKELIHOOD RATIO TEST IN
OUTLIER DETECTION OR SCRIPT MATCHING

J. Baek, H. L. Gray, G. D. McCartor, M. D. Fisk
and W. A. Woodward

Southern Methodist University Mission Research Corporation
Dallas, TX Santa Barbara, CA

CONTRACT NO: F29601-91-K-DB25
OBJECTIVE

A generalized likelihood ratio test is developed to detect an outlier associ-
ated with monitoring nuclear proliferation. While the classical outlier detection
methods consider continuous variables only, our approach allows both continu-
ous and discrete variables or a mixture of continuous and discrete variables to
be used. In addition, our method is free of the normality assumption, which is
the key assumption in most of the classical methods. The proposed test is con-
structed by applying the bootstrap (Efron 1979, 1982) to a generalized likelihood
ratio. We investigate the performance of the test by studying the power both
with simulations and real data.

RESEARCH ACCOMPLISHED

Suppose for a given event, the variables V = (Z’, X'), with Z = (Zy,---, Z,)’
and X = (X1, ---,Xp)/, are used to characterize the occurrence of the event,
where Z,,---,Z, are discrete and Xi,--:, X, are continuous. The Z; and X;
will be referred to as “script” variables or “features.” Suppose further that a
training sample {V; = (Z;,X})}, is available from past events and a new
observation, V1, is obtained which must be classified as to whether or not it
belongs to the same population as the training sample. This problem is referred
to as outlier detection or script matching.

More specifically, let the jth discrete variable Z; have k; categories,
Jj = 1,---,r. Then the vector of discrete variables Z may be expressed as
a multinomial random variable Y = (Y},---,Y;), where Y;, = 0 or 1,
m=1,---,k, anzlYm =1, and k = H;::l kj. Thus, each distinct pat-
tern of Z defines a multinomial cell uniquely. Then, following Olkin and Tate
(1961), it is assumed, for specificity, that X has a multivariate normal dis-
tribution with mean p,, given Z corresponding to cell m of Y, 1.e., when
Ym = 1(m = 1..-. k), and common covariance matrix ¥ in all cells. Fur-
thermore, it is assumed that the probability of obtaining an observation in cell
m is pm (0 < pm < I,anzl Pm = 1). Hence we consider the training sample
{Vi}iL, to be from the joint probability density function f(-;pj, U}, E), where

f(V;p1, UL E) = f1(Y;p1) fo(X; Uy, B[Y)
with




k
A(Ypy) = [] pim. (1)
m=1

fo(X;U0L,EYm=1Y;=0,j=1,---,m—-1,m+1,---,k)
= (2m)P2B Peap{-(1/2)(X - p1) ETIX = p1m)}, (2)

P1 = (P11, P1e-1)s Pk =1 — Zf;}plj, 0<pim <1, m=1,--,k and
Uj = (p11," - -, 41t )- Similarly let the new individual V1 have the joint prob-
ability density f(-; p2,U9,X), where
f(V;p2, U, E) = 11i(Y; p2) f2(X; Ua, Z]Y),

f1 and fy are similarly defined as in (1) and (2) with pg = (p21,---,p9,t—1) and
Usg = (@21, -, 49k ) in place of py, Ui, respectively.

Now we employ a hypothesis-testing approach to classify V1. That is,
the classification of V.1 is accomplished by testing the hypothesis Hp :

Pt = p2, Uy = Uj versus Hy : p; # pg or Uy # Uy, We use the
eneralized likelihood ratio method to construct a test. Let 9 = {8 =
P1,P2, U1, Ug, E)lp1j = po; € [0,1),5 = 1,---,k =1, pyn = o € RP,m =
1,---,k, X : positive definite }, and let Q@ = {8 = (p1,p2,U;,Ug,B)lp;; €
[0,1], pim € RP, i =1,2,j=1,---,k =1, m = 1,---,k, ¥ : positive definite }.
Furthermore, let n,, denote the number of members of the training sample whose

discrete variables fall in cell m. Then, the likelihood of the training sample
{Vi}, is given by

L(6;Vy,---,Vy)
k n
= {zmP1=N 2 (T #im)eap| - (1/2) Y (Xi - ) E7NXs — w0},
m=1 i=1

where p; takes the value py,, if Y; falls in the mth cell, m = 1,---, k. Consider
now that V, .1 is to be classified, and suppose that the discrete components
place it into cell m. Then

L(6; V), -, Vap1) =L(8; V1, - -, Vo )(2m) P py |8~ 1/2

. ea:p{ — (1/2)(Xn41 - P?m)’z—l(xn-H - I‘?m)}-
The generalized likelihood ratio is therefore defined by
supfgeq,} L(6; V1, -+, Vai1)
- supfgeq} L(6; V1,- -, Vi)
_ L(8g; Vi, Vay)
LB Vi, Ve

where 8 is the Maximum Likelihood Estimate (MLE) of 8, and 8 is the MLE of
0 under the restriction that Hy is true. It intuitively follows that small values of
A1 provide evidence against Hg, and thus the generalized likelihood ratio test is

(3)

(4)




to reject Hg if A} < Aj(a), where Aj(a) is chosen to provide a size a test.

For the continuous variable case (V = X'), Caroni and Prescott (1992)
showed that the hypothesis-testing approach with the likelihood ratio statis-
tic can be used successfully for outlier detection. That is, the likelihood ra-
tio statistic for testing Hj : X; ~ N(p,E),: = 1,---,n + 1, against H} :
X, ~ N(p,2),i =1,---,n, and Xp41 ~ N(p2,X), leads to Wilks’s statistic
(Wilks 1963), W = |A,|/|Ap41], where Ay = o0 (X; — Xa)(X; — X»)' and
A= ;‘:ll(x,- - Xp+1)(X; = Xp41)', which is commonly used for multivari-
ate outlier detection. It is also easily shown that W is essentially Hotelling’s T2
statistic (Anderson 1984), where T? = n/(n + 1)(Xn41 — Xn)'S51(Xn41 — Xn)
with Sy = Ap/(n — 1). This test statistic is generally used for testing the equal-
ity of two normal population means when the covariance matrices are assumed
equal but unknown. In our case, however, one population has a sample {X;};
while the other has only one observation, {X,+1}. Thus the outlier detection or
script matching problem when based on location is a special case of testing the
equality of two pcpulation means in the continuous variable case.

We have assumed that the covariance of the new observation V) is the
same as that of the population of the training sample. In many situations in
practice, however, it may be more realistic that they are different from each other.

If they are not equal, we can not obtain 8, the MLE of 8 in the denominator of
(3) since it is not reasonable to estimate the covariance of V41 with the only
one observation. Thus we need to modify the likelihood ratio A; to make it
applicable to our problem. Let A9 be a modified version of A defined by

sup(geq,} L(6; V1,---, Vny1)
suppeqo} L6 Vi, -, V) f(Vnt1;6n)
_ L(?o; Vi V) (6)
L(6n; V1, -+, Vnt1)

where 85, is the 8 € Q( which attains sup L(6; V1,---, V). It is noted that 8,
is the MLE of 8 from the training sample under the null hypothesis Hy while
6y is the estimator defined in (4). From (5) it is clear that large values of A9
provide evidence against Hj, and thus V4 can be classified by rejecting Hy if
A9 2 A9(1 — a), where Ag(1 — a) is the (1 — a)th percentile of the distribution
of A9 under Hy. Thus we can use either Aj or Ay depending on the assumption
about the equality of the covariances.

The distribution of the test statistic A\ and A9 under Hy is intractable due
to the nature of the observations whose elements are discrete and continuous
variables. For example, since the regularity conditious do not hold for —2log A1 to
have its usual asymptotic chi-square null distribution, it is not easy to determine

the critical value Aj(a). This difficulty is, however, overcome using the bootstrap
method (Efron 1979, 1982).

The likelihood ratio statistic for the test of the null hypothesis Hy versus
the alternative H; can be bootstrapped as follows. Given the training sample
{Vi}iL, and Vg1, a bootstrap sample {V:}?;ll is generated randomly from
f(V;8q), where 8 is the MLE of 8 under the null hypothesis from the original

Ag = (5)

3




sample {V,-}?:ll. The value of A{, to be denoted A}, is computed for the boot-
strap sample using (4). This process is repeated independently B times, and
the replicated values of \], {A} ; 1 ?:l evaluated from the succcssive bootstrap
samples, can be used to assess the true null distribution of A;. In particular,

the ath empirical quantile of {A} i } ?ﬂ, denoted by A](a), approximates the true
ath quantile Aj(a). That is, Aj(a) ~ AJ{a). Thus we use Aj(a) as a critical
value for the test of size o. Therefore, we reject Hy if A} < A}(a), where Aj(a)

is obtained as discussed above.

McLachlan (1987) showed the relationship between A}(a) and the bootstrap
replication size B for the specified test size a. If the bootstrap and true null
distribution of A| were the same, the original and subsequent bootstrap values of
A1 can be treated as the realizations of a random sample of size B + 1, and the
probability that a specified member is smaller than j of the others is j/(B + 1).
That is, a = j/(B+1). For example, for a = 0.05, we need B = 199 with 3 = 10.

Therefore A}(a) is the 10th smallest value of {/\’i‘j }??__01 for B = 199 and a = 0.05.

Now we investigate the performance . ! the test by examining the power
with simulations. We consider a simple situation in which we have a discrete
variable from a Bernoulli(p) distribution, and an independent continuous variable

distributed N(u,0?). Let {V; = (¥;,X;)}"_, be a training sample, where ¥; ~
Bernoulli(p;) and X; ~ N(y1,02), i=1,---,n. Let Vpu1 = (Yp41,Xp41) bea
new observation where Y, 11 ~ Bernoulli(p) and X, 41 ~ N (p2,02). Then the
goal is to test Hy : p1 = p9, p1 = pg versus Hy : py # pg or py # po.

First, we examine how well the bootstrap estimate of the critical value,
A¥(a) approximates the true critical value, Aj(a), by comparing the power with
the power associated with the bootstrap likelihood ratio test A;, ¢ = 1,2. We
consider p; = pg and p9 = pi + Ao, where A € {0,1,2,3}. We set n =
100, p1 = p2 = 0.5, 1 = 0 and ¢ = 1 in the simulation. For the likelihood ratio
A1, the power of the test is defined by P(A1 < Aj(a)|A). Though the true critical
value Aj(a) is unknown, since we know the parameters we can get a very close
estimate of Aj(a) using a Monte Carlo procedure and estimate the power. The
procedure is described as follows:

For given n, A and very large positive integers K, M,

Lo:=1 K

Generate a random sample {V;1,---,V; 111} under Hy.
Calculate Aj; using (4) with {V;; };'2’11

Continue i

M(a) = ath quantile of {/\1,-}{‘:1.

Dot=1, M

Generate a random sample {V;1,---, V;,} under Hy.

Generate V; n4 randomly under (H}, A).

Calculate Aj; using (4) with {V,]};":"ll

Continue

P < M(a)|A) = TM, i(Ay; < A(a))/M, where I(:) is the indicator

function.




Now the power of the bootstrap likelihood ratio test is estimated as follows:
For given n, A and very large positive integers B, M,

Doi:=1, M

Generate a random sample {V;1,--- ,V' } under Hj.

Generate V, n+l randomly under (Hy, A'B

Calculate 8p; and d; in (4) with {V,]}"“"1

Calculate Aj; using (4).
Do j=1, R
Generate bootstrap sample {V} TR V:J,n 41} using 8o;.

Calculate Aj;; using (4) with {Vuk}n“
Continue
Ali(a) = ath quantile of {z\h]} =1
Contmue
P(M1 < A(a)|A) ~ Zx—l I(A1; < Aj;(a))/M, where I(-) is the indicator
function.

P(A2 < A3(a)|A) can be obtained similarly using (6) in the above procedure.
Table 1 shows P(A1 < Ai(a)|A), P(A; < Aj(@)|A) and P(Ag < Aj(a)lA) for
M = 1000, 10000 with K = 100000, B = 199, and a = 0.05. As M increases,
both powers of the bootstrap likelihood ratio test A\) and Az converges to the
power of A;. In this case we see that the bootstrap likelihood ratio tests Aj
and A, are essentially equivalent. Note also that the estimate of Type I error,
P(); £ Af(a)lA = 0), 18 very close to its true value a = 0.05,: = 1,2, for
M = 10000.

Now set po = pg +02A1 and p9 = p1 + Dgo, where Ay € {0,1,2} and
A26{00251z-12 ,12}. For p; = 0.5, u; = Oanda_lP(lg
Al(a)|Ay, Ag) are calculated and plotted in Figure 1 with n = 100, B =
199, M = 1000, and a = 0.05. As u9 gets far away from uj;, the power of
the bootstrap likelihood ratio test increases. On the other hand, the test is not
sensitive to departures of ps from p;. Corresponding power curves were obtained
for A2 and their behavior was similar to that shown in Figure 1.

Table 1. Simulated power of the test of size a = 0.05 for n = 100

using 199 bootstrap replications (p; = p2 = 0.5, 1 =0, 0 = 1)
A=0 A=1 A=2 A=3
M = 1000
P(A; < M(a)|d) 0.054 0.162 0.495 0.832
P(\; < Aj(a)|D) 0.056 0.157 0.491 0.826
P()g < ,\2(a)|A) 0.057 0.158 0.488 0.826
M = 10000
P(A < M(a)|d)  0.0497 0.1624 0.4986  0.8451
P(A; < A(a)|A)  0.0494 0.1619 0.4940  0.8373
P(Ag < A(a)|)  0.0495 0.1607 0.4967  0.8359
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Fig. 1. Power curves of the bootstrap likelihood ratio test A;. solid line: A; =0,
dotted line: A; = 1, and broken line: Aj = 2. Delta2 denotes Ag.

CONCLUSIONS AND RECOMMENDATIONS

This research implies that for the outlier detection in the mixed variables
(discrete and continuous) case, the bootstrap likelihood ratio method may be
a useful tool. Moreover, although we have assumed normality for clarity, the
methodology considered here can be applied to any mixture of continuous and
discrete variables for which the likelihood ratio is defined. We can always con-
struct the bootstrap likelihood ratio test as far as the MLEs exist in either (3)
or (5) even if the continuous distribution is not normal.

It is planned to apply the bnotstrap likelihood ratio test to the real data
at MRC or the DARPA Center for Seismic Studies to assess the effectiveness of
the test. The results of that study will be available in a forthcoming SMU/MRC
report. It should be noted that the power of the test depends on the training
sample size n and the bootstrap replication size B. Small sample size of multi-
dimensional data may force the test less powerful, and large value for B costs
much of the computing time though it increases the accuracy. Thus the sensitivity
of the test against n and B may be studied further.
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ANALYSIS OF REGIONAL BODYWAVE PHASES
FROM EARTHQUAKES IN WESTERN CHINA

Jeffrey S, Barker
State University of New York, Binghamton

CONTRACT NO: F19628-90-K-0042
OBJECTIVE:

The purpose of this study is to improve our understanding of the regional crustal waveguide
phases encompassed by P, and P, (often termed P,), by modeling regional waveforms in eastern
Asia. Saikia and Burdick (1991) showed that deterministic modelin g of short-period P, can provide
a good fit to waveforms at ranges of 200 to 420 km from NTS explosions. Zhao and Helmberger
(1991) have demonstrated similar success in modeling broad-band P, from the Saguenay earthquake
recorded at HRV, while Burdick et al. (1992) modeled regional earthquake recordings at the IRIS
station, Garm.

If we want to understand the development and propagation of P, we must have observations
at a number of ranges from the source. Unfortunately, while high-quality, broad-band seismometers
are now available in China and the Commonwealth of Independent States (CIS), the station spacing
is quite sparse. At the review meeting last year, we presented the results of modeling a profile of
earthquakes recorded at the Chinese Digital Seismic Station, WMQ (Barker, 1991; Wu and Barker,
1992). This is not the reciprocal problem to wave propagation from a single source to a number of
stations because the earthquakes have different depths, magnitudes and mechanisms. However, by
simultaneously modeling waveforms from each of these earthquakes, we gain an understanding not
only of the propagation of specific crustal phases near WMQ), but also of the kinds of variation
observed for different source depths and mechanisms.

Last year we presented results for a profile of earthquakes southwest of WMQ (Figure 1).
These events occurred within the crust in the Tien Shan region, and propagated along the structural
trend of the Tien Shan and the Tarim Basin. A plane-layered velocity structure and frequency-
wavenumber integration synthetics proved quite adequate in modeling most of the P, waveform.
For these earthquakes, the P,, waveforms are not dominated by crustal multiples (e.g., PyP), but by
S waves that depart upward, then reflect and convert to P waves at the free surface (e.g., sP,). Since
the interference of different phases that depart the source either upward or downward is very sensitive
to source depth, modeling P, can serve as an excellent discriminant.

RESEARCH ACCOMPLISHED:

Since the conclusions presented last year are radiation-pattern dependent, this year we present
similar results, but using profiles of earthquakes along two different azimuths from WMQ. The
first profile is SSE of WMQ, including earthquakes in the vicinity of the Lop Nor Test Site (Figure
1; Table 1). The propagation paths cross the eastern margin of the Tien Shan, the Tarim Basin and,
at the largest distances, the Altyn Tagh and Qaidam Basin. Vertical component broad-band seis-
mograms recorded at WMQ were obtained from CSS and are plotted on the left side of Figure 2.
In order to facilitate comparison, the seismograms have been integrated to displacement and
band-pass filtered (0.5 - 2.0 Hz) to a band that approximates the WWSSN short-period instrument
response. The same filters are applied to the synthetics.

Superimposed on the seismograms of Figure 1 are travel-time curves for a source at a depth
of 20 km in the velocity structure listed in Table 2. This structure model is modified from models
of surface wave dispersion in the Tarim Basin and seismic refraction in the Qaidam Basin (SSB,
1986), removing thin low- and high-velocity layers and adjusting crustal thickness and velocities
so that the travel-time curves are in agreement with the observed arrival times. As noted in Table
2, there is substantial uncertainty in the depths of the earthquakes listed in the PDE, but those that
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are well determined fall in the 21-32 km depth range. The travel-time curves are plotted assuming
that most of the earthquakes occurred near 20 km depth. If the average depth of the sources is
actually deeper, to maintain the time separation between P, and P, the crustal thickness of the model
would have to be increased. In our model, crustal thickness is 48 km, which is consistent with
estimates based on gravity data (Hu et al., 1989 Shi et al., 1989). For this study, we also assume
a plane-layered velocity structure, which ‘would certainly be invalid if we were to consider prop-
agation from earthquakes farther south on the Tibetan Plateau. Surface-wave tomography (Wu and
Levshin, "Tomography Of China Using Surface Waves At CDSN", these proceedings) suggests
that crustal thickness varies only slightly in the region from the Qaidam Basin to WMQ. However,
the wave propagation along our profile may be slightly up-dip, so crustal thickness should be
considered a lower bound, while P, velocity (8.0 km/s) is an upper estimate.

Synthetic seismograms were computed using a frequency-wavenumber integration technique
(Barker, 1984), and are plotted on the right side of Figure 2. Anelastic attenuation is assumed (Table
2) to move the poles off the real-k axis. No wavenumber filtering is imposed, so the synthetics
include S waves and surface waves in addition to the P wavetrain. The source parameters assumed
are listed in Table 3. These include Harvard CMT mechanisms (PDE) when available; otherwise
an average thrust mechanism is assumed. For the narrow band considered for these profiles, the
source corner frequency has little effect, so the synthetics are simply bandpassed from the ground
displacement impulse response computed to 4 Hz. Source depth is assumed to be 20 km. At the
meeting, we will present the results of modeling the broad-band seismograms at different source
depths, but space limitations prevent that presentation here.

Profiles of the observed and synthetic seismograms are plotted at the top of Figure 2, with a
reduction velocity of 8.0 km/s. At this scale only P,, P, and S; (or L;) are identifiable, and the
synthetics provide a reasonable agreement in character to the observed waveforms. On the lower
part of the figure are the same profiles, but limited in time to show the P, portion of the waveforms.
Also plotted are the travel-time curves P, P, PP, and the surface reflections of P, and PP. This
is not to suggest a one-to-one correspondence of arrivals, but simply to suggest which phases are
predicted to arrive between P, and P,. At the closest sources, P and S are the largest amplitude
arrivals. The Moho critical distance is about 110 km, so PP becomes a significant arrival shortly
beyond this range. At the largest ranges (700 km and beyond) the P, wavetrain consists of a series
of low-amplitude arrivals. In the synthetics, P, begins with the direct P wave travelling nearly
horizontally through the crust. At the largestran ges, the observed P, is more emergent, undoubtedly
due to scattering and lateral heterogeneity in the crust.

Another profile of earthquakes is located to the NNE of WMQ, through the western tip of
Mongolia and into Siberia (Figure 1; Table 1). In this region, very little has been published on the
crustal structure. The surface-wave tomography of Wu and Levshin once again suggests that crustal
structure varies slowly along this profile. Therefore, we have developed a crustal velocity structure
based on fitting travel-time curves to observed seismograms. Once again, vertical-component
broad-band seismograms were obtained from CSS and, for purposes of the initial modeling, have
been band-pass filtered (0.5 - 2.0 Hz). The seismograms recorded at WMQ from the NNE profile
of earthquakes is shown on the left side of Figure 3, along with travel-time curves computed for a
source at 20 km depth in the velocity structure in Table 2. For this depth, the crustal thickness is
59 km, and would be even greater for a deeper source. The linear moveout of Pg (Figure 3) suggests
a very low velocity gradient in the crust. P, goes from 8.15 km/s at 400-600 km range to 8.26 km/s
at greater ranges, constraining the mantle gradient. If we identify several observed secondary
arrivals with PP, the velocity at the base of the crust is 7.4 km/s.

Synthetic seismograms were once again computed for a source at 20 km by the frequency-
wavenumber integration technique, band-pass filtered (0.5 - 2.0 Hz) for the source parameters listed
in Table 3. In this case, the mechanisms are predominantly strike slip, with increasing normal
component to the northeast. The synthetic profiles are plotted on the right side of Figure 3. Once




again, the timing and character of P,, P, and S, are quite adequately modeled, and surface reflected
phases provide arrivals between P, and P,. Modeling of the broadband data for details of the arrivals
that interfere to generate P, will be presented at the meeting.

CONCLUSIONS AND RECOMMENDATIONS:

For the earthquake profiles SSE and NNE of WMQ, bandpassed P, waveforms are adequately
modeled using frequency-wavenumber integration synthetics with plane-layered velocity structure
models. For the SSE profile, previous studies provide starting models for crustal velocity and
thickness, however for the NNE profile, no such studies have been found. At the review meeting,
we will present the results of modeling broad-band P, waveforms for various source depths.
Following our experience with the profile SW of WMQ, the interference of upgoing and downgoing
crustal phases can serve as a valuable indicator of source depth.
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Table 1 - Earthquakes Recorded at WMQ

Date Time Lat. Lon R Az Depth m,
(GMT) (°N) (°E) (km) ) (km)
SSE Profile
10/6/87 (87279) 1306:20.3 43.44 88.55 82.0 302 32 4.8
9/29/88 (88273) 0700:3.1 41.75 88.47 2389 345 33 4.7
11/15/88 (88320) 1656:46.2 42.02 89.30 2394 327 33 50
12/22/87 (87317) 0016:39.04 41.36 87.69 3169 330 21 59
2/25/87 (87056) 1957:52.0 38.10 91.18 699.9 336 26 5.7
12/6/87 (87340) 1620:44.9 37.39 94.52 917.8 323 33 4.7
NNE Profile
10/6/87 (87279) 1306:20.3 43.44 88.55 82.0 302 32 4.8
9/18/87 (87261) 2159:15.0 47.02 89.66 3876 204 33 53
4/1/88 (88092) 0127:16.0 47.53 89.64 4394 201 10 4.6
7/23/88 (38205) 0738:9.7 48.71 90.56 5864 203 19 55
6/30/88 (88182) 1525:15.5 50.23 91.14 7594 202 33 50
9/16/87 (87259) 1759:30.6 52.09 95.70 10955 216 33 4.8
" Depth uncertain. 33 km is the PDE default.
Table 2 - Velocity Structure Models
Vp Vg Density Thickness Qr Qs
(km/s) (km/s) (g/cm®) (km)
SSE Profile (near Lop Nor)
4.80 277 2.58 12.0 300 150
6.25 3.78 2.79 26.0 1000 500
6.80 3.93 2.85 10.0 1000 500
8.00 4.62 334 10.0 1200 600
8.10 4.68 3.36 h.s. 1200 600
NNE Profile (Altai Mountains)
4.80 277 2.58 50 300 150
6.00 3.46 2.79 45.0 800 400
6.90 4.00 2.85 3.0 1000 500
7.40 4.27 3.00 6.0 1000 500
8.15 4.70 3.20 10.0 1200 600
8.26 477 3.30 h.s. 1200 600
Table 3 - Source Parameters for the Synthetics
Date R Az Strike Dip Rake M,
(km) ) ) () () (x10” dyne-cm)
SSE Profile
87279 82 302 270° 60° 70° 1.8°
Syn2 160 330 270° 60° 70° 1.8°
88273, 88320 240 330 270° 60° 70° 1.8°
87356 317 330 316" 53¢ 54* 2.1
Syn5 500 330 270° 60° 70° 1.8°
87056 700 336 267° 60" 68* 5.8
87340 918 323 270° 60° 70° 1.8°
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Table 3 - (continued)

Date R Az Strike Dip Rake M,
(km) © ©) ©) )  (x10® dyne-cm)

NNE Profile

87279 82 302 120° o0° 180° 1.8°
Syn2 200 200 120° 90° 180° 1.8°
87261, 88091 400 200 154* 90" 180* 1.3
88205 586 203 331 66" 170" 9.0*
88182 759 201 152* 50* -50* 3.5"
Syn6 950 200 70 70 -4Q° 1.8°
87259 1095 216 70° 70° -40° 1.8°

* Mechanisms are Harvard CMT solutions published in the PDE.
® No mechanism published. These values are assumed.

Fig. 1

Earthquake Profiles Recorded at WMQ
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Shaded topographic map of northwestern border region of China showing the locations
of earthquakes (stars) recorded at CDSN station WMQ (triangle). Earthquakes SSE and
NNE of WMQ are modeled in this study (see Table 1). Also shown are the locations of
the Kazakh Test Site and the Lop Nor Test Site (circles). Topography (courtesy of Eric
Fielding at Cornell) is plotted with lighter shades indicating higher elevations. Gray
squares indicate missing elevation data. The small gray oval SE of WMQ is the Turfan
Basin, which is below Sea Level. The light region to the south is the edge of the Tibetan

Plateau.
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Fig.2  Profiles of observed (left) and frequency-wavenumber integration synthetic (right) ver-
tical-component displacement waveforms for earthquakes from the SSE recorded at
CDSN station WMQ. The full waveforms are shown in the top profiles, while the P,
portions of the same waveforms are shown in the bottom profiles. Also shown are

travel-time curves for important P- and S-wave phases computed for a source at 20 km
depth in the velocity structure model in Table 3.

13




Distance (kilometers)

Distance (idlometers)

EEENENE

Time (seconds) - R/8.00 Time (seconds) - R/8.00

T T

0 50 100 150 200 0 50 100 150 200

o
4
[+]

T T =T

g
8

§ -

200+
300 %0l
400 F 7 00}
600 & 2 600
700 Lo ' g o
%0 - Wmm g 800
1000 | ;PmP - 1000 }
1100 - W 1100
e R
Earthquake Profile NNE of WMQ F-K Synthetic Profile (20 km Depth)
Time (seconds) - R/8.00 Time (seconds) - R/8.00
O 0 20 30 4 % e Q.10 20 3 4 0 60

i
8
T
é ‘
¢
.
- N
N
-
<
<

8

Distance (idiometers)

58538863883

. P v— 'L‘, *J\r\m Wﬂ
1000} = pAn ] 1000+ Pn ’ ‘ 1

ST | epmp » Pmp \
1100 P~ VAR~ AV A A A WA 1100 [ 2 AW
s200b— A ool
0 10 20 30 40 $0 80 4] 10 20 30 40 S0 60
Earthquake Profile NNE of WMQ F-K Synthetic Profile (20 km Depth)

Fig. 3 Profiles of observed (left) and synthetic (right) vertical-component displacement wave-
forms for earthquakes from the NNE recorded at WMQ. The full waveforms are shown
in the top profiles, while the P,, portions of the same waveforms are shown in the bottom
profiles. The travel-time curves are computed for a source at 20 km depth in the velocity
structure model listed in Table 3.
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NUMERICAL MODELS OF QUARRY BLAST SOURCES
Terrance G. Barker und Keith L. McLaughlin
barker@scubed.scubed.com and scatter@scubed.scubed.com

S-Cubed, Division of Maxwell Laboratories. Inc.
P.O. Box 1620, La Jolla, CA 92038
Contract No. F29601-91-C-DB27

1. OBJECTIVES

It has been suggested that evading detection of nuclear weapons testing may be accomplished
by detonating the weapons in conjunction with large quarry blasts. The objective of this project is to
compare the regional seismic radiation from QB sources and small, shallow, overburied nuclear
explosions to determine whether it may be possible to discriminate between the two sources. Our
approach is to use simple seismic models, derived from realistic numerical simulations and from field
tests, as sources in synthetic seismogram calculations. We can then examine synthetic seismograms and
sonograms for discrimination features. In this paper, we concentrate on the differences in regional seismic
signals due to differences in source excitation, duration and size of the QB and nuclear bomb sources.
We model the quarry blast as a series of shots distributed on a grid using a variety of temporal and spatial
shot pattems. Each shot is a charge which creates a spalling of the material above, which is modeled as
an explosion plus a tension crack.

2. RESEARCH ACCOMPLISHED

2.1 Blasting Practices

For this paper, we consider the scenario that an evader wishes to hide a one kiloton tamped
explosion under a simultaneous chemical quarry blast of comparable yield. It is unlikely that this scenario
would be used to hide a shot with a seismic source larger that | kT tamped.

The spatial scale of the QB can be estimated from the total explosive yield and from standard
blasting practices. Most quarrying is done by removing material from the face of a bench using muitiple
rows of charges parallel to the bench. The largest bench height in practice is about 30 m (Langefors and
Kihistrom, 1963). The burden Q (distance from the face of the bench to the charge) is, as a rule, one-
half the bench height, (Langefors and Kihistrom, 1963, Dupont, 1942), or about 15 m. The standard
spacing between holes in a row as well as the spacing between rows is 1.25 times the burden. This
geometry is shown schematically in Figure 1. The standard charge size (per hole) is 0.6Q°, or 2025 Kg,
or about two metric tons. So, if the total charge is one kiloton, the total number of holes is 500. In the
calculations described here, we used 20 rows with 25 charges per row, as shown in Figure 2.
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The charges are detonated in firing patterns that vary with the requirements and constraints of
the quarry. The most typical pattern is to fire the shots within a row simultaneously or at very short
intervals, and detonate the rows at even intervals beginning with the row nearest the face. The intervals
between rows are a few tenths of a second. The objective of progressive firing within a row is to
encourage gas driven fracture between holes to make the rock separate more readily along a line between
the holes. The rows are fired at intervals so that the rocks thrown from a particular row do not interfere
with the detachment of the subsequent row.

Chapman, ef al. (1991) examined the drilling practices of quarries in eastern Kentucky. The
charge pattemn for an excavation with a total yield of 0.115 kT is shown in Figure 3. In this case, there
were 56 charges arranged in 4 rows of 14. The charge size per hole was 1.87 metric tons. The spacing
is about 12 m between shots within a row and about 8 m between rows. This pattern is similar to other
charge patterns shown in their report. Since there is a practical upper limit of about two metric tons per
hole (determined by the maximum practical bench height, as discussed above), a larger yield can be
achieved only by increasing the number of holes. If the example in Figure 3 were to be scaled up to 1 kT.
the number of holes would be increesed to around 500. The detonation times are also indicated in
Figure 3. Each row is initiated at the center and the duration of firing in each row is 165 msec. The
interval between rows is about 250 msec.
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Figure 3. Example of a 0.1 kT QB shot layout from Chapman (1991). (Top) shot layout, 1000
lbs. of explosive and ms delay times. (Bottom) shot size versus time.

2.2 Model of Quarry Blast Source

Material is removed from the face by a spall proces< *. .. uich the compressional wave from the
explosives reflects from the face as a tension wave wh.ch causes the material to detach and become
airborne. The spall process initiated by nuc.:ar explosions has been modeled well by a tension crack
(Day, et al., 1983, Barker and Day, 1990, McLaughlin, et al., 1990), and we use it here. At each shot
hole, the model consists of an inital charge modci d as a Mueller-Murphy explosion source plus a tension
crack at the same depth. Stump and Reinke (1988) showed that the Mueller-Murphy source represents
the explosive part of the signals from QBs well. We place the tension crack at the depth of the charge
since firing patterns are designed to crack along a line through the charges (Langefors and Kihlstrom,
1963).

Photographic observations of material thrown in the air by the explosions by Langefors and
Kihistrom (1963) show that typical velocities at which the material leaves the ground is in the range from
2 to 10 nvsec. These are also typical values for vertical ground velocities above nuclear explosions.
Barker and Day (1990) used a tension crack model to describe numerical simulations of nuclear events.
The parameters of the model, vertical velocity, spall mass and momentum were consistent with
observations. The parameters, scaled to 2 tons, are consistent with a block of material 20m on a side,
ejected from a depth of 25 m at a velocity of 3.5 m/sec. These are reasonable values for the quarry blast
charge described above, and are what we used in the calculations for this report. A review of blasting
literature rgveals that individual shots are generally conducted with scaled burdens of between 50 and
100 mkt!”,

We compute the signal from the total QB by linearly superposing the signals from individual
holes. Several observations made during mine operations (Sturnp and Reinke, 1988, Reamer, et al. 1992,
and Reamer and Hinzen, 1991) show that this approximation is valid. These authors also show that a
point source representation of the cylindrical charges typically used in QBs is valid.
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2.3 Analysis of Synthetic Seismograms and Sonograms

We have computed synthetic seismograms at a range ot 1000 km using an earth model typical
of the crust in central Asia. A fullwave integration procedure was used to calculate the Green's functions
for the explosive and tension crack sources. A Green’s function was calculated for every row of
explosives to ensure that phase interference between rows was accurately computed. The calculations
were done for the band from O to 2.5 Hz. To investigate the bomb-under-quarry scenario, we have also
computed seismograms from a tamped kT explosion buried at 300m. Earthquake seismograms for a
dislocation at 7.5 km are also computed for reference.

Figure 4 shows the signals filtered passing the frequency band from from 2.0 to 2.5 Hz. The
unfiitered records are so dominated by the Rayleigh wave that it is the only visible phase. The filtered
signals are from the QB simulation (20 x 25 shots at 0.002 kT), the tamped 1kT explosion, the sum of
the QB and the tamped explosion, and from a single hole in the QB. For the QB simulation, the time
interval between rows was 200 msec, starting with the row nearest the receiver. All charges within the
rows were fired simultaneously. The explosion-plus-QB and explosion-only records in Figure 4 are
dominated by the Pg signal arriving at about 160 sec. In the QB-alone seismogram, however, the Lg
phase, arriving between 275 and 375 seconds, is somewhat bigger than Pg. Note that the signal from
a single hole has a somewhat different character than the full QB, exhibiting the effects of phase
interference between rows. The Lg enhancement relative to Pg is due to the effectiveness of the tension
crack source in generating Lg. This was found to be the case in Mclaughlin, et al. (1990), also. The Pg
from the 1kT bomb swamps the QB signal in Figure 4. A much smaller bomb with a yield of 0.05 kT
is shown with the QB in Figure 5. Here, the Lg from the QB is visible.

A sonogram for the QB is shown in Figure 6. The sonograms have gain ranging which
normalizes each band-passed signal to the maximum at each frequency. Larger amplitudes appear darker
on the figure. At low frequencies, the Rayleigh wave dominates. The Rayleigh wave is the dispersed
signal arriving near 330 seconds at the lowest frequency. At higher frequencies (above 1 Hz), the Pg and
Lg phases are apparent. Again, we can see the enhancment of Lg from the QB source.

We show spectra of the signals in Figure 7. The low frequencies (beiow 1 Hz) are dominated
by the Rayleigh wave. Of interest is the scallops in the spectrum from the QB. The period of the scallops
is duration of the source, or the time required for the firing of the charges to propagate across the grid.
We have confirmed this by computing spectra from different size grids. We also note that the spectrum
from the quarry blast falls off at higher frequencies much faster than for the bomb. This is due to the
band-limited nature of the spall model (Barker and Day, 1990), whose duration is determined by the
dwell time of the material in the air.

3. CONCLUSIONS AND RECOMMENDAT!ONS

We have computed synthetic seismograms from models of a multiple-shot Q° - The charge size,
distribution, spall momentum and detonation intervals used in these calculations werc chosen to be
representative of actual mining practices. Our calculations show that

1) Detection of a nuclear explosive in a simultaneous quarry blast will require broadband
recording,
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2) the quarry blast source generates higher values of the ratio Lg/Pg at higher frequencies than
the buned explosion,

3) the quarry blast source is a narrow band signal compared to the overburied explosion, and
4) the quarry blast source has scallops in the spectrum due to the finite size of the source.

Work continues in several areas:

1) Cooperative data collection of near-source data to validate source models,
2) modeling of near-source data using simple source models, and
3) simulation of evasion scenarios using realistic quarry blast and explosion source functions.
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REGIONAL SEISMIC EVENT DISCRIMINANANTS: WHAT
WORKS, WHAT DOESN'T, AND WHY

Douglas R. Baumgardt
ENSCO, Inc., 5400 Port Royal Rd.
Springfield, Virginia 22151
Contract No. F29601-92-C-0009

OBJECTIVE

In this study, the effectiveness of several regional waveform discriminants and processing
methods are being evaluated, using the large database of regional waveforms generated by the
Intelligent Monitoring System (IMS), currently operating continuously in Norway on signals
detected by the four regional arrays NORESS, ARCESS, FINESA, and GERESS. Waveform
features are to be measured with the Intelligent Seismic Event Identification System (ISEIS), which
has been developed as an automatic and interactive backend system to identify events formed by
the IMS (Baumgardt et al, 1992). There are specifically three overall objectives in this study:

(1) Process through ISEIS the large database of waveforms in the IMS database, extract and store
in a database numerous regional waveform features which may be useful discriminants, and test
the discriminatory performance of the current rules in ISEIS on events of known identity.

(2) Use multivariate and statistical analysis techniques to identify those waveform features which
are most discriminatory.

(3) Revise the rules in the ISEIS expert system to utilize the best discriminant features which
optimizes event identification performance.

RESEARCH ACCOMPLISHED

The Intelligent Seismic Event Identification System (ISEIS) has been installed at the Center
for Seismic Studies (CSS) where it is being used to process and analyze discriminants for seismic
events formed the Intelligent Monitoring System (IMS). The ISEIS processing approach is
described in detail by Baumgardt et al (1991). In brief, the processing steps include: (1)
incoherent beam computation in nine primary filter bands, ranging from 0.5-2.5 Hz (for possible
Rg phases analysis) to 8-16 Hz; (2) stapick selection for key phases and amplitude computation
(maximum and average) within the stapick windows; (3) amplitude-ratio computation (same
frequency) for selected phases; (4) array-stacked spectral density computation in the stapick
windows; (5) spectral ratio computation for all phases; (6) cepstrum calculation for ripple-fire
detection and depth estimation; (7) storage of all key features to an Oracle database; (8) rule-based
processing, using rules coded in the NASA expert systems shell, CLIPS, to identify events on the
basis of individual discriminants extracted from the database; and (9) overall event identification
using a voting scheme. A number of new capabilities have been added to ISEIS, beyond those
discussed by Baumgardt et al (1991), in order to facilitate the processing of data at the CSS.

The processing at the CSS consists of two passes on each event in the IMS database,
automated initial processing (autoISEIS) and interactive review. In the automated mode, event
parameters (origins) determined by the IMS and analyst review in the Analyst Review Station
(ARS), are passed to autoISEIS along with the associated phase identifications. The computation
of the incoherent beams is keyed off the first arrival P times and then autoISEIS makes its time-
and frequency-domain measurements on predefined group velocity windows beginning at the times
determined by IMS for each of the key phases. It is assumed that IMS/ARS identifications of the
regional phases Pn, Pg, Sn, Lg, and Rg are correct and the event has been accurately located based
on these phases. If any of these phases are missing, autoISEIS predicts the phase arrival times,
using the IMS location, and selects stapicks based on the predicted times. All subsequent
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processing (amplitude ratios, spectral analysis, ripple-fire detection, rule processing) are done
automatically utilizing these stapicks.

However, the IMS/ARS phase identifications are often incorrect or incomplete. Thus,
ISEIS provides interactive displays where the IMS/ARS phase picks and resultant incoherent beam
phase picks can be examined. Figure 1a shows an example of an earthquake recorded at NORESS
for which the first arrival compressional phase was labeled Px. This phase is obviously Pn but
was not so identified for some reason by the IMS/ARS analyst. ISEIS measures incoherent
beams, keying off the first Px phase, as shown in Figure 1b, producing the incoherent beams
shown in Figure 1c. ISEIS provides an interface which allows the stapicks to be interactively
determined, as was done in Figure lc, where the darkened regions indicate the stapick windows.
In this example, the Pn phase has been identified and a Pg phase, not detected by IMS, can be
clearly observed in the incoherent beams and is so labeled. After repicking the phases, the rest of
the processing steps can be redone automatically. Correct phase identification and event location is
vital in order for subsequent event identification to be successful.

Figure 2 shows an example of a new top-level event identification display bulletin interface
which has been included in ISEIS, in addition to the spreadsheet displays discussed by Baumgardt
etal (1991). This display shows the event parameters, the true event identification, if available, or
that determined by the analyst, a codified display of the results of the ISEIS combined
discrimination (ICOMP), and the individual discriminants which are active. This display allows a
quick overview of the results of the automated and subsequent interactive processing and allows a
comparison to be made of the ISEIS event identifications to those provided by ground truth. This
interface provides a number of other subfunctions, accessible through the menus, for selecting
events, reading in new events, setting the event identification, and entering comments in the
database.

ISEIS is now being applied to events in the IMS database, beginning in January of 1992.
This database consists of the most complete set of waveform data for all three arrays, NORESS,
ARCESS, FINESA, and GERESS. Each event is being processed automatically and all events are
subsequently reviewed interactively with the results stored in the database for subsequent analysis.

CONCLUSIONS AND RECOMMENDATIONS

A preliminary study of regional waveform discriminants was done using ISEIS-extracted
features and a number of multivanate statistical and visualization techniques. This study, reported
by Baumgardt (1992), is continuing with the larger IMS database. Figure 3 shows the locations of
the events which were studied. The events at NORESS include mine explosions (BLA, TITA),
reported to NORSAR by the mine operators, earthquakes reported in the Bergen bulletins, and
presumed marine blasts identified by Baumgardt and Young (1990). The ARCESS events include
mine explosions reported by in the Helsinki bulletins, nuclear explosions at Novaya Zemlya,
presumed earthquakes reported in the Helsinki bulletins, and a lone event which has been identified
by Baumgardt (1991) as an explosion on board a Soviet nuclear submarine which sank off the
northern coast of Norway in 1989. Figures 4a and 4b show plots of Pn/Lg ratios at NORESS and
Pn/Sn ratios at ARCESS (Lg is not observed for many of the events at ARCESS). So far, the
analysis indicates that the best separation between explosion and earthquake groups is provided by
Pn/Sn and Pn/Lg ratios measured at high frequencies, 8 to 10 Hz for NORESS and 6 to 8 Hz for
ARCESS. This result is consistent with a number of other studies in other regions (e.g., Bennett
et al, 1989) which have shown that earthquakes have stronger shear excitation than explosions.
Because of the similarity of paths and distances for the earthquake and explosion groups, these
differences must be a reflection of source differences between earthquakes and explosions.
Comparisons of Pn/Sn and Pn/Lg ratios for Norwegian mine explosions recorded at NORESS and
Kola mine explosions recorded at ARCESS were found to not be significantly different.

We also found for NORESS a significant separation of earthquakes and explosions using
an "inferred" Rg-to-Lg ratio in a low-frequency filter band (0.5-2.5 Hz), where the inferred Rg
was measured in the Lg coda at the predicted group-velocity time for Rg. Explosions seem to
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generate stronger Lg coda energy at the time of Rg even though a distinct Rg phase is not strongly
apparent.

Figure 5 shows a summary, in the form of a boxplot, of spectral ratio measurements for the
Lg waves recorded at NORESS. Although a number of earlier studies suggested this discriminant
separates nuclear explosions and earthquakes in western U.S. (Bennett and Murphy, 1988), our
studies have so far shown complete overlap between mine blasts and earthquakes recorded at
NORESS. However, as shown in Figure 5, spectral ratios of underwater blasts appear to be
considerably higher than those of either mine blasts or earthquakes. We are continuing to study
spectral ratios on the expanded database.

The clustering technique of minimal spanning tree (MST) was tested on two classes of
Pn/Sn and Pn/Lg ratio measurements for 13 earthquakes and 13 explosions recorded at NORESS
in order to reveal how well separated these events are on the basis of multivariate feature
measurements of these ratios in different frequency bands. Most of the events were separated,
although some events intermediate between the classes were evident.

Finally, we have also explored a number of novel visualization schemes for enabling the
visual clustering of multivariate data. One example is star plots, shown for the NORESS-recorded
mine explosions and earthquakes in Figure 6. Each star point in Figure 6 is determined by a value
of a Pn/Lg ratio in some frequency band. Clearly, earthquakes have larger stars than explosions,
which reflects the fact that their ratios are larger, consistent with Figure 4a. Other techniques we
have explored include Chernov faces and multivariate planing for displaying minimal spanning tree
clustering. These techniques provide useful insights into the behavior of various multivariate type
discriminants and how well they perform in the classification of seismic events.

For future work, we make the following recommendations: (1) The phase identification
capabilities of the IMS need to be improved to make automatic event identification possible.
Currently, IMS often does not identify all the phases needed for complete event characterization
and sometimes, phases are erroneously identified with the final event locations also being
inaccurate. Accurate phase identifications and event locations are extremely important for reliable
event identification. (2) Although regional P/S type ratios have proven to be good discriminants,
we have observed a surprisingly large variation in these ratios for mine blasts, as seen in Figures
4a and 4b. These variations may be due to differences in blasting practice and/or associated
tectonic release associated with the blasts. The cause of these variations needs to be further
investigated.
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Seismic Discrimination of Rockbursts in Mines

T. J. Bennett, J. F. Scheimer, A. K. Campanella and J. R. Murphy
S-CUBED
11800 Sunrise Valley Dr., Suite 1212
Reston, Virginia 22051
Contract No. F19628-91-C-0186

Objective

S-CUBED is currently conducting a research project aimed at
characterization of rockbursts and other stress-release events in mines for use in
their seismic identification. Of the four types of seismic sources pertinent to the
problem of event identification (viz underground nuclear explosions, natural
earthquakes, chemical blasts and rockbursts) the greatest attention over the years
has been directed at discriminating nuclear explosions from earthquakes.
However, interest in lowering the discrimination threshold has indicated in recent
years that consideration should be given to the frequent mine and construction
blasts which occur routinely in many parts of the world. The fourth event type,
rockbursts, have received the least attention in this discrimination context even
though they occur in hard-rock mining areas throughout the world at depths
comparable to nuclear explosion emplacements. We believe that a complete
understanding of the seismic signals produced by these latter events will improve
capabilities to distinguish normal stress-release activity in mining areas from
anomalous events including possible clandestine nuclear tests, which might be
concealed in a deliberately triggered, large rockburst.

Research Accomplishments

Much of the publicity and research related to rockbursts and other stress-
release events associated with rock excavation have focused on South African
gold mines. However, similar types of events have been reported in many parts
of the world including central Europe, Great Britain, Scandinavia, China, India,
Australia, Zambia, the United States and Canada. Furthermore, it seems likely
that the potential for comparable stress-release events exists in other regions. To
improve our capability to identify these induced seismic events, we have reviewed
reports on the occurrence and mechanisms of such events and have begun
collecting and analyzing seismic waveform data for these events from each of the
various source areas. By analyzing events from different source regions, we
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hope to discern inherent characteristics which will enable distinction of these
events from other source types. We are also seeking to obtain data from
different events in common source regions to enable determination of the
variability between events of similar source type and to identify differences
between distinct source types.

Although there is extensive published literature regarding the
phenomenology of rockbursts and engineering techniques for their mitigation,
relatively few studies deal with theoretical models of rockbursts and associated
seismic source mechanisms. According to the rock mechanics model developed
by Cook (1983), stress-release events occur when the removal of material from
an excavation (either deep underground or near the surface) sufficiently modifies
the local stress field that the strength of the local rock or the coefficient of static
friction on an existing fracture is exceeded, thereby releasing the accumulated
strain energy. The occurrence of such events is therefore dependent on several
factors including magnitudes and orientations of local stresses at the depth of the
excavation, volume of the excavation, and the rate at which material is being
removed. In this environment the changes in local stress due to the mining
trigger latent seismic events which are then driven by differences in tectonic
stresses in the vicinity of the excavation. Alternatively, the seismic events may be
explained as the release of the potential energy produced by the removal of rock
in the excavation. McGarr et al. (1975, 1990) investigated the seismic source
mechanism of mine tremors from South African gold mines recorded at near-
regional stations. Although these studies suggested that the body-wave spectra
from mining-induced events could in large measure be explained by double-
couple rupture models similar to earthquakes, in some cases the mechanisms were
more complex requiring a multiple rupture model or elements of explosive or
implosive sources along with shear (cf. McGarr et al., 1990; Gibowicz er al.,
1990). The data we are acquiring from stress-release events in the different
regions will be used to help resolve these model complexities and to identify
causes of variation.

In some parts of the world the magnitudes of rockbursts have exceeded 5.0
mp. however, in most areas these stress-release events are seldom much larger
than 3.0 mp. For the larger events it should be possible to include teleseismic and
far-regional stations as part of the monitoring effort, but the smaller events will
require regional or even near-regional monitoring. Our initial studies have
focused on two regions where both large and small stress-release events have
occurred: South Africa and Central Europe. Although South Africa is generally
regarded as a stable continental platform region, the region is not seismically
quiet. This is illustrated in Figure 1 which shows the locations of events in

southern Africa south of 20°S latitude for the ISC/NEIS database covering the
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Figure 1. South African seismicity south of 20°S.
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time period from 1966 through the beginning of 1985. The most prominent
feature of the seismic activity is the heavy concentration of events located near
the center of the projection in the vicinity of 27°S,27°E. This activity consists
mainly of mine-related events in the deep, gold-mining area of the Witwatersrand
Basin near Johannesburg. The majority of these events appear to be caused by
stress release in the surrounding rock associated with closure or partial closure of
mine openings - 1.€. rockbursts. Some seismic events in the cluster may also be
attributable to mineblasts related to continuing development, although such blasts
would be expected to have relatively small seismic magnitudes. Outside the main
gold-mining area, a relatively low level of natural earthquake activity is scattered
throughout much of the remainder of the country; and some blasting associated
with strip-mining and construction activity is also known to be present. Thus,
South Africa includes three of the four types of events of concern in seismic
monitoring (viz rockbursts, mineblasts and earthquakes) and provides an
appropriate environment for investigating the characteristics of seismic signals
from such sources.

During the time period from 1971-1979, the South African regional
seismic network reported 764 mine tremors with local magnitudes ranging from
3.8 to 5.4 My, . For the time period 1980-1991, the NEIS catalog includes 515
events in the vicinity of the South African gold mining area. Fourteen of these
more recent events had body-wave magnitudes equal io or greater than 5.0 mp,
the largest having a magnitude of 5.5 mp. We are currently in the process of
retrieving IRIS, SRO and DWWSSN waveform data from all available seismic
stations for several of these larger rockbursts. In addition, we have been
analyzing waveform data recorded at the regional station SLR from a selected
sample of smaller events including 28 mine tremor events and 11 earthquakes
from the surrounding region. The distances to the mining events from SLR are
between 50 and 300 km, depending on the specific mine; and distances to the
regional earthquakes are between 170 and 1040 km. We have been evaluating a
variety of standard regional discriminant measurements applied to these data.
Figure 2 shows a comparison of the relative amplitudes in the compressional (Pg)
and shear (Lg) wave windows from the vertical component records. After
applying a correction for possible attenuation differences, the results suggest that
the mine tremor events and the regional earthquakes have similar Ly relative to
P, excitation. However, additional analyses are needed of the scatter in the
observations and of the influence of possible regional attenuation variations. We
have also looked at the P-wave signals from several of these events in greater
detail. Consistency in the signals between events from common source arcas
suggests that prominent aspects of the signal are controlled by propagation, but
we have also identified some differences which may be related to source
complexity and variation between events. We are continuing to analyze these
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regional data and the data currently being collected for the larger stress-release
events from the South African source region.

In central Europe mining districts in Germany, Poland and Czechoslovakia
have experienced frequent and, in some cases, large rockburst events. Figure 3
shows the seismicity in the region as determined from the ISC catalog for the
period 1987 through 1990. The two prominent clusters in the outlined area to the
east correspond to the Lubin and Belchatow mining districts near the border
between Poland and Czechoslovakia. The area outlined to the west shows a
somewhat more diffuse pattern of seismicity; however, within this pattern are
included several clusters known to be associated with stress-release events in
mines in the Ruhr district. In addition, some smaller events in the region may be
associated with blasting in mines; and some epicenters have been identified as
earthquakes. Based on ISC catalog data for the past decade, the eastern mining
district experiences about 90 events per year with magnitudes up to near 5 ML.
The western mining district reports about 40 events per year with magnitudes
generally smaller, normally around 3 Mgy or less. In addition, the largest
earthquake in recent history (mp = 5.4) occurred in the region between the two
outlined mining districts on March 13, 1992. Thus, like South Africa, Central
Europe includes rockbursts, earthquakes and mine blasts within a relatively
limited geographical region which should provide useful data for analyzing the
effects of source differences on seismic signals.

We are in the process of retrieving IRIS/GDSN waveform data from all the
available stations for the largest events and from regional stations for a large
sample of smaller events. In addition, the GSETT-2 database includes several
events from the central European mining areas; and we are analyzing the
amplitude and spectral characteristics of those regional waveforms. Figure 4
shows the waveform data from GRFO for seven typical events from the Lubin
and Belchatow mining districts. Within a given mining district there is a strong
consistency in the overall character of the signals between events; however, there
are some differences in the relative amplitudes of phases and their frequency
content which may represent source variation. Differences in signal character
between the two districts (e.g. weak Py from the more distant area) is probably
indicative of propagation differences. In any case, these events from the mining
districts, which at this point we assume to be related to stress release, produce
regional waveforms with strong Lg signals relative to P. This behavior is similcr
to that reported previously for earthquakes in many parts of the world.
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Figure 3.

Figure 4.

Four years of European seismicity from the ISC catalog with
outlined regions enclosing the Ruhr region on the west and the

Polish and Czech mining districts on the cast.
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Conclusions

Our preliminary results indicate that mining-induced events show some
variations between regions but frequently produce some signal features similar to
those of natural earthquakes. In particular, Lg/P ratios are normally greater than
1.0. The South African rockbursts show evidence of relatively strong low-
frequency surface waves. In both regions, the P waves show indications of
variations between nearby events and for events from different mining districts.
We are continuing to collect and analyze the data from these and other worldwide
rockburst regions.
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Objective

For nearly 40 years the former Soviet Union has carried out
a program of seismic studies in northern Eurasia, known as “Deep
Seismic Sounding®" or DSS (Piwinskii, 1979; Zverev and
Kosminskaya, 1980; Egorkin and Pavlenkova, 1981; Egorkin and
Chernyshov, 1983; Scheimer and Borg, 1985). To date, DSS
profiling has completed nearly 150,000 km of profiles covering
all major geological provinces of northern Eurasia. The program
is unique in the routine use of nuclear explosions to record
profiles to lengths in excess 2000-3000 km. About half of the
115 Peaceful Nuclear Explosions (PNE) detonated since 1966 have
been associated with the DSS program. Under the 1990 US-USSR
Agreement on Basic Scientific Research, the USGS obtained the
three-component digital seismic data for the Murmansk-Kizil
tvltra-long-range DSS profile.

The Murmansk-Kizil profile, started in 1984 and completed in .
1987, extends more than 4000 km from the Kola peninsula to the
Altay-Sayan region. The profile crosses tectonic provinces of
the Baltic Shield, the eastern European Platform, the Ural
Mountains fold belt, the West Siberian Basin, and the Altay-Sayan
Foldbelt. The profile was recorded using 42 chemical explosions
and 3 PNE’s with an average station spacing of 16.4 km. The
chemical explosions were recorded to maximum offsets of 600 km,
while the PNE’'s were recorded to distances of roughly 3200 km.

We have begun plotting and processing the record sections for
both the chemical and nuclear explosions. Forward travel-time
and amplitude modeling are being used to determine the crust and
upper mantle velocity and attenuation structure beneath northern
Eurasia.

DSS profiling: 1960-90

Beginning in 1939-40 with a series of small-scale seismic
experiments in the vicinity of Moscow, DSS profiling has
broadened into a national multi-institutional exploration effort
that has covered all major geological provinces of northern
Eurasia (Ryaboy, 1989). The acquisition of DSS data has been
supervised by two principal organizations: MinGeo (reorganized
into the Geological Committee of Russia in 1991), which oversees
most land and some offshore operations, and the Academy of .
Sciences, which conducts offshore profiling and some DSS land
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recording. Within MinGeo, DSS profiling is conducted by several
geophysical expeditions and scientific research organizations.
For long-range DSS profiling using nuclear explosions,
Neftegeofizika (the largest Soviet organization for oil and gas
exploration) formed the Special Geophysical Expedition (SGE) to
collect and interpret DSS data. In 1991, the SGE was renamed
Center for Regional Geophysical and Geoecological Research (GEON)
and broadened its services to include commercial offerings of
geophysical data for exploitation of certain areas of northern
Eurasia. Prior to about 1989, foreign contacts were limited, but
recent developments in the Commonwealth of Independent States
(CIS) have led to USGS-MinGeo scientific agreements and the
availability of digital DSS data for analysis by United States
scientists.

Depending on the region of interest and the types of sources
used, DSS profiles range from 200 to nearly 4000 km in length.
Early findings of DSS investigations indicated that variations in
crustal structure correlated with the age provinces and tectonic
setting, which prompted the systematic recording of long-range
DSS profiles across much of northern Eurasia. 1In 1963 and 1964,
the first detailed DSS study of the Earth’s crust and upper
mantle was conducted in central Asia, providing details to depths
of approximately 100 km (Ryaboy, 1966a,b). Subsequently,
recording of long-range profiles using chemical explosions became
wide-spread in northern Eurasia, western Europe, Scandinavia,
Australia and India (Finlayson et al., 1974; Fuchs, 1979; Muller
and Ansorge, 1986, Kaila and Krishna, 1992).

Starting in the early 1970’s, the DSS program routinely used
nuclear explosions in the recording of ultra-long-range profiles

(Figure 1). About half of the 115 "Peaceful Nuclear Explosions
(PNE’'s)" detonated since 1966 have been associated with the DSS
program (Nordyke, 1973; 1975). Most PNE’s ware used for other

purposes, excavation, cavity construction, hydrocarbon
stimulation; consequently, many DSS profiles were "piggy-back"
experiments on the principle application of the PNE. Figure 1
shows the locations of the known long-range DSS profiles recorded
using PNE’'s and additional profiles recorded by Neftegeofizika
using conventional sources. These profiles represent roughly 30%
of the total number of profiles acquired. Interpretation of some
of these and other DSS profiles can be found in Zverev and
Kosminskaya (1380), Egorkin and Pavlenkova (1981), Egorkin et al.
(1987), and Ryaboy (1989). Table 1 provides a guide to the DSS
line numbers, dates recorded, and associated PNE’s.

DSS studies have suggested the presence o. significant
lateral and vertical velocity and attenuation structure to depths
of at least 200-300 km beneath the Earth’s surface. Despite
recent economical and political difficulties in the CIS, the DSS
program 1s continuing to develop and improve. There are plans to
acquire new long-range profiles in Siberia and in the European
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region of the CIS, as part of the Europrobe transect.

A variety of analog seismic recording systems have been used
by Soviet geophysicists for collecting DSS data. Early
seismographs utilized oscillographs to make permanent
photographic records of the seismic waves or arrivals. From 1950
te 1970, approximately 50,000 km of profiles were recorded in
this manner, resulting in approximately 200 land and offshore DSS
profiles (Vol‘’vovskiy, 1973). 1In about 1970, the photographic
instruments were replaced by modern analog systems that record on
magnetic tape. The specific systems used are the Tayga,
Cherepakha, and Zemlya seismographs.

The Zemlya and Cherepakha seismic systems record directly
onto magnetic tape recorders and can run for up to 24 days on
batteries. Consequently, these systems have been used in both
profiling and aftershock experiments. Unfortunately, the Zemlya
system has considerable phase distortion and cannot be used in
detailed waveform modeling. An improved Tayga recording system
is radio-triggered and records an FM signal on magnetic tape.
The Tayga recording system is generally considered to be the
better of the seismographs, but records for only 45 minutes.

During the recording of a typical ultra-long-range profile
(>1500 km), portable seismic stations are located about 10-km-
apart. They are located 1-to-5 km apart for shorter profiles.
GEON has recently experimented with dense arrays (~100 m spacing)
for mapping karst in the subsurface of the Moscow metropolitan
region. Profiles with a 0.5-1.0 km station spacing have also
been recorded in the aftershock region of the M7.2 1988 Armenia
earthquake. Over the past twenty years, GEON has recorded DSS
profiles using three-component seismometers with 1-2 Hz resonance
frequencies.

Unlike DSS profiles, which are still recorded with analog
systems, institutions in North America converted to large numbers
of digital recorders (>300) in the late 1980's. Comparatively,
North American seismic profiles are relatively short (200 to 600-
km-long) and generally lacking three-component recordings. The
emphasis has primarily been on high-resolution imaging of the
crust {(Mooney and Braile, 1989). Consequently, DSS profiles
represent the most comprehensive source of seismic data on
continental lithospheric and asthenospheric P and S-wave velocity
structure.

The Murmansk-Kizil Ultra-Long-Range Profile
The Murmansk-Kizil DSS profile (line 32, Figure 2) was
started in 1984 and completed in 1987. The profile extends more

than 4000 km across five major tectonic provinces, all of which
differ from one another both in terms of their tectonic history
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and crustal structure. These provinces are: the Baltic Shield,
the eastern European Platform (Moscow basin), the Ural Mountains
fold belt, the West Siberian Basin, and the Altay-Sayan Foldbelt.
Importantly, this single profile samples the lithosphere in an
ancient continental craton, a platform region that has been
stable throughout the Phanerozoic, an eroded Hercynian mountain
belt, a broad extensional basin with thinned crust and very thick
sediments, and an active Alpine fold belt.

Figure 3 shows the vertical component partial P-wave record
sections for shotpoints 123 and 321, the northernmost and
southernmost PNE‘s on the Murmansk-Kizil profile. The record
sections shows that the Pg phase is observed as a first arrival
to offsets of roughly 200 km, while Pn is clearly observed as a
first arrival from 200 to 1600-1800 km. An increase in apparent
velocity of Pn, for offsets greater than 900 km, suggests a
strong increase in velocity with depth in the subcrustal
lithosphere. The amplitude of the Pn phase decays markedly
beyond 1600 km, suggesting that the phase is bottoming into the
top of the mantle LVZ. Beyond 1600 km, the most prominently
observed phases 1is the wide-angle reflection off the 410-km-
discontinuity.

Shown in Figure 4 is a preliminary one-dimensional velocity
model for shotpoint 321, based on iterative travel time and
reflectivity synthetic seismogram modeling. The most prominent
feature of the velocity model is a pronounced upper mantle LVZ
that extends from 150 km to 235 km. The LVZ is constrained by
the termination of the Pn phase beyond 1600 km and an observed
reflection off the bottom of the LVZ (1400 km and 11 sec reduced
time). Our mocdel of a simple LVZ differs from the complex series
of high and low velocity layer that characterize the model of
Egorkin (per. comm.). A more complex LVZ was not warranted in
our preliminary modeling. The most interesting upper mantle
feature is a distinct velocity increase at a depth of 500 km.
This feature is observed as a high apparent velocity and
relatively high amplitude phase (Figure 3) that 1is observed from
2200 km (3 sec) to 2600 km (-10 sec). Also shown for comparison
with our preliminary velocity model 1is the IASPEI91 velocity
model. Figure 5 1s a comparison between the observed seismic
data and reflectivity synthetic seismograms for shotpoint 321.
The amplitudes and travel times are reasonably well matched by
our model. Additional work is required to improve the fit,
especially the relative amplitudes observed for distances greater
than 2000 km. This can primarily be achieved by modifications to
velocity gradients and introducing depth-dependent attenuation.
Final modeling results for the PNE data will be presented.
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Figures

Figure 1. Long-range DSS profiles recorded by GEON through 1990.
Circles indicate the locations of the PNE’s that were used as
sources for the DSS profiles. The locations of the broad-band
seismic stations of the Joint Seismic Program (JSP) are shown as
triangles, including both existing and proposed station
locations.

Figure 2. Location of the Murmansk-Kizil Ultra-Long-Range DSS
profile (Line 32) started by GEON in 1984 and finished in 1987.
The profile was recorded using 3 PNE’s and 42 chemical
explosions. Circles indicate the locations of the PNE‘s and
“riangles represent the JSP stations, but both existing and
proposed station locations.

Figure 3. P-wave record sections for shotpoints 123 and 321, the
northernmost and southernmost PNE on the Murmansk-Kizil DSS
profile. Plotted trace normalized are every other seismogram in
the direction of longest offset. Record sections are plotted
with a reducing velocity of 8.2 km s’'.

Figure 4. Preliminary one-dimensional velocity model for
shotpoint 321. The velocicy is compared to IASPEI91 and
generalized one-dimensional velocity model based on iterative
travel time model by geophysicists at GEON (Egorkin, per. comm.).

Figure 5. Comparison of the P-wave record section for shotpoint
321 and the reflectivity synthetic seismograms for our
preliminary velocity model (Figure 4). Record sections are

plotted with a reducing velocity of 8.2 km s!.
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Non-linear Attenuation in the Near Source Region:
Characterization of Hysteresis in the Deformation of Rock Joints

G. N. BOITNOTT
New England Research, Inc., White River Junction, V1.

Contract number F29601-91-C-DB26

OBJECTIVE
The importance of joints in the attenuation of high amplitude - high frequency
seismic waves originates from two principal causes. First, the mechanical properties of
rock joints contrasts greatly in comparison to the mechanical properties of intact rock,
with the excessive compliance of the joint causing partial reflection of an incident
wave [ Schoenberg, 1980; Kitzunezaki, 1983; Pyrak-Nolte et al., 1990]. The reflection
(cr scattering) causes apparent attenuation. Second, rock joints act as zones of weak-
ness to shear motion, with some of the shear motion being taken up by frictional slid-
ing at the points of contact across the joint. In addition, normal deformation of joints
has long been known to exhibit noticeable hysteresis which has been attributed to fric-
tional sliding at oblique contacts [i.e. Scholz and Hickman 1983). The mechanics of
frictional dissipation at the contact points has been discussed for the case of rocks con-
taining micro-cracks [ Stewart et al., 1983] and will be developed quantitatively in this

study for the case of rock joints and jointed media.

The work for this study is evolving along three lines. First low frequency normal
load hysteresis loop experiments are underway to empirically quantify the shape of
hysteresis loops as a function of normal load, loop amplitude, and joint roughness. In
addition to the hysteresis loop experiments, ultrasonic wave transmission across the
joint is being measured to characterize the small strain dynamic stiffness of the joint.
Second, a constitutive model [ Boirnont et al., 1992] is being extended to predict the
mechanical properties of joints subject to shear oscillations. The model predicts the
hysteresis loops expected as a function of normal load, shear oscillation amplitude, and
joint roughness. The constitutive model will be experimentally tested with shear hys-
teresis loop experiments. Third, a model is being developed which allows for coupling
of the dynamic scattering and frictional energy loss. This model will then be used in
conjunction with the experimental results to assess the conditions under which pre-
existing rock joints are important in the attenuation of high amplitude elastic waves.
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RESEARCH ACCOMPLISHED

Normal Load Hysteresis Loop Experiments

Although the mechanisms are qualitatively understood [ Scholz and Hickman,
1983; Boitnott and Scholz, 1990], there is little experimental data to quantify, even
empirically, the energy loss per cycle for the normal load hysteresis loops on single
joints. As part of this study, a series of experiments are being conducted on artificial
joints to try to empirically quantify the energy loss per cycle as a function of joint
roughness, normal load, and cycle amplitude. The experiments are being conducted
using a hydraulically servo-controlled uniaxial apparatus. Hysteresis loop and ultra-
sonic wave propagation tests are performed on the same samples, allowing direct com-
parison of the results of the two types of measurements.

To date, experiments have been done on glass and granite samples. Two samples
of Schott BaK1 optical quality glass containing artificial joints have been tested. The
artificial joints were prepared by hand lapping surface ground surfaces with 120 and 60
grit silicon carbide powder. While these jointed samples exhibit hysteresis for load
cycles from O to 10 MPa, hysteresis loop experiments at mean loads of 4 MPa and
greater and stress perturbations of 2.5 MPa and less show surprisingly little hysteresis
(see figure 1). This indicates that the hysteresis observed in the overall loading curves
for these nominally flat and smooth joints results from either large deformations or
mechanisms active only at low stress. In contrast, experiments on a laboratory induced
tension fracture in Sierra White granite show considerable hysteresis, with the loops
being highly dependent on mean normal load and loop amplitude (see figure 1). The
different response between the lapped surfaces and the tension fracture indicate that the
presence of long wavelength topography on the joint surfaces is important factor in
causing frictional attenuation.

The goal of this phase of the study will be to develop an empirical description of
hysteresis loop shape as a function of normal load, cycle amplitude, and joint rough-
ness. Preliminary results suggest that the stiffness versus load relationship will be
fairly easy to characterize and may provide the basis for models requiring realistic
rheologies for arbitrary loading histories.

Dynamic vs. Quasi-static Stiffness

Models to incorporate fractures in wave propagation models have primarily been
based on treating an individual joint as a displacement discontinuity [ Schoenberg,
1980; Pyrak-Nolte et al., 1990]. When an elastic wave encounters a displacement
discontinuity, part of the energy is reflected and part transmitted. The transmission
coefficient is a function of the stiffness of the displacement discontinuity (the joint
stiffness) and the frequency of the elastic wave. For example, the transmission
coefficient for a wave with normal incidence is given by

. 2K/IZ
T —io+2K/Z M

where K is the joint stiffness, w is the frequency of the incident wave, and Z is the
accustic impedance of the host material. The validity of such a model has been tested
by Pyrak-Nolte et al. [1990] who found that the functional form of equation (1) did a
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Fig. 1 Examples of normal closure hysteresis loops for a 60 grit lapped glass joint and a tension frac-
ture in Sierra White granite. Both series of loops were conducted at a nominal load of 6 MPa. The
lapped glass joint exhibits little hysteresis while the tension fracture exhibits considerable hysteresis.
No correction for intrinsic rock deformation has been applied to the Sierra White granite data.
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Fig. 2 (a) Comparison of measured compressional waveforms transmitted through the 60 grit lapped
joint in glass subject to normal loads of 1, 6, and 10 MPa with theoretically derived waveforms.
Waveform matching is used to measure the dynamic stiffness of the joint as a function of normal

load.

(b) Comparison of ultrasonically derived compressional stiffnesses (circles) with quasi-statically meas-
ured stiffness (solid line) for the 60 grit lapped joint in glass. The ultrasonically derived stiffnesses
are systematically higher than the quasi-statically measured values, however more work is needed to

interpret and constrain this conclusion.
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good job of quantitatively describing the spectrum of the transmitted energy for ultra-
sonic frequencies in the band 200 kHz to 1.0 MHz. However, the stiffnesses needed
to model the observations were considerably higher than quasi-static normal load
stiffnesses measured on the same sample. As postulated by [ Pyrak-Nolte and Nolte,
1992}, this difference (by as much as a factor of 10) may be explained by the apparent
frequency dependent stiffness caused by spatial variations in fracture stiffness at the
scale of the wavelength of the elastic wave. It may also be explained by the observa-
tion that joint stiffness exhibits strong hysteresis (loading path dependence). The
stiffness to small normal stress oscillations has been shown to be considerably highcr
than the quasi-static loading stiffness [ Scholz and Hickman, 1983; Boitnott and Scholz,
1990], possibly consistent in magnitude with the discrepancy found by Pyrak-Nolte et
al., (1990]. This argument for the discrepancy between dynamic and quasi-static
stiffnesses is similar to that proposed by Walsh [1965] to explain the difference
between static and dynamic moduli of a wide variety of rocks.

For this part of the study, we plan to systematically examine the dynamic
stiffness measured at ultrasonic frequencies frequencies in order to test the relationship
between dynamic and quasi-static joint stiffness. A waveform inversion technique has
been developed to constrain the dynamic stiffness from the measured transmitted
waveform. Example waveform matching and stiffness measureraents for the 60 grit
glass sample are shown in figure 2. Tests will be conducted to attempt to distinguish
between the various explanations for the difference between static and dynamic
stiffness.

Constitutive Model for Shear Oscillation

A number of constitutive models have been developed and experimentally tested
which predict the macroscopic mechanical properties of the joint from the material
properties of the solid and the surface topography (or equivalently the aperture distri-
bution) [ Greenwood and Williamson, 1966; Swan, 1983; Brown and Scholz, 1985,
1986; Hannan, 1988]. The models all belong to a class of model referred to as non-
interacting contact models, where the macroscopic force resisting an applied deforma-
tion is determined by a simple linear summation of the forces contributed from each
contact.

The contact model has recently been applied to shear loads by Boitnott et al.
[1992), and it is this model which we have extended to the case of an oscillatory shear
load. Example computations for the case of oscillatory shear loads are shown in figure
3. Note that the stiffness versus displacement relationship predicted by the model is
fairly easy to parameterize, having a great deal of symmetry and scaling easily with
cycle amplitude. It is these characteristics, which are also expected for the normal
load hysteresis loops as well, which we will try to exploit in developing a rheological
description for moderate strains. For this phase of the study, the primary goal is to
experimentally test the validity of the micromechanical model and to derive a constitu-
tive model for shear hysteresis loops.

Coupling of Scattering and Frictional Attenuation

Through use of the micromechanical model and/or empirically derived rheology,
we can develop a model which predicts, for a single joint, both the intrinsic attenuation
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Fig 3. Examples of shear hysteresis loops predicted by the micro-mechanical model for a single joint.
Stress - displacement and Stiffness - displacement records for three loops with varying amplitudes
are shown. Each loop is for the same joint with a composite topography having a standard deviation
of 43 microns and number of degrees of freedom of 19.
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Fig 4. The values of apparent 1/Q from calculations based on the micromechanical model assuming a
shear wave with peak stresses of 1, 2, and 3 MPa normally incident to a series of joints with a
fracture spacing of Imsup—1. Topography parameters are the same as used in figure 3. At low
frequencies (f < 1 kHz) the dominant mechanism is frictional loss while for high frequencies
reflection (scattering) is most important. Increase in the wave amplitude does not cffect the relative
energy loss to scattering but can strongly effect the energy loss to friction by an amount dependent
on normal load and surface roughness.
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due to friction as well as the energy lost to elastic reflection. As an example of the
approach we will take, we can use the micromechanical shear model to predict the
joint stiffness from the joint surface topography. The joint stiffness can be used to
predict the transmission and reflection coefficients (i.e. equation 1) and thus gives us
an estimate of the energy lost to elastic reflection. The transmission coefficient also
provides an estimate of the stress build-up at the joint which can then be fed back into
the micromechanical mode! to predict the energy loss per cycle to friction. Using this
procedure we have computed the energy loss ratios for friction and elastic reflection
where we normalize by the energy per unit airea in one cycle of the incident wave.
The preliminary model results show that the dominant attenuation mechanism for a
typical joint in the upper kilometer of the crust depends strongly on joint aperture dis-
tribution, normal load, frequency and amplitude of the elastic wave. For laboratory
scale joints, low frequency (<100Hz) - high amplitude waves are attenuated primarily
by frictional loss, with the inherent properties of the attenuation being highly non-
li