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Foreword

Jerry A. Carter

This is the final report of a multi-year effort by the researchers at the Center for Seismic
Studies under contract # F19628-89-C-0203. The papers presented within are not a com-
plete description of all of the work that was performed under this contract; rather, they
represent the research that was performed in the last 15 months of the contract. Previous
work is described in PL-TR-91-2127, Nuclear Monitoring Research at the Center for

Seismic Studies.

The report has been divided into two parts. The first part is devoted entirely to a descrip-
tion of, and research performed on, the hand digitized waveforms of Soviet regional data
that were obtained by Dr. Alan Ryall of DARPA and Sgt. Mike Berry of AFTAC as part of
the bi-lateral Nuclear Testing Talks between the U.S. and the former U.S.S.R. Digitized by
ENSCO Inc. at Indian Harbour Beach, FL., the data were subsequently compiled by Dr.
Herron and her staff at AFTAC and are now available at the Center for Seismic Studies.
The first paper of Part I is a description of the data. This is followed by two papers that
analyze the RMS Lg magnitudes at Novaya Zemlya and Semipalatinsk, respectively. The
Semipalatinsk report also compares the RMS Lg measurements and the Bocharov yields
as well as exploring the effects of depth on the magnitude measurement. The fourth paper
combines the data from the two test sites with data from underground nuclear explosions
elsewhere in the former Soviet Union in a decomposition of the RMS Lg measurement
into source, path, and station terms. The last paper in Part I examines the RMS Lg mea-
surement as a function of frequency in order to explain the variability of the mb(Lg) - yield
scale among stations.

Part II contains reports primarily focused on regional monitoring of underground nuclear
explosions. A broad spectrum of issues is addressed; from improving automatic process-
ing to an assessment of monitoring capability using certain network configurations. The
first two papers examine the use of three-component seismic data for phase identification;
one applies discriminant analysis to the three-component IRIS/IDA stations in the former
USSR in anticipation of those stations being added to the Intelligent Monitoring System
(IMS), and the other applies the same techniques to the three component stations of
ARCESS and NORESS in a comparison with newly-developed neural network tech-
niques. The third report uses travel-time information from long range refraction profiles
that is independent of the IMS to derive an average travel-time curve for Fennoscandia. In
addition, regional variations in the Pn travel times are defined and used to relocate a small
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set of events. This type of regional knowledge, when incorporated into event location rou-
tines, should reduce location errors. The fourth report is the result of work performed on a
Deep Seismic Sounding profile that was obtained by the USGS. A reinterpretation of this
data has been made by the USGS and the results were reported at various meetings. The
Centers contribution was to determine the validity of the preliminary interpretation of the
data. H.Benz, J. Unger, and W. Leith, though not funded under this contract were co-
authors of this report. The final two reports in Part II deal with monitoring networks. One
presents the results of network simulation of the GSE Network using empirical noise cal-
culations from the recent technical test. This research was funded primarily by the Center
for Seismic Studies Contract and was co-authored by Steve Bratt and David Corely.
Because the research is germane to this contract, some of the effort was funded under the
research contract and we include it in this final report. The final report is a summary note
on starting and improving a regional network. It summarizes and integrates the results of
our research related to the way the US would proceed to monitor with an in-country
regional network of three-component (3-C) stations and arrays.
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Initial Phase Identification at the IRIS/IDA Stations in
the USSR

Anne Suteau-Henson

Introduction
In a previous study (Riviere et al., 1992) Initial Phase Identification (IPI) at the IRIS/IDA
stations in the USSR was investigated. Approximately one month of data in March 1989
was analyzed, at stations GAR, ARU, and KIV (not enough data were available at OBN).
Arrivals identified as either Teleseismic P, Regional P or Regional S by the analyst were
classified using an automated procedure based on multivariate discriminant analysis. In
the operation of the Intelligent Monitoring System (IMS, Bache et al., 1990) many detec-
tions are not identified as seismic arrivals by the analyst. These can be glitches, coda
detections, or noise detections, and must also be processed. In practice, the IPI module in
the IMS uses four groups to classify detections for array data: Teleseismic, Regional P,
Regional S, and Noise. The first three groups include coda detections, as well as actual
seismic arrivals.

In this report we extended the previous study for continuous March 1989 data to include a
fourth category of detections, namely, "noise detections". We did not include glitches in
our analysis. Presumably, an effective deglitcher would remove most of them. Also, coda
detections were not part of this dataset. Then, detections from event segments recorded at
GAR in April 1989 were analyzed in a similar way. A comparison of signal and noise
characteristics was performed for this dataset, to gain insight into the limitations of IPI at
this 3-component (3-C) station when noise detections were included. A set of coda detec-
tions was assembled to investigate how the discriminant function classifies them.

Additional studies were conducted on the April 1989 dataset. The first was a comparison
of IPI for two different polarization recipes, in order to assess if the recipe selected to opti-
mize backazimuth estimation would also perform satisfactorily for IPI. The effect of vary-
ing the detection threshold was also investigated, to determine if increasing the threshold
would improve the classification performance. Finally, we studied the classification of
misidentified detections, thus identifying which specific groups the discriminant had diffi-
culty separating.

Analysis of March 1989 Data

As described in Riviere et al. (1992) IPI in the IMS is an automated process which is
based on measurements of detection characteristics. These measurements are stored in the



IMS database. Such a process has been successfully implemented at the Scandinavian
arrays, where it relies on measurements of apparent velocity from f-k analysis. At single
3-C stations other types of measurements must be used. Our previous study indicated that
a combination of polarization and frequency characteristics could be used to classify most
detections corresponding to seismic arrivals as Teleseismic, Regional P, or Regional S, at
GAR, ARU, and KIV. The success rate varied from 67% to 93%, depending on phase type
and station.

In this section, noise detections are added to the dataset of continuous data from March
1989, that was used in our previous study. Since noise detections are characterized, in gen-
eral, by low SNR, SNR was added to the set of measurements. Both STA/LTA of the
"best" filtered channel that detected (i.e., SNR stored in the ARRIVAL database table) and

3-C SNR from polarization analysis (i.e., SNR stored in the APMA table) were used. The
other nine measurements were the same as previously: dominant frequency from detec-
tion, "best" detection channel (horizontal or vertical), center frequency from polarization
analysis, rectilinearity, planarity, ratio of horizontal to vertical power (measured assuming
either P- or S-type motion), incidence angle of the long axis, and incidence angle of the
short axis of the polarization ellipsoid. The same classification technique based on Dis-
criminant Analysis (DA) was applied to separate the four detection groups. As previously,
each station was studied separately.

GAR

At GAR 305 noise detections were added to the set of 108 Teleseismic P, 767 Regional P,
and 854 Regional S. The dataset was divided into training and testing samples of about
equal size. Discriminant Analysis was performed, varying the number of Principal Com-
ponents (PC's) used as predictors of phase type. A study of the correlation between detec-
tion groups and discriminant variables indicated it was not necessary to include more than
the first 5 PC's in the analysis. They account for 67% of the standard deviation in the data.
Three discriminant variables were obtained, with correlations of 79%, 45%, and 36%,
respectively:

* The first discriminant variable is mostly correlated with polarization: it has high values
for detections on the vertical channel, with high rectilinearity, low horizontal-to-vertical
power ratio, motion mostly in a near-vertical plane (i.e., large short-axis incidence), and
low incidence angle.

nThe second is mostly correlated with frequency: it has high values for detections with
low dominant frequency.

n The third is mostly correlated with SNR: high values occur for detections with high
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SNR.

Figure 1 shows plots of the densities of the three discriminant variables for each of the

four groups forming the training set. Similar results are obtained for the testing set. We

observe that:

* The values of the first discriminant variable (top) are high for Teleseismic P, intermedi-
ate for Regional P and noise, and low for Regional S. This is consistent with the fact that it
is correlated with P-type polarization. It separates Teleseismic and Regional P from
Regional S and noise.

* The second discriminant variable (middle) has high values for Teleseismic P, and low
values for Regional P and S. This is consistent with its correlation with low dominant fre-

quency. It separates Teleseismic from Regional P.

* The third discriminant variable (bottom) is characterized by high values for Teleseismic,
and low values for noise, in agreement with our observation that SNR is lower for noise,
on average. It helps separate noise from Regional S.

Therefore, the first two discriminant variables are similar to those obtained in our previous
study, and help separate the three seismic phase groups. The third is necessary to further
distinguish noise detections from seismic arrivals.

Table 1 shows the performance of the discriminant variables, i.e., the success rate in per-
cent, for each detection group, and for the average of all groups. Results are shown for
three cases: only the first discriminant variable included, the second added, and all three
used. In each case, the first line corresponds to the training set, the second, to the testing
set, and the third, to their average. The results for the average of the training and testing
sets are also displayed in Figure 2. We observe that :

* The overall success rate increases from 58%, to 66%, to 76%, as more discriminant vari-
ables are added. Therefore, all three are required to correctly identify three out of four
detections. In particular, it is necessary to include SNR as a predictor to improve the suc-
cess rate.

* The best success rate is obtained for teleseismic phases (82%), while it is 73-74% for the
other groups. Including more discriminant variables slightly degrades the performance for
some detection groups (Teleseismic, Regional S), while significantly enhancing that of
other groups (Regional P, noise).

* Results for the training and testing sets are similar for some groups (Regional), but differ
more for others (Teleseismic, noise), possibly due to smaller populations.
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Figure 1: The densities of the three discriminant variables obtained at station OAR
are displayed for the four detection groups: Teleseismic ('17"), Regional P
("P"), Regional S ("S"), and noise ("N").
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Figure 2: The success rate (in percent) of Initial Phase Identification at station GAR is
plotted for each detection group: Teleseismic ("T"), Regional P ("P"),
Regional S ("S"), and noise ("N"), and for the average of all groups ("A").
Three cases are shown: from left to right, only the first discriminant vari-
able, the first two, and all three, were used for the classification.

Table 1: Performance of Initial Phase Identification at GAR

Tele P Reg P Reg S Noise All

1 Discriminant 74.1% 28.4% 80.6% 43.1% 56.5%

79.6% 29.0% 82.7% 43.4% 58.7%

76.9% 28.7% 81.7% 43.3% 57.6%

2 Discriminants 68.5% 66.1% 69.6% 50.3% 63.6%

79.6% 64.8% 68.6% 61.8% 68.7%

74.1% 65.5% 69.1% 56.1% 66.2%

3 Discriminants 79.6% 74.5% 74.2% 69.9% 74.6%

85.2% 73.1% 74.2% 76.3% 77.2%

82. 4%ýl 73.8% 74.2% 73.1% 75.9%
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ARU

At ARU, 203 noise detections were added to the set of 56 Teleseismic P, 74 Regional P,
and 101 Regional S. Because of the small size of the dataset, we did not divide it into
training and testing samples, except for the subset of noise detections. The first four Prin-
cipal Components were included in the discriminant analysis. They account for 58% of the
standard deviation in the data. The correlation between discriminant variables and groups
is 79% for the first, 63% for the second, and 35% for the third, and they have the following
characteristics:

* The first is mostly correlated with polarization, and high values characterize P-type
phases.

* The second is mostly (inversely) correlated with SNR, and also with dominant fre-
quency (the reverse of the third discriminant variable at GAR).

0 High values of the third characterize detections on the horizontals, with high rectilinear-
ity and planarity.

Figure 3 displays the densities of the three discriminant variables for the four groups. The
noise subset shown is the training set, but similar results are obtained for the testing set.
We observe the following:

* As expected, the first discriminant variable has high values for Teleseismic, intermediate
values for Regional P, and low values for both Regional S and noise.

0 The values of the second are high for noise and regional P, intermediate for Teleseismic,
and low for Regional S. Therefore, it helps separate noise from Regional S.

* The third is not very efficient at separating the groups, but its values decrease, on aver-
age, from noise, to Teleseismic, Regional S, and Regional P.

The performance of the discriminant variables for each detection group, and for the aver-
age of all groups is as follows (the results for the training and testing noise subsets have
been averaged):

* The overall success rate rises from 59% to 73% when the second discriminant variable is
added, but does not increase with the third.

* The third discriminant variable causes a significant increase in the success rate for
Regional P (from 53% to 64%), at the slight expense of each of the other groups.

* Teleseismic P has the highest success rate (82%), that for Regional S and noise is 72%,
and Regional P has the lowest rate (64%).
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Figure 3: The densities of the three discriminant variables obtained at station ARU

are plotted for each of the four detection groups (see Figure 1 for details).
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* The results for the training and testing noise subsets are similar, but testing should be
performed for the other groups as well, when enough data are available, to confirm these
preliminary results.

K/V

At K1P 168 noise detections were used. They were added to 51 Teleseismic, 41 Regional
P and 40 Regional S. A testing sample was formed for the noise group only, due to the
small size of the other groups. The first five Principal Components (accounting for 65% of
the standard deviation in the data) were used in the discriminant analysis. The correlation
between groups and discriminant variables was 76%, 63%, and 47%, for the first, second
and third discriminant variable, respectively. We observe that:

0 The first discriminant variable is mostly correlated with polarization and frequency: high
values correspond to detection on the horizontals, high horizontal-to-vertical power ratio,

particle motion dominantly in a horizontal plane, large incidence (i.e., S-type polarization)

and high frequency.

* High values of the second discriminant variable correspond to detections with low recti-
linearity and high SNR.

* The third is correlated with detection on the horizontals and low dominant frequency.

Figure 4 displays the densities of the three discriminant variables for the four detection

groups (the noise training set is shown). The following results are obtained:

* The first discriminant variable has high values for Regional S, intermediate values for

noise and Regional P, and low values for Teleseismic.

* The second shows much overlap, but, on the average, decreases from Regional S, to

Regional P, Teleseismic, and noise. Noise detections at KIV are characterized by low

SNR, but also high rectilinearity, and therefore, adding the second discriminant variable
helps separate this group from the others.

0 The third helps separate Regional P from the other groups, since Regional P is character-

ized by low values (detection on the vertical and high frequency).

The performance of the classification as more discriminant variables are added can be

summarized as follows:

* The overall success rate increases from 58% to 67% with the second discriminant vari-

able, and to 72% with the third.

8



KIV

0 T ++,0 L11i+ 
++0000000000 + +Io N 0 0 0 0 + +

10 0 0

-2 0 2 4
Frmt Disaimainan Vaii~Ie0 ý+ 4+++

00
0 0-00 0Ax+0IK))*

o o

0 00+

0_0 0 0+6 00 Xx

0

.4-2 0 2 4

hirs d Oismin Variable

00

4 -2 0 2 4

Tti~rd DS~fiminarl Varabl

Figure 4: The densities of the three discriminant variables obtained at station KIV

are plotted for each of the four detection groups (see Figure 1 for details).

0 0010



*The addition of the third discriminant variable causes a significant improvement in the
identification of Regional P (from 49% to 66%).

* The highest success rate is obtained for Teleseismic (80%), while Regional P, Regional
S and noise have rates of 66%, 68%, and 73%, respectively.

* Similar results are obtained for the training and testing noise samples.

Conclusions

Table 2 summarizes the performance of the procedure for each station, when all three dis-
criminant variables are used.

Table 2: Performance of Initial Phase Identification at GAR, ARU, and KIV

Station Tele P Reg P Reg S Noise All

GAR 82% 74% 74% 73% 76%

ARU 82% 64% 72% 73% 73%

KIV 80% 66% 68% 73% 72%

The main conclusions of this study are:

* The performance of the discriminant analysis is about 75% for all stations (i.e., three out
of four detections are correctly identified). The performance is best at GAR and worst at
KIV.

"* Teleseismic P has the highest success rate, on the order of 80%, at all three stations.

"* At ARU and KIV, the success i-ate for Regional P is relatively low (about 65%).

"* The relative performance for the various seismic phase groups compares well with that
obtained in our previous study (Riviere et al., 1991, Table 5), except for Regional S, for
whom the performance is significantly degraded.

* This success rate of about 75% for Initial Phase Identification when noise detections are
included fa!ls short from the goal of 90% set for the IMS.

Analysis of April 1989 GAR Data

Event segments from data recorded in April 1989 at station GAR were processed and ana-
lyzed
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using the same procedure as for the March 1989 continuous data, after some improvement
was made in the signal processing software. The azimuthal dependence of polarization of
Regional 2 found with the previous dataset (Riviere et al., 1991) is still observed: local
and regional events from the South arrive at steeper incidence angles than those from the
North. A total of 350 detections were studied: 72 Teleseismic, 38 Regional P, 37 Regional
S, and 203 noise detections. In the following, we compare noise characteristics to those of
signals of the various types. Then, we perform Initial Phase Identification on this dataset,
and compare the results with those obtained with the dataset of continuous March 1989
data. Finally, we use the results of Discriminant Analysis to classify coda detections.

Comparison of Signal and Noise Characteristics

In general, the three signal groups (Teleseismic, Regional P, Regional S) have distinctive
characteristics, while the noise group significantly overlaps with at least one of the other
groups. This is illustrated in Figure 5, that displays some characteristic detection and
polarization attributes for each group. P phases are mostly detected on the vertical (93% of
Teleseismic and 79% of Regional P), and S phases on a horizontal channel (89%), while
noise detections are approximately as likely to be detected on the vertical (43%) as on a
horizontal channel. The most distinctive characteristic of noise is its relatively low detec-
tion SNR, although some overlap is observed too.

Figure 6 shows the ratio of horizontal to vertical ,ower (H/V) vs. rectilinearity (normal-
ized and standardized variables) for all de'ections. The data points corresponding to the
noise detections are circled. Ncse uetections with below average rectilinearity have H/V
close to average, as expected. However, 57% of all noise detections have above average
rectilinearity, and are characterizcd by either s'nall or large values of H/V. This property
makes it more difficult to distinguish them from seismic phases. It indicates that some
noise detections that are well polarized may actually be seismic signals, not identified as
such by the analyst because of their low SNR. However, it is possible for real noise detec-
tions to be well polarized and have characteristics close to those of a seismic phase group.

Initial Phase Identification

Initial Phase Identification was performed using the technique previously applied to the
March 1989 data. Because of the small population of regional phases no testing sample
was used to test the validity of the discriminant variables obtained. The results of this pre-
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Detections at GAR, April 1989
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liminary study are compared to those for March 1989 in Table 3.

Table 3: Comparison of the Classification Performance at GAR for Two Datasets

Dataset Tele P Reg P Reg S Noise All

March 1989 82% 74% 74% 73% 74%

April 1989 78% 71% 86% 74% 76%

The overall performance of the classification is not significantly better for the April 1989
dataset, in spite of the improvement in signal processing software. The only detection
group showing some improvement is the Regional S group. We suspect that the character-
istics of the noise detections (described in the previous subsection) are an intrinsic limita-
tion of our analysis. However, one must exercize caution in comparing those two sets of
results for the following reasons:

0 The second set is much smaller and the relative sizes of the various groups are different.
In particular, the proportion of noise detections is much larger (58% instead of 15%). This
group is dispersed in both polarizati -n and dominant frequency, and overlaps much with
the other groups, so that increasing its relative size might degrade the performance.

* Also, no testing set was used for April 1989.

• The second set is made up of detections from selected event segments as opposed to
continuous data.Since SNR is the major factor distinguishing noise detections from seis-
mic phases, we expect the effect of SNR on the classification performance to be important.
The performance is given in Table 4 for the subsets of the April 1989 data with detection
SNR < 7 and > 7, respectively. Note that the total and relative sizes of the populations for
these two subsets differ.

Table 4: Performance of the Classification at GAR as a Function of SNR

Subset Tele P Reg P Reg S Noise All

SNR < 7 67% 43% 82% 79% 77%

SNR > 7 81% 77% 90% 50% 74%

The overall performance in each case is still similar to those previously obtained. For SNR
< 7, the performance of the P phase groups is strongly degraded, while about 80% of
Regional S and noise detections are correctly identified. For SNR > 7, 82% of seismic
arrivals,but only one out of two noise detections is correctly identified. This trade-off
results from our use of SNR as a discriminant between noise and seismic phases.
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Classification of Coda Detections

The dataset used to obtain the discriminant variables did not include coda detections. In
this subsection we classify a set of coda detections, using those discriminant variables. We
expect coda detections to be classified as either "noise" or the corresponding seismic
phase. The following results were obtained:

* Teleseismic: Out of 144 Teleseismic coda detections, 77% were "correctly" classified as
noise (60%) or Teleseismic (17%), while 23% were "incorrectly" classified as Regional
(16% S and 7% P).

e Regional P: Out of 35 Regional P coda detections, 9% were incorrectly classified as
Teleseismic, 51% were classified as Regional S, 29% as Regional P, and 11% as noise.
The high proportion of detections classified as S may reflect P to S conversions.

* Regional S: There were only 12 Regional S coda detections in the event segments pro-
cessed, which does not provide an adequate statistical sample. Half were classified as
noise, only one as Teleseismic, and the remaining five as Regional S.

Conclusions
* Noise detections are distinguished from seismic arrivals mainly through their low SNR.
Their dominant frequency and polarization distributions tend to have average means and
large variances, and strongly overlap with those of seismic arrivals.

* The performance of Initial Phase Identification did not significantly improve, compared
to the March 1989 results, in spite of improvements in the signal processing software. The
regional S group only showed some improvement. Note, however, that a much smaller
dataset was used, and more data would be required to reach definite conclusions. The per-
formance is sensitive to SNR, and 82% of seismic arrivals are correctly identified for SNR
> 7. The lack of significant improvement in the overall performance is attributed to the
dispersion of the noise group, in both dominant frequency and polarization.

* Most coda detections were "correctly" classified as either noise or the corresponding
seismic phase. One exception is Regional P coda detections, that were half the time identi-
fied as Regional S, which might be explained by P to S conversions.

Further performance improvement for IPI may require:

* Improvement of signal processing recipes to try and reduce the scatter in the measure-
ments, particularly for noise detections.

* Improvement of the detector, to reduce the number of noise detections. For example, the
data-adaptive, statistically optimal detector proposed by Kushnir et al. (1990) could be
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applied. It detects signals based not only on power, but also on coherence properties.

* Inclusion of other measurements: "context information" (such as relative arrival time
and amplitude), spectral shape, signal length, etc. Some can be derived from data stored in
the database, others may require additional signal processing.

Comparison of IPI Using Two Different Polarization Recipes
The analysis performed so far has been based on polarization measurements obtained
using a standard recipe that we will refer to as "recipe I". In this section we compare our
previous results for the April 1989 dataset at GAR to those obtained using another recipe
("recipe 2"), which had been found to optimize backazimuth estimation at station GAR
(Riviere et al., 1990). Our goal is to evaluate the effect of recipe on the measurements of
polarization characteristics, and consequently, on the performance of Initial Phase Identifi-
cation, and to investigate the feasibility of using one single recipe for both IPI and backa-
zimuth estimation at GAR.

Description of Recipes 1 and 2

Recipes I and 2 differ in two ways: frequency bandwidth and time resolution:

* A set of three frequency bands are used for recipe I, making it a wide-band recipe: 1-2
Hz, 2-4 Hz, 4-8 Hz. Recipe 2, on the other hand, uses the long-period narrow band 1-2 Hz.

* The time resolution is half for recipe 1: polarization is measured for a set of five 50%
overlapping time windows, starting 2 sec before the onset time, and covering 6 sec of data.
For recipe 2, five 50% overlapping time windows start 1 sec before the onset time and
span 3 sec of data.

Comparison of Polarization Characteristics

* Teleseismic P: The results obtained for the two recipes differ in both the degree and type
of polarization. The major difference is in rectilinearity: it is significantly higher, on aver-
age, for recipe 2 (mean of 0.96 instead of 0.85), as seen in the top part. of Figure 7 (histo-
grams for recipes 1 and 2 are displayed on the left and right, respectively). This explains
the better backazimuth estimation obtained using recipe 2. Though dispersed, planarity is
also higher, on average (0.49 instead of 0.34). There is slightly more vertical motion (H/V
has a mean of 0.1 instead of 0.2), for recipe 2.

* Regional P: Differences are observed in SNR and polarization. Polarization SNR is
lower, on average, for recipe 2 (with a mean of 7 instead of 21), although distributions of
detection SNR are very similar. This is probably due to the fact that the higher frequencies
of the signal are not included in the analysis. Again, rectilinearity (mean of 0.94 vs. 0.84)
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and planarity (mean of 0.55 vs. 0.34) are higher, on average, for recipe 2. Incidence is
slightly larger for recipe 2 (mean of 360 instead of 310). Those results are preliminary,
because of the small size of the sample.

* Regional S: Again, rectilinearity is higher for recipe 2 (mean of 0.88 vs. 0.63), as well as
planarity (mean of 0.49 vs. 0.36). The direction of polarization is less distinct for recipe 2.
For example, while the preferred orientation of the polarization plane is near-horizontal
for recipe I (mean of short-axis incidence of 230), it is less characteristic for recipe 2
(mean of 40"). As for Regional P, a larger sample is needed to reach definite conclusions.

* Noise Detections: Polarization SNR is slightly less, on average, for recipe 2 (mean of
1.7 vs. 2.5). Again, rectilinearity is higher for recipe 2 (mean of 0.89 vs. 0.78), as well as
planarity (mean of 0.51 vs. 0.34). There are some differences in the direction of polariza-
tion: for example, a peak at 350 for the incidence of principal motion observed when rec-
ipe I is used is not present with recipe 2 (bottom of Fig. 7).

Initial Phase Identification

Initial Phase Identification was performed using the measurements obtained with recipe 2.
Only ten signal measurements were used, since "poiarization frequency" is now a constant
(1.5 Hz, the center of the narrow band 1-2 Hz). The first eight Principal Components were
included in the discriminant analysis. The performance for the two recipes is compared in
Table 5.

Table 5: Comparison of Classification Performance for Two Polarization Recipes

Recipe Tele P Reg P Reg S Noise All

1 78% 71% 86% 74% 76%

2 81% 59% 76% 63% 68%

When using recipe 2 the overall performance is degraded from 76% to 68%. For the
regional phases and the noise detections, at least 10 percentage points are lost. These
results are not surprising. Most of the signal information for Teleseismic P is in the 1-2 Hz
band. Therefore, there is no degradation of IPI for this group. The other groups, however,
have important polarization information above 2 Hz, which is lost when using recipe 2.

Other factors affecting polarization measurements, and consequently, phase identification,
were identified in the previous subsection. We observed that polarization SNR is degraded
for Regional P and noise. Also, rectilinearity becomes systematically high for all groups,
making it less strong a discriminant between P, noise, and S. Also, more scatter was
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observed in some measurements, such as polarization of Regional S.

Conclusions

e Polarization characteristics measured using recipes 1 and 2 are different. In particular,
recipe 2 (long period, high time resolution) results in higher average rectilinearity and pla-
narity for all detection groups; lower 3-C SNR for Regional P and noise (high-frequency
detections); and some loss of directionality, especially for Regional S and noise. The
increase in rectilinearity may be due to a combination of the use of a narrow frequency
band and shorter time windows.

* The overall performance of Initial Phase Identification is lower for recipe 2, and is par-
ticularly low for the Regional P and noise groups, because of their polarization character-
istics.

Although there may be some advantages in using shorter time windows, it appears that
wide-band polarization analysis gives better results. This is due to the high-frequency con-
tent of regional phases and noise. This high-frequency content is documented, for exam-
ple, by Khalturin and Rautian (1977) for Hindu-Kush earthquakes that constitute a
significant part of the data (Riviere et al., 1991). It is explained by a zone of anomalously
low attenuation for this path to station GAR.

This study indicates that it may be difficult to optimize the polarization recipe for both Ini-
tial Phase Identification and backazimuth estimation. The former task requires a wide fre-
quency band to use the important information contained in high-frequency signal and
noise. The latter requires a narrow, long-period band to increase rectilinearity and reduce
the effects of scattering, thus stabilizing backazimuth estimates. Because of those conflict-
ing requirements, it appears preferable to perform those two tasks in separate steps.

Effect of Detection Threshold on Initial Phase Identification
The performance of Initial Phase Identification is compared for two different levels of
detection threshold. We have described IPI performed on the GAR April 1989 dataset of
event segments, with the detection threshold set at SNR = 4. We simulate a higher detec-
tion threshold (of SNR = 5) by extracting the subset of the data with detection SNR > 5,
and redoing the analysis (i.e., determining a new discriminant function based on this sub-
set). Table 6 compares the results obtained for these two alues of the detection threshold.
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Figure 7: The distributions of a characteristic polarization attribute obtained using
polarization recipes 1 and 2 are compared for the Teleseismic and noise

detection groups. The April 1989 dataset for station GAR is used.
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Also indicated in parentheses is the number of detections in each group.

Table 6: Comparison of Classification Performance for Two Detection Thresholds

Threshold Tele P Reg P Reg S Noise All

4 78% (72) 71% (38) 86% (37) 74% (203) 76% (350)

5 73% (63) 69% (36) 86% (29) 77% (90) 76% (218)

62% of the original detections remain in the subset with SNR > 5. Although this subset
includes 87% of seismic arrivals, only 44% of the noise detections are left. It would be
interesting to repeat this study with even higher detection thresholds, but the current set of
seismic arriv"' is not large enough for this purpose. Table 6 shows that the overall perfor-
mance of the discriminant analysis is the same with the threshold set at 4 or 5, in spite of
some slight changes in the performance for Teleseismic P, noise, and Regional P.

Therefore, based on this limited dataset, it appears that increasing the detection threshold
from 4 to 5 does not increase the success rate of Initial Phase Identification. It does, how-
ever, significantly reduce the number of noise detections to process, with the drawback
that 13% of seismic arrivals are lost.

Study of Misidentification
It is also interesting to study misidentification of detections: that is, if a detection in a par-
ticular group is misidentified, which group it is more likely to have been assigned to. Table
7 gives the percentage of group membership assignments for each detection group. For
example, the first line shows the percentage of actual Teleseismic P classified, from left to
right, as Teleseismic P, Regional P, Regional S, and noise, respectively. Three cases are
given: detection threshold of 4 (first line), detection threshold of 5 (second line), detection
threshold of 4 but results for data with SNR > 7 only are shown (third line).

Table 7 shows:

* Incorrect classifications are not evenly distributed among all groups: Teleseismic P and
Regional P, on one hand, Regional S and noise, on the other, are much more likely to be
taken one for the other. Most misidentified Teleseismic P are classified as Regional P.
Most misidentified Regional P are assigned to either the Teleseismic or the noise group.
Almost all misidentified Regional S are classified as noise. Most misidentified noise detec-
tions are assigned to either the Teleseismic or, more commonly, the Regional S group.

• Increasing the detection threshold from 4 to 5 does not significantly change the results of

misidentification.
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Table 7: Misidentification Results

Tele P Reg P Reg S Noise

Tele P 78% 14% 4% 4%

73% 24% 2% 2%

81% 17% 2% 0%

Reg P 18% 71% 0% 11%

14% 69% 0% 17%

23% 77% 0% 0%

RegS 0% 3% 86% 11%

0% 3% 86% 10%

0% 5% 90% 5%

Noise 8% 1% 17% 74%

8% 1% 14% 77%

6% 6% 39% 50%

e A detectic,' Lne group (Teleseismic and Regional P) is much less likely to be incor-
rectly assigned to the group (Regional S and noise) for detections with SNR > 7.

In conclusion, for each detection group, there is one group to which the misidentified
a9,nvals are most likely to be assigned: Regional P for Teleseismic P, and vice-versa, noise
for Regional S, and vice-versa. The latter observation has important consequences for
automated processing. For example, suppose a given detection has been identified as
Teleseismic P. If further processing indicates a possible error in the identification, the next
most likely identification will be Regional P, and the probability of any other identification
will be low.

Conclusions and Discussion
A fourth group (noise detections) was added to the three groups of seismic arrivals
(Teleseismic,

Regional P, and Regional S) used in a previous study (Riviere et al., 1991) to perform Ini-
tial Phase Identification at the 3-C stations GAR, ARU and KIV. As a result, the success
rate decreased, down to about 75% on average. A more detailed study was performed at
station GAR, to gain insight on this relatively poor performance, and investigate ways to
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improve it. A decrease in success rate can be expected as a new group is added. Further-
more, the noise detection group is characterized, in general, by average and strongly dis-

persed properties, except for low SNR. That makes it difficult to separate from the other
groups, especially Regional S, whose success rate is particularly affected. Increasing the

SNR detection threshold does not improve the performance, since, although it sharpens
the characteristics of actual signals, it also results in more polarized noise detections.

A study of misidentification revealed that the procedure had difficulty separating Teleseis-
mic from Regional P, and Regional S from noise, as one might expect, from both theoreti-

cal considerations and the observed properties of the various detection groups. This
suggests an alternate method for performing phase identification at single 3-C stations:
discriminate first between P and S, in the Initial Phase Identification step, then separate
Teleseismic from Regional P, and Regional S from noise at a later stage of the processing.
Such a method is being developed for implementation in the IMS (T. Sereno, personal
communication). Other ways to improve IPI at 3-C stations are also currently being
explored:

* Include context information as a predictor, in particular, the number of detections sur-

rounding the current one, and their relative arrival times (Patnaik and Sereno, 1991);

* Use a Neural Network approach, instead of multivariate statistical analysis, to classify
detections (Patnaik and Sereno, 1991);

* Use a hybrid method combining Discriminant Analysis and a Neural Network.
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Confidence in Initial Phase Identification from
Polarization at ARCESS and NORESS: a Comparison
between Discriminant and Neural Network Methods

Anne Suteau-Henson

Introduction
In the Intelligent Monitoring System (IMS) the first step in identifying detections as seis-
mic phases is Initial Phase Identification (IPI), as described in Bache et al. (1990). For
array data, it consists in classifying detections as either Teleseismic, Regional P, Regional
S, or noise. IPI for data from single 3-component ("3-C") stations has been investigated in
previous studies. Suteau-Henson (1991) shows how Regional P (Pn and Pg) can be distin-

guished from Regional S (Sn and Lg) at NORESS and ARCESS, using multivariate dis-
criminant analysis based on polarization measurements. Riviere et al. (1991) apply the
same technique to separate Teleseismic P, Regional P, and Regional S at IRIS/IDA stations
in the USSR (GAR, ARU, KIV), using both polarization and frequency. This study was
extended to include noise detections (this report, Section 1).

A Neural Network (NN) approach was proposed by Patnaik & Sereno (1991) to discrimi-
nate between P and S-type phases at ARCESS and NORESS, based on 3-C mea.surements
of polarization and frequency. An extensive dataset extracted from the IMS database was
used. Discriminant Analysis (DA) based on the same measurements was applied to the
same data, and the performance results were compared. Similar results were obtained,
with a slight advantage of the NN technique, especially for S phases.

In this study we compare those results in more detail, by examining the confidence in the
initial phase identification obtained with the two methods. Our goal is to investigate the

feasibility of combining the two (for example, in a "voting scheme"), to improve the per-
formance of the classification. First, we investigate the confidence obtained using DA.
Then, we compare the subsets of detections misidentified by either method ("failure
sets"), to determine how much they overlap. A small overlap would increase the chance of
a combination of both methods resulting in better performance. Finally, we compare the
confidence in phase identification for the subsets of arrivals for which only one method
was successful, in an attempt to evaluate the usefulness of this confidence in a voting
scheme.

Confidence in Phase Identification From Discriminant Analysis
In this section the confidence in Initial Phase Identification at ARCESS and at NORESS
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from Discriminant Analysis is studied for P- and S-type phases. Three different training
and testing sets were used for each classification experiment (Patnaik & Sereno, 1991),
and the results will be shown for selected testing sets. Similar results are obtained for the
others, as well as for the training sets. As a measure of confidence in the identification we
use the probability (in percent) that a given arrival belongs to the phase group it w'as
assigned to. This probability is a function of the generalized distance from the discrimi-

nant score of the arrival to the centroid of the population for each phase group (Suteau-
Henson, 1991).

Figure 8a displays the probability of an arrival being a P-type phase ("P-probability") for
the first testing set at ARCESS. Note that the probability of an arrival being an S is simply
100 minus P-probability in percent. The first vertical line separates analyst-identified P
arrivals (left) from S arrivals (right). The horizontal line, corresponding to 50% probabil-
ity, separates correctly from incorrectly identified arrivals; i.e., actual P with less than 50%
and actual S with more than 50% P-probability were misidentified. The confidence is
higher, on average, for correctly identified P than for correctly identified S. Misidentified P
have a near random distribution of P-probability below 50%. For S phases, however, there
is a concentration of P-probability around 50%, corresponding to S phases with weak
characteristics.

A subset of the data of particular interest is that with 3-C SNR > 2 (Patnaik & Sereno,
1991). Figure 8b shows the P-probability of this subset for the first testing sample at
ARCESS. For P phases the confidence of phase identification is higher, on average, than
in the case where arrivals of all SNRs are included (Figure 8a).

Similar results are obtained at NORESS, as illustrated in Figures 8c and 8d, that display
the P-probability for the first testing set at NORESS, with all SNRs included, and for SNR
> 2, respectively. However, the confidence for correctly identified arrivals is higher, on
average, at NORESS than at ARCESS, as can be seen by comparing with Figures 8a and

8b

Figure 8 indicates that a subset of S arrivals has an unusually high failure rate. This is fur-
ther investigated in Figure 9, where the P-probability is plotted against the "arid" (arrival
identification number in the IMS database) for the actual S arrivals in the first testing set at
ARCESS. A group of arrivals between ard 340000 and 410000 shows this anomalous dis-
tribution. They were recorded during the time period August 22 - September 3, 1990, at
the start of signal-processing operation at NORSAR (August 22). Therefore, we suspect
that these are "bad" data, reflecting an operational problem that was corrected later on.

In summary, this study of the confidence on Initial Phase Identification (measured as the
probability ( ' membership in the most likely phase group) for P- and S-type phases, at

26



a) ARCESS- All SNR's ARCESS -SNR > 2

0 0 too * 4 ..

S.:.. *I ' " " .
qt . .......

to K . I0. o li eOl

0 500 100 15 0 5W 1000 15

0 0

e q * eO |I ve. .

o0

0

.""' 'a"

. * : .0..• 0
. . . 1. A

I' I'* *' :.

0 ,e°!. ,

00

0 500 1000 1500 0 500 1000 1500

ANrrval Number AREiSS- Number

Figure 8: The probability (in percent) of an arrival being of P-type is plotted, for those
arrivals in the first testing set that were identified by the analyst as either P oz
S (left and right of the first vertical line, respectively), for various subsets ol
the data. The horizontal scale is identical for all plots, to facilitate the corn-

parison.

27



S At ARCESS - All SNR's

0-0

8 *0

0..
0, .0 0

0%

* :00 so 6

40 0

*

% * g

O.M 40 o 0e

j 
.

g o , 0 o

.00

.00 0

A o0: 0
00

*0 0.

.. .- . ..

250000 3000 3500 4000 400 50000

th a. • , i

t in. e st

25o0 3000 3000 000 00 500

lous distribution.

28



ARCESS and NORESS, shows that:

- The confidence is higher, on average, for correctly identified P-type phases than for cor-

rectly identified S-type phases.

- The confidence increases for P-type phases with SNR > 2.

- The confidence for correctly identified arrivals is higher, on average, at NORESS than at
ARCESS.

- Because of the scatter in the distribution of confidence for S-type phases at ARCESS,
some S phases are misidentified for lack of distinctive characteristics (their probability of
membership in either phase group is around 50%).

- The confidence in S-type phase identification is anomalously low for a particular time
period, and this appears to be due to operational problems. The overall confidence distri-
bution is degraded as a result.

Comparison of Discriminant and Neural-Network Failures

The sets of failures of Initial Phase Identification at ARCESS and at NORESS are com-
pared for the two methods: Discriminant Analysis (DA) and Neural Network (NN). Table
8 gives the number of actual P and S arrivals: analyzed, correctly identified by both meth-

ods, misidentified by both, and misidentified by one only. The amount of overlap for the
failure sets (i.e., the ratio of the number of arrivals for which both methods failed to the
number of arrivals for which at least one method failed) is 56% for P and 22% for S at
ARCESS, and 62% for P and 21% for S at NORESS. The smaller overlap for S phases

reflects the significantly larger number of DA failures.

Table 8: Comparison of DA and NN Failure Sets

Subset ARCESS P ARCESS S NORESS P NORESS S

All Arrivals 1996 2446 1064 1359

Hits 1688 2127 885 1189

Both Failed 171 69 111 36

DA Failures 103 211 32 111

NN Failures 34 39 36 23

Figures 10 and 11 show the P-probability from DA for various subsets of the data, at

ARCESS and NORESS, respectively. Figure 12 displays boxplots of the discriminant dis-
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Analysis (DA) and Neural Network (NN) methods, P misidentified by both,
P misidentified by DA, P misidentified by NN, S correctly identified by both,
S misidentified by both, S misidentified by DA, S misidentified by NN.
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tribution for the same eight subsets. From left to right are shown:

- Actual P correctly identified by both methods ("PHit");

- Actual P misidentified by both ("PFail");

- Actual P misidentified by DA only ("P_DA_Fail");

- Actual P misidentified by NN only ("P_NN_Fail");

- Actual S correctly identified by both methods ("Sit");

- Actual S misidentified by both ("SFail");

- Actual S misidentified by DA only ("SDAFail");

- Actual S misidentified by NN only ("S_NN_Fail";

Of particular interest are the subsets where NN and DA conflict, i.e., NN identified an
arrival as P and DA identified it as S, and vice-versa. Those are the failures that could
potentially be remedied by a voting scheme. Therefore, we further study the following two
cases:

- Identification is P from NN and S from DA;

- Identification is S from NN and P from DA.

In each case, the correct identification could be either P or S. Therefore, the following sub-
sets are compared:

- Actual S misidentified by NN and actual P misidentified by DA (case 1);

- Actual P misidentified by NN and actual S misidentified by DA (case 2);

The following measurements are compared for those subsets: polarization attributes (cen-
ter frequency, rectilinearity, horizontal-to-vertical power ratio, incidence, short-axis inci-
dence); the discriminant variable; the P-probability; the detection frequency, the detection-
beam type (horizontal or vertical), and the detection SNR (STA/LTA); the 3-C SNR. As

seen in Figures 10, 11 and 12, the distributions of P-probability and discriminant for the
two groups in case I ("PDAFail" and "S_NN_Fail") show significant overlap, and the
same applies to the two groups in case 2 ("P NN_Fail" and SDAFail"). Those groups
are not easily separated based solely on the original set of measurements used for phase
identification and the variables derived from them. Therefore, we investigated whether
additional independent information would help, such as other measurements stored in the
IMS database tables APMA and ARRIVAL.
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For example, 3-C SNR shows somewhat different distributions in each case for the two

subsets at ARCESS, as seen in Figure 13. For case I (top), "P DAFail" is displayed to

the left and "S_NN_Fail" to the right of the vertical line. For case 2 (middle), "SDA_-

Fail" is displayed to the left and "PNNFail" to the right. In both cases, the two groups

are partially separated by an SNR threshold of about 2 (horizontal line). Arrivals with
SNR < 2 are usually P, while arrivals with SNR > 2 are usually S, although there are some

outliers. Unfortunately, as mentioned above, the S-phase data set is contaminated by

apparently incorrect polarization measurements for the period from August 22 to Septem-

ber 3, 1990, corresponding to the start of signal-processing operation at NORSAR. This
affects, in particular, the distribution of "S_DA_Fail", as illustrated at the bottom of Figure

13 that shows the tangent of incidence angle for case 2. Note the anomaly between arrival

number 79 and 188 corresponding to this time period. Similar results are obtained at
NORESS (Figure 14).

Measurements from the ARRIVAL IMS database table can further help separate the two

groups in each case. This is illustrated in Figure 15 that shows boxplots of the distributions
for the detection frequency (left) and the detection SNR (right) for the four groups. It

shows that misidentified P arrivals tend to have higher detection frequency and higher

detection SNR (> 4.5) than misidentified S. Also, 97% (94%) of P mnisidentified by NN
and 97% (100%) of P misidentified by DA are detected on a vertical beam, compared to
only 79% (91%) of S misidentified by NN and 69% (80%) of S misidentified by DA, at

ARCESS and NORESS, respectively.

Finally, the geographical distribution of events associated to the various failure subsets
was studied and the results are displayed in Figure 16 for ARCESS and Figure 17 for

NORESS. The "bad" data have been removed, since they correspond to a particular time

period rather than location. Although no strong separation exists between the various

groups, the following observations can be made:

- At ARCESS, the S misidentified by NN tend to be from near-regional events (in the Kola
Peninsula and Northern Sweden). The P misidentified by DA are much more dispersed.

- At ARCESS, the P misidentified by NN are again mostly from near-regional events. The

S misidentified by DA are more dispersed, and a trend along a N-S azimuth is observed,

suggesting a possible azimuthal dependence.

- At NORESS, much dispersion is observed for both "PDAFail" and "SNNFail". NN

tends to fail for underwater explosions, especially in the Baltic Sea, and for Estonia mines.
DA tends to fail for events from Western Norway, the Kola Peninsula, Finland, and Esto-

nia.
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Figure 13: a): the 3-component SNR is plotted for the subsets "PDAFail" and
"SNNFail" at ARCESS (left and right of the solid vertical line, respec-
tively); b) same as a), but for the subsets "SDAFail" (left) and "PNN_-
Fail" (right); c): the tangent of incidence angle is plotted for the subsets
"SDAFaiI" (left) and "PNNFail" (right); note the anomalous distribu-
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- At NORESS, S misidentified by DA are mostly from offshore events and from Estonia
mines. P misidentified by NN are concentrated in Western and Southern Norway.

In summary,

- The amount of overlap between the NN and DA failure sets is 56% for P and 22% for S
at ARCESS, and 62% for P and 21% for S at NORESS. Since the failure sets do not com-
pletely overlap, combining results from both methods may increase the success rate.

- Investigation of the cases where NN and DA conflict in their identification indicates that
additional information, such as 3-C SNR, and detection frequency, beam type and SNR
(from the ARRIVAL table) could further help separate actual P from actual S arrivals.

- Thirteen days of spurious data contaminate the set of S arrivals. Their polarization
attributes are such that DA identifies them as P. This results in poorer performance of S-
phase identification from DA, and smaller overlap between the NN and DA failure sets for
S than for P.

- The departure from normality due to the inclusion of these "bad data" has a more nega-
tive effect on the DA than on the NN performance.

- The geographical distributions of the various failure subsets do not indicate any clear
separation, although some trends can be observed.

Comparison of Discriminant and Neural-Network Confidence for Fail-
ures
Both the DA and NN techniques provide a measure of "confidence" on the identification
of each arrival as a P or an S. For DA, this is the probability that an arrival is a P or an S,
as described above. For NN, a confidence factor can be obtained empirically from the
node activation value (Patnaik & Sereno, 1991). We compare the probability from DA and
the confidence factor from NN for the failure sets that were studied in the previous subsec-
tion. The subsets of interest are those for which the identifications from NN and DA differ.

In Figure 18 the DA confidence is plotted against the NN confidence, for the subsets
"P_DAFaiI", "S_NN_Fail", "SDA Fail", and "P_NNFaiI", at ARCESS and NOR-
ESS. Note that There are some striking differences in the distributions of NN confidence
at ARCESS and NORESS (Patnaik & Sereno, 1991). One would expect the NN or DA
confidence to be relatively high when the identification is correct, and low in the case of
misidentification. However, inspection of the data indicates this is not necessarily so. At
ARCESS, phases misidentified by DA tend to have low DA confidence, but not at NOR-
ESS. On the other hand, arrivals correctly identified by DA do not have particularly high
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confidence. The NN confidence of arrivals correctly identified by NN tends to be high for

S but not for P. The NN confidence of P misidentified by NN is low at ARCESS, but not at

NORESS.

In a previous subsection we identified a time period (from August 22 to September 3,

1990) during which the polarization measurements appeared to be in error. This particu-

larly affected the subsets of S arrivals misidentified by DA ("SDAFair"). The effect of

these bad data on the confidence distributions is shown in Figure 19 (where "good" refers

to the subsets from which the bad data have been removed). At both arrays the NN confi-

dence is high for all data, indicating the NN was confident in identifying these arrivals as

S. The DA confidence tends to be low for the "good" subsets, as expected for failures, but

is close to random for the bad data. Therefore, the bad data contaminate the distributions

of DA confidence.

Figure 20 is similar to Figure 18, except the data from August 22 to September 3, 1990

have been removed. Some improvement is observed, especially at ARCESS, where

"SDAFail" now tends to have high NN and low DA confidence, as expected. However,

there is still much scatter, caused by arrivals whose NN and/or DA confidence departs

from what would be expected based on the identification results.

Conclusions and Discussion

This detailed comparison of the performance of Initial Phase Identification using a classi-

cal linear discriminant and a neural network indicates the following:

- There is not much overlap between the failure sets from the two methods: it is on the

order of 60% for P and 20% for S. Their geographical distribution also differs.

- The small overlap for S is partly explained by an anomalous distribution of some of the S

data, that apparently degrades the DA performance without significantly affecting the NN

results. We propose to perform this comparison again on a dataset "cleaned" from the

anomalous data.

- A detailed study of the failure sets indicates that their size could have been reduced if

more measurements had been used, such as SNR or dominant frequency of the "best"

detection beam. Patnaik & Sereno (1991) also show that "context information", such as

relative arrival times of detections, contributes to improving the performance of Initial

Phase Identification.

- A comparison of the DA and NN confidence for the various failure sets indicates in some

cases a tendency for misidentified arrivals to have low confidence and for correctly identi-

fied arrivals to have high confidence. Such a property could be used to devise a "voting
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scheme" that would help decide on the correct identification in the cases where the two

methods conflict. An alternate approach would be to use the DA results as additional

inputs to a neural network. More work is needed on a "clean" dataset to determine the use-

fulness of combining the two methods to achieve a higher performance.
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Implications of DSS Observations within Scandinavia
and Northwestern Russia for IMS Data Processing

Vladislav Ryaboy

Abstract
An analysis of available deep seismic sounding (DSS) profile observations for Scandina-
via and north-western Russia is presented. A new Pn-wave reference travel-time curve
based on DSS data and recordings by seismological networks of chemical explosions with

exact location and origin time was constructed for distances up to 1400 km from statistical
smoothing of Pn travel-time measurements. Beyond 800-850 krm there is a break and 1.0-
1.5 sec shift in the travel-time curve caused by a low-velocity layer in the upper mantle at
depths of approximately 100-130 km. Discrepancies of up to 2-3 sec at distances greater
than 800-1000 km were observed between DSS data and the Pn reference travel-time
curves used to locate events for the IMS and Helsinki University seismological bulletins.
This study yielded pronounced variations of Pn-wave propagation parameters caused by
lateral structural inhomogeneities of the earth crust and upper mantle. Pn arrival times in
southern Norway and Sweden at distances from 200 to 500 km are approximately 2-3 sec
earlier than in southern Finland; similarly, Pn-Pg cross-over distance varies from 130 km
to 270 km between these two regions.

Travel-time tables applied for location of seismic events usually do not take into consider-
ation such path effects. The influence of path-calibrated travel-time corrections on
regional event locations was tested. For the NORESS, ARCESS, and FINESA arrays we
developed a set of Pn travel-time tables, calculated from interpolations and extrapolations
of DSS travel-time measurements. Sn travel-times were calculated with the assumption
that the Poisson's ratio is 0.25. We applied the new Pn, and the new Pn and Sn curves
based on DSS observations in conjunction with travel-time tables of the IMS for Pg and
Lg waves to relocate 111 regional events originally located by the IMS in different regions
of Scandinavia and north-western Russia. Comparison of the IMS locations with those
determined using path-dependent travel-time curves showed significant differences
depending on region, number of stations and designated phases, and magnitude. The dis-
tance between relocated events 5tn-l those listed in the IMS bulletin and the difference in
origin time can reach 20 km and ± 1.5 sec, respectively.

The results of this study show that DSS data can be used to improve regional event loca-
tions within Scandinavia and north-western Russia, and that the derivation of similar
curves and corrections for other regional phases is warranted.
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Introduction

Evaluating the performance of the Intelligent Monitoring System (IMS) to improve its

monitoring capabilities is an important and complicated technical and scientific problem.
The system operates mainly within Scandinavia and western Russia and within these
regions includes three regional arrays, NORESS, ARCESS, and FINESA, installed in
southern and northern Norway, and southern Finland, respectively (Bache et al., 1990).
Distance between these arrays varies from approximately 800 to 1200 km. IMS also
includes GERESS and two stations in Poland. The main aim of IMS is to detect, locate,
and identify low-magnitude local, regional, and far-regional events for the purpose of ver-
ifying compliance with nuclear testing treaties. IMS results are critically dependent on the
accuracy of event locations.

Analyses of regional event location capabilities using one-, two-, and three-array data
have three main sources of error: azimuth estimation, phase misidentification, and errors
in travel-time tables (Bratt and Bache, 1988; Mykkeltveit et al., 1990; Vogfjord and Lang-
ston, 1990). Phase misidentifications and large azimuth errors (up to 5-10 * and more) can
cause errors in event locations at regional and far-regional distances of 100-200 km and
more. The error will be larger for one- or two-array locations than in the three-array case.
As a rule, an error of I sec in the travel-time difference between S and P phases results in
an error of 6 km in the epicentral distance for one-array locations. As far as we know, the
influence of travel-time errors on two- and three-array locations has not been analyzed.

A key to further progress in seismic monitoring is the development and application of
regional seismic knowledge, for the purpose of detection, location, depth estimation, and
source characterization (Mykkeltveit et al., 1990). This requires studying regional varia-
tions in parameters of seismic wave propagation, and applying this knowledge to IMS data
processing.

Direct utilization of the IMS database to collect information on regional seismic phases
has important limitations. A one-dimensional plane-layered velocity model, consisting of

two crustal and two upper mantle homogeneous layers, is applied to compute IMS loca-
tions (Bache et al., 1990; Bratt et al., 1990). The crustal thickness for this model is 40 km,
and the Moho depth and the layer velocities fit the region under consideration only on
average. According to detailed DSS observations, Moho depth varies from approximately
30 km in southern Norway and southern Sweden up to 60 km in southern Finland (Luosto,
1991; Sharov, 1991; Ryaboy, 1990; Kinck et al.,1990). A layer with P-wave velocity of
7.3-7.4 km/sec in the lower crust was detected within areas of crustal thickening (Kor-
honen et al., 1990). Travel-time tables used for event locations usually do not take into
consideration such path effects, and the IMS database should have an area dependent bias.
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Travel-time table corrections will help eliminate this bias.

Much of the necessary and reliable information on regional seismic wave propagation
parameters can be obtained through DSS observations. Scandinavia and north-western
Russia are covered with a dense network of DSS profiles crossing this region in different
directions. The length of each DSS profile varies from 200 to 2000 km. Chemical explo-
sions with exact locations and timing and some DSS explosions were also recorded by
seismological networks to distances beyond 1000 km (Dahlman, 1967; Porkka et al.,
1972; Sellevoll and Pomeroy, 1968; Mereu et al., 1983; Bath, 1981). These data can be
used to measure propagation parameters of major regional phases (Pg, Pn, Sg, Sn, and
maybe Lg) for different areas. Results of the measurements can help improve IMS data
processing.

This study analyzes Pn travel-times, constructs a new reference travel-time curve for this
wave based on DSS data and explosion seismology observations with controlled sources,
and estimates Pn travel-time regional variations. We also tested the influence of path-cali-
brated travel-time corrections on two- and three-array locations. For the NORESS,
ARCESS, and FINESA arrays, we developed a set of Pn travel-time tables, obtained from
interpolations and extrapolations of DSS data and recordings of explosions with con-
trolled sources. Sn travel-times were calculated with the assumption that the Poisson's
ratio is 0.25 (P- to S-wave velocity ratio is 1.73). We applied the new Pn, and the new Pn
and Sn tables in conjunction with IMS travel-time tables for Pg and Lg waves to relocate
111 regional events originally located by the IMS in different regions of Scandinavia and
north-western Russia. Comparison of the original IMS locations with those determined
using path-dependent travel-time curves showed significant differences depending on
region, number of stations and designated phases, and event magnitude.

Finally, the results of this study are discussed, and some perspectives on the application of
DSS observations to IMS data processing are given.

Pn Wave Analysis

Data

Scandinavia and north-western Russia are covered with a dense network of DSS profile

observations (Figure 21). The results of these studies were published in numerous papers,
monographs, and dissertations (e.g. Proceedings..., 1971, 1990; EUGENO-S..., 1988;
Guggisberg, 1986; Stangl, 1990; Study of the deep structure.... 1986; Ryaboy, 1989; Struc-
ture..., 1991; Imaging and..., 1991; The European..., 1989; Luosto et al., 1984, 1990; Kor-

honen et al., 1990). The length of the DSS profiles vary from 200 to 2000 km for the
FENNOLORA profile (see Figure 21, profile 1). Field observations were usually carried

49



!~5 - 00 II !

A

Figure 21: A map of DSS profile locations and Pg / Pn cross--over distance. 1 - 3 - DSS
profiles with different methods of field observations, 4-5 - main shot points,
6 - Pg / Pn cross-over distance. DSS profile locations adapted from a paper
(Sharov, 1991 ).
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out along reversed and overlapping lines. Seismic signals were recorded in the frequency
range from 1-2 Hz up to 20-25 Hz by vertical and, recently, horizontal sensors. P- and S-
refracted and reflected waves from crustal and upper mantle boundaries were detected
along the DSS profiles.

With the goal of constructing a new Pn reference travel-time curve based on the most
accurate observations, we collected and analyzed available Pn-wave record sections and
travel-time curves inferred from DSS observations and from recordings of chemical
explosions with well known location and origin time at seismological networks (Dahlman,
1967; Sellevoll and Pomeroy, 1968; Porkka et al., 1972; Bath, 1981) and seismic arrays
(Cassell et al., 1983; Mereu et al., 1983).

A number of shots detonated during the 1979 FENNOLORA DSS project from nine major
shot points were recorded by the NORSAR array at regional distances. We constructed
and analyzed record sections for all of these shot points, using filtered beams at each of the
seven NORSAR sub-arrays (Ryaboy, 1990). This enabled us to obtain a better signal to
noise ratio (SNR) than with beams constructed for a group of NORSAR sub-arrays
(Mereu et al., 1983) because of better coherency. Sometimes, the SNR before beamform-
ing was good, and we also included filtered single-sensor traces in record sections. Exam-
ples of the data are shown in Figures 22 through 26 (record sections from shot points D, E,
C, B, H and I of the FENNOLORA experiment). We also analyzed NORESS recordings
of shots detonated along the POLAR DSS profile in northern Norway and Finland south of
ARCESS (The European Geotraverse, 1989). They had poor SNR, and beams constructed
for different explosions did not indicate marked improvement in SNR. We were able to
improve SNR significantly and correlate the Pn-wave only after stacking beams for sev-
eral explosions detonated at the same shot point (Figure 27).

Analysis of Pn waveforms showed that this group of waves has a very complicated struc-
ture at distances greater than 300 km. This is observed most clearly when conducting
detailed observations along reversed and overlapping lines. The emergence of Pn waves
as the first arrivals is typically accompanied by an increase in apparent velocities from 6-7
km/sec (Pg wave) to 7.5 km/sec or higher. Travel-time curves of Pn first arrivals are not
linear, and there is a tendency toward a gradual rise in the apparent velocities with increas-
ing distance, from approximately 8.0 to 9.0 km/sec and more at ranges 1000 to 1500 km.
Strong arrivals with high apparent velocities are often detected as later phases in the Pn
wave group. The interval over which they can be correlated fluctuates from tens to hun-
dreds of km. Large later arrivals, as a rule, are characterized by a lower frequency than the
low-amplitude waves recorded as first arrivals. Figures 22 through 26 show Pn first arriv-
als and strong later waves recorded at the NORSAR array from FENNOLORA DSS pro-
file explosions.
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Figure 22: Trace-normalized record sections from shot point (SP) D5 (FENNOLORA
DSS profile) recorded at the NORSAR array (filter: 2 to 8 Hz). Azimuth
from NORESS to SP D is 85.92 °. Seismic wave amplitudes for top record
section were increased relative to bottom one to search for low amplitude
arrivals. One can see that the first arrivals of the Pn wave have small ampli-
tudes, and later arrivals are stronger and usually have lower frequencies.
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Figure 23: Same as Figure 22 but for SP E4. Azimuth from NORESS array to SP E is
58.820
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Figure 24: Same as Figure 22 but for SP Cl. Azimuth from NORESS array to SP C is

124.900
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Figure 25: Same as Figure 22 but for SP B4. Azimuth from NORESS array to SP B is

152.950.
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Figure 26: Top: same as Figure 22 but for SP H3 and SP II. Azimuths from the NOR-
ESS array to SP H3 and SP 11 are 22.530 and 20.780, respectively. Bottom:
record section constructed from NORSAR recordings of a nuclear shot on 4
September 1972 (SP Kola) in the southwestern part of the Kola peninsula
(Apatity area). Origin time and location of SP Kola are based on relocation
results (Shore, 1982). Azimuth from NORESS array to SP Kola is 44.13 o
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Figure 27: NORESS recordings at a distance of 963.5 km from SP A (POLAR DSS

profile in northern Norway and Finland). A2 - A5 are beams constructed

with a velocity of 8.0 km/sec (filter: 2 to 8 Hz) for four different shots with

charge 960 , 960, 1680, and 1680 kg, from top to bottom. A is a coherent

stack of the four beams A2 - A5. One can see an improvement in SNR for

the Pn wave after stacking the beams.
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Analysis of record sections constructed for the FENNOLORA profile (Guggisberg, 1986;
Hauser and Stangl, 1990) showed that beyond 800-900 km there is a shift of 1.5 - 2.5 sec
in the travel-time curve, with the first arrival decaying and a later phase appearing as the
first arrival. At greater distances there is an increase in apparent velocity of the first arriv-
als (up to 8.6-8.8 km/sec) and often a decrease in frequency. For example, Figure 28
shows a record section constructed for the FENNOLORA DSS profile from shot point I
(Hauser and Stangl, 1990). A similar break in the Pn travel-time curve and an offset to
later time was observed on record sections constructed from NORESS recordings of mine
explosions for southern areas of the Baltic shield (Figure 29), and for central and northern
regions of the Russian platform plate (Ryaboy, 1989). The distance for which these breaks
occur and the offset magnitude varies in different areas. Attenuation of Pn first arrivals
and 0.5 sec offset were also observed at distances less than 800 km for several DSS pro-
files within Scandinavia (Lund, 1979; Proceedings..., 1990). These offsets were influenced
by SNR, occurred at different distances, and could not be reliably correlated along DSS
profiles. They probably are caused by local small-scale inhomogeneities of the earth crust
and upper mantle.

Pn-wave propagation parameters such as travel-time, cross-over distance, amplitudes, fre-
quencies, and polarization characteristics (Suteau-Henson, 1991) vary in different regions
of Scandinavia. For example, we compare two DSS record sections; a North Sea - south-
ern Norway profile (Figure 30) and the SVEKA (Figure 31) profile. The latter was
observed in central and southern areas of Finland. The DSS profile in southern Norway
was based on land recordings of offshore explosions. The waveforms beyond 450 km for
the northern end of the record section in Figure 30 were recorded at the NORSAR array.
There are very important difference between these two record sections. The Pg / Pn cross-
over point is located at a distance of 150 and 270 km in southern Norway and southern
Finland, respectively. One can see that the first arrivals on the record section for the
SVEKA profile at a distance range from 150 to 270 km are refracted waves with apparent
velocities 6.5 and 7.35 km/sec, caused by layers in the middle and lower crust. Waves with
similar apparent velocities were not recorded in southern Norway. Figure 21 shows a map
of Pg / Pn cross-over distance variations constructed from DSS profile observations. The
distance varies within Scandinavia and northwestern Russia from 130 to 270 km. Maps of
this type can be very helpful for Pg and Pn phase identification in different regions during
IMS data processing.

Secondary Arrivals

The record sections in Figures 22 through 26 and Figure 30 show a set of Pn waveforms
from DSS explosions recorded at NORSAR at azimuths ranging from 20 to 225' and at
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distances from approximately 300 to 1400 km. Analyses of these record sections showed
that Pn first arrivals usually have smaller amplitudes and higher frequencies than later
arrivals. Especially clear is the complicated structure of the group of Pn waves on the
record section constructed from a nuclear shot detonated on 4 September 1972 in the Apa-
tity region of the Kola peninsula (Figure 26, bottom). Apparent velocities, amplitudes,
number of later arrivals, and travel-time differences between later arrivals and the first
arrivals are dependent on distance and azimuth. These high amplitude later arrivals are the
subjects of careful DSS studies because they are very informative for constructing detailed
two-dimensional upper mantle velocity sections. Many published papers have been
devoted to the interpretation of these waves. High amplitude secondary arrivals recorded
at regional and far-regional distances are mainly reflected waves from sub-horizontal and
dipping reflectors of different lengths. Intensive converted and scattered waves of different
types generated by small-scale lateral inhomogeneities near the source and receiver can
also be recorded as later arrivals at these distances. All these waves are different in physi-
cal nature and ray paths from Pn refracted waves recorded as first arrivals, and can influ-
ence magnitude estimation, azimuth and slowness measurements, and phase identification
of the major regional phases, Pn, Sn, Pg, and Lg, used for event location.

The effects of dipping reflectors on later arrivals have been observed in modelling experi-
ments. Figures 32A and B show examples of ultrasonic modelling of waves generated in
media with horizontal and dipping boundaries (Berzon, 1977). The record section from
the modelling experiment (Figure 32 B) shows a refracted P wave as a first arrival, and
(PP)I and (PP)2 as waves reflected from the dipping and horizontal boundaries 1 and 2
(Figure 32 A), respectively. In this model the reflected wave (PP)I is only observed in the
direction of decreasing depth for dipping reflectors, and was not recorded for source S-2
(Figure 32 B). Figure 32 C shows a record section constructed for a refraction profile in
the Altay region. The strong P1 phase recorded as a later arrival was identified as a wave
reflected from an overthrust. The Pg phase recorded as a first arrival is a wave refracted in
the upper crust. The record sections in Figures 32 B and C are qualitatively similar to Pn
record sections constructed at regional distances, but Pn first arrivals typically have small
amplitudes (Figures 22 through 26) because of small velocity gradients in the upper man-
tle. Results from modelling waves recorded at regional and far-regional distances in Scan-
dinavia were published in many papers (Lund, 1979; Guggisberg, 1986; Stangl, 1990;
Ryaboy, 1990).

With the IMS data processing procedure, the location of regional events is critically
dependent on the azimuth and slowness of the detected signals (Mykkeltveit et al., 1990).
These parameters are estimated fromf-k analysis using a 3 sec time window (Bache et al.,
1990). The intensive waves in later arrivals are observed in this window and affect the
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Figure 32: Results from ultrasonic modelling (A and B) and record section (C) of waves
generated in media with a dipping interface (adapted from Berzon, 1977). A
- physical model of the medium (S-I and S-2 are sources of vibration; veloc-
ities and densities vary on boundaries I and 2). B - record section con-

structed for source of vibration S-1 (P - refracted wave, (PP)I - wave

reflected from dipping interface 1, (PP)2 - wave reflected from horizontal

interface 2; (PP) I wave was not recorded for source of vibration S-2). C -
example of record section constructed for refraction profile in Altay region

crossing a dipping overthrust (Pg - wave refracted in the basement, P1 -

wave reflected from the overthrust).
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results. This influence depends on distance, azimuth, SNR, and may contribute to the large
scatter of azimuth measurements (A. Suteau-Henson, this Report). Further studies of the
influence of intensive waves recorded as later arrivals onf-k computations and amplitude
measurements will help us improve azimuth, slowness, and magnitude estimations. Poor
SNR causes misidentification of intensive waves in later arrivals as Pn (Vogfjord and
Langston, 1990; Ryaboy, 1990). The development of methods eliminating the influence of
emergent later arrivals is a very important task for improving regional event locations.

Reference Travel-Time Curves

Significant variations of Pn travel-times were observed in different regions. For example,
at a distance of 300 km Pn travel-times were 3.3 seconds different for southern Norway
and southern Finland (Figures 30 and 31). We collected and analyzed all available Pn-
wave record sections and travel-time curves constructed for DSS profiles to correlate and
measure travel-times of Pn first arrivals. We also utilized record sections constructed from
NORSAR / NORESS recordings of DSS explosions, and Pn travel-times from explosions
with well known locations and origin times. Observations were carried out for the FEN-
NOLORA DSS profile up to a distance of 2000 kin, but first arrivals could be reliably
picked up to distances of 1300-1400 km. Waves recorded as first arrivals at larger dis-
tances are probably intensive reflected waves from boundaries in the upper mantle, and
refracted Pn first arrivals cannot be correlated because of poor SNR.

To construct a reference travel-time curve, we applied statistical least-square smoothing to
all Pn first arrival travel-times in our data set (1420 measurements), and to two subsets
corresponding to distances of less than 850 km (1200) and 850-1400 km (220) (Figure
33). The measurements were made from the Pn record sections and published travel-time
curves (measured at ten km spacing). Pn travel-times from explosions with controlled
sources recorded in seismological networks were also used. Figure 34 shows a density plot
of residuals from the continuous Pn reference travel-time curve derived here. The residu-
als vary from about -2.0 to 2.5 sec and the root -mean-square value of residuals is ± 0.65
sec. Variations in the residuals are at least ten times larger than the observational error.
Thus, the residuals are mainly caused by regular factors such as lateral structural varia-
tions of the earth crust and upper mantle.

Beyond 850 km there appears to be a break and shift of approximately 1.0-1.5 sec in the
travel-time curve, and Pn apparent velocity at distances greater than 850 km rises to 8.6-
8.8 km/sec. The curve consisting of two branches in Figure 33 fits the Pn wave record sec-
tions (Figures 28 and 29) better than the other curves. The 95% confidence interval of the
reference travel-time curve is estimated to be ±0.2 sec, lending support to the significance
of the break in the travel-time curves at 850 km. Discrepancies of up to 2-3 sec at dis-
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Pn RESIDUALS FROM REFERENCE TRAVEL-TIME CURVE
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Figure 34: Density plot of Pn travel-time residuals.
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tances greater than 800-1000 km were observed between DSS data and the Pn reference
travel-time curves used to locate events for the IMS and Helsinki University seismological
bulletins (Figure 33).

Travel-Time Anomalies

Pronounced Pn travel-time anomalies were detected in Scandinavia. For distances less
than 400-500 km we have enough DSS observations to construct a map of average residu-
als from the ref-nence travel-time curve (Figure 35) and analyze Pn travel-time variations
in different areas. In southern Norway and southern Sweden the Pn-wave is recorded 1.0-
1.5 sec early, and in southern Finland 1.0-1.5 sec late relative to our Pn reference travel-
time curve based on DSS data. The smallest Pn travel-times were observed within a nar-
row zone of the Oslo graben 50-100 km wide, south of the NORSAR / NORESS arrays. In
the southern part of the FENNOLORA profile at distances of 800-1000 km the Pn-wave is
recorded 1.5-2.0 sec earlier (shot point B) than in the northern part of the profile (shot
points I and H). So large a difference in travel-times cannot be explained by variations of
crustal structure along the profile, and probably indicates a zone of increased velocity in
the lower lithosphere beneath southern Sweden. This zone was detected in a joint interpre-
tation of seismic and gravity observations for the Oslo-Helsinki-Leningrad profile
(Ryaboy, 1990), and it also agrees with observations of teleseismic data (Husebye et al.,
1986).

The observed variations of Pn-wave propagation parameters are caused by pronounced
crustal and upper mantle lateral inhomogeneities in Scandinavia and north-western Rus-
sia. Travel-time tables applied for the location of seismic events usually do not take into
consideration such path effects. In the next section the influence of travel-time corrections,
path-calibrated by DSS data, on regional event locations is investigated.

Relocation of Seismic Events Originally Located by the IMS
Azimuthal corrections in the IMS Pn travel-time tables were developed for NORESS,
ARCESS, and FINESA regional seismic arrays based on DSS observations to test the
influence of path-calibrated travel-time corrections on regional event locations. Azimuthal
zones with constant Pn travel-time curves were selected for each array. The azimuths cor-
responding to the boundaries between these zones and their Pn travel-time tables were
obtLa.ied from interpolations and extrapolations of DSS travel-time measurements, as
described in the previous section. We developed a set of eight different Pn travel-time
tables including the new Pn reference table (NEW). NEW was used for areas where pro-
nounced residuals from Pn reference travel-time curve were not observed (for example,
see the zone to the north of NORESS in Figures 35 and 36). Figures 36 and 37 show the
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zones and the set of Pn travel-time curves developed for the NORESS array. The zones
and their travel-time curves have the same designations (NEW for the reference travel-
time curve, NORI and NOR2 for zones to the south and east of NORESS, respectively).
Similar zones and travel-time curves were constructed for the ARCESS and FINESA
arrays.

Sn travel-times were calculated assuming the Poisson's ratio of 0.25. We applied the new
Pn and Sn curves based on DSS observations in conjunction with the IMS travel-time
tables for Pg and Lg waves to relocate 111 events originally located by the IMS in differ-
ent areas of Scandinavia and northwestern Russia, at regional and far-regional distances.
According to the IMS bulletin, these events were mine explosions.

The IMS algorithm for event locations is described in Bratt and Bache, (1988). The pro-
gram solves a system of linear equations to minimize a linear approximation of residuals
between weighted observed data (Pg, Pn, Sn, and Lg arrival times and azimuths obtained
from f-k analysis for the NORESS, ARCESS, and FINESA arrays) and estimates com-
puted from a trial hypocenter. The program iterates until convergence criteria are met.
Both a priori and a posteriori information about the data are also used to derive the loca-
tion confidence bounds.

Figure 36 shows a location map of the events selected for this test. To analyze the results
of relocation, we divided the events into four groups. The events in the first and second
groups were located in areas of decreased and increased Pn and Sn travel-times, respec-
tively (Figure 35). The events in the third group were located at distances larger than 500-
600 km from the NORESS and FINESA arrays. At such distances, the IMS Pn travel-time
table is characterized by substantially larger travel-times than DSS data (Figure 33). The
events in the fourth (control) group were located at distances less than 500-600 km from
all arrays, in a region where the IMS and the new Pn travel-time curves have differences
within ± 0.5 sec. We did not anticipate large discrepancies between the IMS original loca-
tions and the new ones for events in this area.

The main results of the test are demonstrated in Table 9 and Figure 38. Comparison of the
original IMS locations with those determined using path-dependent travel-time curves cal-
ibrated by DSS data showed significant differences depending on region, number of sta-
tions and designated phases, and event magnitude. The distance between relocated events
and those listed in the IMS bulletin and the difference in origin time can be as large as 20
km and ±3.0 sec, respectively. After relocation, events in areas I and 2 were moved
mainly to the northeast and the southeast with respect to the IMS locations (Figure 39).
Differences between origin times of relocated events and events listed in the IMS bulletin
vary mainly within the 1-2 sec and 0.5 -1.3 sec ranges for areas I and 2, respectively. As
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Figure 38: Density plots of distance (top) and origin time differences (bottom) between
relocated events and the IMS bulletin for new Pn and Sn (solid lines) and
new Pn (dotted lines) travel-time tables inferred from DSS data.
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we anticipated, parameters of event locations for the fourth area did not change. The dif-
ference between locations and origin times of relocated events and IMS data decreased
when we used only the new Pn travel-time table, instead of applying both the new Pn and
Sn tables (Figure 38).

For both the IMS event locations and the relocated events we analyzed the semi-minor and
semi-major axes of the error ellipse, and the time residuals between the observed and ref-
erence travel-times. The dimensions of the confidence ellipsoid depend on both the solu-
tion residuals and the a priori assumptions about the data variances (Bratt and Bache,
1988). We found that the lengths of axes of the error ellipse were not significantly changed
after relocation. Changing Pn and Sn travel-time tables influenced the residuals of Pn, Sn
and other regional phases (Pg and Lg). Pn, Pg, and Lg residuals for relocated events in
areas 1, 2, and 3, tend to be smaller, while Sn-wave residuals are 2-3 times larger than
those of the Pn, Pg, and Lg phases. This could be due to our assumption of a constant
value of 0.25 for the Poisson's ratio used for calculating the Sn travel-time tables.

A change in event location is expected when new travel-time curves are applied. We now
address the question of whether or not the new locations are closer to the true locations of
the events. Because of the lack of master-events with exact location and origin time, we
used events listed in the IMS bulletin and located by three arrays as a source of more reli-
able information. Thirty-one events in the northern part of Scandinavia were relocated
with the two arrays NORESS and FINESA, using the IMS travel-time tables for one loca-
tion and the new Pn tables in conjunction with the IMS travel-time tables for Pg, Sn, and
Lg waves for a new location. We compared the distances between the original three-array
locations and the two-array locations.

Relocation of events with two arrays created an azimuth bias relative to the original IMS
locations. The bias magnitude for the events tested was usually larger for FINESA than for
NORESS. Approximately 30% of the selected events had a large azimuth bias (from 2 to
8.5 0; Table 10). The new Pn travel-time table did not improve the locations of these
events. However, for azimuth bias within the range of ±2.0 o, we observed a closer fit to
the three-array locations for the two-array locations based on the new Pn travel-time table
than with the two-array locations based on the IMS travel-time tables. These events are
characterized by negative numbers in the last column of Table 10.

The results of these tests show that the new Pn travel-time tables may improve event loca-
tions, but probably cannot compensate for large azimuth estimation errors and phase misi-
dentifications. As a result, we assume that IMS locations based on three-array recordings
with reliable azimuth measurements can be improved using path-dependent travel-time

curves calibrated by DSS data.
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Discussion and Conclusions.
Many factors influence the results of the IMS event locations. Errors originating from ran-

dom factors (for example, signal to noise ratio and accuracy of measurements) can be
eliminated to some extent by statistical methods. Regional variations of seismic signal
characteristics such as travel-times and waveform shape, especially the presence of inten-
sive emergent phases in later arrivals, can create a bias in event location which is depen-
dent on ray path. In the codas of the major phases (Pg, Pn, Sn, Lg, and Rg) used for event
location, many large amplitude emergent arrivals (reflected, converted, diffracted and
other waves) can be recorded at regional and far-regional distances, and influence phase
identification and azimuth estimation. It is well known that these emergent arrivals are
related to structural inhomogeneities of the earth crust and upper mantle along the propa-
gation paths, and they contain important information for deep seismic studies. DSS profile
observations can help identify the major and emergent phases recorded at arrays, and
improve phase identification and azimuth estimation for event location.

This study was directed at the analysis of travel-time anomalies that are usually stable in
specific regions. As a first step, we studied regional variations of Pn-wave travel-times. It
was very important to use reliable data, independent from IMS observations. IMS operates
mainly within Scandinavia and northwestern Russia. This territory is covered by a dense
network of overlapping and reversed DSS lines. We measured Pn first arrival travel-times
along all available DSS profiles and constructed a new Pn reference travel-time curve
from statistical smoothing of the measured travel-times. We also used travel-times of Pn-
waves recorded by seismological networks up to distances of 1200 km from chemical
explosions with exact locations and origin times.

Discrepancies of up to 3 sec at distances greater than 500-600 km were observed between
DSS data and reference Pn travel-time curves used to locate events for the IMS and Hels-
inki University seismological bulletins. It is also worth stressing that pronounced Pn
travel-time anomalies were detected in the Baltic shield. For example, Pn first arrival
times in southern Norway and Sweden are 2-3 sec earlier at distances of 400-500 km than
in southern Finland. Similarly, Pn-Pg cross-over distance varies from 130 to 270 km
between these two regions. One can anticipate more pronounced Pn travel-time variations
within the tectonically active regions of Northern Eurasia. The observed Pn propagation
parameter variations are caused by crustal and upper mantle lateral inhomogeneities.
Travel-time tables used for location of seismic events usually do not take into consider-
ation such path effects.

This study investigated the influence of path-calibrated travel-time corrections on regional
event locations. With this aim, we developed for the NORESS, ARCESS, and FINESA

76



arrays a set of Pn travel-time tables, obtained from interpolations and extrapolations of
DSS data. Sn travel-times were calculated assuming a Poisson's ratio of 0.25. We used the
new Pn, and new Pn and Sn curves, based on DSS observations in conjunction with IMS
travel-time tables for Pg and Lg waves to relocate 111 regional events originally located
by the IMS in different areas of Scandinavia and northwestern Russia. We also relocated
31 events in northern Scandinavia using two arrays (NORESS and FINSA) and applying
new Pn travel-time tables in conjunction with the IMS tables. For this test, the IMS bulle-
tin based on three-array locations was considered a source of more accurate information.
Comparison of the original IMS locations with those determined using path-dependent
travel-time curves showed significant differences depending on region, number of stations
and designated phases, and magnitude. The distance and origin time differences between
relocated events and those listed in the IMS bulletin reached 20 km and ±1.5 sec, respec-
tively. The results of these tests also showed that path-dependent travel-time tables could
improve event locations if azimuth estimation and phase identification are sufficiently
accurate. In other words, location errors caused by phase misidentification and large errors
in azimuth estimation (up to 5-10 0) were not compensated for by the improvement of the
travel-time tables.

DSS observations within Scandinavia can also be used to improve reference travel-time
curves for Pg-, Sn-, and maybe Lg- waves. Applying new reference travel-time tables in
IMS data processing could decrease the bias in event locations and origin times. Then, the
IMS data base could be used for further improvement of azimuthal travel-time corrections.
A feed-back process could be created between observations and IMS event locations. DSS
data can also help improve azimuth estimation and phase identification by contributing to
the knowledge base. The results of this study for the Pn-wave show that DSS data can be
applied to improve regional event locations and that the derivation of similar corrections
for other major regional phases is warranted.
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Table 9: Comparison of IMS Locations and Locations Using New Pn and Sn Tables

1 68.0934 32.5025 68.1543 32.6409 8.92021 0.216

2 69.6288 30.6558 69.6357 30.6237 1.46845 0.343

3 65.1126 27.1754 65.0890 27.3384 8.11337 -0.361

4 67.1370 21.1831 67.1353 21.2347 2.25004 0.161

5 62.2282 9.4066 62.2285 9.4069 0.03692 0.0

6 57.8843 11.4548 57.8822 11.4338 1.2693 0.483

7 58.0966 11.6485 57.9016 11.5518 22.4882 -1.182

8 58.8092 6.4591 58.8341 6.5178 4.3871 1.777

9 61.9222 30.4393 61.8996 30.5005 4.09121 -0.771

10 66.3572 15.1024 66.3610 15.0899 0.70309 0.331

11 67.1863 21.1035 67.1937 21.1446 1.96427 0.354

12 61.7910 6.0582 61.7904 6.0639 0.30857 0.083

13 64.7161 30.3620 64.6864 30.4528 5.46081 -0.396

14 64.0977 28.9755 64.0587 28.9702 4.36242 0.295

15 68.1241 32.7919 68.1875 32.9142 8.72295 0.165

16 67.1515 21.4513 67.1467 21.4954 1.98884 0.125

17 58.9623 10.1540 59.0152 10.1933 6.31968 1.762

18 60.4271 15.4105 60.4270 15.4150 0.24841 -0.065

19 67.0755 21.3497 67.0627 21.3228 1.84896 0.042

20 67.1949 21.0817 67.1912 21.1098 1.28631 0.45

21 64.7310 30.4597 64.6973 30.5713 6.5245 -0.484

22 64.7132 30.9240 64.6769 31.0406 6.89089 -0.486
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Table 9: Comparison of IMS Locations and Locaticns Using New Pn and Sn Tables

0 C W 03
Z 0 ~ 00 - 0.0zz

23 67.5718 30.1084 67.5848 30.1093 1.45299 0.307

24 67.6350 33.9390 67.6882 34.1329 10.1619 0.2

25 61.7527 6.0147 61.7522 6.0203 0.30145 0.081

26 64.7149 30.9548 64.6659 31.2733 16.1776 -1.176

27 64.6787 30.8695 64.6372 31.0780 11.0018 -0.708

28 60.7126 15.3269 60.7129 15.3287 0.10397 -0.02

29 58.9926 9.6843 59.0416 9.7337 6.16034 1.719

30 62.0699 4.8483 62.0698 4.8515 0.16791 0.035

31 65.7624 25.0912 65.7551 25.1433 2.52714 0.037

32 60.2582 15.5114 60.2577 15.5181 0.37562 -0.101

33 58.0513 7.0446 58.0925 7.1066 5.87657 1.568

34 58.7170 6.4150 58.7170 6.4150 0.0 0.0

35 62.2357 9.2752 62.2360 9.2756 0.03936 0.0

36 64.2675 25.4736 64.2333 25.6466 9.23 -0.211

37 67.3998 34.0420 67.4087 34.0981 2.60775 0.141

38 69.3242 30.4146 69.3277 30.3644 2.02064 0.553

39 63.3944 9.3902 63.3923 9.3928 0.26820 0.082

40 62.5595 5.2670 62.5592 5.2696 0.13811 0.033

41 62.3782 5.9031 62.3777 5.9051 0.11776 0.036

42 58.9919 9.6734 59.0408 9.7230 6.156 1.718

43 62.5527 10.0009 62.5555 9.9990 0.32747 -0.084

44 61.8459 5.9770 61.8451 5.9813 0.24374 0.068
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Table 9: Comparison of IMS Locations and Locations Using New Pn and Sn Tables

45 59.9816 6.7664 60.0034 6.8879 7.21325 2.022

46 61.0256 15.4144 61.0258 15.4179 0.19081 -0.053

47 60.0782 6.7152 60.0975 6.8384 7.1959 2.017

48 58.9098 9.7033 58.9594 9.7504 6.16301 1.731

49 59.0510 9.5357 59.0987 9.5894 6.15 1.728

50 64.2250 28.5060 64.1833 28.5204 4.70868 -0.084

51 64.7254 30.5257 64.7014 30.6442 6.26208 -0.2

52 62.5322 9.7730 62.5350 9.7701 0.34637 -0.099

53 63.3740 9.0875 63.3719 9.0896 0.25697 0.072

54 61.4889 5.7356 61.4884 5.7398 0.23095 0.066

55 60.1279 6.7992 60.1459 6.9207 7.05324 1.978

56 63.4953 9.3970 63.4936 9.3985 0.20393 0.058

57 69.2116 30.3971 69.2696 30.3918 6.48536 0.608

58 59.0487 9.8358 59.0994 9.8844 6.30667 1.77

59 63.4856 9.8652 63.4832 9.8667 0.27832 0.078

60 60.6127 15.5897 60.6124 15.5962 0.35805 -0.101

61 61.1366 15.2442 61.1367 15.2452 0.05504 -0.015

62 67.6512 33.8547 67.7424 33.8741 10.223 1.184

63 62.3667 9.6220 62.2941 9.7031 9.13192 2.819

64 61.4995 4.6911 61.4898 4.8099 6.42898 1.798

65 63.0640 8.8438 63.1487 9.2187 21.1852 0.108

66 57.7467 11.2193 57.7843 11.2535 4.66209 1.43
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Table 9: Comparison of IMS Locations and Locations Using New Pn and Sn Tables

z rz
67 57.7629 11.2689 57.7991 11.2851 4.15059 1.446

68 57.7941 11.4519 57.8340 11.4673 4.54289 1.39

69 61.8100 30.6573 61.7911 30.7275 4.26601 -0.745

70 64.2717 27.8544 64.2432 27.8667 3.23779 0.114

71 68.0319 32.9389 68.0778 33.0592 7.18256 -0.241

72 58.2182 6.6725 58.2347 6.7012 2.49756 1.377

73 67.7167 20.7320 67.7346 20.7218 2.04633 -0.606

74 61.8655 5.4701 61.8654 5.4730 0.15323 0.040

75 63.7235 26.3352 63.7017 26.3147 2.63722 -0.235

76 67.0190 21.5718 66.9961 21.5820 2.59686 0.437

77 67.6268 30.4870 67.6552 30.5849 5.23597 0.183

78 67.8719 20.9856 67.8746 20.9925 0.41887 -0.016

79 64.3083 28.4076 64.2552 28.3962 5.95496 -0.015

80 67.7283 33.5455 67.7392 33.5471 1.21992 0.22

81 67.8038 20.8545 67.8053 20.8600 0.28655 0.08

82 58.2967 6.5724 58.3084 6.5936 1.80348 1.286

83 69.2867 30.3752 69.3053 30.2395 5.7547 1.312

84 64.6549 31.1682 64.6112 31.4012 12.181 -1.105

85 61.3251 4.7509 61.3182 4.8699 6.42932 1.797

86 68.0854 32.8920 68.1089 32.8732 2.74052 0.322

87 59.9061 6.5654 59.9286 6.6829 7.04467 1.967

88 57.7294 11.3507 57.8121 11.3890 9.50076 2.434
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Table 9: Comparison of IMS Locations and Locations Using New Pn and Sn Tables

o 4 o ••• 5

00

89 58.0512 11.6504 58.0740 11.6658 2.70094 1.109

90 67.9581 20.1437 67.9624 20.1573 0.74612 0.026

91 64.7029 30.8697 64.6751 30.9634 5.44969 -0.139

92 65.4978 22.8995 65.4896 22.9519 2.59719 0.107

93 67.6858 30.6084 67.7192 30.7642 7.59175 0.004

94 67.7537 20.1562 67.7616 20.1718 1.10239 0.283

95 68.0300 32.3409 68.1924 32.5309 19.8 0.631

96 67.6805 33.4909 67.6677 33.5583 3.20065 -0.552

97 64.7586 30.4693 64.7425 30.5658 4.94119 0.074

98 58.1097 6.7534 58.1416 6.8054 4.69789 1.37

99 67.7648 20.8015 67.7759 20.8375 1.96416 0.468

100 67.5965 30.2999 67.6594 30.2490 7.35424 1.393

101 63.8302 25.4430 63.8216 25.4146 1.69806 -0.197

102 68.0522 32.5634 68.0755 32.5684 2.61176 0.374

103 69.3469 30.4185 69.3492 30.3755 1.71563 0.43

104 64.6912 31.1872 64.6422 31.4717 14.6696 -1.043

105 58.7476 10.0722 58.7247 10.0383 3.22333 1.164

106 67.7713 20.9327 67.7906 20.9772 2. 86217 0.781

107 66.4619 15.0951 66.4745 15.0209 3.59951 0.148

108 69.6892 30.5212 69.7399 30.5857 6.19392 -0.42

109 67.0742 20.9543 67.0679 21.0268 3.23623 0.278

110 67.7191 33.0275 67.7502 33.2606 10.4713 -0.592
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Table 9: Comparison of IMS Locations and Locations Using New Pn and Sn Tables

4). I. . -.

111 69.4016 30.8897 69.4144 30.8449 2.26994 0.486
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The Norilsk DSS Profile in Northern Siberia: an
Analysis of the 2-d Crustal Velocity Section Constructed
by Soviet Seismologists

V. Ryaboy, H. Benz, J. Unger, and W. Leith

Introduction
Under an agreement between the Ministry of Geology of the USSR and the US Geological
Survey, data from Soviet and US deep seismic sounding (DSS) profiles were exchanged
in early 1991. The Soviet profile is nearly 230 km long, and is located in Northern Sibe-
ria, near Norilsk, in a region that has been designated as a site for a joint US/USSR seis-
mic station. The accurate characterization of the crust and upper mantle in this region is
essential for understanding details of seismic signal propagation recorded at the new sta-
tion. The objective of this research is to evaluate the Soviet interpretation of the Norilsk
DSS profile using theoretical travel times and synthetic seismograms from ray tracing.

Geological and Geophysical Background
The Norilsk profile trends NW-SE at the border between the north western part of the Pre-
cambrian Siberian platform and the Paleozoic West-Siberian platform plate within the
Norilsk uplift (Figure 40, line 1-1). The Norilsk uplift is characterized by a complex
geological structure, due partly to the presence of wide-spread trap intrusions within the
sedimentary layers and deep faults. This region has been studied extensively because it is
rich i n a variety of ore deposits. The first crustal studies in Northern Siberia were based
on recordings of mine explosions (Figure 40, line 4-4), (Tuezov, 1965), but several DSS
lines have crossed the area since then. The crustal and upper mantle velocity sections
were published for two long-range profiles. The Dikson-Khilok profile crossing the Sibe-
rian platform from north to south (Figure 40, line 2-2)is located 50-100 km east of the
Norilsk profile (Egorkin et al., 1987), and the Vorkuta-Tixie profile (Figure 40, line 3-3)
stretching from west to east in the northern areas of Siberia (Egorkin et al., 1980) crosses
the northern part of the Norilsk profile. A joint interpretation of the geological and geo-
physical data, including DSS observations, was made for this region and indicates that the

crustal thickness in the Norilsk region is less than 40 kin, and that the depth to the base-
ment varies from 5 to 10 km (Grichin et al., 1989).

The unpublished Norilsk profile data set consists of three-component analog field record-
ings from nine reversed and overlapping shots. Recordings of seismic waves were col-
lected from five shot points within the profile and four off-end shots (Figure 41). The
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regions: 1-1 -- Norilsk profile, 2-2 -- Dikson-Khilok profile, 3-3 -- Vorkuta-
Tixsie profile, 4-4 -- a profile based on recordings of mine explosions.

Adapted from Egorkin et al.,(1989) with additions.

92



/ SE

/\

-200 -100 010 200 300 400 X, km

VI c4 in

S( 4 fn i Uý q% C4
0. E2 a 0. MaM ..
(n (n ca to c.I

Figure 41: Field observation system for the Norilsk DSS profile.
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explosions were recorded up to distances of 250-280 km for off-end shots, and 180-230
km for shots located within the profile. Station spacing varied from 3 to 5 km and the
shot spacing averaged 40 km. Three-component portable analog seismic stations provided
records ii the 1.0-20.0 Hz frequency range. This system of field observations was
designed to detect and correlate refracted, reflected, and converted body waves. The ana-
log waveforms were digitized in the USSR at 50 samples per second.

Soviet seismologists interpreted the wave recordings as a complex, two-dimensional (2D)
velocity model with crustal thickness varying from 42 to 48 km and high velocities (6.8
kmn/s) at depths as shallow as 13-15 km (Figure 42). Their velocity section is character-
ized by a number of laterally inhomogeneous layers consisting of different size blocks
with high and low velocities. The blocks are separated by vertical or subvertical bound-
aries that were interpretated from reflected and converted waves or interpolated with the
help of other criteria developed in the USSR (Egorkin et al., 1989). The linear dimensions
of the blocks vary from apnroximately 10-20 to 50-100 km.

Analysis of the Crustal Velocity Model for the Norilsk DSS Profile
Crustal and upper mantle refracted waves were recorded on the Norilsk profile. Apparent
velocities vary considerably: 2.0-5.0 (sedimentary layers), 6.0-6.5 (Pg), and 8.0-8.2 (Pn)
km/s, respectively. The Pn wave is observed beyond 150-160 km from shot points and is
typically weak. Reflected waves from crustal boundaries and the Moho (PMP) were
recorded as secondary arrivals.

In order to substantiate the crustal velocity model constructed for the Norilsk profile by
Soviet seismologists, we calculated theoretical travel-time curves and ray synthetic seis-
mograms for a generalized version of their model. We attempted to accurately parame-
trize this 2D velocity model (Figure 42) by using a series of 1 laterally-heterogeneous
layers, with each layer approximating a layer in the Soviet model (Figure 43). We made
calculations for the refracted and reflected P-waves for three reversed and overlapping
shot points (SPI, SP17, SP73), using the program Ray84 of J. Leutgert (USGS, Menlo
Park), and compared these results with the observed data (Figures 44, 45, and 46).

According to the model, a complex group of arrivals from waves refracted in layers of the
upper and middle crust up to depths of 20-25 km (Pg) should be recorded as the first arriv-
als from 40 to 230 km. Changes in the waveform characteristics of the first arrivals, a
break and offset to later time in the travel time curves, and zones of increased and
decreased amplitudes caused by vertical and lateral velocity inhomogeneities are
observed in the synthetic record sections (Figures 45 and 46). At distances greater than
230 km, (not shown) Pn wave refracted in the upper mantle is the first arrival in the syn-
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thetic sections. Information about the velocity structure of the lower crust can also be
obtained from the analysis of later arrivals. The postcritical reflected wave from the Moho
(PMP) is the strongest of the later arrivals of the synthetics, while waves reflected from the
intermediate crustal boundaries are very weak.

At distances greater than 100-120 km, theoretical first arrival travel times are consistently
1-2 seconds faster than observed travel times (Figures 45 and 46). In this distance range
of the observed data, the first arrivals attenuate and are offset to later times in the travel-
time curves. Calculations do not predict this observed phenomenon. It is possible that our
travel-time picks at distances greater than 100-120 km are secondary, high amplitude
arrivals, and that the true first arrivals are very weak crustal refractions that are not
observed. A thorough search was made for these arrivals, but none were detected for
record sections constructed for different frequency ranges and amplifications (Figures 45
and 46).

Further careful analysis of all record section should probably more reliably determine if
there are weak first arrivals that fit the predicted travel-times. It is worth noting that our
synthetic analysis does not predict either attenuation or decreased amplitudes of the first
arrivals at distances greater than 100-120 km (Figures 45 and 46). There are no large dis-
crepancies between the theoretical and observed travel times for Pn waves. However, the
Soviet model predicts a Pn wave cross-over point of 230-240 km and observations show
that the cross-over occurs at distances of 150-160 km (Figures 45 and 46). There is one
more important discrepancy between the synthetics and the observed data. According to
calculations, reflected waves from the intermediate crustal boundaries recorded in the later
arrivals should be very weak, but these waves are rather intensive on the observed record
sections.

Conclusions
Preliminary analysis for three shot points (SP1, SP17, and SP73) of the Soviet crustal
velocity model for the Norilsk DSS profile showed discrepancies between calculated and
observed travel times and record sections. The major differences are:

For distances greater than 100-120 kin, theoretical first arrival times were consistently
faster than the observed travel times.

The Soviet model predicts a Pn cross-over point of 230-240 km, while the Pn wave was
observed as a first arrival at distances of 150-160 km.

Predicted amplitudes of reflected waves from the intermediate crustal boundaries are very
weak, but these waves are rather intensive on the observed record sections.
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These discrepancies between the observed and theoretical data for prominent crustal and
upper mantle P-waves will help us to construct an alternative two-dimensional crustal
velocity model for the Norilsk profile that better fits the observed data. This model should
contain lower crustal velocities and probably a thinner crust. At the neighboring Dikson-

* Khilok and Vorkuta-Tixie long-range profiles (Figure 40), high velocitiesof 6.8-7.0 km/s
were observed at depths as shallow as 25-30 km (Egorkin et al., 1980, 1987). The results
of this study indicate the importance of reinterpreting the Norilsk DSS profile.
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Simulations of Network Detection Capability Based on

Noise Measurements from the GSETT-2 Experiment

Lori. T. Grant, Steve. R. Bratt and David. Corley

Introduction
The objective of this study is to simulate the global detection capability of the network
used during the Group of Scientific Experts Second Technical Test (GSETT-2), between
22 April 1991 and 2 June 1991. The NETSIM computer program (Sereno et al., 1990) is
used to simulate network detection thresholds based on observational information from
the GSETr-2 database including station coordinates, ambient noise conditions, instrument
responses and usable data bandwidth after instrument corrections.

In addition to the GSETT-2 network simulations, the detection threshold for two sub-net-
works was also considered. The first was a subset of the GSETT-2 network, including 8
short-period arrays and the 4 high-frequency arrays. The second sub-network included
only the 4 high-frequency arrays. The third network considered was a hypothetical "ideal"
case consisting of the GSETT-2 network supplemented by 29 stations to enhance coverage
in the Southern Hemisphere where GSETT-2 coverage is sparse. The additional stations in
this hypothetical network are either existing, planned or proposed sites.

The simulations described in this report are theoretical estimates of our current capabili-
ties for global detection. An empirical assessment of these tapabilities can be made by
comparing the GSETT-2 bulletin with local and regional bulletins. Such a study will be
presentcd in a separate report.

This study differs from previous work in the following way. Sereno (1991) utilized the
NETSIM program to assess the capabilities for monitoring the former Soviet Union with
existing and proposed in-country networks. Signal and noise conditions in the former
Soviet Union were not measured but were extrapolated from experience with arrays of the
Intelligent Monitoring System (IMS, Bratt et al.,1990) in Fennoscandia and from prelimi-
nary noise studies at the former-Soviet IRIS/IDA stations. The simulations in this study
predict the capability of the GSETT-2 network and sub-networks, based on noise mea-
sured on waveforms archived during the 6-week GSE1T-2 experiment. A major part of the
work done by Sereno has been to normalize the source and path contributions to the
NETSIM simulations. Much of Sereno's work is the starting point of this study which
focuses on network coverage and site effects.
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Description of the NETSIM Program

NETSIM is a computer program for simulating detection and location capability of seis-
mic networks. Networks can consist of arrays and single stations with varying band-
widths. Signals from regional and/or teleseismic events are modeled by the program. The
program simulates either detection threshold, detection probability, location uncertainty,
or a combination of detection and location (e.g. minimum size of event that can be located

with a given uncertainty).

The first step in NETSIM's detection module is to compute the probability of detection of
each phase at each station for each epicenter in a geographic grid, using the signal, noise

spectrum, station reliability and signal-to-noise ratio (snr) required for detection at each
station. The signal spectrum is based on frequency-dependent source and attenuation esti-
mates. The total noise spectrum is the sum of the station ambient noise and the noise due
to the coda of previous phases. Thus, both signal and noise spectra are distance-dependent.
NETSIM looks for the maximum snr over the entire spectral bandwidth for the specified

interval and uses that snr to estimate the probability of detection for a phase at that station.
The phase detection probabilities for all stations are then combined across the network to
determine the probability of satisfying what can be complex detection criteria across the
network. (e.g. detection criteria of "at least 3 P or Lg waves detected by the network"
would mean 3 P's or 3 Lg's or 2 P's and 1 Lg or I P and 2 Lg's). The network magnitude
detection threshold can be computed by iterating over magnitudes until a given network
probability of detection is achieved (e.g. 90%).

NETSIM Input Parameters

NETSIM input parameters are organized into 5 categories shown schematically in Figure

47: Control, Source, Propagation, Noise and Site/Station. Each category can have several
input files, represented by the small boxes in the figure. The following description of the
input data is brief and more details about the NETSIM program can be found in Sereno
et.al. (1990). For the simulations described in this report, the Source files and the Propaga-
tion files were held constant. The only changes were in the detection criteria and the Site/

Station files that describe the network configuration and conditions at each station. Each
NETSIM run has a unique control file which defines the simulation and points to the input
files for the other 4 categories.

Control- The type of run (detection) is specified in the control file as well as the frequen-
cies to include in the calculations (19 frequencies between 0.5 Hz and 19 Hz; 0.5 Hz incre-
ments below 5 tlz and 1 Hz increments above), the crcas•-over distance between regional
and teleseismic phases (20 degrees), the representation of event size (MLg), and the range

of event sizes to consider (0.5 to 6.0 MLg). Possible phases considered in each run are P
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(or Pn), Pg, S (or Sn) and Lg.

Three different detection criteria are used in the runs: (1) Any P detected at any 2 stations;

(2) Any P detected at any 3 stations; (3) Any P at any 2 stations or two local phases at one

station. The first two criteria are used in the GSETT-2 runs while the third criterion is
applied to simulate the sub-networks consisting of arrays.

Source- The source spectrum of each wave as a function of source medium and event size

is estimated at each point in the epicenter grid. The epicenter grid is sampled at 10 degree

increments in longitude (36 points) and in latitude between -80' and 800 (17 points), for a

total of 612 points. A single source medium (granite) was specified for each grid point in

the source grid file. Density, velocity and amplification factor are also specified for each
wave. The explosion source file describes source spectra as a function of scalar seismic

moment, M0 , the comer frequency scaling inversely with the long-period level (Sereno et.
al, 1990). Other data include the scaling relations for conversion between seismic moment

and event size.

Propagation- The path medium file together with the path grid file describe areas of low

attenuation (stable) and high attenuation (tectonic). Frequency-dependent attenuation,

amplitude variance and travel-time tables for each wave over each path medium are also

specified in the propagation files. The net attenuation is a summation of the attenuation
across grid blocks along the entire path with the largest effect being at regional distances.

Noise- The power spectral density of the ambient noise (in nm 2/Hz) and its standard devi-

ation (st. dev.) are specified for each station in the network. For these simulations, noise
was measured using the GSETT-2 database for 39 out of 56 stations as described in the

Noise Study section of this report. Coda decay rates are also specified for each phase.

Site/Station- Station coordinates, name of the file containing the ambient noise spectrum,

st. dev. of the noise estimate, station reliability, and snr threshold for detecting each wave

are listed for each station in a station file. The st. dev. of time residuals and st. dev. of azi-
muth residuals are given for use in the location module. This file also points to the local
site response file containing a frequency-dependent array beam gain for each phase. The

gain is specified as a function of frequency for each type of array: short-period array (spa)

or high-frequency array (hfa). For arrays as well as single stations (ss), these site response
files are used to define the bandwidth of usable data at each station.

Station reliability for the GSETT-2 time period is retrieved from the database as the per-
centage of time the station was operational. Station reliability ranges from 77% (at ARU)

to 100% (for 8 stations). The default was 95%.

The default values for the frequency domain snr threshold are listed in Table 11 for each
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phase type and each station type. The frequency-domain snr is estimated by Sereno (1991)

to be 80% of the time-domain snr.

Table 11: SNR Thresholds by Phase and Station Type.

Type P (or Pn) Pg S (or Sn) Lg

ss 3.2 3.2 3.2 2.4

spa 3.2 3.2 2.0 1.5

hfa 3.2 3.2 2.0 1.5

Seismic Networks

All stations used in the simulations are shown in Figure 48. GSETT-2 stations are denoted

with a cross inside a circle, GSETT-2 arrays are denoted with a cross inside a square.

Additional stations, used in the hypothetical network, are denoted by an open circle. Table

12 lists the station code, coordinates, station type, and a description for each station.

GSETT-2 stations are denoted by a "*" in the first column of the table. Stations denoted by
a "+" in the first column are the additional stations in the hypothetical network. These

include 5 IRIS stations (AAK, ASH, LO1RPN, NOV, NRI); 3 CDSN stations (HIA, LZH,

WMQ); 3 SRO stations (LO4BOCO, L14BCAO, L19NWAO); and the WWSSN station,

L08BDF. The remaining stations added to the hypothetical network are listed as either

existing, planned or proposed station sites in a report of the International Seismological

Observing Period, ISOP (Doornbos et. al., 1991).

The GSETT-2 network includes 8 short-period arrays, 4 high-frequency arrays, and 46

single stations. Two of the GSE'IT-2 stations, SFP and PRF, were not used in the GSEIT-
2.

NETSIM Input Data from GSETT-2 Observations: Noise Study

This study differs from previous studies in that actual noise estimates were calculated

using GSETI-2 waveforms. The program MASSPROC (Coyne, 1991) calculated average

noise spectra directly from the database using up to 100 daytime and 100 nighttime noise

windows for each station. The 5-second noise windows begin 15 seconds and end 10 sec-

onds before reported first P-wave arrivals on the short-period vertical component when

available, and broad-band vertical otherwise. Windows including or within 30 seconds

after a reported phase detection were excluded. Noise spectra were corrected for the

instrument response received from each station during GSETT-2.

The noise study was performed for 39 stations out of the 58 stations participating in
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Table 12: Stations Used in the Simulations

* STA LAT LON DESCRIPTION

* ANT -23.705 -70.415 ss ANTOFAGASTA,CHILE

* AQU 42.354 12.403 ss L'AQUILA,ITALY

* ARAO 69.535 25.506 hfa ARCESS ARRAYNORWAY

* ARE -16.462 -71.491 ss AREQU1PAPERU

* ARU 56.400 58.600 ss ARTI,OBLASTUSSR(IRIS)

* AS12 -23.704 133.962 spa ALICE SPRINGS ARRAY,,AUSTRALIA

* BJT 40.040 116.175 ss BAIJIATUAN,CHINA

* BKS 37.877 -122.235 ss BYERLYCALIFORNIA

* BLA 37.211 -80.420 ss BLACKSBURG,VIRGINIA

* CFA -31.607 -68.239 ss CORONELFONTANAARGENTINA

* COP 55.685 12.432 ss- COPENHAGENDENMARK

* CSY -66.289 110.529 ss- CASEY-ANTARCTIC_TERR.,AUS.

* CTA -20.088 146.254 ss CHARTERSTOWERSAUS.

* DAG 76.771 -18.655 ss DANMARKSHAVN,GREENLAND

* EKA 55.333 -3.159 spa ESKDALEMUIRARRAYUK

* ENN 50.767 5.923 ss EPEN,NETHERLANDS

* ESLA 39.670 -3.960 ss SONSECAARRAYSTATION,SPAIN

* FIAO 61.444 26.079 hfa FINESAARRAYFINLAND

* GAR 39.000 70.300 ss GARMUSSR

* GBA 13.615 77.590 spa GAURIBIDANURARRAYINDIA

* GEAO 48.836 13.704 hfa GERESSARRAY, GERMANY

* GRA1 49.692 11.222 spa GRAFENBERGARRAYGERMANY

* HFS 60.133 13.684 spa HAGFORSARRAYSWEDEN

* HLW 29.858 31.342 ss HELWAN,UNITED_ARABREPUBLIC

* KAF 62.113 26.306 ss KANGASNIEMI,FINLAND
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Table 12: Stations Used in the Simulations

* STA LAT LON DESCRIPTION

* KIV 43.950 42.683 ss KISLOVODSK,USSR

* KSP 50.843 16.293 ss KSIAZ,POLAND

* LJU 46.043 14.533 ss LJUBLJANA,YUGOSLAVIA

* LOR 47.267 3.851 ss LORMES,FRANCE

* LSZ -15.277 28.188 ss LUSAKA,ZAMBIA

* LTX 29.334 -103.667 ss LAJITAS,TEXAS

* MAT 36.543 138.207 spa MATSUSHIROJAPAN

* MAW -67.604 62.871 ss MAWSON,ANTARCTICA

* MLR 45.489 29.944 ss MUNTELEROSU,ROMANIA

* MUD 56.460 9.170 ss DENMARK,DENMARK

* NAI -1.274 36.804 ss NAIROBI,KENYA

* NIL 33.650 73.252 ss NILORE,PAKISTAN

* NNA -11.988 -76.842 ss NANA,PERU

* NPO 64.771 -146.887 ss NORTHPOLE,ALASKA

* NRAO 60.735 11.541 hfa NORESS_ARRAYNORWAY

* OBN 55.117 36.567 ss OBNINSK,USSR

* OSS 46.690 10.133 ss OVASPIN,SWITZERLAND

* PEL -33.144 -70.685 ss PELDEHUE,CHILE

* PFO 33.610 -116.460 ss PINONFLATCALIFORNIA

* PIN 42.583 -109.717 ss PINEDALE,WYOMING

* PRF# 60.386 25.681 ss PORVOO,FINLAND

* RAR# -21.212 -159.773 ss RAROTONGA,COOKISLANDS

* SBA -77.850 166.756 ss SCOTTBASE,ANTARCTICA

* SFP 54.280 23.300 ss POLAND

* SNZO -41.310 174.705 ss SOUTHKARORINEWZEALAND
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Table 12: Stations Used in the Simulations

STA LAT LON W DESCRIPTION

* SQTA 47.221 11.209 ss SAINTQUIRINAUSTRIA

* STI 50.585 5.564 ss SART-TILMAN,BELGIUM

* STK -31.882 141.592 ss STEPHENSCREEKAUSTRALIA

* VAF 63.042 22.671 ss VAASA,FINLAND

* VRAC 49.309 16.595 ss VRANOVCZECHOSLOVAKIA

* WEL -41.286 174.768 ss WELLINGTON,NEWZEALAND

* WRA -19.766 134.389 spa WARRAMUNGAARRAYAUSTRALIA

* YKA 62.493 -114.605 spa YELLOWKNIFEARRAYCANADA

+ AAK 42.600 74.500 --- ALA-ARCHA,KIRGIZSSR(IRIS)

+ ASH 38.000 58.400 --- ASHKHABAD,USSR(IRIS)

+ HIA 49.267 119.742 --- NEIMENGGUPROV.,CHINA(CDSN)

+ LO1RPN -27.158 -109.434 --- RAPANUI,EASTERISLAND(IRIS)

+ L02 -39.000 -72.000 --- ISOP-planned

"+ L03 -50.000 -59.000 --- ISOP-planned

"+ L04BOCO 4.585 -74.039 --- BOGOTA,COLOMBIA(SRO)

"+ L05 17.000 -67.000 --- ISOP-proposed

"+ L06 5.000 -53.000 --- ISOP-existing

"+ L07 -6.000 -38.000 --- ISOP-proposed

"+ L08BDF -15.658 -47.902 --- BRASILIAARRAYBRAZIL(WWNSS)

"+ L09 -25.000 -59.000 --- ISOP-planned

+ L1O -7.000 -15.000 --- ISOP-planned

+ L1i 14.000 -17.000 --- ISOP-existing(DAK,SENEGAL)

+ L12 5.000 -5.000 --- ISOP-planned

+ L13 22.000 5.400 --- ISOP-planned

+ L14BCAO 4.367 18.567 --- BANGU I,CENTAFRICANREP.(SRO)
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Table 12: Stations Used in the Simulations

STA LAT LON W DESCRIPTION

+ L15 11.000 43.000 --- ISOP-existing

"+ L16 -21.000 56.000 --- ISOP-planned

"+ L17 -45.000 52.000 --- ISOP-existing

+ L18 -48.000 70.000 ISOP-existing

"+ L19NWA -32.923 117.236 --- NARROGINAUSTRALIA(SRO)
0

"+ L20 -15.000 -173.000 --- ISOP-existing

"+ L21 -66.000 -60.000 --- ISOP-proposed....

"+ LZH 36.087 103.844 --- LANCHOWCHINA(CDSN)

"+ NOV 54.900 83.300 --- NOVOSIBIRSK(NVS),USSR(IRIS)

"+ NRI 69.400 88.000 --- NORIL'SK,CENTRALSIBERIA(IRIS)

+ WMQ 43.821 87.695 --- WULUMUCrxACHINA(CDSN)

GSETT-2. It was not possible to get noise estimates for the other stations for various rea-
sons. Some stations did not submit waveform data, some did not provide instrument
responses, and for some, the waveform data and/or responses were deemed unreliable.
Although we do not anticipate any major changes, all noise spectra presented in this report
are preliminary. Current work is underway to verify each instrument-corrected spectrum.

The noise spectra were grouped into 8 categories, based on amplitude and shape, and
numbered by increasing noise levels. All noise estimates are plotted by groups in Figure
49. The maximum usable frequency is shown to the right of the station name in the legend
of each plot. This cut-off frequency is, in general, 80% of the Nyquist frequency. These
frequencies were determined by visual inspection of the noise spectra and input to
NETSIM through the site response files. In some cases, the cut-off frequency severely lim-
its the bandwidth of the station. For example, AS 12 should have a maximum frequency of
8 Hz, but only frequencies less than 3.5 Hz can be used, because of the shape of the pro-
vided instrument response beyond 3.5 Hz. Figure 50 shows the Nyquist and high-fre-
quency cut-off for the 39 stations with noise estimates. The minimum frequency
considered in the simulations is 0.5 Hz.

Group I had the lowest noise level. Noise spectra for stations LTX, PIN, YKA and WRA
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have very similar shapes over the band 2 to 10 Hz, ranging from -20 dB at 2 Hz to -50 db

at 10 hz. The spectrum of station STK has an anomalous shape and a lower cut-off fre-

quency (8 Hz). Groups 2 and 2a have similar levels, ranging from -10 dB at 2 Hz to -40 dB

at 10 Hz. Stations KAF, CTA, and MLR in groups 2 and 2a have lower cut-off frequen-

cies. Group 3 includes GBA,OSS and PFO, with noise levels higher between 2 and 5 Hz

than group 2a. AS12 is very limited in frequency (0 - 3.5 Hz), and GAR has a cut-off of 8

Hz. Group 4 ranges between -10 dB at 2 Hz and -30 dB at 10 Hz, and has a large variabil-

ity in shape. Group 5 has the highest noise level with consistent shapes ( 0 dB at 2 Hz and

-20 to -25 dB at 10 Hz). Groups 6 and 7 are characterized by high noise levels, different

shapes and limited bandwidth. Figure 51 displays one spectrum from each of groups 1 -5.

They show a consistent difference of 30 dB between 2 and 10 Hz.

For the 17 GSETI7-2 stations without noise estimates, we substituted those obtained for

MAT (for: ANT, AQU, ARE, CFA, HLW, NAI, NNA, PEL), CSY (for: DAG, SBA), KSP

(for: LOR, LJU, LSZ, VRAC), STI (for: COP, MUD), and SNZO (for: RAR). All these

substitutions correspond to noise-level group 4 or above and are based on expected noise

conditions including proximity to ocean and station type. For example, SNZO noise from

group 7 was used at RAR because we assumed high-noise conditions at this island station.

Table 13 lists the stations, station type, sample rate (SR, in samples/sec.), component for

noise measurement, noise group level, standard deviation of noise estimate (SD), cut-off

frequency (fmax, in Hz), and, when a substitution was made, the substituting station is

listed. The last column is the station reliability. Noise data used for the 29 additional sta-

tions are also listed.

Network Simulations of Detection Threshold

Simulations of detection thresholds for 4 different networks including GSETT-2, two sub-

networks and a theoretical network, are discussed in this section.

To compare the simulations quantitatively, the world was divided into 6 general areas out-

lined in Figure 52. The number of epicenters in the geographic grid, number of GSETT-2

stations in the area, and latitude and longitude bounds are listed below for each area.

Eurasia;

152 epicenters; latitude 00 to 750 and longitude 0° to 1800; 29 stations

4ustralia and Southeast Pacific;

56 epicenters; latitude 00 to -750 and longitude 1200 to 1800; 6 stations

Indian Ocean and South Atlantic;
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Table 13: Noise Data for Each Station

* STA TYPE SR Comp Noise SD fmax SUB REL

* ANT ss -- 3.5 MAT 0.950

* AQU ss 50 sz 8.0 MAT 0.990

* ARAO hfa 40 sz group2 0.330 15.0 -- 0.990

* ARE ss -- .. .. ..... 3.5 MAT 0.950

* ARU ss 20 bz group4 0.380 8.0 -- 0.770

* ASAR spa 20 sz group3 0.340 3.5 -- 0.990

* BJT ss 40 sz group4 0.300 8.0 -- 0.990

* BKS ss 40 sz group6 0.470 15.0 -- 0.970

* BLA ss 40 sz group5 0.350 15.0 -- 0.990

* CFA ss -- 3.5 MAT 0.950

* COP ss 10 sz 3.5 STI 0.990

* CSY ss 20 sz group4 0.400 8.0 -- 0.980

* CTA ss 20 bz group2a 0.370 8.0 -- 0.990

* DAG ss -- 3.5 CSY 0.950

* EKA spa 20 sz group2 0.310 8.0 -- 0.990

* ENN ss 50 sz group6 0.390 15.0 -- 0.950

* ESLA ss 20 sz group6 0.290 8.0 -- 0.860

* FIAO hfa 40 sz group2a 0.340 15.0 -- 0.950

* GAR ss 20 bz group3 0.350 8.0 -- 0.900

* GBA spa 20 sz group3 0.430 8.0 -- 0.950

* GEAO hfa 40 sz group4 0.320 15.0 -- 0.910

* GRAI spa 20 bz group5 0.350 8.0 -- 0.950

* IFS spa 20 sz group2a 0.310 8.0 -- 0.950

* HLW ss -- 3.5 MAT 0.950

* KAF ss 20 sz group2a 0.310 8.0 -- 0.950
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Table 13: Noise Data for Each Station

* STA TYPE SR Comp Noise SD fmax SUB REL

* KIV ss 20 bz group5 0.360 8.0 -- 0.940

* KSP ss 40 sz group4 0.380 15.0 -- 0.960

* LJU ss -- 3.5 KSP 0.950

* LOR ss 50 sz ..... 15.0 KSP 1.000

* LSZ ss 50 sz 15.0 KSP 1.000

* LTX ss 40 sz groupl 0.470 15.0 -- 0.900

* MAT spa 20 sz group4 0.470 8.0 -- 1.000

* MAW ss 20 bz group2 0.350 8.0 -- 1.000

* MLR ss 25 sz group2 0.370 3.5 -- 0.940

* MUD ss -- 3.5 STI 0.950

* NAI ss -- 3.5 MAT 0.990

* NIL ss 40 sz group5 0.420 15.0 -- 0.990

* NNA ss -- 3.5 MAT 0.950

* NPO ss 40 sz group2a 0.500 15.0 -- 0.940

* NRAO hfa 40 sz group2 0.340 15.0 -- 1.000

* OBN ss 20 bz group6 0.350 8.0 -- 0.970

* OSS ss 64 sz group3 0.330 15.0 -- 1.000

* PEL ss -- 3.5 MAT 0.950

* PFO ss 40 sz group3 0.500 15.0 -- 1.000

* PIN ss 40 sz group 1 0.500 15.0 -- 0.980

* PRF ss 20 sz ------- xxxxx XXXX XXXX

* RAR ss -- 3.5 SNZO 0.950

* SBA ss -- 3.5 CSY 0.950

* SFP ss 40 sz ------- xxxxx XXXX XXXX

* SNZO ss 20 sz group7 0.300 8.0 0.950

120



Table 13: Noise Data for Each Station

* STA TYPE SR Comp Noise SD fmax SUB REL

* SQTA ss 100 sz group4 0.320 8.0 -- 0.790

* STI ss 100 sz group6 0.320 15.0 -- 0.950

* STK ss 20 bz group 1 0.320 8.0 -- 0.970

* VAF ss 100 sz group2a 0.420 15.0 -- 0.950

* VRAC ss 25 sz ..... 8.0 KSP 0.950

* WEL ss 50 sz group7 0.500 15.0 -° 0.950

* WRA spa 20 sz groupI 0.380 8.0 -- 0.830

* YKR2 spa 20 sz groupI 0.340 8.0 -- 1.000

+ AAK ss 20 group3 0.350 8.0 GAR 1.000

+ ASH ss 20 group3 0.350 8.0 GAR 1.000

+ HIA ss 20 group3 0.350 8.0 GAR 1.000

+ LO1RPN ss 20 group7 0.300 8.0 SNZO 0.950

+ L02 ss 20 group4 0.470 8.0 MAT 0.950

+ L03 ss 20 group7 0.300 8.0 SNZO 0.950

+ L04BOCO ss 20 group4 0.470 8.0 MAT 0.950

+ L05 ss 20 group7 0.300 8.0 SNZO 0.950

+ L06 ss 20 group4 0.470 8.0 MAT 0.950

+ L07 ss 20 group4 0.470 8.0 MAT 0.950

+ L08BDF ss 20 group4 0.380 8.0 KSP 0.950

+ L09 ss 20 group4 0.380 8.0 KSP 0.950

+ L1O ss 20 group7 0.300 8.0 SNZO 0.950

+ L11 ss 20 group4 0.470 8.0 MAT 0.950

+ L12 ss 20 group4 0.470 8.0 MAT 0.950

+ L13 ss 20 group4 0.380 8.0 KSP 0.950

+ L14BCAO ss 20 group4 0.380 8.0 KSP 0.950
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Table 13: Noise Data for Each Station

* STA TYPE SR Comp Noise SD fmax SUB RPTL

+ L15 ss 20 -- group4 0.470 8.0 MAT 0.950

+ L16 ss 20 -- group7 0.300 8.0 SNZO 0.950

+ L17 ss 20 -- group7 0.300 8.0 SNZO 0.950

+ L18 ss 20 -- group7 0.300 8.0 SNZO 0.950

+ L19NWAO ss 20 -- group4 0.470 8.0 MAT 0.950

+ L20 ss 20 -- group7 0.300 8.0 SNZO 0.950

+ LI 1 ss 20 -- group-v 0.470 8.0 MAT 0.950

+ LZH ss 20 -- group3 0.350 8.0 GAR 1.000

+ NOV ss 20 -- group3 0.350 8.0 GAR 1.000

+ NRI ss 20 -- group3 0.350 8.0 GAR 1.000

+ WMQ ss 20 -- goup3 0.350 8.0 GAR 1.000

+ SFP ss 20 -- group3 0.350 8.0 GAR 1.000

136 epicenters; latitude -750 to 0O and longitude -400 to 1100; 3 stations

South America and S. Pacific;

112 epicenters; latitude -75' to 0° and longitude -1700 to -40°; 6 stations

North America;

96 epicenters; latitude 0' to 750 and longitude -170° to -60o; 7 stations

North Atlantic Ocean;

56 epicenters; latitude 00 to 75' and longitude 00 to -600; 2 stations

GSETT-2 Network

Figure 53 shows the 90% MLg detection threshold for the GSETT-2 network with detec-
tion criteria requiring a P-type phase at any 2 stations. Minima occur where there is a clus-
ter of stations allowing the detection criteria to be easily met in Fennoscandia, Australia,
Western South America, and Western United States. Away from these minima, the detec-
tion threshold is between ML 3.5 and 4.2. The most notable feature of detection threshold
contours is that all of Fcnnoscandia, Europe, Western Eurasia, and the Northern part of the
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African continent is enclosed by the 3.6 contour. Almost 50%, or 26 of the 56 GSETT-2
stations are inside this area. A smaller area including most of the North American conti-
nent is also enclosed by the 3.6 contour. Most of the world's oceans are covered by the 3.8
contour with the exception of the South Atlantic Ocean where the threshold reaches 4.2.

Figure 53(b) shows the GSETT-2 simulation with the detection criteria requiring a P-type
phase at 3 stations. Here the areas enclosed by the 3.6 contour are smaller and the 4.2 con-
tour covers a larger part of the South Atlantic. A difference plot of the two simulations is
shown in Figure 53(c). The values of the detection threshold for each area are summarized
in Table 14 . The median threshold for the world increases by 0.2 when 3 P's are required
for a valid event. The largest changes are in North America, South America, and Australia.
In these areas, there are several stations close together but the surrounding areas do not
have many stations.

GSETT-2 Arrays: 12-Array Network

The next network considered is a subset of the GSETT-2 network including only the 8
short-period arrays and the 4 high-frequency arrays. Figure 54a shows the 90% MLg
detection thresholds. Seven out of the twelve arrays are in Eurasia, so the median thresh-
old does not increase in that area with respect to the GSETT-2 network. In South America,
where there are no arrays, the increase is 0.3 with respect to GSETT-2 network. The detec-
tion criteria were changed slightly for the next simulation, shown in Figure 54b, to allow
any two P-type phases at any 2 stations or two local phases (Pg and Lg). These criteria are
used in routine analysis of array data.

GSETT-2 High-Frequency Arrays: 4-Array Network

Another subset of the GSETT-2 network is modeled using only the four high-frequency
arrays which comprise the IMS-2 network: ARCESS, NORESS, FINESSA and GERESS.
The 90% MLg detection threshold contours are shown in Figure 55(a) for 3 P phases and
(b) for 2 P phases or 2 local phases.Table 15 summarizes the thresholds for the 12-array
and 4-array networks for the 3-P criterion. Table 16 summarizes the results for the 2-phase
criteria.. The main difference between the 12-array and the 4-array networks is in the
southern Hemisphere. Without the additional arrays (GBA, MAT, YKA, WRA and
ARAR) outside of Eurasia, the threshold quickly reaches 4.8 and stays above 4.8 through-
out the Southern hemisphere.

H lypothetical 85-Station Network

The hypothetical 85-Station Network includes the 58 GSETF-2 stations and 27 additional
stations chosen from existing or proposed seismic sites. Observed noise estimates are used
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Table 15: GSETT-2 Sub-networks 90% MLg Detection Threshold, Requiring 3 P

12-Array 4-Array

AREA Median Min-Max Median Min-Max

MLg MLg MLg MLg

World 3.1 (2.0 - 4.1) 4.3 (2.6 -5.9)

Eurasia 3.0 (2.0 - 3.9) 4.2 (2.6 - 5.9)

Australia and S.Pac 3.7 (3.3 - 4.0) 5.2 (4.4 - 5.9)

Indian Ocean and S. Atlantic 3.9 (3.6 - 4.1) 5.2 (4.5 - 5.9)

South America and S. Pac 3.7 (3.4 -4.1) 5.1 (4.4 -5.9)

North America 3.7 (3.3 - 4.1) 5.3 (4.6 - 5.9)

North Atlantic Ocean 3.3 (2.8 - 3.8) 4.1 (3.3 - 5.9)

Table 16: GSETT-2 Sub-networks Requiring 2 P or 2 Local Phases

12-Arr 4-Art

AREA Median Min-Max Median Min-Max

MLg MLg MLg MLg

World 2.7 (0.9 -4.6) 3.2 (0.9 - 5.5)

Eurasia 2.5 (0.9-4.1) 3.2 (0.9-5.5)

Australia and S.Pac 3.5 (2.8 - 4.2) 4.8 (4.0 - 5.5)

Indian Ocean and S. Atlantic 4.1 (3.7 - 4.6) 4.9 (4.2 - 5.5)

South America and S. Pac 4.1 (3.7 - 4.5 4.8 (4.0 - 5.5)

North America 4.1 (3.7 -4.5) 4.9 (4.3 - 5.5)

North Atlantic Ocean 3.3 (2.5 - 4.1) 3.7 (2.8 - 4.6)

for the GSETT-2 stations where available and substitute noise estimates otherwise, as
listed in Table 13. The 90% MLg Detection Threshold for the Hypothetical 85-Station Net-
work is shown in Figure 56(a) and the difference plot showing the improvement in detec-
tion capability over the GSETI-2 network is shown in Figure 56(b). Thresholds for each
area are listed in Table 17 for the Hypothetical Network and are compared to the GSETT-
2 Network.
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Table 17: Hypothetical 85-Station Network Requiring 3 P Phases

HYPO85 GSETTir
Sta 2

AREA
Median Min-Max Median Min-Max Decrease

MLg MLg MLg MLg (Median)

World 3.1 (2.0 -4.1) 3.2 (2.0-4.4) -0.1

Eurasia 3.0 (2.0 - 3.9) 3.0 (2.0 - 4.1) 0.0

Australia and S.Pac 3.7 (3.3 - 4.0) 3.7 (3.3 - 4.1) 0.0

Indian Ocean and S. Atlantic 3.9 (3.6 - 4.1) 4.0 (3.6 - 4.4) - 0.1

South America and S. Pac 3.7 (3.4 - 4.1) 4.0 (3.5 - 4.4) - 0.3

North America 3.7 (3.3 - 4.1) 3.8 (3.3 - 4.2) - 0.1

North Atlantic Ocean 3.3 (2.8 - 3.8) 3.4 (2.8 - 4.0) - 0.1

Summary
The detection threshold for the GSETT-2 network with 2 P-phases ranges from a large
area of thresholds lower than 3.0 which includes Fennoscandia, western Europe, and the
western part of the former Soviet Union and parts of the Barents Sea to a large area in the
South Atlantic ocean where the thresholds are above 4.0. Most of North America has a
detection threshold less than 3.6. Smaller local minima occur in Western South America
and Australia. When 3 P-phases are required, the median world threshold increases by 0.2
from 3.0 to 3.2. In areas of isolated groups of stations (Australia, South America), the
requirement of an additional P-phase raises the threshold by as much as 0.4.

The high-frequency and short-period arrays alone have a worldwide median threshold of
0.1 greater than the full GSETT-2 network. In the area of South America and Southwest
Pacific, the increase is 0.3.

The addition of 29 stations to make the hypothetical network, mostly in the Southern
Hemisphere and eastern Eurasia, lowers the worldwide median threshold by only 0.1. In
the South Pacific Ocean the additional stations lowered the median threshold by 0.4. This
small decrease in threshold with the addition of so many stations is not surprising consid-
ering that the stations were added in isolated locations and the simulation required 3-P
phases for a valid network detection.
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Future Work
Noise estimate have been improved for some GSETT-2 stations or have been calculated
where they were not available at the time of this study. This was possible because wave-
forms and instrument responses have been added to the GSETT-2 database. Future work
will first consist of improving the estimates of input parameters. Specifically, studies of
detection threshold requirements for each station will be completed. Then, the program
can be used to answer the questio of how many stations and of which type are required to
monitor specific areas of the globe.
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Summary Note on Starting and Improving a Regional

Network

Anne Suteau-Henson

Introduction

This brief note summarizes and integrates the results of our research related to the way the
US would proceed to monitor with an in-country regional network of three-component (3-
C) stations and arrays. Of particular interest are the following questions:

- What initial capabilities can be expected of both 3-C stations and arrays?

- How would the network capabilities improve with time?

We do not address the questions of site selection or the mix of 3-C stations and arrays. It is
obvious that arrays are preferable to 3-C stations given a fixed numer of sites and that
quiet sites are preferable to noisy ones. Questions of the station mix require both political
(array sites require far more area than 3-C sties) and economic (arrays are more expensive

than 3-C stations) inputs, and noise can be estimated from past experience based on geol-
ogy, proximity to water, cultural noise sources, and weather. Our experience with 3-C sta-
tions is derived from the IRIS/IDA stations within the former Soviet Union and from the
3-C stations of the high-frequency arrays in Scandinavia. The NORESS and ARCESS
arrays provided the data for the array studies. Relevant studies were published by other
researchers, and we will refer to them, as appropriate.

To start a new in-country monitoring network, decisions must be made regarding the num-
ber of stations and their type (arrays, 3-C stations, or both). Other factors involved are, for
arrays, the number of elements, their spacing, and the array aperture, and for both station
types, the useful frequency band. Then, computational methods and parameters for auto-
mated processing must be selected. A number of studies, mostly empirical, have compared
the capabilities of 3-C stations and arrays for direction (especially, azimuth) estimation
and phase identification. Their relative performance in other aspects of monitoring (detec-
tion. phase association, distance estimation, magnitude estimation, discrimination) have
received comparatively less attention. Most studies agree that the critical factors affecting
the performance of 3-C stations more than that of arrays are signal-to-noise ratio (SNR)
and site-dependence. In the following, we summarize our and other results concerning the
monitoring capabilities one can expect from 3-C stations and arrays.
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Azimuth Estimation
When starting a new regional network, it is reasonable to use processing parameters that
"worked" for other operational networks. Several studies report azimuth errors obtained
with appropriate (but not optimized) processing parameters. For example, Suteau-Henson
(1990), using automated processing, obtained a standard deviation (s.d.) of 14 deg for azi-
muth estimates of 3-C data at NOPESS with 3-C SNR > 2, compared to 11 deg for the
vertical-array data from the same events. Bame et al. (1990), studying regional Pn at the
NORESS array, found that most azimuth errors were less than 20 deg, with a mean close
to zero, with appropriate processing parameters. For regional P-waves at 3-C RSTN sta-
tions, Walck and Chael (1991) found that more than 75% of azimuths had errors less than
20 deg without optimization. Ruud and Husebye (1992), testing a 3-C detector on 3 days
of data from the NORESS element C4 and comparing the results to those in the NORESS
array bulletin, found 3-C azimuth errors within 20 deg. Therefore, little difference was
found in the azimuth estimation performance of 3-C stations and arrays under two condi-
tions: sufficient SNR and "good" site. In the following, we review in more detail the
effects of SNR and site-dependence.

Harris (1990) used theoretical considerations, simulation, and an empirical study to com-
pare the direction estimation performance of 3-C stations and arrays over the entire SNR
range. His results indicate that, as SNR decreases, a gradual and uniform deterioration
occurs for 3-C stations, until an asymptotic plateau is reached at very low SNR. For
arrays, there is a sharp transition between a high SNR floor and a low SNR plateau. There
is a SNR band for which arrays have small errors, but not 3-C stations. This is confirmed
by our empirical study at NORESS (Suteau-Henson, 1990), that found the capability of 3-
C stations to be critically dependent on SNR. For 3-C SNR > 2, the scatter is very large,
and therefore, the 3-C direction estimates are unreliable. Noise had no significant effect on
the array estimates, indicating Harris' low SNR plateau was not reached. Similarly, a 3-C
SNR threshold of 5 dB were obtained by Walck and Chael (1991) at RSTN stations, and
by Jarpe and Dowla (1991) at the high-frequency element of NORESS, for useful azimuth
estimates from polarization of 3-C data.

The other factor significantly affecting azimuth estimation at 3-C stations is site-depen-
dence. Suteau-Henson (1990) observed a site-dependence for individual 3-C elements
within NORESS. Similar observations were made in other studies, outside Scandinavia.
For example, Walck and Chael (1991) found that the azimuth accuracy varied with
receiver structure for regional P waves at RSTN stations (see also US/GSE/49, 1987). Sta-
tions in Precambrian terranes yielded very accurate azimuths for SNR > 5 dB, while for
stations in sedimentary rocks, either no reasonable azimuths could be obtained or a strong
dependence on the computational method existed (i.e., assumptions about the type of P
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particle motion). The effect of this factor on monitoring was particularly brought to light
by Riviere-Barbier et al. (1992), who processed one month of continuous data from a net-
work of four 3-C IRIS/IDA stations in the Soviet Union. Stations near geologic bound-
aries showed systematic azimuth and incidence errors, that could be related to lateral
heterogeneities in structure. Also, because of receiver structure, no useful azimuths could
be obtained at two of the stations when assuming rectilinear particle motion for P-waves.

Phase Identification
The capabilities of 3-C stations and arrays for phase identification are also different. While
arrays can easily classify detections as teleseismic P, regional P, regional S, or noise, based
on their apparent velocity from f-k analysis (Bratt et aL., 1990), an inadequate performance
(only about 75%) was obtained at the 3-C IRIS/IDA stations in the Soviet Union, using
polarization, frequency, and SNR as predictors of detection type (Suteau-Henson, 1992a).
Adequate performance, however, was obtained at the 3-C arrays of NORESS and
ARCESS (about 90%) for a P versus S classification, using either a classical discriminant
or a neural network. As for azimuth estimation, SNR is an important factor, and the per-
formance increases to over 95% for 3-C SNR > 2 (Suteau-Henson, 1992b). Patnaik and
Sereno (1991) found that, within NORESS or ARCESS, the variation in single-element
performance was only of about 5% (with an average of about 80% for all SNRs and 90%
for SNR > 2). They also showed that processing parameters for phase identification devel-
oped at one site could usefully be adapted to a new site: adequate performance was
obtained by applying neural networks trained at different sites.

Detection and Bulletin Production
We are aware of only one study directly comparing a 3-C detector and bulletin with an
array bulletin obtained from the same recordings (Ruud and Husebye, 1992). The 3-C
SNR at NORESS element C4 in the 5-15 Hz band was about 6-8 dB lower than for the
NORESS array. The 3-C detector picked almost all array-detected S-phases, but some-
times missed the preceding Pn. The 3-C epicenter solutions were less stable, due to phase
identification problems, and Pn azimuth errors at low SNR, as expected. Clearly, azimuth
errors, both random and systematic, become more critical as distance increases, and this
effect requires careful consideration when designing a new network.

Knowledge Acquisition
In the previous section, we summarized the monitoring capabilities that could be expected
from a new network. With time, the process of knowledge acquisition should result in
their improvement. Here, we review what we have learned about processing optimization
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when enough data have become available.

Because of the unique structure at each of the four 3-C IRIS/IDA stations they studied in
the Soviet Union, Riviere-Barbier et al. (1992) improved azimuth estimation by customiz-
ing processing parameters at each station. At two stations, elliptical polarization had to be
assumed to obtain reliable estimates. After such customizing, azimuths within +/- 25 deg
were obtained for about 70% of events at most stations. Other studies evaluated the
improvement in azimuth estimation achievable with processing optimization. Bame et al.
(1990) thus obtained a s.d. decrease from 20 to 11 deg at the NORESS array, and even to 2
deg for SNR > 5 dB and from some specific source regions. Walck and Chael (1991)
observed a 5-10% improvement for parameters customized by 3-C station in the RSTN
network. Parameter optimization resulted in a s.d. as low as 6 deg (similar to the uncer-
tainty for the NORESS array) at the high-frequency 3-C element of NORESS (Jarpe and
Dowla, 1991).

Phase identification can also be improved as more knowledge is acquired at a particular 3-
C site. This is due to characteristic polarization for each regional phase at each site. For
example, Suteau-Henson (199 1) shows that regional P have different average incidence at
ARCESS and NORESS, and difference in polarization results in better Sn versus Lg clas-
sification at NORESS than at ARCESS. Patnaik and Sereno (1991) shows that, on aver-
age, a 10-15% increase in correct identification is achieved when retraining a neural
network for a new site, as opposed to using weights from another site.

Suteau-Henson (1992c) shows that both 3-C azimuth estimation and phase identification
could be further improved by taking into account the variation of polarization with azi-
muth and distance for a given site. A detailed study at ARCESS indicates systematic azi-
muth errors varying within +/- 10 deg, depending on source area. Also, at NORESS for
example, Pn incidence is a strong function of distance, decreasing by 10 deg, on average,
from the cross-over distance to the regional range. Near the cross-over distance, it also
varies with azimuth, by over 5 deg.

Other factors affecting the performance of azimuth estimation and phase identification,
and therefore, that can result in improvement when customized for each site, are:

- array geometry for arrays (Bame et al., 1990);

- frequency band (Riviere-Barbier et al., 1992; Suteau-Henson, 1992a; Bame et al., 1990;
Walck and Chael, 1991);

- time-bandwidth (Jarpe and Dowla, 1991).

Although Bame et al. (1990) found that time window length had little effect on azimuth
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estimation at the NORESS array, most of the events they studied were from a particular
azimuth range, and this effect should be further investigated for a variety of azimuths.

Waick and Chael (1991) concluded that the particular computational method used to

obtain 3-C azimuth estimates had relatively little effect on the performance for "good"

sites and SNR. However, assumptions about particle motion (such as rectilinear or ellipti-

cal), inherent to every method, strongly affect the results (see also Riviere-Barbier et al.,

1992).

Conclusions
As 3-C stations are less costly than arrays, much effort has been devoted to evaluating

their monitoring capabilities and comparing them to those of arrays. The main conclusions
of these studies are that the performance of 3-C stations is more sensitive to low SNR and
to receiver structure, and it has been possible to somewhat quantify these effects. How-

ever, as shown by many examples, their capabilities (and those of arrays as well) can be
improved with time by customizing processing parameters and using acquired knowledge.
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