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PHOTONIC MATERIALS AND DEVICES FOR OPTICAL

INFORMATION PROCESSING
AND COMPUTING APPLICATIONS

Abstract

The research program described in this report addresses several generic avenues of

opportunity in the advancement of a sophisticated component technology base for

applications in optical signal processing, optical information processing, and optical

computing. As such, the research program is multifaceted as well as highly

interdisciplinary, spanning activities from materials growth, processing and characterization

through device invention and evaluation to preliminary system level integration.

The primary program thrusts include:

(1) Identification of the fundamental limitations inherent in optical information

processing and computing systems that derive from physical laws, and

discrimination of these limitations from those performance boundaries that

result from device technological and materials parameter considerations;

(2) An in-depth analysis of optical signal processing, optical information

processing, and optical computing, with consideration of present levels of

accomplishment and expected future development;

(3) The invention and extensive characterization of a novel differential

interferometric readout technique for high contrast ratio parallel readout of

optical discs employed as two-dimensional spatial light modulators;
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(4) A critical assessment of the potential for fabrication of spatial light modulators
and volume holographic optical elements in the III-V or H-VI compound
semiconductor materials systems through the use of layered, multiple quantum
well, and superlattice structures;

(5) Analysis and implementation of real time volume holographic optical elements,
including a novel multilayered structure (the so-called stratified volume
holographic optical element, or SVHOE) with unique, potentially programmable
diffraction characteristics;

(6) The development of advanced techniques for the utilization of multi-dimensional
dynamically programmable interconnections in hybrid optical/electronic
multiprocessors based on VLSI and WSI technologies;

(7) The invention, analysis, and development of a novel holographic recording and
readout technique that allows highly multiplexed, weighted interconnections to
be established in real time photorefractive materials, characterized by high
throughput efficiency and very low interchannel crosstalk;

(8) The practical development of photorefractive volume holographic optical
elements, including the incorporation of novel two-layer antireflection coatings
on very high index substrates to eliminate the reduction in diffraction efficiency
attributed to the presence of multiple reflections, and the invention of methods
for the elimination of a catastrophic collapse of the internal electric field in
photorefractive materials under holographic recording conditions;

(9) Optimization of the growth and processing of important electrooptic single
crystal materials such as bismuth silicon oxide, lithium niobate, and strontium

barium niobate;

(10) Development of novel materials characterization techniques for dielectric single
crystals and thin films, such as the electrooptic measurement of the volume
resistivity of photorefractive materials, for integration with the growth and
processing effort; and



5

(11) Analysis and optimization of a number of candidate electrooptic spatial light

modulator structures based on bulk single crystal materials, including the

Photorefractive Incoherent-to-Coherent Optical Converter (PICOC), a Pockels
Readout Optical Modulator (PROM) with no dielectric blocking layers and a

<111> crystallographic orientation, single channel and linear array total internal
reflection spatial light modulators, and the Optically Modulated Total Internal

Reflection (OMTIR) spatial light modulator.
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PHOTONIC MATERIALS AND DEVICES FOR OPTICAL

INFORMATION PROCESSING

AND COMPUTING APPLICATIONS

1. PROGRAM SUMMARY

The research program described in this report is focused on a critical evaluation of

advanced photonic materials and device concepts for the implementation of optical

information processing and computing systems. The effort ranges from a detailed

investigation of the fundamental physical and technological limitations that impact the

potential computational gain (e.g. increases in throughput, decreases in decision time

subsequent to processing, or minimization of the energy expended during computation) of

optical information processing and computing systems, through the invention and

characterization of key enabling devices such as two-dimensional spatial light modulators

and volume holographic optical elements, to the development of advanced techniques for

materials g.,wth, deposition, and processing that have a critical impact on potential device

performance. As such, the research program is necessarily interdisciplinary, involving

both faculty and students with physics, mathematics, electrical engineering, optics,

materials science, and chemical engineering expertise. This multifaceted evaluation of

novel materials, device, and systems concepts has been directly responsible for the

invention and characterization of a number of photonic devices and materials processing

techniques that exhibit both high performance and capacity for practical manufacturing.

The research period covered by this Final Technical Report extends from 15 May,

1987 through 14 September, 1991. In addition to the set of publications attached as

Appendices to this report, several additional manuscripts are either in press, have been

submitted to appropriate technical journals as detailed in the publication list, or are in
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advanced stages of preparation. Preprints or reprints of these manuscripts will be

forwarded under separate cover as they become available.

The primary program thrusts can be organized into three principal categories: (1)

fundamental and technological limitations of optical information processing and computing;

(2) electrically and optically addressed spatial light modulators; and (3) volume holographic

optical elements. The principal results of the research program in each category are

outlined below. Further technical details and a guide to the various publications, as well as

continuing directions of research, are provided in Section 2 (Progress During the Contract

Period).

A detailed study of the fundamental as well as technological constraints that apply to

an optically based information processing and computing technology has been undertaken.

The purpose of the study is to delineate potential areas of opportunity that can be addressed

by both optical and photonic techniques, in combination with electronic technology where

appropriate. A major result of the study thus far has been an evaluation of the tradeoffs

inherent in computation based on both analog and binary (digital) representations. Analog

processing is favorable from an energy metric perspective whenever the computational

complexity of the algorithm (or architecture) is large enough to overcome an inherently

higher representation cost for a given dynamic range. A related result is that currently

available analog optical devices operate much closer to the relevant quantum limits than

either currently available binary optical or electronic devices. These results are in the

process of being applied to analog electronic circuitry as well for direct comparison. In a

parallel effort, the fundamental limits of the photorefractive grating recording sensitivity

have been established. These limits clearly explain the apparent insensitivity of currently

investigated photorefractive grating recording materials, and imply several promising

opportunities for critically needed sensitivity enhancement.
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'hree different types of electrically and/or optically addressed spatial light modulato-s

(SLMs) have been invented, developed, and characterized during the course of the research

program to date. These devices include an optical disc spatial light modulator, a multiple

quantum well (MQW) asymmetric Fabry-Perot spatial light modulator, and the

Photorefractive Incoherent-to-Coherent Optical Converter (PICOC). The optical disc

spatial light modulator leverages existing compact disc read-only memory (CD-ROM)

technology by incorporating area encoding techniques and a differential interferometric

readout configuration to yield a high resolution SLM with high contrast (100:1), in situ

memory capacity, scrolling capability, and near term insertion prospects. The multiple

quantum well asymmetric Fabry-Perot spatial light modulator offers potential hybrid

integrability of Ill-V compound semiconductor modulation elements with silicon-based

detection and control circuitry, and features a novel inverted cavity design made possible by

the incorporation of InGaAs/GaAs strained layer multiple quantum wells on a transparent

GaAs substrate. The Photorefractive Incoherent-to-Coherent Optical Converter is a two-

dimensional spatial light modulator that exhibits remarkable fabrication simplicity by

making use of the incoherent (image-bearing) erasure of a coherently recorded grating in a

photorefractive material such as bismuth silicon oxide (Bi12SiO20).

Associated with the optical disc spatial light modulator characterization effort has been

a parallel effort to develop an appropriate optical recording media test facility. To this end,

we have participated in the modification of a commercially available optical media tester

(Apex Systems OHMT-300) that is capable of recording two-dimensional image-formatted

patterns on a wide range of optical disc media with an extremely high degree of track-to-

track accuracy. The development and acquisition of this major piece of capital equipment

represents a significant program achievement, and has allowed for preliminary tests that

demonstrate the viability of optical disc based spatial light modulators.
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In the area of volume holographic optical elements and interconnections, significant

progress has been achieved on three separate issues: (1) the development of a viable

approach to highly multiplexed weighted interconnections based on holographic techniques;

(2) the characterization and implementation of Stratified Volume Holographic Optical

Elements (SVHOEs); and (3) the development and characterization of photorefractive

materials and devices for interconnection applications. During the research program, we

have invented a novel approach for utilizing volume holographic optical elements in

conjunction with arrays of individually coherent but mutually incoherent sources and two-

dimensional spatial light modulators to provide highly multiplexed and weighted

interconnections characterized by high throughput efficiency, low interchannel crosstalk,

and capability for simultaneous (as opposed to sequential) initial recording and weight

updates. We have also identified and demonstrated a number of novel features of SVHOE

devices that have applications in programmable interconnections, tunable frequency

filtering, and wavelength multiplexing/demultiplexing. In addition to the investigation of

the fundamental limitations of photorefractive materials as used in interconnection

applications described above, we have also attempted to improve the practical

implementation of photorefractive devices. This effort has included the development of

multilayer antireflection coatings that eliminate the source of multiple internal reflections,

resulting in 100% increases in the saturation diffraction efficiency and two beam coupling

gain; the identification and characterization of the dramatic electric fie'd collapse within

photorefractive crystals that occurs during grating recording, by means of a novel

transverse electrooptic imaging method; the development of techniques to minimize or

eliminate the electric field collapse, resulting in increases in diffraction efficiency and

response time; the development of a novel electrooptic technique for the measurement of

very high dark resistivities in electrooptic crystals (which determine the grating storage

time); the analysis of the polarization properties of diffraction in optically active and

electrooptic photorefractive materials, including the effects of self-diffraction during grating
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recording; and the observation and characterization of the effects of microscopic charge

screening on sub-hologram formation in photorefractive materials.
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2. PROGRESS DURING THE CONTRACT PERIOD

As discussed in the Program Summary, the central theme of this research program is

a critical assessment of the prospects for the implementation of optical information

processing and computing systems, based on a parallel assessment of advanced photon~c

materials and device concepts. As such, the principal program elements have included

studies of the fundamental physical and technological constraints that impact current and

projected computational performance; invention, development, and characterization of

cditical optical processing and computing components, such as one- and two-dimensional

spatial light modulators and volume holographic optical elements; and the development of

advanced techniques for materials growth, deposition, and processing that have a critical

impact on potential device performance. In this section, we describe the most significant

results of the research program to date, provide a guide to the various publications that

document these results, and indicate continuing directions of research where appropriate.

Fundamental Physical and Technological Constraints on Optical

Information Processing and Computing

In order to examine the fundamental physical and technological limitations to optical

information processing and computing, we have considered any computational process to

comprise three separate functions: the representation of information, the implementation of

computational complexity, and the detection of results. This separation provides a key for

the analysis of any proposed algorithm, architecture, and implementation scheme from the

perspective of a given metric, such as the total energy required to complete a particular

calculation. In calculating the total energy dissipation inherent in a computational process,

it is necessary to include the detection and storage of the inputs, the implementation of the

computation, the costs of communication (interconnection) within the processor, and the

detection and communication of the results. The energy metric is of considerable
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importance, as many currently envisioned computational systems (both optical and

electronic) are highly power consumptive, and are therefore limited in performance by the

thermodynamics of cooling.

Our approach has been to examine the computational process for a number of

important computational functions (e.g. two-dimensional Fourier transformation, image-

based correlations, synthetic aperture radar image formation, and nonlinear dynamical

systems such as neural networks) that have proven difficult to implement by electronic

means, without resort to large scale systems that have size, weight, and power

characteristics that make them inappropriate for a wide range of applications. We have

examined both the fundamental boundaries implied by quantum statistics and

thermodynamics, as well as the technological boundaries implied by the choice of particular

components within a given implementation (such as spatial light modulators based on IIl-V

compound semiconductor multiple quantum well modulators hybridized with silicon

detection and control circuitry, for example) [Appendices 4, 7, 8, 9, and 10; Publs. 4, 16;

Book Chs. 2, 3; Conf. Pres. 3, 5, 7, 13, 15, 19, 33, 43, 46, 51, 52, 56].

One of the most striking results to emerge from this study has been a realization of the

dramatic difference in energy cost that exists between the digital (binary) and analog

representations of a given number at the same probability of error (the equivalent of a bit

error rate) due to quantum statistical fluctuations alone. The digital representation cost

scales as the logarithm of the overall dynamic range, while by contrast the analog

representation cost scales quadratically with increasing dynamic range. This result has

direct implications for computation, in the sense that computational algorithms based on

analog representations can be more energy efficient at the fundamental limits only if the

computational complexity of the process implied by the analog-based algorithm is sufficient

to make up for the increased representation cost. The implications of this result also extend

to the representation of information, for example, on optically addressed spatial light
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modulators, in which case a clear tradeoff exists among resolution (number of independent

pixels), frame rate, dynamic range, and sensitivity for a given probability of representation

error. In many cases, the stated performance characteristics quoted for certain spatial light

modulators cannot be obtained simultaneously without provision for an unacceptably high

input intensity.

Given the difference in representation cost, we have compared a number of

implementations of such computational processes as the Fourier transform that are analog

or digital, and optical or electronic in nature, at both the fundamental (quantum-limited)

boundaries, and at the current limits of available device technologies at the device, circuit,

and systems integration levels. The results are quite surprising. At the fundamental limit,

analog (optical) and digital (electronic) approaches can exhibit comparable energy costs. At

the technological level, however, electronic devices, circuits, and systems operate at

progressively larger factors away from the fundamental limits, whereas currently available

optical components are capable of operating much closer to the appropriate fundamental

constraints. We are in the process of extending this line of inquiry to include analog

electronic circuits and systems, as well as hybrid photonic components comprising both

optical and electronic elements. [Appendices 4 and 8; Publ. 4; Book Ch. 3; Conf. Pres. 3,

5, 7, 13, 15, 19, 33, 43, 51, 52, 561

A second major avenue of investigation has been to examine the fundamental and

technological limitations of spatial light modulation, in particular focusing on the

advantages and disadvantages inherent in phase and/or amplitude modulation, on methods

for optimizing the utilization of available oscillator strength (particularly in multiple

quantum well modulators), and on the optimization of asymmetric cavities to enhance

device sensitivity, contrast ratio, and throughput [Appendices 4, 7, 8, 9, and 10; Publs. 4,

16; Book Chs. 2, 3; Conf. Pres. 3, 5, 7, 13, 15, 19, 33, 43, 46, 51, 52, 56]. In

particular, we have examined in detail a hybrid spatial light modulator with InGaAs/GaAs



16

multiple quantum well modulators that utilize the quantum confined Stark effect in an

asymmetric Fabry-Perot cavity configuration, in conjunction with silicon driver chips that

contain appropriate detection and control circuitry [Appendices 8 and 10; Publ. 16; Book

Ch. 3; Conf. Pres. 46, 51, 56].

Both pure phase and pure amplitude modulation cases have been examined from the

perspective of minimizing signal-dependent amplitude modulation in the phase modulator

case, and of minimizing signal-dependent phase modulation in the amplitude modulator

case. The results of the study indicate that reflection amplitude modulators with contrast

ratios in excess of 20:1 can be achieved with a dynamic range of about 50% (implying a 3

dB insertion loss), with acceptable signal-dependent phase modulation and optical

bandwidth. Examination of the sensitivity of thse results to process-induced variations

(such as thickness nonuniformities characteristic of current state-of-the-art molecular beam

epitaxy (MBE) techniques) revealed that such spatial light modulator designs must be

detuned from optimized (theoretically achievable) performance parameters in order to obtain

the requisite uniformity across a two-dimensional array. This study is continuing in

conjunction with a device fabrication and characterization effort in collaboration with Prof.

Anupam Madhukar's research group at USC.

During the contract period we have also undertaken and completed a study of the

fundamental physical limitations of the photorefractive grating recording sensitivity, in

order to evaluate the prospects for application of photorefractive materials to multiplexed

interconnection applications [Appendices 4 and 7; Publ. 4; Book Chs. 2, 3; Conf. Pres. 3,

5, 7, 13, 15, 33]. In this study, we determined the quantum-limited photorefractive

sensitivity that can be achieved assuming a single photoexcited carrier for each absorbed

photon, and compared the resulting optimum charge distribution with those that arise from

sinusoidal grating exposure profiles in conjunction with realistic charge transport models.

These results clearly explain the fundamental origins of the observed relatively low
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quantum efficiencies of photorefractive recording processes in materials such as bismuth

silicon oxide and barium titanate, and point out several potential directions for enhancement

of the sensitivity. The importance of the grating recording sensitivity in optical processing

and computing systems applications is that it establishes the maximum reconfiguration rate

of a volume holographic optical element or interconnection device that can be achieved with

a given (average) optical power.

Electrically and Optically Addressed Spatial Light Modulators

During the course of the research program, a number of different types of electrically

and/or optically addressed spatial light modulators have been invented, developed, and

characterized. These devices include an optical disc spatial light modulator, a multiple

quantum well (MQW) asymmetric Fabry-Perot spatial light modulator, and the

Photorefractive Incoherent-to-Coherent Optical Converter (PICOC). The optical disc

spatial light modulator is electrically addressed (though optically written), while the latter

two devices are optically addressed. These three devices span a considerable range of

spatial light modulator functions and performance characteristics, as well as potential for

inexpensive manufacturability and near-term insertion.

Optical disc spatial light modulators were first proposed by us [Conf. Pubis. 15 and

24] in order to take advantage of the significant materials and device development leverage

provided by commercially available CD-ROM technology. In this spatial light modulator

approach, the format of an optical disc is altered to allow for the recording of a two-

dimensional image in, for example, a 1000 x 1000 pixel array within a 1 cm 2 area. Grey

scale is provided by area encoding techniques, such that within each "pixel" containing 100

binary bits, any number of bits can be written between 0 and 100, providing for a binary-

encoded analog representation. On readout, each pixel is under-resolved to allow the grey

scale to be realized without imaging individual bits.
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In order to accomplish such readout with a contrast ratio compatible with the desired

grey scale, we developed a novel differential interferometric readout configuration to

circumvent the inherently low contrast ratios (about 2:1) characteristic of commercially

available CD-ROMs that are optimized for digital data recording applications. In this

configuration, a shear plate is used to create two orthogonally polarized readout beams,

displaced from each other along the track direction by one half of the inter-bit spacing. On

readout, two independent images of the optical disc are created, which recombine within

the shear plate (cancelling the displacement) and interfere with each other when passed

through an appropriately oriented polarization analyzer. A x phase shift is introduced

between the beams by the shear plate, such that the beams exactly cancel everywhere except

where bits have been written. In this manner, the background reflections from the tracks

and grooves are eliminated, and written bits appear as a pair of bright dots against an

essentially black background. In experimental tests of the technique using a mirror in place

of the optical disc, we have achieved contrast ratios in excess of 600:1 as limited by the AR

coatings of the various optical elements. On double sided ablative media without AR

coatings, contrast ratios of 5:1 have been measured, whereas on single sided bump forming

media the experimentally achieved contrast ratios exceed 20:1 [Appendix 11; Publs. 11, 12;

Conf. Pres. 15, 24, 33, 36, 40, 47, 52, 55].

In order to write two-dimensional images directly onto an optical disc in a format that

allows for parallel readout, the traditional sequential bit recording process must be

modified. In collaboration with Apex Systems in Boulder, Colorado, we have developed

an optical media tester that is capable of very high (sub-micron) track-to-track accuracy,

and of recording on a wide range of optical disc media including ablative, bump-forming,

and magneto-optic. In addition, the design is optimized to minimize the time required to

record each two-dimensional image. Using this optical media tester, which was acquired

during the contract period, we have successfully written a wide range of both binary and

analog two-dimensional images on various optical disc media. The largest images written
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to date have 512 x 512 pixels with 101 binary-encoded grey scale levels. Parallel readout

of these images using the differential interferometric readout configuration has been

accomplished with striking results. Further investigations are under way to optimize the

recording parameters utilized, as well as the readout configuration.

One of the most useful features of the optical disc spatial light modulator is its

capability for operation in a "scrolling" readout mode, as is desirable for example in

synthetic aperture radar image formation. In the scrolling mode, it is necessary to read out

the entire image for subsequent processing following the arrival of each additional line of

data, with the consequent deletion from the field of view of the oldest line of data.

Operating in this readout mode, the optical disc is currently capable of parallel readout rates

exceeding 5 terabits of information per second.

A second type of spatial light modulator that we have actively investigated during the

program period is a hybrid SLM in which the active modulator elements are based on

InGaAs/GaAs multiple quantum wells in an asymmetric Fabry-Perot cavity configuration,

and the optical address function is carried out by detection and control circuitry integrated

on a silicon chip by standard VLSI foundry processing. We have chosen the strained layer

InGaAs/GaAs system for epitaxial growth on GaAs substrates in order to achieve substrate

transparency at the operational wavelength of about 950 nm. This substrate transparency

can be used to advantage by allowing for an inverted asymmetric Fabry-Perot cavity

geometry in which the low reflectivity Bragg mirror is grown by MBE techniques (in Prof.

Anupam Madhukar's laboratory) below the MQW structure, and the high reflectivity mirror

is an externally deposited dielectric multilayer coating [Appendix 10; Publ. 16; Book Ch. 3;

Conf. Publs. 46, 48, 49, 50, 51, 52, 54, 561. This configuration relieves the MBE growth

process of including the (several micron thick) high reflectivity Bragg mirror below the

MQW structure, at once minimizing the growth time and complexity as well as the

accumulation of strain and lattice defects. In addition, it allows for face-to-face contact by
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means of flip-chip bonding techniques between the GaAs substrate containing the

modulator elements, and the Si chip containing the detectors and control electronics. This

in turn eliminates the need for vias through both substrates, as is characteristic of traditional

hybridization.

To date we have performed a thorough analysis of the potential performance

characteristics that can be expected from such a hybrid SLM based on InGaAs/GaAs

MQWs (as well as on AlGaAs/GaAs MQWs) in order to determine both optimized mirror

and quantum well designs, as well as the sensitivity of such designs to anticipated process-

induced variations. On the basis of this analysis, we have grown (in collaboration with

Prof. Madhukar's research group) a number of candidate modulator structures, for which

extensive optical and electrical characterization is in progress at the present time. In every

case examined thus far, the predictions based on our design analysis have been borne out.

In parallel with this effort, we have also designed and fabricated (through the Metal-Oxide-

Semiconductor Implementation Service (MOSIS) operated for DARPA by USC's

Information Sciences Institute) a number of silicon chips that contain various types of

photodetectors and control circuitry. These chips are fully functional, and are in process of

being characterized to evaluate their maximum operational bandwidth, the accuracy of the

control circuitry functional transformation, and the optical sensitivity of the photodetectors.

Preliminary studies of the requisite flip-chip bonding requirements are under way.

The final type of spatial light modulator that has been developed and characterized

during this research program is the Photorefractive Incoherent-to-Coherent Optical

Converter (PICOC), which has the unusual feature of combining photorefractive volume

holographic grating recording techniques with incoherent-to-coherent conversion capability

within the same device [Appendix 6; Book Ch. 11. This feature at once allows for simple

and inexpensive device fabrication, as any of a number of bulk photorefractive crystals can

be used to configure this device without the need for additional device processing. In
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addition, it allows for a number of unique optical information processing and computing

applications that involve both spatial light modulation and volume holographic recording

techniques. During the contract period, an intensive study of the factors that affect PICOC

operational mode, readout configuration, sensitivity, resolution, and contrast ratio was

completed. The results of this study are described in detail in Appendix 6.

Volume Holographic Optical Elements

One of the most important potential advantages of optical techniques for application to

information processing and computing systems is the capacity for parallel, densely packed

crosstalk-free interconnections among multiple processing planes provided by volume

holographic recording and reconstruction techniques. Should real time implementations of

such optical interconnections not prove viable, this advantage may prove to be minimal, if it

exists at all. As such, a critical feature of this research program has been the evaluation of

the prospects for high performance volume holographic interconnections, as well as the

development of practical photorefractive materials and devices.

During the contract period, significant progress has been achieved in the development

of a novel approach to highly multiplexed weighted interconne.-tions based on holographic

techniques, on the characterization and implementation of Stratified Volume Holographic

Optical Elements (SVHOEs), and on the development and characterization of

photorefractive materials and devices for interconnection applications. Progress in each of

these three areas is summarized below.

We have recently disco,..era that the traditional methods for recording volume

holographic interconnections lead to either high interchannel crosstalk in the case of fully

coherent, simultaneous recording schemes, or to interchannel crosstalk, high throughput

losses, and complex recording schedules in the case of sequential (coherent or incoherent)

recording schemes. By utilizing the optical beam propagation method, we have simulated a

number of such point-to-point weighted interconnections with multiple holographically
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recorded gratings, and have been able to quantify the degree of crosstalk and throughput

loss in each case [Appendix 8; Pubis. 9 and 10; Book Ch. 3; Patent 1; Conf. Pres. 37, 38,

39, 41, 42, 45, 49, 50, 52, 53, 54, 57]. In addition, we have identified a new form of

crosstalk, so-called beam degeneracy crosstalk, that produces substantial interchannel

crosstalk even in the incoherent recording case, and accounts for a dramatic throughput loss

as well. For an N input point to N output point holographic interconnection recorded by

traditional sequential methods, for example, the optical throughput efficiency is reduced by

of order 1/N. This loss is potentially catastrophic for large scale interconnection networks

such as those envisioned for optical implementations of neural networks.

Subsequent to this analysis, we have invented an architecture based on two-

dimensional parallel source arrays, spatial light modulators, and volume holographic optical

elements that is capable of circumventing the crosstalk and throughput problems, as well as

providing for simultaneous rather than sequential weight updates [Appendix 8; Publs. 9

and 10; Book Ch. 3; Patent 1; Conf. Pres. 37, 38, 39, 41, 42, 45, 49, 50, 52, 53, 54, 571.

In this approach, a two-dimensional source array (e.g. the surface emitting semiconductor

diode laser arrays recently announced by Bellcore and ATI') is employed, in which each

source is individually coherent, but all sources are mutually incoherent over the response

time of the holographic medium. Two optically addressed spatial light modulators are

employed to represent the input and output planes. Parallel illumination of the spatial light

modulators by the source array produces (with appropriate optics) sets of mutually

incoherent holograms in the volume holographic recording medium, all of which are

doubly angularly multiplexed to avoid the effects of beam degeneracy.

Simulations of this architecture using the optical beam propagation method have

shown a remarkable reduction in interchannel crosstalk, accompanied by a corresponding

substantial increase in optical throughput efficiency. Laboratory demonstrations of 8 x 8

and 2 x 4096 interconnections in real time photorefractive crystals have confirmed the
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theoretical and numerical predictions. Extension of both the numerical simulations and the

laboratory demonstrations to larger array sizes is under way at the present time.

The Stratified Volume Holographic Optical Element or SVHOE is a unique optical

element capable of emulating volume holographic diffraction characteristics in devices

consisting of only thin layered photosensitive materials, and at the same time exhibits a

large number of novel properties that are useful in array interconnection, wavelength

multiplexing and demultiplexing, and spatial frequency filtering applications [Appendices 3

and 5; Pubis. 3, 5, 6, 7; Conf. Pres. 1, 2, 4, 6, 9, 11, 12, 14, 15, 16, 17, 21, 29, 32, 33,

49, 50, 52].

An SVHOE consists of a number of thin photosensitive layers separated by substrate

(or buffer) layers that are optically insensitive. This type of construction is particularly

advantageous for materials that exhibit large photoinduced refractive index variations, but

that are difficult to fabricate in the thicknesses required for highly multiplexed volume

holographic device operation (of order 1 mm to 1 cm). Examples of such materials include

the commercially available DuPont holographic photopolymer material, nonlinear organic

materials, and III-V compound semiconductor multiple quantum well structures. In

operation, the device is exposed to two coherent recording beams that interfere in the

photosensitive layers to record the hologram, and readout is performed in direct analogy

with other volume holographic optical elements.

A number of novel diffraction characteristics of SVHOE structures have been

identified, numerically modeled, and in most cases experimentally demonstrated during the

contract period. These include a unique periodic angular tuning characteristic, the

emulation of Bragg-limited angular response characteristics, the generation of regularly

spaced arrays of output angles (or positions) when illuminated by a strongly focused beam,

spatial frequency notch filtering, wavelength notch filtering, and wavelength multiplexing

and demultiplexing. In addition, SVHOE structures fabricated with active photorefractive



24

materials, such as 111-V compound semiconductor multiple quantum well structures that are

voltage or field enabled, are capable of exhibiting tunable diffraction characteristics that can

be externally modulated by altering the distribution of applied voltages on a layer by layer

basis. Preliminary studies of such active SVHOE structures in quantum well devices have

been completed, and fabrication and evaluation of test structures is under way. Finally,

demonstration of key SVHOE characteristics with the DuPont holographic photopolymer

material has been achieved [Publ. 7] in order to take advantage of the in situ fixing

capabilities of this class of organic materials.

In addition to the investigation of the fundamental limitations of photorefractive

materials (as used in interconnection applications) described above [Appendices 4 and 7;

Publ. 4; Book Chs. 2, 3; Conf. Pres. 3, 5, 7, 13, 15, 331, we have also undertaken a

multifaceted effort to improve the prospects for practical implementation of photorefractive

devices. This effort has included the development of multilayer antireflection coatings on

Bil2S;.,2o, LiNbO3, BaTiO3, SBN, GaAs, and CdTe that eliminate the source of multiple

internal reflections within the photorefractive material [Pubis. 13, 14, 15; Conf. Pres. 25,

33, 34, 35, 49, 50, 52], resulting in 100% increases in the saturation diffraction efficiency

and two beam coupling gain; the identification and characterization of the electric field

collapse within photorefractive crystals that occurs during grating recording, by means of a

novel transverse electrooptic imaging method [Publ. 17; Conf. Pres. 27, 32, 331; the

development of a novel electrooptic technique for the measurement of very high dark

resistivities in electrooptic crystals (which determine the grating storage time) [Appendix 1;

Publ. 1; Conf. Pres. 8, 18, 22]; the application of the electrooptic measurement technique

to the determination of the dark resistivities of undoped, doped, and nonstoichiometric

single crystals of bismuth silicon oxide [Appendix 1; Publ. 1; Conf. Pres. 8, 18, 22]; the

analysis of the polarization properties of diffraction in optically active and electrooptic

photorefractive materials, including the effects of self-diffraction during grating recording

[Appendix 2; Publ. 2; Conf. Pres. 26]; and the observation and characterization of the
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effects of microscopic charge screening on sub-hologram formation in photorefractive

materials [Publ. 8; Conf. Pres. 30], which has important implications for both the

implementation of spatially segmented volume holograms in real time materials, as well as

for the analysis of the effects of macroscopic space-variant illumination effects in the

recording of full aperture volume holograms.
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3. PUBLICATIONS UNDER DARPA/AFOSR SPONSORSHIP

The following technical publications and conference presentations describe research

supported in part by this contract.
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Electronics, Special Issue on Electrooptic Materials and Devices, QE-23(12), 2142-

2151, (1987).

3. R. V. Johnson and A. R. Tanguay, Jr., "Stratified Volume Holographic Optical
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4. A. R. Tanguay, Jr., "Physical and Technological Limitations of Optical Information

Processing and Computing", Materials Research Society Bulletin, Special Issue on

Photonic Materials, XIII(8), 36-40, (1988); (Invited Paper).

5. R. V. Johnson and A. R. Tanguay, Jr., "Stratified Volume Holographic Optical
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6. G. P. Nordin, R. V. Johnson, and A. R. Tanguay, Jr., "Diffraction Properties of

Stratified Volume Holographic Optical Elements", accepted for publication in Journal

of the Optical Society of America A, (1992).

7. G. P. Nordin, R. V. Johnson, and A. R. Tanguay, Jr., "Photopolymer-Based

Stratified Volume Holographic Optical Elements", accepted for publication in Optics

Letters, (1992).
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8. P. Asthana and A. R. Tanguay, Jr., "Charge-Screening-Induced Switching in

Spatially Multiplexed Sub-Holograms in Bil 2SiO20", in preparation for Applied
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Optical Information Processing Applications", in preparation for Applied Optics.
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Memory Disc Spatial Light Modulators", in preparation for Optics Letters.
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Gain and Diffraction Efficiency in Bismuth Silicon Oxide Crystals Using a Bandpass

AR Coating", in preparation for Applied Physics Letters.

16. C. Kyriakakis, Z. Karim, J. H. Rilum, J. J. Jung, A. R. Tanguay, Jr., and A.

Madhukar, "Fundamental and Technological Limitations of Asymmetric Cavity

MQW InGaAs/GaAs Spatial Light Modulators", in preparation for IEEE Journal of

Quantum Electronics.
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3.2 Book Chapters
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Computing, H. Arsenault, T. Szoplik, and B. Macukow, Eds., Academic Press,
New York, (1989).
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3.3 Patents
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2. "Incoherent/Coherent Multiplexed Holographic Recording for Photonic

Interconnections and Holographic Optical Elements", B. K. Jenkins and A. R.

Tanguay, Jr., Divisional Application I, patentpending.
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Institute of Technology, Atlanta, Georgia, (1987); (Invited Colloquium).

2. A. R. Tanguay, Jr., and R. V. Johnson, "Stratified Volume Holographic Optical

Elements", Conference on Lasers and Electro-Optics, Baltimore, Maryland, (1987).

3. A. R. Tanguay, Jr., "Fundamental Physical Limitations of Optical Information

Processing and Computing", NATO Collaborative Award Colloquium, University

College London, London, England, (1987); (Invited Colloquium).

4. A. R. Tanguay, Jr., "Optical Information Processing Components", GEC Research,

Marconi Research Centre, Chelmsford, England, (1987); (Invited Colloquium).

5. A. R. Tanguay, Jr., "Fundamental Physical Limitations of Optical Information

Processing and Computing", British Telecom Research Laboratories, Ipswich,

England, (1987); (Invited Colloquium).

6. A. R. Tanguay, Jr., "Optical Information Processing Components", University of

California at Santa Barbara, Santa Barbara, California, (1987); (Invited

Colloquium).
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ELECTROOPTIC MEASUREMENT OF THE VOLUME RESISTIVITY
OF BISMUTH SILICON OXIDE (Bi 2SiOzo)

David A. SEERY, Mark H. GARRETT and Armand R. TANGUAY. Jr.
Optical Matnrals and De'rces Laboratory. Unwersagy of Southern Cahfornia. 523 Seater Science Center. LU ersm:. Park.

MC-0483. Los Angeles, California 90089-0483. USA

Single crystals of bismuth silicon oxide (Bi, 2SiO 2o) and its isomorphs (including. for example. bismuth germanium oxide
(Bi 12GeO 20 )) have been utilized in a wide range of active electrooptic and acoustoopic devices, including the Pockels Readout Optical

Modulator (PROM). the PRIZ. the Photorefractive Incoherent-to-Coherent Optical Converter (PICOC). volume holographic; storage
devices, and surface acoustic wave devices. A key material parameter that influences device performance characteristics is the volume

resistivity, which is difficult to measure accurately using standard techniques in refractory oxides like Bi 12 SiO,0 due to its iarge
magnitude (typically > 1O01 Q cm). We present here a technique for the measurement of such very high resistivities in electrooptic

materials; this method utilizes the electrooptic modulation induced by a voltage placed across the (crystallographically oriented)
sample as a probe of temporal voltage transients that are in turn directly related to the sample volume resistivity. In our experiments.
a very weak optical probe is frequency modulated, phase detected, and employed at low duty cycle to avoid ambiguities due to
photoconductive voltage decay. The technique is described in detail, and experimental results are presented on a number of undoped
and doped samples of bismuth silicon oxide grown by the Czochralski technique.

1. Introduction spatial light modulators, as well as the maximum

frame integration time. In addition, the dielectric

Bismuth silicon oxide is a wide bandgap, high relaxation time determines the holographic grating
resistivity semi-insulator that is also photoconduc- storage time in Bi1 2 SiO 20 volume holographic opti-
tive, electrooptic. acoustooptic, magnetooptic. and cal elements. Furthermore, spatial nonuniformities
optically active. As such, it has found widespread in the resistivity will produce undesirable space-
application in optical information processing and variant erasure and image decay characteristics.
computing components such as spatial light mod- Determination of the volume resistivity also has
ulators and volume holographic optical elements significant implications for materials characteriza-
[1]. Examples of such devices include the Pockels tion. Just as in the case of semiconductor materials.
Readout Optical Modulator (PROM) [2,3], the the as-grown resistivity provides an indication of
Photorefractive Incoherent-to-Coherent Optical both overall crystal purity and crystallographic
Converter (PICOC) [4], the Optically Modulated perfection, as well as potential for correlation with
Total Internal Reflection Spatial Light Modulator impurity and dopant analysis techniques. This
(OM-TIR SLM) [51, and photorefractive volume latter point is especially significant, since such
holographic optical elements (VHOEs) [1,61. techniques are at present not well developed for

Several important operational parameters of low impurity/dopant levels in dielectric matrices.
both electrooptic spatial light modulators and In fact, resistivity variations can yield indirect
volume holographic optical elements depend di- information regarding the nature of states (shal-
rectly on the volume resistivity (p) of the active low level, deep level, recombination center) in-
electrooptic material. For example. the dielectric duced by specific selected incorporants. Finally.
relaxation time (,r - peco, in which i is the relative the dark resistivity provides a critical baseline
dielectric permittivity of the material and to is the against which the photoconductive sensitivity can
permittivity of free space) establishes the frame be evaluated.
storage time in the PROM, PICOC, and OM-TIR Traditional techniques for measuring resistivi-

0022-0248/87/$03.50 © Elsevier Science Publishers B.V.
(North-Holland Physics Publishing Division)
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ties of order 1013 £2 cm and greater. such as direct tored. The time constant of the voltage decay
measurement of the current-voltage relationship. provides a direct measurement of.the resistivity of
use of the four-point probe [7]. and Van der the sample independent of geometric factors, as
Pauw's method [8]. are impractical due to the outlined below.
resultant high voltages and extremely low currents Consider a single crystal sample of Bi,,SiO.,,
implied by the total sample resistance. Several oriented along the [0011 direction as shown sche-
other difficulties bear on the measurement of very matically in fig. 1. Bismuth silicon oxide is a cubic
high resistivities. including the surface conductiv- (123) non-centrosymmetric crystal. characterized
icy of the specimen crystal and crystal mount, the by a single value of the electrooptic coefficient
possible influence of humidity-enhanced surface r4, = r= r63. Hence. a voltage V = E1,()11d applied
conduction, and the dependence of the em- across the transparent conductive electrodes (in
pirically-derived dark resistivity on the optical and which d is the sample thickness) will induce prin-
thermal exposure history of the sample. cipal axes along the [110) and [1101 directions.

We have utilized an electrooptic measurement with indices of refraction given by [9]:
technique as described herein that largely cir-
cumvents these difficulties, in order to evaluate n11101 = n 0 - nlr 41 Et 1o, (1)
the dark volume resistivities of both undoped and
doped samples of single crystal bismuth silicon and
oxide. The technique is applicable to a wide range
of electrooptic refractory oxides, such as bismuth nfl = no + in r 41Ei 0011 . (2)
germanium oxide (Bi 12GeO 20 ), bismuth titanium
oxide (BijTiO20 ), . barium titanate (BaTiO 3). In eqs. (1) and (2) above, the natural optical
lithium niobate (LiNbO3), and strontium barium activity of bismuth silicon oxide is neglected (as
niobate (Sr, Ba, - ý Nb,0 6 ). will be discussed further below). Consider further

The theoretical basis of the experimental tech- propagation of an optical probe beam in the [0011
nique is presented in section 2, and the details of direction, polarized along the [010] direction. The
the method are described in section 3. Results of two resultant principal components will experi-
resistivity measurements on representative un-
doped and doped single crystals of Bi 1 2SiO 20 are
given in section 4. Discussion and conclusions are
provided in section 5.

<010>

<itO, < 110>
2. Theoretical considerations pit, ,

The essence of the measurement technique is
the formation of a parallel plate capacitor with the < 100>
specimen electrooptic single crystal acting as the
dielectric, by depositing semi-transparent counter-
electrodes on two optically polished, parallel faces ei' 2SiO20
of the sample. The electrooptic effect is then 001) 1123)

utilized to provide a direct measurement of the
instantaneous voltage applied across the sample.
A high voltage is frst applied to the sample in TR AREL COTM UCTX VELECTROCES

order to charge the capacitor to an initial voltage Fig. 1. Typical electrooptic configuration for measurement of
Vo, and is then disconnected to allow the resultant the volume resistivity of bismuth silicon oxide (8i12 SiO,o).
transient voltage decay of the sample capacitor in Both crystallographic and electric-field-induced principal axes
parallel with its internal resistance to be moni- are shown for a sample oriented alons the (0011 direction.
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ence a net phase shift given by: will be discussed further in section 4.
The second issue concerns the absolute orien-

F- TAnd- -fnorV. (3) tation of the single crystal sample, the effects of
d nrfinite absorption coefficients, and the natural opti-

Note that in this longitudinal electrooptic config- cal activity of Bi1 2SiO2. As described in section 3.
uration, the phase difference depends only on the an essentially arbitrarily oriented sample with any
applied voltage, and not on the internal electric combination of linear and nonlinear optical prop-
field. For an analyzer oriented along the 11001 erties can be easily accommodated by the simple
direction, the resultant transmitted intensity will device of obtaining a calibration curve of trans-
be: mitted intensity as a function of voltage during

the initial charging of the capacitor. The only
1-10 sin 2(Fr/2) - sin( X n0r4 1V). (4) requirement is that a measurable fraction of the

transmitted light experience an electrooptic (or
This enpression illustrates the one-to-one corre- electrorefractive) effect such that a monotonic
spondence between the transmitted intensity calibration curve can be established. This further
through the system and the instantaneous voltage eliminates any experimental dependence on the
across the crystal (provided that the applied volt- measurement wavelength, the electrooptic coeffi-
age is always less than the half wave voltage cient, the index of refraction, the crystal thickness.
V, X-/2n3or, ). the angle of incidence. and the optical rotatory

The transient voltage decay of a resistor in power.
parallel with a capacitor is given by: Finally, a similar resistivity measurement tech-

V() = V0 exp( - t/ij, (5) nique has been described previously 111] in which
the sample to be measured is connected in parallel

in which r is the characteristic RC time constant. with an electrooptic crystal, which in turn is
For a parallel plate capacitor of sufficiently high utilized to measure the voltage decay. This tech-
aspect ratio to avoid significant field fringing ef- nique is applicable for the measurement of resis-
fects. the RC product is approximately equal to tivities small compared with that of the calibrated
the dielectric relaxation time pct0 , which is thus sample.
independent of geometric parameters. Since the
relative dielectric permittivity of Bi12SiO 20 is
known (c = 56 10]), measurement of the voltage 3. Experimental procedure
decay time constant directly yields the desired
volume resistivity. The basic configuration utilized for the mea-

Two issues are particularly worthy of note at surement of high volume-resistivities in electro-
this point in the discussion. First and foremost, optic crystals is as shown in fig. 2. The sample to
the measurement technique utilized herein (as do be measured is typically oriented as shown in fig.
all resistivity measurement techniques) assumes a I and mounted in an environmental chamber to
linear, or at least piecewise linear, current-voltage allow control of the ambient atmosphere. The
relationship. As will be shown in section 4, bis- chamber is flushed with filtered ultra high purity
muth silicon oxide samples exhibit significant non- dry N, gas prior to and during the measurement
linear current-voltage behavior in the high field procedure in order to minimize adsorption of
regime (> 10 V/cm). Hence the measurement surface moisture and contaminants. Incident probe
described herein is more accurately a measure of light derived from a polarized helium neon laser
the differential volume (dark) resistivity at the (chosen to minimize the photoconductive decay of
specified initial value of applied voltage V,. We the bismuth silicon oxide samples) is spatially
have chosen a value of V, (1600 V) which is of filtered, collimated. apertured. and passed through
particular relevance to the device applications dis- a final polarizer before transmittal through the
cussed in section 1. The implications of this point sample at near normal incidence and a polariza-
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Fig. 2. The experimental configuration for measurement of volume resistivity in electrooptic materials, as described in detail in
section 3.

tion analyzer. Light passing the analyzer is de- voltage across the sample in increments, recording
tected by a silicon photodetector, which provides the transmitted intensity at each incremental volt-
the signal channel input to a phase sensitive detec- age. This produces the requisite calibration cur' c
tor (Princeton Applied Research Model 126 Lock- for direct interpretation of the voltage transient
In Amplifier). The reference output of the lock-in decay, as described in section 2. Examples of su h
is used to drive an optical chopper through a calibration curves are shown in fig. 3 for the four
controller to complete a phase-locked loop. This samples employed in this study. Following. com-
allows operation at very low signal amplitudes pletion of the calibration sequence, the opt1.al
(incident intensities), again minimizing photocon- shutter is automatically closed, and the knitc
ductive decay of the sample voltage. The average switch automatically opened by means of the elc.-
incident power during the course of the measure- tromechanical solenoid. The microcomputer on-
ment is further reduced by utilization of neutral -trols subsequent data acquisition during the des. a'
density filters and a computer controlled optical transient, controlling the shutter, recording thc

shutter that remains closed at all times except transmitted intensity, and recording the instanta-
during brief measurement intervals. neous laser power by means of a reference photo,-

Voltage is applied to the crystal by means of a diode for purposes of normalization. Voltage de-
programmable high voltage power supply through cay measurements were typically recorded c' cr',.
a single pole, single throw knife switch. Both a 15 min, with five independent measurement, i
mercury relay and a high voltage contactor were the intensity at a given time averaged to form c.i, n
employed in trial runs in the hopes of implement- plotted data point. Dependent on the deca, i:tvc
ing full computer control of the voltage disconnect constant to be measured, voltage decay run% %.•.,d
sequence, but proved to have intolerably high in duration from 15 min to over one hundred
parasitic capacitances. The knife switch was auto- hours.
mated for computer control by incorporation of a A typical series of voltage decay cur'e, ore
long throw solenoid interfaced to the microcom- plotted in fig. 4 for one of the und ;ed Bi .S
puter. samples. Four curves are shown, for average p. ., c'r

In operation, the microcomputer increases the levels during measurement of 2 pW, 200 nb ".
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nW, and 20 pW. The first three curves show the
effects of enhanced photoconductive decay, while
the 20 pW decay curve showed little sensitivity to
continued decreases in average power level, and
hence can be considered representative of the dark

[L 0CWOPI •1tt • CALOL resistivity.
OW,•s It should be noted that bismuth silion oxide

exhibits the effects of multiple trap levels [101, and
3.. as such the occupancy state of these traps prior to
IT, 0.5) measurement will affect the obtained values of the

S(41 Wo" dark resistivity. It has further been observed, for
example, that pre-illumination with IR can signifi-

IT.o. cantly alter the trap occupancy and dark conduc-
S ,00• WW" otivity [12]. In order to standardize the initial con-

AM.4A STI MV ditions in a manner representative of the operating
Fig. 3. Electrooptic calibration curves for the four samples conditions of most spatial light modulators and
utilized in this study. The quantity T is the intensity transmis- volume holographic optical elements, the samples
sion coefficient of each sample at the probe wavelength. uncor- were pre-illuminated with intense broad band

rected for reflection losses, radiation while the counterelectrodes were shorted

together. This serves the further purpose of uni-
formly distributing any accumulated space charge
prior to measurement.

Careful sample preparation was found to be
0.9 •critical in obtaining consistently repeatable re-
as• sults. Single'crystal samples were oriented by Laue

back reflection X-ray diffraction techniques, cut,
and polished to better than X/4. The samples

v 20 i 20 OW were then ultrasonically cleaned in semiconductor
0.51 grade TCE. acetone, and methanol, followed by a

thorough rinse in 18 M52 cm deionized water.
CA Indium tin oxide (ITO) transparent counterelec-

trodes were deposited by RF magnetron sputtering
through pattern-defining masks. Contact to the

0.3 * samples was made through opposing conductive
aso-Si (U") o-ring gaskets, and in some cases by small wires
V'-*i°V attached to the ITO electrodes with silver paint.

0.2 (29K) Between measurements, samples were kept in a
dessicated environment to avoid adsorbed mois-
ture.

4. Resistivity measurements
0.1 3 72-030 10 g0 120

TIME •nmo) Four single crystal samples of Bi1,SiO, 0 were
chosen for measurement, representative of both

Fig. 4. Characteristic voltage decay curves for undoped sample chosen f o peasuryst. growntfrof th
BSO-51, showing the dependence of the decay time constant ndoped and doped crystals grown from the melt
on the average incident power level over the time span of the by the Czochralski technique 19]. The four crystal

measurement. samples and their characteristics are listed in table
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rinl I 10
Summar% of BiaSiO.o sample characteristics 0.9

Sample Description Q8

BSO-28 Lndoped Nominally pure o.7:

BSO-51 Undoped Nominally pure 0.6-oso.51

BSO-53 Fe doped (5 ppm) Very low level dopant _t (f,•ow)
BSO-46 Cr doped 0180 ppm) Intermediate level dopant '10.5

0.4- BSO-53

1. The first two samples. BSO-28 and BSO-51. are
representative of ,ndoped single crystals grown 0.3

from different starting batches of five 9's purity
Bi03 and SiO2 under similar but not identical
growth conditions. Sample BSO-53 was grown
from the same starting melt as BSO-51. with the 0.2 -,600o

addition of 5 ppm (atomic) iron (from iron oxide) A," M°°

to the melt. Sample BSO-46 was intentionally (2" ) dO-28

doped with 180 ppm (atomic) chromium in the
melt (from chromium oxide). Using reported val-
ues of the segregation coefficients in Bi1 2 SiO,0  0.

(Fe: < 0.05; Cr: 1.8 (13]), this implies crystalline 0 9 go 120TIME (rm)n
doping densities of approximately 250 ppb or less
Fe in BSO-53 and 320 ppm Cr in BSO-46. The Fig. 5. Characteristic voltage decay curves for all four Bi, SiO.,,
optical quality of the samples was determined by samples. all at an average incident power level of 20 pW o~er

careful inspection for strain induced birefringence the time span of the measurement.

using polarization microscopy. No growth induced
strain was evident in any of the samples.

Characteristic decay curves for each of the four such closely approximate the differential resis-
samples are shown in fig. 5. Sample BSO-28 ex- tivity at or near 1600 V for each sample. Note that
hibited the shortest time constant to the 1/e point each curve is seen to saturate with decreasing
(approximately 40 mnin, and Cr-doped BSO-46 average incident power, indicating a valid assign-
exhibited the longest (in excess of 100 h). As ment of the dark resistivity at the lower limiting
discussed in section 2. note that none of the power level. Furthermore, note the variation in
voltage decay curves shown in fig. 5 can be ade- slopes for higher incident power levels, which im-
quately fit by a straight line as would be expected plies a corresponding variation in sample photo-
for a purely exponential decay. This is a clear conductivity at the probe wavelength of 6328 A.
indication of an inherent nonlinearity in the cur- The lowest resistivity sample measured is BSO-
rent-voltage characteristic for this voltage range. 28, with a value near 4 X 1014 Q2 cm. The second
However, the calculated variation in differential undoped sample (BSO-51) is considerably more
resistivity along each of the curves amounts to of resistive, at 1.5 x 1015 9 cm. This variation can be
order a factor of two. attributed either to differences in starting batch

Resistivity values for each of the four repre- impurity levels or to distinct growth conditions.
sentative samples are plotted for comparison in The addition of only 5 ppm Fe to the melt is seen
fig. 6 as a function of the average incident power to lower the resistivity from that of BSO-51 to that
level over the time span of the measurement. of BSO-53 (9 x 104 12 cm.), while the addition of
These values were calculated from the first two 180 ppm Cr to the melt produced a sample with
reliable data points following initiation of the the highest resistivity observed among our samples
voltage decay measurement in each case, and as to date (BSO-46: 1.9 x t 6 a cm).
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0 .- bismuth silicon oxide, particularly with regard to
its potential correlation with growth and doping
conditions. The attainment of very large resistivity

sso-.4eo values in certain electro-optic single crystals
through either growth modification or dopant in-

10" corporation is of considerable importance, as such
values imply very large charge storage (frame)
times in most device configurations. In addition,

NO-51 (uo-nd. ) the achievement of long dielectric relaxation times
implies the added flexibility of decay-free tem-

0- •'" .poral integration processing modes in both opti-
(5PW FS) •cally addressed electrooptic spatial light modula-

tors and photorefractive volume holographic opti-
cal elements. In some cases, device structures
utilize dielectric blocking layers to prevent longi-
tudinal charge transport through the device. An

v0.iGoov important example is the Pockels Readout Optical
X - 628 Modulator, which employs vapor deposited pary-

(295K) lene organic thin films as high resistivity, high

0,PW -dielectric breakdown strength blocking layers. In
AVERo inCIDENT POWER such cases, pre-determination of the volume resis-

tivity allows the effects of sub-optimum dielectric
Fig. 6. Measured values of the volume resistivity for all four blocking layers to be accurately assessed [15-17].
Bij,2 SiO2 samples as a function of average incident power Effects of growth modification and/or dopant

over the time span of the measurement.
incorporation on the photoconductive response at
particular wavelengths can also have considerable
impact for potential enhancements of device per-

It should be noted that the Cr doped sample formance. For example, increased photoconductiv-
was quite unusual in that it proved to be quite ity at specified (writing) wavelengths optimizes the
insensitive to considerable levels of illumination, exposure sensitivity of optically addressed spatial
For example. with 1600 V applied, minutes of light modulators. On the other hand, decreased
exposure to bright, broad band illumination caused photoconductivity at specified (readout) wave-
negligible voltage decay. as did continual exposure lengths reduces the potential for optical damage in
to nominal ambient room illumination levels. The single and multiple channel electrooptic modula-
combination of an increased resistivity with a tors, and can also increase the available readout
significantly diminished photosensitivity suggests gain for several classes of spatial light modulators.
that Cr may form an active recombination center We have presented herein a technique for accu-
with a large capture cross section in bismuth sili- rate and repeatable determination of the volume
con oxide. Other dopants in Bi, 2 SiO20 have also resistivity (and photoconductivity) of electrooptic
been observed to both decrease the photoconduc- single crystals. The technique is quite straightfor-
tivity in the visible spectrum and change the ward to implement, is nondestructive, and allows
volume resistivity (14]. for in situ variation of parameters such as external

illumination, ambient atmosphere. and ambient
temperature. In addition, the technique does not

5. Discussion and conclusions require accurate crystallographic orientation or
sample alignment for successful implementation.

Several device implications accrue to the elec-
trooptic measurement of the volume resistivity of
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Polarization Properties of Enhanced Self-Diffraction
in Sillenite Crystals

ABDELLATIF MARRAKCHI, RICHARD V. JOHNSON. MEMBER. IEEE, AND

ARMAND'R. TANGUAY. JR.. MEMBER. IEEE

.4bstract-Onppler-enhanced self-diffraction in tuo-heam coupling cations. For example. Herriau eral. [11], [121 have .ern-
experiments with sillenite crystals exhibits pronounced optical polar- onstrated a technique for significantly improving the
ization effects due to the concomitant presence of natural optical activ- holographic image quality by suppressing spurious s:at-
ity and electric-lield-induced linear birefringence. Coupled wave rqua- td ic ia qua li essin spuriout that -
tions that describe the polarization properties. exclusive of s tered light. This technique relies on the fact that each of

diffraction effects. have previously been derived for the two principal the two holographic writing beams generally evolves into

crystal orientations most commonly used in" photorefractive recording. a distinctly different: polarization state, so that the two
In this paper. the coupled wsve equations are combined with a linear- beams can bi'distinguished by a polarization analyzer.
ized model of the photorefractive recording process (single trap level. Numerous studies of the polarization properties have
single mobile charge species) to analyze the impact of self-diffraction
effects on the polarization state evolution. Numerical solutions of thes been published for each of the two principal crystailo-

equations yieid optimum conligurations for enhanced gain and im- graphic orientations (Figs. I and 2) in which the presence

proved image contrast in two-wave mixing with such materials. In ad- of optical activity is neglected [131-[151. The effects of
dition. inclusion of optical activity in the model emphasizes the contri- optical activity have been incorporated by coupled \vave
bution of this effect to the apparent reduction of the effective
electrooptic coeflfcient of bismuth silicon oxide cr€stals. equation ieehniques. as derived by the authors [I7 ] . and

independently by Vachss and Hesselink [171, which de-
scribe transmissive holographic recording geometries :r.

1. INTRODUCTION the absence of self-diffraction effects. Mallick er al. have

A MOST interesting class of photorefractive media is derived analytic solutions for these coupled wave equa-
.that of the sillenite crystals, which includes bismuth tions in the limit in which one of the two recording bezrs

silicon oxide (Bit:SiO.o. or BSO). bismuth germanium remains undepleted as it propagates. and in the limer of
oxide (Bit:GeO:o. or BGO). and bismuth titanium oxide perfect Bragg matching [181. Kukhtarev er al. have
(Bit:TiOao. or BTO) (1]. These crystals exhibit high pho- rived a set of coupled wave equations which includes .ot,
torefractive sensitivity for volume holographic grating optical activity and self-diffraction effects. and ha\ e o•-
formation ý:]. fast response. long storage times under dark served that self-diffraction can significantly modif.y :7
conditions, and essentially unlimited recyclability. Such polarization states exhibited by the light beams [191 7'-.
crystals are potentially useful for dynamic real-time and demailed analysis presented in (19] emphasized a re le:: .c.
time average interferometry [3], nonlinear optical signal holographic recording geometry. but the coupled %% a' e
processing (41]. [5]. phase-corrected image propagation equations can easily be recast for a transmissive geomre-
through aberrating media (6]. optical interconnections (71. try. The scope of ue preseut paper is to explore the -m-
spatial optical switching (81, self-pumped laser resonators pact of self-diffmction effects on the polarization proper-
[91, and image amplification (101. ties of volume holograms in sillenite crystals recorded r

Light diffraction from volume holograms in sillenite a transmissive geometry (as shown schematically in F:-.
crystals exhibits pronounced polarization properties, en- 3). Operation deep within the Bragg regime is assume.
compassing the effects of both natural optical activity and throughout the following analysis.
electric-field-induced limor birefringence. A detailed Self-diffraction refers to the process whereby the :',o
model of these polarizaton properties is critical for ob- writing laser beams. which interfere to form the photo-
mining maximum performance in photorefractive appli- refractive grating. diffract from the forming gratin%

wo asct received Fenrparby the 1efe. danedpI2.197. Tehish thereby modifying the interference fringe profile deeper

wk was recesved enpaay 9. D7evise Ad Resem r 2. 967.h within the crystal (201-P221. This effect modifies both ,he

Agency ihroulh the U.S. Oiceof.Naval Reseacandthe U.S. Air Force modulation depth of the gring and the phase of the fnn::
office of Sc•-mifi Rema•-h) a-d by dte Joint SeMvices; ectrucs Pro- system. The result is a temporal and spatial evolution .
F=.A. Marnkhi is with tel communicanous 3 . Id . the grating strength and phase, which eventually stab -

07701. lizes in the steady-state limit to a spatially-varying graztin

R. V. Johnson and A. t. Tanpay. Jr. am with the lepertmmen of strength and phase. Representative steady-state grat:ng
Eectrical Engineering 3nd Matseab Science. University of Southen Cal- profiles induced by self-diffraction are shown in Fie s
ifornia. Los Angeles. CA 900M9.

1EF1 Log Number 3717M. and 5. based upon the model described in the next sec::on

0018-9197/8711200-2142SO1.00 V 1987 IEEE
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Fiv. I.- The 4 Al (001) czvsta1 orientation of bismuth silicon oxide
3i, Sit.4. or ISO) for vaiume holography. The dashed line represents r...o~~oe e.~~w vrfq

3 normal to the entrance face. The j. . v. and :coordinate system shown
to die left ofthde crystal is assumed in dhe coupled wave analysis. The 0S'
Vs.. r..,. and 4.o anes shown on the crystal face refer to th prinigpal GRATING THICICXNESS a (M~mt~tiln.as
-ietaroptic axes induced by the appied bias electric tieW. Fig. 4. Self-disfil;t induced growth or :tic oj '.:t itiJ miaa..-ý

Unin depth as a Inaction of Crystal Jtermn ror V'arow :-.*r.;1ng znnr--
Bi,3520: {6 ~ ratimon". A ias field of 6 kV cm 4wn zhe matteazi ==rnet% ,or 850
Bilaiozo (K9 1 000given in Tjble Iame assumed.

01I

Z7w(toCei

F*g 2. The ( L (001>) crystal orientation of Bi,..Si~m for volumeI
holography. I 1%c~' cnefl'a?:c

tv ~~~~~~GRATING MCNS moirw"

Fig. S. Variagion ofdie space charge Wed phas with 4=~h in the .7) stI
Moltking from self-diffraction elfec. for die same mcarding condi~t':c

assumed in die previous figure. The phase angle plotica ncre isre
Piezo-to die phase angle at die enmutrc face of~ the crystal.

Fig. 3. Optical arrtaerneaet for Doppler-eithanced two-beam coupling, in
P swhich the temporal frequency of one of doe two writing lawe beams is curs when a 90* phase shift exiusts betweten the optical

slightly shifted by redaection ftrom a piezoelectrically driven mirror, cft* interference pattern and the resulting space charge field.
stig amovng ratng ithn te potoefrctie m~lim.This optimum phase shift occurs naturally when recording

stationlary interference patterns in the diffuion regime. but
Note the curious structural features of die grating profiles, typical space charge fields and hence energy coupling ef-
especially for the (XeG.L < 001 1 orientation (defined in fects are low in this regime. The phocosensiuvity can be
Fig. 2). in one case, the grating strength stays essentially significantly enhaniced by applying a bias electric* field t as
uniform for die conditions considered, but die grating shown in Figs. 1-3), but the phase relationship betweeni
phase fronts are corrugated rather than flat. In another a stationary light interference pattern and the resulting
case, the grating phase fronts remain flat but the grating space charge field is generally not optimum (or enery
strength exhibits a layered structure. coupling.

One manifestation of self-diffaction effects can be en- At least two techniques have been demonstrated for en-
ergy coupling between the two recording laser beams, in hancing die self-diffiraction process for energ coupling
which the intensity of one of the beams can be amplified applications. One technique is to Doppler shif one of the
at the expense of the intensity in the second beam. This recording laser beams, for example by reflecting this beam
phenomenon has been extensively investigated in the lit- from a piezoelectrically-drven constant ve:ocity mirror,
erature [101, (231-[251. Maximum energy coupling oc- as shown in Fig. 3 [101, 1231-[251. A Doppler shift causes
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the light interference pattern to translate with speed v. .4. Coupled Wave Equations for Ligitt Diffrac:ion
which modifies the phase between the optical Interference The diffraction of light, energy coupling, and evOiutiion
and space charge field profiles. One particular grating of the polarization states for two intersecting laser ýe2ms
speed z-9,t exists which asserts the 90* phase shift needed in a volume hologram are all governed by a set of coupied
for maximum energy coupling. An additional benefit of wave equations. one -- t for each of the two principal c.ys-
the Doppler technique is a significant increase in the mag- tallographic orienta,, These two sets of equations have
nitude of the space charge field. potentially by as much been de'rived and discu.1 d in detail previously [16] and
as an order of magnicude (see F;,-. 6. which is described are therefore not reproduced herein. The parameters ap-
more uily in Sec:ion fl-B). A second technique for ce- pearing in these equations include natural circular bire-
hancing energy coupiing is to record a stationary interfer- fringence and e!ectric-field-induced linear birefringence.
ence pattern with a rapidly rev'ersing applied bias field The electric fie!d profile E(x. :) in steady state is as-
[:5]. sumed to have the form

Seif-diffrac:ion effects can also be manifested as an al-
teration of the polarization states of the two writing beams. E(x. :) = E.) - [Esc(:.) exp (iKX,)
as shown in Figs. 7-18. These figures compare represen-
tative evolutions of polarization angle and ellipticity for + complex conjugate] (I)
the undepieted pump beam and for the signal beams as- in which E0 is.a bias electric field applied to the crystal to
sociated with three alternative recording configurations.
One recording configuration involves no self-diffraction. enhance the photosensitivity (shown in Figs. 1-3). and

Esc(:) is the space charge field induced by the photore-
but rather presumes a photorefractive grating which is fractive effect. Higher order spatial harmonics of the space
uniform in both amplitude and phase throughout the vol- chame field mav xist. but are ne2lected in this anaivsisume~ ofei the eistm This are theete mode assume innousr
ume of the holog.,-am. This is the model assumed in our because these harmonics are not Brags-matched to the in-
previous polarization properties analysis t16]. as well as
those of Vachss and Hesselink [17] . and Mallick er al cident light beams.
(.Tho e se Vacossnd reording co1]. raond Mincrpor ates EGiven a particular form for the space charge fie!d
[181. The second re-or7ing conniguration incorporates Er- :. the coupled wave equations can be readily inte-
self-diffraction efe:ts associated with a stationagy inter- trated to give the light intensities and polarization states
ference pattern. and the third configuration incorporates . at the exit window of the volume hologram. In our pre-
self-diffraction effects associated with a moving interfer- vious studies. the space charge field Esc was presumed to
ence pattern which can enhance energy-coupling in sillen- be uniform in amplitude and phase throughout the holo-
ite c'stal. (10]. [23]-[5]. These numerical solutions are gram. However. self-diffraction effects are known to in-
reviewed more fully in Section III-A. duce spatial variations in the amplitude and/or phase. as

Figs. 7-18 demonstrate graphically that self-diffraction shown in Figs. . and 5. and so we must study the effects
effects have a profound impact on the polarization prop- of self-diffraction on the photorefractive recording oro-
erties of light diffraction from volume holograms in sil- cess. considered next.
lenite crystals. especially when techniques such as Dopp-
ler-shifting are used to enhance the self-diffraction. A
model of light diffraction in sillenite crystals which in- S. Phororefracrive Recording Model

corporates self-diffraction effects is detailed in Section U1. In the photorefractive recording process. a space charge

and the sample solutions are studied in detail in Section field Esc(:) is induced in response to an optical interfer-

EI-A. To understand the key implications of the numeri- ence pattern formed between two writing beams with am-

cal solutions. fundamental features of the diffraction an- plitudes R and S (see Fig. 3). A useful parameter for ana-

isotropy are reviewed in Section rn-B. Finally, conclu- lyzing the photorefractive recording process is the

dions are drawn from the analysis in Section IV. modulation depth m of the optical interference pattern.
which is related to the light amplitudes R and S by

UI. DEscIiurToN op Imm MODEL A= NUMEmuCAL
MrTHD m - 2R* - s/(IRl" + IS1) (-)

The complete model of light diffraction in the presence
of self-diffraction effects synthesizes two principal corn- in which the asterisk denotes complex conjugation, and

ponents. One component specifies the light diffraction, the dot denotes an inner product. The modulation depth

coupling, and polarization evolution in an electrooptic m as defined above is a complex number with phase de-

medium in response to a prescn'bed quasi-static electric termined by the relative phase of the optical interference

field pattern E(x. :). The second component specifies the pattern with respect to the coordinate system.

photorefractive recording of a space charge field Esc(x, A linearized recording model applies whenever the in-

:) in response to a given optical intensity profile formed tensity of one of the recording beams is significantly

by the coherent interference of two intersecting laser smaller than that of the second beam, such that I m I <<
beams. Each component is explored separately below, and 1. The stronger beam is generally called the pump beam.
the numerical algorithm for combining them is then de- with amplitude R. and the weaker beam is called the sip-

scribed. nal beam, with amplitude S. In the linear recording and



.. RR.\KCHIt -1 A NHANCZED :ELF.OIFFRAC'IOM :N SILLENITE CRYSTALS

sceady-sitae limits. the -pace zharge fie!d E.c can be writ- 3..

ten as C I
Ei - (m)E-/

at !east to first order in m. The electric field factor E13  .,,
remains constant throughout the volume of the hologram. a 8kv/Cm

whereas the modulation depth m vanes slowly with depth
ct-ordinate - due to energy coupling and also due to the
nonidentical polarization-state evolution of the two writ-
ing laser beams.

Detailed expressions for "he field term E,,, in the linear 74
a•ppMximation have been published by Kukhtarev er al. 10
for recording stationary gratings using a single mobile I
charge species and single trap species model (22], and too . . . . !

alternatively using two types of photoexcited carriers and 0 i SAI '0C- 0".- •'GM*TING IPTIAL. FM.2U(dC" fcyc!.,e/m"',
ýwn trap species in the charge transport model (191. In the Fig. 6. Magniude of uht ipace charge :ie~d c-or £. :sa.iurcnon )r

context of the present analysis. the only effect induced by grating spanae frequency ror varying vaiies ot f a . : ipiiCa ýias Jt:-

the additional charge and trap species is to reduce the cou- achieved by the Doppicr-ennanced recordingW necnique. The ;.ting "e-
piing between the two light beams. and perhaps to modify locity has been reoptirmized for each ooin an 'he curpes. iSe a.

its phase. For simpliciry. we restrict our attention to a 2 ror simir curves.
single mobile species/single trap species model for the re- TABLE I
mainder of this article. PARAMETERS .ASS:.,ED IN C', C"LCI.••-'rT,

Analytic expressions for the field factor E,,, for Dopp-
:er-enhanced recording. assuming a single mobile charge m i.- v,

jpecies and a single trap site-. have been derived by Valley
[:5] and Refregier et al. [10]. Fig. 6 shows typical mag- refractive index tnm,) :.6ii. dnime..n::-,
nitudes of the field factor E,, for Doppler-enhanced rec- absorpton ta) C ".1
ording at optimum speed to maximize the energy cou- optical ratatory power 10) 3.•0 ae-..--

efecire optic coe.ficien, ri , ) pm -:"piing. based upon the published analytic solutions, and inensity ratio (lwolao) 1.0 x 10, di)ec.s

assuming the material parameters listed in Table I. The trap density (.V4) 1.0 ; 101" cm-

grating speed has been reoptimized for each combination dielec.trc consmob (l ) t6 dimensv.,nie.-- ~~~~electron mobility (•003i" )
of applied bias field and grating spatial frequency. eectron recombination rate f ?) Z.0 x c0"" emr

C. Numerical Algorithm '(3"]. (331.

A typical numerical analysis of self-diffraction effects
proceeds as follows. First. one specifies two incident light scription of the model and the corresponding numerical
beams, including their intensities and polarization states, methods.
at the entrance window - - 0 of the photorefractive crys-
tal. From this, one can determine the modulation depth Mii. DiscussIoN OF NUMm.uC.A. SOLUTIONS
m (: - 0) of the intensity profile, and hence the space
charge field Esc (z - 0) and the birefringent coupling fac- Having defined the model, let us now turn to a study of
tor (discussed previously in [16%). Next, the coupled wave representative solutions. Numerical solutions given in
equations can be integrated directly to determine the light Figs. 7-16 are explored in Section III-A. To understand
amplitudes and polarization states at a deeper level Az aspects of these solutions, the diffraction anisotropies in-
within the crystal. This defines the space charge field rec- herent in sillenite crystals in the absence of optical ac:iv-
orded at that depth though the modulation index m. The ity are rviewed in Section lU-B. Finally, a heuristic ar-
process is then repeated as needed until the exit window gument is proposed in Section IT-C to explain some of
of the photorefracuve crystal is reached. The numerical the more striking aspects of the numerical solutions.
integration can be performed either by a Runge-Kutta al-
gorithm (27], [28] or by the anisotropic optical beam A. NumeTricl Solutions
propagation method (291. It is interesting to note that the Diffraction and polarization properties of a number of
computation time with self-diffraction effects included is recording configurations have been studied numerically.
only minimally longer than the time for the original set of with results as shown in Figs. 7-16. Configuration param-
coupled wave equations, at least for a linear model of the eters include the crystal orientation, the applied bias fie!d.
photorefractive recording process in steady state. Also, it the grating spatial frequency, the assumption of either a
must be emphasized that the numerical solutions pre- stationary or a Doppler-shifted optical interference pat-
sented in this article apply only to linear recording (I m I tern, and the incorporation of either a self-diffraction or a
<< 1) in the steady-state regime. This concludes the de- uniform grating recording model. Two alternative corn-



IEEE JOURNAL OF QUAINTL. ~LM CRNS VOL. 'A :1. *s Z.10 i1E.

binautons of iias '.i!d and 'rautng c.atial freauency h',ve TABLE it
been considered as recre-.entative of diffe"ent solution SPCC..,ARGE F'E-. FCnit E.,, ,ASSUL'.D i% -•1E CLC.LA:.:'.'.
limits, One com bination consists of a bias e!e-tric field of 8 .l Vi un c- __ 'n
6 kV 'c.n and a grating spatial frequency of 300

c!es,'mm. This bias field is high enough to enhance sig- Statonary :Iin~ s: ,," 5.5 '' m -

ninfcantly the photosensitivity, and the grating spatial fre- Opplcr-¢nhanc-d: . 12.- kV cm 90=
quencl.v is high tnough -o allow for excellent resolution In BI-s fieid of :0 kV c'Cn and •4rwing soutil frequcr.cy of -0 cyc!es mm
any reconstructed volume hologram. In the second com-
bination. the bias eie"nc fieid :s nc."eased o 10 k-v,.. Station:'r -,ratings: E_ - 9 9 kV cm ., 3'toppeer-enhanced: - 33.5 kV,'cm , 90'which is about the uoper limit "or BSO in prac:ical appli-

-'ions. The grating spatial frequency has been reduced
from -00 to 70 c':.c•e5s,'m."m. even though this reduces the
Iolooraohic resolution capacity. because at this spatial oscillatory phase. while the same orientation in the :ase

:reuenc v the resulting space charge field for the case of of running gratings has constant phase but osc:iiZtor.
an optimized velocity moving grating is at a maximum for modulation.
a 10 kV/'cm bias field. as shown in Fig. 6. The second Similar profiles have been calculated for the 10 kV 'cm.
combination of parameters gives almost three times the 70 cycle/mm combination, with results almost e-.ac:ly
zoupiing strength as the first configuration, for the case of like those shown in Figs. 4 and 5. The phase moduiation
Doppler-enhanced recording. The space charge field fac- is almost identical to that shown in Fig. 5. with only a
:ors C.,,, resulting from these two combinations of param- very slight increase for the larger coupling case. The am-
e.e.s. assuming the material parameters g- en in Table I plitude growth has the same general form as shown in
and 'the analytic solutions pubiished by R.fregier er al. Fig. 4. but spans a larger range of values.
[101. are shown in Table 11. The phase angies quoted in Next consider the polarization state evolution results
Taoie II 7ive the phase of the space charge fie!d relative shown in Figs. 7-14. The advance of the polarization an-
to the optical interference pattern in each case. In addi- gle for the { KG (001) } orientation, shown in Fies. "
tion. an incident intensity ratio (signal to pump beam) of and 9. predominantly follows a linear trend defined by the
10" has been assumed throughout to assure applicability magnitude of the optical activity, with a spatially periodic
of ,he undepleted pump approximation. It can be expected oscillation about this linear progression. The periodic Cs-
that similar effects will occur for higher incident intensity cillation is induced by coupling of the signal beam to the
ratios, but modifcation of the photorefmcrive charge pump beam, which undergoes its own spatially pe.rodic
transport model to incorporate the effects of a depleted evolution in polarization state. In the absence of an ap-
pump beam may then be necessary. plied bias field, this spatial period is defined b% d

Consider first the inhomogeneities induced in the mod- 180O/,. in which p is the optical rotatory power. En thc
uiation depth m by self-diffraction, which have been cal- presence of a bias-fie!d-induced linear birefringence C..
zulated for the 6 kV/ cm bias field. 300 cycles/ mm grat- the spatial period is somewhat smaller. and is defined b'.
ing spatial frequency recording combination, with results d = 180°/(p ÷ .Co) b The periodic perturbation is
as shown in Figs. 4 and 5. Fig. 4 shows the photorefrac- strongest for Doppler-enhanced self-diffraction, and
tive grating modulation depths as a function of grating weakest for the uniform space charge grating mode!. The
thickness calculated for both orientations, as well as for evolution of the ellipticity for the { KG II < 001 ) ) orien-
both running and stationary gratings. For the case of sta- tation, shown in Figs. 8 and 10, also exhibits the same
tionary gratings. self-diffraction yields significant oscil- periodicity. (Ellipticity is defined as the ratio of the minor
latory behavior in the { KG I (001 ) } orientation, but only to the major axes of the polarization ellipse, with oppositc
minor perturbations in the { Ka .L (001>) ) orientation, signs for right-handed and left-handed electric vector ro-
On the other hand, in the case of running gratings, both tation.) The ellipticity for the Doppler-enhanced self-dif-
orientations yield striking modulation effects. In particu- fraction model of the signal beam deviates most strongly
lar, the { KG i. ( 001 )) configuration exhibits a periodic from that of the pump beam.
layered structure in the modulation depth, with regions at The ( X 1. ( 001 ) ) orientation exhibits even more
particular grating thicknesses that approach zero modu- striking modulation of the signal beam polarization state
lation. The photorefractive grating phase angle is plotted by self-diffraction effects, at least for Doppler-enhanced
for the same set of cases in Fig. 5. For both orientations, coupling, as shown in Figs. 11-14. Note the strong vari-
the phase is fixed throughout in the case of running grat- ations in the polarization angle for the Doppler-enhanccd
ings at the optimum velocity. For stationary gratings, the self-diffracted signal, as shown in Figs. 11 and 13. The
( g I. ( 001 )) orientation exhibits an oscillatory phase stationary grating model with self-diffraction exhibits a
behavior throughout the depth, while the ( KC I ( 001) ) polarization response which is .nuch closer to that shown
orientation exhibits a nonlinear warping of the phase fronts by the uniform grating model. The ellipticity evolution
with an additional component of periodic behavior. Note for the Doppler-enhanced signal beam also differs remark-
then that the ( KG J. ( 001 ) ) orientation in the case of ably from that of the stationary grating and uniform grat-
stationary gratings has essentially constant modulation but ing models, as seen in Figs. 12 and 14.
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Figs. 15 and 16 show the degradation in energy-cou--. -

pling gain with increasing amounts of optical rotation pd
in the diffusion and drift regimes, respectively, for the
two principal cystallographic orientations. The results
shown inaFig. 15 are derived fmm analytic solutions pre- f tmo., --

sented by Foote and Hall [30]. while the results shown in
Fig. 16 ae numerically derived from the coupled wave -
equations. In both figures, the pump and signal beams are I
assumed to enter the photorefractive medium with iden-
tical linear polarization states. In each case, the incident Air
polarization angle is varied from 0 to 180 to find the 0 S 'C

minimum and the maximum coupling gain; the optimi- GRATING THICKNESS eOslnglcnterd|

zation of the polarization angle is repeated for each value sWr i(. F0))ig. 7. b t cdin or:,.g, 00"

otfpd. These two figures were derived by keeping the op- emado,.
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Fig. 16. Degradation of erteruy coupling with increusing levels of opticzl
rotaion pd for Doppler-etancaaed dtift-reginte recording. Recording
conditions anu ideazic to thos assumned in Figs. 7 and I1I

&SiSog.: (It,.LqOOI"} Or ticn' rotatry power p fixed at 38.6* /mm and varying the
10 = l~ telie, Ff crystal thickness d, but very similar curves have been ob-

0rained by keeping the thickness d constant and varying the

" " ..- rotatory power o. These curves have important implica-
t/ zions for holographic experiments which measure the ef-

S/ 0 ecive elecm ,ptic coefcient. These measurements are
L difficult to interpret correctly for a number of reasons, one

being the intricate polarization properties of volume grat-
.Lp ings in sillenite crystals. Figs. i1 and 16 indicate that a

50 perment reduction in coupling gain can easily be ac-
"counted for because of degradation induced by optical ac-

tdvit].

._______,____.,___,_,_,_____We have also explored the impact on energy coupling

GRATING MI ,ICINESS ,lu-,,+,w,,.-, gain of using nonidentically polarized incident pum p and

Fig. 14. Evolution of the ellipticity for recording condition si in Signal beam, and of using incided beame with other than
Fig. 13. linearly polarized states. A modest increase in the gain of
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order )-l0 .- r:".tiý 'een ir:e~ or .ranicuiar :on- second -r-rin-t. must )e .hase, "or iett':.. - ;-
ri.Lurations. piing.

A heunsuxc ar'=urrent is pree.-,eted :n Sc::ion :I1-C to The !,; -. K :)) ; hibits even -nore :i.c.: .o-
eC.pihun some or" :he behavior z-own in 'rigs. 7-i6. First. larization behavior "or light Iineariy poianz:a licngJ i-
however. we need to review the .undamental anisorrooies rections bisecting the e;:enaxes. L.e.. eu.er parz.e: )r
in the diifrac'ion procc-s "or the two orincipai orientatons perpendicular to :he Zting wavevec'or and the accii-a
Of sillenice -,stai. • "vocacilv eroioved .or volume no- bias tie!d. Fir li5hEt 0o polarized. the /owume zr.tz•n -in-
.ogzrapnv. hibats birefrinnent diffraction properties. also known .n :,he

literature as anihotropic Brang diffraction. wrieremn "re -if'-
6. Inne rent .Jig 'rac:ion .4sotrroie: fructed light has polarization orthogonal :o :he inciaent

Mucn or ".e. :nteresting .ol.".zation evolution :enavaor liht [:91. This btre.ringent mode is e.".h i only fv :he
exhibztej .n :'gs. 7-!6 den.'ez- from :he ;nisotropies .n- {K, • 0 r e1 ' to inot ;v -he .K .
herent ;n :ne lignt jiffra-cion :)rcess. mnaeoendent ot op- orientation, and sas important imoiicatios on :he •oiar-
ticai ic:ivit';. When the opticai ..ctivity te-ms are set equal ization properties in the prescnce o_ scif-aiffrac:ion. -.

orthogonal in heiarizatorion-uracoto zec. the sets of coupied wave eauations with seif-dif- explained next.
fraction effec:s included can be completely decoupied into

hz ion genmodes. and anaCytic Sou C. comparison ofite Two Princ-oai Or'enrcrionstions can be obtained for each tigernmode. The cigenaxes
are different for the two orinc-pal recording conriiura- A critical insight into the light diffraction 3rocess .n tre
tions. and are shown by the (X.o, Y-o, Zo) axes in rigs. presence of self-diffraction is that :he space zharge grating
I and . can only be recorded where the pumo and signai beams

For e."tampie. :he , K,, I ( 010 1 orientation shown in share 'he same polarization state, not when :hey' have or-
Fig. n has e:aenaxes Xo and ,': parailei and oe."endic- thogonai states. Therefore. an interes.ring asoec: :c .tucav
ular to the zracinz wave vectcr and the appiied eiec:=ic in the numerical solutions is the comparative czntent )r

field. resuec:'veiy. No energy coupling is exiibite-a for signal light intensity with poiarizaton state paraile: :o :nd.
light polarized along the X0 e.igenaxis. Instead. maxi- orthogonal to that of the local pump beam. Note me oise
mum coupiing occurs for light polarized along the orthog- of the term "Iocal"--the polarization state of the pumo
onal axis. Yo in Fig. 1. This coupling can be either pos- beam continuously evolves as it propagates through :ý.e
itive or negative, depending upon the direction of the crystal. so that the signal beam polarization decorncosi-
applied e!ec:ric field. We assume throughout this paper uon of interest similarly evolves.
that the field direction is oriented for positive coupling. Representative numerical solutions for these two :o'ar-

The { K6 _1 < 001 ) > orientation has its two eigenaxes ization components are shown in Fig. 17 for the { K,-:
Xo and Yo oriented at 45 * with respect to the grating (001 )1 orientation and in Fig. 18 for the { K,.
wave vector and the applied bias field, as shown in Fig. ( 001 ) } orientation. The two polarization components ,n
2. Positive energy coupling gain is exhibited along one of these figures are labeled "coherent" and "incoherent."
these eigenaxes, and negative energy coupling gain is ex- referring to the components with polarization states iden-
hibited along the orthogonal axis, although the identifi- tical to and orthogonal to the local pump beam. respec-
cation of which axis exhibits positive gain can be altered tively. Note that the coherent component dominates
by reversing the direction of the applied bias field. This throughout the propagation path for the (KG 11 ('301 ) }
can be understood with reference to the distortion of the orientation, as shown in Fig. 17. Recall that this orien-
index ellipsoid imposed by a uniform bias electric field. tation exhibited no birefringent diffraction modes in the
In the absence of any electric field, the index is isotropic, absence of optical activity. Addition of optical activity
so that the constant index surface is a sphere. A uniform introduces only a small amount of birefringent diffrac:ion.
bias electric field distort this index surface into an el- Compare this with the response for the ( KG .L ( 00 )
lipsoid with principal ax8S aligned along the (Xgo, YEO. orientation shown in Fig. 18. Assuming that the incident
ZEO) eigenaxes shown in Fig. 2. The index of refraction beams are polarized to maximize the energy coupling
is increased by a small amount An along one of the axes, (which implies different incident polarizations for the two
say the XEo axis, while it is decreased along the YEo axis. configurations), the growth of the coherent component is
Now consider a sinusoidal space charge field, which in- identical for both recording orientations, at least for the
duces a corresponding sinusoidal phase grating for light first half millimeter or so of propagation. For the { K -,-
polarized along the XEo eigenaxis. and a similar phase (001>) orientation, the optical activity rotates the pump
grating for light polarized along the YEo eigenaxis. Note, polarization angle so that after the first millimeter or so
however, that the grating induced along the YEo eigenaxis of propagation significant birefringent diffraction is en-
is 180° out of phase with respect to the grating induced countered. At this point, further growth of the coherent
along the Xzo eigenaxis, because the index shift along the signal light is halted, while the incoherent component
one axis is equal and opposite to the index shift along the continues to grow. One consequence is that further zrovth
orthogonal axis. Therefore, if one of the two gratings is of the space charge field which supports the diffraccn is
optimally phased for positive energy coupling, then the similarly halted. After more propagation. say at about the
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1000--------self-diffraction effects has been described. and represen-
b,~SO~ (I'~0I~i ative solutions have been studied. Self-diffraction effects

are shown to alter the diffraction process remark-ably. For
the I Ka 11 ( 001>)) orientation, self-diffraction induces

10, OFccV".. C0.0aftow ..' significant energy coupling gain: for the (KXG .L (001 ) )
orientation, self-diffraction significantly modifies the po-
larization states, especially for Doppler-enhanced record-
ing. Striking spatial inhomnogeneities are induced in the

- n~l~.tni ~space charge field, especially for the I KG i. ( 00 1) ori-

entation, leading to stuiations in the space charge field
along the direction of propagation for the case of Doppler-

C 'I W 63 'iV/CM los esa enhanced recording, and essentially constant amplitude
300 ccsA,.but corrugated phase fronts for stationary recording. It is

L -' interesting to note that the complexity and time to corn-
GRAT'ING THICKNESS it(tiom pute for the numerical model am only modestly increased

Fig. 17. Growth of the incoherent and coherent signal beam components with the addition of self-diffraction, at least for the linear
for self-diffiracuton in the A1 c;I (001> , orientation. The coherent com- photorefractive recording model in steady state used
ponenit is defined as that which has a polarization state identical to the herein. The diffraction properties of the two principal rec-
local pump beam, and hence can interfere coherently with the pump beam
to form a fringe pattern and photoefcracively, induce a space charge field. ording configurations prove to be distinctly different, and
The incoherent component has an orthogontal polarization state. and hience in part this difference is attributed to fundamental aniso-
can Only erase the space charge fleid. Recording conditions ame identical tropics inherent in the diffraction process. Finally, the
to those assumed in Figs. 7 and S. except that the incident polarization
angle is 90* with respect to rthe grating wave vector to maximize the degradation in energy coupling gain with increasing
energey coupling, amounts of optical rotation jod has been calculated for a

few representative cases. This degradation can amount -o
10Co of order 50 percent and must be considered in any holo-

e', 5ils (,..'01 oOriotz graphically-based measurements of effective electrooptic
S V/m i-FiI coefficients.J10300 cycies/im Girinin Freotaeney
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A computational algorithm for analyzing diffraction properties of optical devices, the optical beam propagation
method, has suggested a new class of devices by which Bragg regime (thick grating) response can be obtained from a
spaced sequence of thin grating layers. Such stratified volume holographic optical elements (SVHOE's) can
emulate distributed volume gratings in terms of diffraction efficiency and angular selectivity and in addition possess
periodic diffraction properties that might serve, for example, as interconnections for optical cellular logic arrays.
SVHOE's also offer a unique capability for altering the device diffraction response on a layer-by-layer basis,
allowing for control of both the diffraction peak width and the angular separation of adjacent peaks.

Holographic optical elements are of fundamental im- ulation effects or fast response times. Examples of
portance to a number of applications in optical infor- such strongly modulating but limited-thickness media
mation processing and computing, including optical include III-V and II-VI compound semiconductor
interconnections, content-addressable memories, and multiple quantum wells and superlattices, and or-
various linear and nonlinear signal processing configu- dered noncentrosymmetric polymer layers character-
rations. Numerical analyses of typical volume holo- ized by significant electro-optic coefficients.
graphic structures are critical for characterizing and For simplicity, the following discussion emphasizes
optimizing such optical elements. One of the most the angular alignment sensitivity of the grating struc-
flexible and broadly applicable numerical tools for ture; alternative performance measures, such as sensi-
studying the diffraction behavior of volume holograms tivity to the wavelength of the readout light, corre-
is the optical beam propagation method (BPM).1 ,2 In spond closely to this angular alignment sensitivity
this method, the distributed optical inhomogeneities metric. To measure the angular alignment response.
that characterize a typical hologram are approximated a grating structure is illuminated with a well-colli-
by a discrete sequence of physically and mathemati- mated single-wavelength laser beam. That fraction of
cally simplified elements: infinitesimally thin phase the incident light intensity diffracted into an adjacent
and/or polarization modulation layers, interleaved diffraction order, such as the +1 order, is measured
with optically homogeneous layers of finite thickness. with a photodetector as a function of the tilt angle of
By approximating the distributed grating with a suffi- the grating.
ciently large number of these discrete elements, the The angular response for a representative distribut-
resulting numerical model of the grating can be ed bulk grating is shown in the top half of Fig. 2 to
brought arbitrarily close in its response to that of the serve as a reference for comparison with sample re-
desired distributed bulk grating. sponse curves for typical SVHOE structures. Such a

The BPM concept of separating the modulation uniform volume (or distributed bulk) grating has an
process from the diffraction process in turn suggests a alignment sensitivity curve characterized by essential-
new class of optical devices: the stratified volume ly a sinc2 profile. The angular width of this response
holographic optical element, or SVHOE,3 as shown in
Fig. 1. The SVHOE device structure consists of a NECOMN LAYERS
sequence of thin photosensitive holographic recording / . .. S, M

layers that perform the optical modulation function, 4: 4
interleaved with optically passive buffer layers, i.e., LAYi.:
layers that impress no modulation on the light beam ,
but rather allow the diffraction processes aecessary for
thick grating response to occur. A grating recorded in
any individual modulation layer would necessarily ex- K --
hibit Raman-Nath characteristics because each re-
cording layer is quite thin. However, a surprisingly
small number of recording layers, each spaced from its
neighbors by a passive layer of appropriate thickness,
can exhibit pronounced Bragg regime (thick grating)
response. In addition, SVHOE structures exhibit RECORDING RECOROING
striking diffraction characteristics not observed in BEAM / \ AM

bulk gratings, as demonstrated below.
The SVHOE structure is of particular interest for Fig. 1. The SVHOE structure, showing the recording of a

materials that can be produced in only finite thickness grating with wave vector KG by means of two coherent,
layers but that nonetheless exhibit either strong mod- collimated recording beams.

0146-9592/88/030189-03$2.00/0 C 1988, Optical Society of America
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curve is inversely proportional to the grating thick- Consider first a single thin grating with modulation
ness: a thin grating has a broad response curve indic- strength equal to that of the bulk grating. Such a thin
ative of Raman-Nath regime behavior, whereas a grating has negligible angular alignment sensitivity, as
thick grating has a quite narrow response curve indica- shown by the horizontal line in the bottom half ot Fig.
tive of Bragg regime behavior.4  2. The angular alignment sensitivity of a two-grating

Comparative angular response curves for several structure, however, exhibits essentially a sinusoidal
SVHOE structures are shown in Figs. 2 and 3. In oscillation, as shown in the bottom half of Fig. 2, with
these figures, the recording layers in each thin grating an angular period defined by the ratio of the grating
stack are assumed f(.c simplicity to have infinitesimal period to the thickness separating the two gratings.
thickness and to impose only phase (as opposed to (Note that this structure has potentially interesting
amplitude) modulation. When the structure com- applications as a high-resolution angle encoder.)
prises several thin phase modulation layers, the sum of A stack of five thin gratings, as shown in Fig. 3,
the phase modulation for all layers has been set equal suppresses three of every four peaks that appear when
to that of the reference case of the uniform volume only the two outer gratings are-present. In general, a
grating (Fig. 2, top) and is divided equally among all stack of N thin gratings exhibits an angular alignment
the thin recording layers. The thickness of each opti- sensitivity that is periodic, with a period of N - I two-
cally passive buffer layer is adjusted such that the grating peaks, in which N - 2 of the two-grating peaks
total device thickness is equal to that of the thick have been suppressed by the interior gratings.
uniform volume grating. Finally, the index of refrac- For a given angular interval, the incorporation of a
tion of the buffer layers has been set equal to the sufficiently large number of thin gratings leads to a
average index of the modulation layers. structure with an angular alignment sensitivity that is

indistinguishable from that of the bulk grating. Thus
a SVHOE structure can emulate closely the Bragg

S1000 Cycles/mm grating frequency response of a bulk grating, using surprisingly few thin
501sm thickness grating layers. In addition, this structure exhibits

features not found in bulk gratings that may prove
useful for certain system applications. For example.

_- illumination of a SVHOE structure with focused
Z monochromatic light produces uniformly spaced an-

gular response peaks, which can be transformed with a
lens to produce an array of equally spaced points.
This function is useful for interconnection of optical"J " GRATING ANGLE (deg.) 15 cellular logic arrays. For example, illumination with
850-nm light of a two-grating SVHOE with a grating

separation of 1 cm and a grating spatial frequency of
STwo thin gratings 350 cycles/mm at F/3.3 will produce in excess of 1000

regularly spaced diffracted beams.
Further, for real-time material implementations of

_- SVHOE structures in which the photoresponse for
>_ grating formation can be either optically or electrically
" switched on a layer-by-layer basis, a structure with a
Pz given number of layers can interconnect either every

element or every pth element with the source, in a
programmable manner. For example, such layer-by-

0 GRTIN ANGE (eg.) 115layer programmability may prove feasible by either
GRATING ANGLE (deg.) optical bleaching5 or electrical tuning6 of the exciton

Fig. 2. Angular response for a distributed thick grating resonance in a multiple quantum well structure or by
(top), for a single thin grating (horizontal line, bottom), and modulation of a doping superlattice.7 SVHOE struc-
for a pair of thin gratings (bottom). tures can also be conceived that exhibit entirely differ-

ent diffraction behavior in response to grating forma-
tion by distinct writing wavelengths, by actively alter-

e ring the layer photosensitivity spectrum on a layer-by-
E Five thn gratings. layer basis. These features collectively allow for

if additional degrees of freedom in the formulation of

both passive and active holographic elements.
,- /Several simple experiments have been performed to
•-• demonstrate and verify the SVHOE concept. Phase
•Z gratings have been recorded in positive photoresist
z (Shipley 1450J) deposited upon microscope cover

glass pieces (22 mm X 22 mm, approximately 200 um
- Gthick). The grating frequency was adjusted to be 74
0 GRATING ANGLE (deg.) f5 cycles/mm, as recorded by a 442-nm laser interferome-

ter. Readout was performed by a 633-nm laser beam.
Fig. 3. Angular response for five thin gratings, which probed either individual gratings or stacks of
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I I 'grating layers and counting only the buffer layers, the
Three Gratinqs optimum total thickness Dto for a structure with N
200"m gop$ gratings is given by

S40 /4m toto! thickness
O mo tiQkn = XDtInA2 = 22r(m + 1/2)(N - 1). (2)

Theory Note that the broadest spatial-frequency response oc-
- curs when the smallest optimal thickness is employed," .Experiment

SEprm ni.e., when Qtota = (N - 1)r.
The angular response analysis shown in Figs. 2 and 3

I has assumed infinitesimally thin recording layers.
The effect of finite recording-layer thicknesses is to
introduce an angular response rolloff associated with

I any single layer, which in turn serves as an envelope
Z function to modulate the angular response of more

intricate structures constructed from multiple layers.
-' - I ____4.__._In fact, the angular response characteristic is just the

-5 o +5 Fourier transform of the depth distribution of the
GRATING ANGLE (deg) grating strength.9 Thus for certain applications one

Fig. 4. Angular response for three gratings, each spaced design contraint might be an upper bound on the
from the next by a single glass plate thickness: experiment thickness of each recording layer to keep the overall
(solid curve) and computer model (dashed curve), response rolloff envelope sufficiently broad.

We have demonstrated that SVHOE's can satisfac-
torily emulate distributed bulk gratings over a pre-
scribed angular interval. However, even more in-

gratings. Gratings were exposed individually, pro- triguing are those attributes unique to SVHOE's that
cessed, and then assembled using moir6 imaging tech- suggest new device applications. Specifically, three
niques to achieve proper alignment both in angle and features have been identified to date: (1) the ability
in linear translation with respect to each other. to control the recording sensitivity of individual re-

The angular response has been measured and com- cording layers, independent of adjacent layers, either
pared with theoretical calculations for the following "optically or electrically, thus altering the diffraction
cases: (1) a single grating, (2) two gratings separated characteristics of the device; (2) the ability to record
by 200 um (the thickness of a single glass plate), (3) holograms with distinct diffraction characteristics at
two gratings separated by 400 gm, (4) two gratings two or more wavelengths, also through the use of elec-
separated by 800 ,m, and (5) three gratings, each sepa- trical or optical control on a layer-by-layer basis, and
rated from the next by 200 um, for a total device (3) the existence of periodic multiple response peaks
thickness of 400 ;im. In all cases, the agreement be- in the angular response profiles.
tween experiment and theory is excellent. Represen- This research was supported in part by the Defense
tative experimental and theoretical curves for the Advanced Research Projects Agency (Office of Naval
three-grating case are shown in Fig. 4. Research Prorc e Office of ntfcR

The peak diffraction efficiency of a SVHOE struc- Research), the U.S. Air Force Office of Scientific Re-
ture is a function not only of the modulation strength search (University Research Initiative Program), and
of each grating layer but also of the spacing between the Joint Services Electronics Program.
the layers. A single thin phase grating can diffract no
more than 33.9% of the incident readout light power References
into the + 1st diffraction order, assuming a sinusoidal
grating profile. A two-grating structure can diffract 1. R. V. Johnson and A. R. Tanguay, Jr., Opt. Eng. 25, 235
as much as 67.7%, as discussed by Zel'dovich et al.,8 or (1986).
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APPENDIX 4

and buffering, format devices to spa-
tially organize input data fields, inputdevices to convert data input types to a

form amenable to subsequent process-
ing, output devices to convert pro-
cessed results to detectable and inter-
pretable forms, and detectors to
produce externally addressable results.
In Figure 1, feedback interconnects areL im i a tio s o fexplicitly shown as separate compo-
nents to emphasize their crucial role in

implementing parallel iterativealgorithms and complex weighting
functions.

A wide variety of optical components

are required to implement processorsbased on the generalized architecture

shown in Figure 1.5 These include one-
and two-dimensional spatial light mod-Processing and ulators, volume holographic optical ele-
ments, threshold arrays, optical
memory elements, sources, source
arrays, detectors, and detector arrays.
The state of the technology is such that
while demonstration devictes and proto-

Armand R. Tanguay, Jr. p oleratig, with the cep-
tion of sources, detectors and detector

___arrays, few (if any) such components
have as yet achieved significant com-
mercial success or even demonstrated

Introduction ing elements. A wide range of computa- technological viability. In large part, this
Over the past four decades, the tional problems exist that lend them- is due to the fact that each of the candi-

growth of information processing and selves quite naturally to optical date technologies has placed rather
computational capacity has been truly processing architectures, including pat- severe demands on the state-of-the-art
remarkable, paced to a large extent by tern recognition, earth resources data of the materials employed regardless of
equally remarkable progress in the inte- acquisition and analysis, texture dis- the nature of the optical effect utilized
gration and ultra-miniaturization of crimination, synthetic aperture radar (e.g., electrooptic, magnetooptic, pho-
semiconductor devices. And yet it is (SAR) image formation, radar ambiguity torefractive, or electroabsorptive). In
becoming increasingly apparent that function generation, spread spectrum other words, the magnitudes of observ-
currently envisioned electronic proces- identification and analysis, systolic able optical perturbations per unit exci-
sors and computers are rapidly array processing, phased array beam tation are just not large enough with
approaching technological barriers that steering, and artificial (robotic) vision, readily available materials to allow flex-
delimit processing speed, computa- In addition, many neural network pro- ible device engineering. As such, the
tional sophistication, and throughput cesses that inherently rely on intricate answer to whether optical processing
per unit dissipated power. This realiza- interconnection patterns have been or and computing will come of age may
tion has in turn led to intensive efforts can be implemented optically. These ultimately rest on the capabilities and
to circumvent such bottlenecks through and other applications are treated in fortunate discoveries of materials scien-
appropriate advances in processor more detail in accompanying articles in tists and process engineers.
architecture, multiprocessor distributed this special issue of the MRS Bulletin 1 ' It is of considerable interest, nonethe-
tasking, and software-defined and in special issues of IEEE Proceed- less, to examine the physical as well as
algorithms. ings 3 and Optical Engineering4 on optical technological limitations that apply to

An alternative strategy that may yield computing. optical information processing and corn-
significant computational enhance- A generalized optical processor or puting systems in order to assess their
ments for certain broad classes of prob- computer can be depicted schematically potential performance advantages (if
lems itivolves the utilization of multi- as shown in Figure 1. The physical con- any) over comparable electronic coun-
dimensional optical components stituent elements of such a system terparts, and to provide much-needed
capable of modulating andior redirect- include a central processing unit (CPU) guidance for continued research efforts
ing information-carrying light wave- that performs the essential imple- in optical materials, devices, algorithms,
fronts. Such an optical processing or mentable function, a data management and system architectures. Although the
computing approach relies for its corn- processor that orchestrates the flow of study of fundamental physical limita-
petitive advantage principally on mas- data and sequence of operations (usu- tions in the context of digital (binary)
sive parallelism in conjunction with ally considered part of the CPU in a tradi- electronic systems (particularly VLSI) is
relative ease of implementation of corn- tional electronic computer), several well established,'-, it should be noted
plex (weighted) interconnections types of memory elements for both that comparable studies of optical pro-
among many (perhaps simple) process- short-term and long-term data storage cessing and computing systems are rela-
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lively recent, and have to date focused For a given representation, we can Finally, we must end each computa-
primarily on digital optical computing as then assess the computational cmpleity tion with a detection of the desired
opposed to analog optical processing.8'u of the chosen algorithms. We define the results, in order to allow the result to be

The remainder of this article will computational complexity of an opera- used (for example, to implement a
describe several such physical and tech- lion as the equivalent number of irre- desired action). This separation of every
nological limitations of both optical ducible binary switching operations computational process into the imple-
information processing and computing. required to perform the same operation mentation of representation, computa-
The following section addresses the in the most efficient manner possible. tional complexity, and detection func-
nature of computation from the per- For example, the relatively simple tions allows us to establish sets of
spective of identifying physical (technol- operation of transferring 1,000 ten-bit interrelated limits that apply to various
ogy-indqendent) limits. The next section words from the CPU to memory will combinations of choices.
will then provide an example of a tech- require at the very least 104 binary For purposes of discussion in this
nology-dependent limit in the context of switching operations (assuming that all article, let us examine each of these
photorefractive volume holographic of the data is transferred in parallel), and functions from the point of view of
optical interconnections. Conclusions most likely considerably more if shift energy cost. In so doing, we seek to
are drawn in a final section. registers are employed to multiplex the identify physical limits on the maximum

data transfer. This definition of compu- computational throughput achievable
tational complexity provides a conve- per watt of dissipated power. It should

The Nature of Computational nient means for comparing the overall perhaps be notedhere that the "require-
Constraints efficiency or total minimum energy cost ment" of energy dissipation is not in

In order to implement any computa- of a given computation performed by fact a fundamental limit, and derives
tional algorithm on a machine of given different algorithms on a machine of instead from a system design demand
architecture and component hardware, given architecture and technology, or to assert each stored value as rapidly as
we must first choose a representation for by machines based on vastlv different possible in order to complete the entire
inputting data and executing computa- architectures and perhaps'disparate computation deterministically and in
tional steps. Such a representation technological hardware. It does not, minimum time. Thus adiabatic compu-
might, for example, be digital, analog, however, take into account the inter- tational processes which do not require
or even symbolic. As we shall see, such connection complexity required to a minimum energy dissipation!2 are not
a choice of representation has profound implement communications pathways applicable to the present discussion.
implications on the physical limits that at the device, circuit, and subsystem In the digital (binary) realm, the low-
apply to subsequent computation. levels. est possible energy cost of representing
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a number requiring a given number of in optical processors) require far more as the transformation of information. The
bits is equal to the number of bits times energy than the binary equivalent. This energy cost of this particular operation

P the minimum energy to store a single is due to the necessity of utilizing a accrues only to the initial representation
bit. For semiconductor electronic much higher particle count (electrons or of the function (essentially, the optical
switches, the minimum energy in turn photons) in order to minimize the or electronic addressing of the spatial
is ecual to a few tens of k5T per elec- effects of quantum statistical fluctua- light modulator) and to the subsequent
tron'- times the number of electrons tions on the BER. For example, if we detection of the final result. This is then
required to guarantee detection with a wish an analog representation of the equivalent to 2 x 106 individual pixel
given bit error rate (BER) [a quantum number 1,000, then we require a detection operations for the optically
rather than a thermal limit]. For a bit dynamic range of at least 1,000:1. For addressed case, or 70 /41 at the physical
error rate of 10-1 or so, about ten elec- incoherent illumination, quantum fluc- limits for 1.5 eV photons, still about four
trons are required (assuming an "ideal" tuations in the emissionidetection pro- orders of magnitude larger than the
detector [or following switch] that can cess produce a photon number distribu- binary equivalent. The computational
unambiguously differentiate between tion with a relative standard deviation complexity implemented by the analog
the presence and absence of a single of oa a V'/N. The equivalent of a 10-9 optical processor is thus seen to par-
electron). Therefore each switching BER for the digital case corresponds to tially offset the large initial difference in
event (or representation of each bit) roughly 12 standard deviations. There- representation energy costs. For other
requires the dissipation of approxi- fore, the number of photons required classes of problems with even higher
matelv 200 k9T. This places an imnmedi- must be greater than 1.5 x 101 from sta- inherent computational complexity, the
ate upper boundary on the maximum tistical considerations alone. For a GaAs physical boundary on energy cost ma:'
computational throughput of such an semiconductor laser characterized by a thus favor an analog approach.
electronic digital (binary) computing photon energy of -1.5 eV, this corre- The situation looks quite a bit differ-
engine of approximately 10il transitions sponds to about 101° k9T. To represent ent if we examine current technologicai
(irreducible binary switching opera- 1,000 optically in binary requires (rather than more fundamental) con-
tions) per second per watt at room tem- approximately 14 bits (10 bits for the straints. For current digital circuits that
perature. Note that this bound does not number plus 4 bits of overhead) at 15 eV switch at around 2.5 pJ/bit, the DFT just
include the assessment of any cost for each (10 photons at 1.5 eV each, assum- described dissipates 25 mJ for the
internal communication of information, ing direct detection and an ideal detec- required number of switching opera-
as would be required to execute an tor), or about 104 ksT. tions alone. Current digital systems
actual computation. Given the remarkably higher cost of such as the VAX 11-75-0 consume about

To place this number in proper per- analog representation as compared with 10-4 J/bit, or 1 MJ for the DFT. With
spective, we need only look at the digital, any competitive advantages for regard to optical systems, spatial light
switching energies representative of analog systems from the perspective of modulators are available with input sen-
current semiconductor technology. For an energy dissipation metric due to sitivities of about 200 pJ/pixel at high
electronic devices, we might examine a physical limits must come from signal-to-noise ratio, and CCD detector
typical CMOS capacitor with a 100/zm2  enhanced computational complexity. arrays dissipate approximately I mJ/
cross-sectional area and a 1,000 A oxide The various tradeoffs involved can per- Mpixel on readout. Hence the analog
thickness, for which the charge'dis- haps best be described in terms of an optical Fourier transform can be per-
charge cycle consumes CV- worth of example. Consider, then, a highly inter- formed for an energy cost of about 1. 2
energy. If we operate at the minimum connected, nonlocal problem such as mJ. This apparent capability of anakeg
switching voltage of a few tens of the Fourier transformation of a two- optical systems to generate significantly
kTiq,6.7 the switching energy is about dimensional function. Assume that the enhanced computational throughput
100 k9T at room temperature, about four function is sampled on a 1,000 x 1,000 per unit input power is thus due largeiv
orders of magnitude above the fun- element array at 10 bits. to the fact that currently available ana-
damental limit. Current digital logic cir- If we operate in the binary regime, we log optical components operate far
cuits operate at roughly 2.5 x 10`2 J/ can utilize a highly efficient discrete closer to the relevant thermal and qua n-
transition, which is about 10' k9T.' This Fourier transform (DFT) routine such as tun limits than current digital electronic
is also roughly the minimum energy the Cooley-Tukey algorithm. The num- (VLSI) components. It should be note.d
required to operate even a local inter- ber of complex operations (multiplies that such a comparison begs the quc-
connection at GHz rates,7.1 an unavoid- and adds) scales as 1.SN:logzN2 for an tion of overall computational accur.3,-.
able cost of communication between N x N input. If we assume an electronic which clearly favors the digital imt'.L"
devices at the circuit level. At the sys- machine implementation that requires mentations due to nonlinearitie. i,-
tem level, a vast amount of additional 20 switching events/bit/complex opera- nonuniformities in currently a%.ai.:-.,.
S overhead comes into play. For example, tion, then approximately 10I switching analog optical components.
the DEC VAX 11-730 dissipates approxi- events are required to perform the corn- The third principal componen-
matelv 3 kW running full%- loaded at its putation, or 10 nJ for operation near the computational process, that of dete -, r
maximum throughput rate of 730,000 physical limits described above, of the results (whether electron, "r
instructions/second (200,000 opera- If. on the other hand, the input data optical), is subject to the same thv'-.-:.
tions/second). Thus the energy required field (two-dimensional function) is rep- and quantum statistical limitatiors I
to perform a single instruction is about resented in analog form by means of a the process of representation T.i:-
3 mJ or 1014 k9T, which corresponds to a spatial light modulator, illumination by statement follows directly from
throughput rate of 250 instructions/ a coherent wavefront will produce the assumption inherent in assessin.",
second/watt. required transform in the back focal minimum energy required for rce',".

By comparison, analog representa- plane of a (following) lens. Here we see tation - that each number m,:.
tions (as used extensively, for example, illustrated the notion of a computation capable of detection at a given
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assuming an ideal detector. Technologi- quency per unit (incident or absorbed) normalized by the maximum quantum
cal constraints can then be added to the energy density, as this parameter places limited space charge field that can be
fundamental limit problem as before to an upper bound on the maximum rate produced by the same number of photo-
assess realistic current capabilities. For of interconnection reprogrammings that generated carriers. This metric thus
.example, available optical detectors can be accomplished per unit average effectively combines the notions of a
cypically require a mean photon number power. In what follows, the fundamen- photogeneration efficiency and a charge
of 1,000 for a 10-' BER in the direct tal physical limitations on the photore- transport efficiency, and provides an
detection mode, rather than the value of fractive sensitivity are examined in a bit estimate of the fundamental quantum
10 assumed above, more detail. efficiency of the photorefractive grating

A number of factors contribute to the recording process. For simplicity, we
Volume Holographic Optical photorefractive sensitivities characteris- confine our attention here to a photore-
Interconnections tic of photoconductive, electrooptic fractive model characterized by a single

As pointed out in the Introduction materials. One such factor is the photo- mobile charge species, and a single type
(and discussed in detail in Ref. 1), the generation quantum efficiency, which of donor site with associated un-ionized
ability to provide complex, multidimen- represents the number of photogener- donor and ionized donor (trap) states.
3ional, programmable, weighted inter- ated mobile charge carriers per photon Let us compare the grating recording
connections by means of volume holo- absorbed from the recording beam(s). A efficiencies of four idealized grating
grams is an attractive feature of optical second factor is the charge transport recording models, generated by
processing and computing systems. In efficiency, which is a measure of the combining two types of photogenera-
addition, this ability perhaps more so degree to which the average photogen- tion profiles (a comb function and a
than any other contributes significant erated mobile charge carrier contributes sinusoid) with two types of charge
computational complexity to optical to the forming space charge grating transport processes (a translation of
architectures. To this end, it is of con- after separation from its original site by each photogenerated charge carrier by
siderable importance to assess the fun- means of drift and/or diffusion and sub- exactly half of a grating wavelength;
damental limitations that apply to such sequent trapping. The magnitude of the and uniform redistribution, or random-
volume holographic optical intercon- space charge field generated by a given ization, of all photogenerated charge).
nections. space charge grating is inversely pro- The resulting four combinations are

Although many types of photosensi- portional to the dielectric permittivity a shown schematically in Figure 2.
tive media can be utilized for the record- of the photorefractive material, which The maximum quantum limited space
ing and readout of volume holograms, thus contributes a third factor to the charge field that can result from a fixed
the dynamic reprogrammability offered grating recording sensitivity. A fourth number of photogenerated mobile
by photorefractive crystals such as factor describes the perturbation of the charges is given by the bipolar comb
lithium niobate, barium titanate, bis- local index ellipsoid (dielectric tensor at distribution, which generates a square
muth silicon oxide, and gallium optical frequencies) that results from a wave electric field profile from alternat-
arsenide has made such materials the given space charge field through the ing positive and negative sheets of
objects of intensive study. In these electrooptic frequencies) that results charge spaced by half of a grating wave-
materials, the interference between two given space charge field through the length. It is in fact the first harmonic
coherent optical wavefronts (the signal electrooptic (Pockels or Kerr) effect. component of this electric fie!d profile
and reference beams) generates a space- In addition, several other physical that we are interested in, as we assume
variant photoexcitation distribution that quantities factor into an evaluation of a volume grating operated deep within
produces in turn a related space charge the photorefractive sensitivity, includ- the Bragg diffraction regime. -he bipo-
redistribution and associated electric ing the wavelength of the recordingillu- lar comb distribution can thus be
field pattern by carrier drift and diffu- mination (to convert the number of assigned a grating recording efficiency
sion. Many interesting limits apply to absorbed photons into an equivalent of unity.
such a process, including the maximum energy), the absorption coefficients of By comparison, the monopolar comb,
number of independent interconnec- the material at the wavelengths of both transport-efficient sinusoid, and base-
tions that can be sequentially or simulta- the recording and readout beams (to line sinusoid cases yield grating record-
neouslv recorded at a given value of correct for the fractional absorbance of ing efficiencies of'1/2o 1/2. and 1/4,
allowable crosstalk, the highest achiev- the recording beams and the fractional respectively. These results are summa-
able diffraction efficiency of each inde- transmittance of the readout beam), and rized in Figure 3. which shows 'he evo-
pendent interconnection at the maxi- the magnitude of the applied voltage lution of the first harmonic component
mum interconnection density, the (which significantly alters the sensitivity of the space charge field for all four
absolute minimum number of photoev- characteristics for certain materials by cases as a function of grating recording
ents per unit volume required to record changing the nature of the dominant time.
an interconnection of given analog charge transport mechanism from the The saturation behavior of each case
weight within the quantum fluctuation diffusion regime to the drift regime). derives from assuming a fixed finite trap
limits for statistical accuracy of record- In order to provide a quantitative density prior to grating recording. Since
ing and reconstruction (readout), and metric that does in fact have a fun- the resultant diffraction efficiencies of
the maximum asymmetry possible damental physical limitation, we define such gratings scale as the square of the
between the recording and erasure pro- the grating recording efficiency-" of a pho- space charge field (for small modula-
cesses. s An additional limit of consider- torefractive recording model or configu- tion), these results imply that the base-
able importance is that of the photore- ration as the magnitude of the space line sinusoid distribution will exhibit a
fractive sensitivityv,"1' or the refractive charge field produced by a fixed num- diffraction efficiency lower thin the
index modulation obtained in recording ber of photogenerated mobile charge bipolar comb distribution by a "actor of
a uniform grating of fixed spatial fre- carriers at a given spatial frequency, 16. This conclusion is of considerabie
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Illumination Profile perspective somewhat quantum ineffi- tures, for which available analog corn-
Comb Sinusoid dent, in that it does not make the best ponents (spatial light modulators and

-2 possible use of either input photons or photorefractive volume holographic

Monoporar sose,:ne photogenerated carriers. In view of the optical elements) operate much closer to
C comb Similmd analysis presented above, therefore, it is the relevant quantum statistical limits

of considerable interest to imagine than the corresponding digital compo-
S_- novel engineered pbotorefractive mate- nents (threshold arrays). In such hybrid

'r rals with donor planes spatially sepa- architectures, the threshold array per-
Bipolar Tionsor,,-Eficient rated from trap planes, illuminated by a forms the equivalent of a parallel level
Comb Sinusood comb-like intensity pattern (which can restore function (saturated nonlinearity)

be generated, for example, by utilizing that is essential to the proper conver-
stratified volume holographic optical gence of many processing and comput-

Figure 2. Schematic diagram depicting elements [SVHOEs]9. Such materials int algorithms.
ihe 2. hemzat profie d citargrepiti could find applications in devices based urther study of the fundamentalthe illumination profile and charge

transport assumptions underlying on generation of a carrier grating of physical limitations that apply to optical

the four idealized phoactve given spatial frequency, such as the processing and computing will provide

recording models discussed in the text. Photorefractive Incoherent-to-Coherent important guidance for the continued
Optical Converter (PICOC).21 development of active optical materials,

Furthermore, it should be noted that primarily by differentiating between
the limits derived for interconnections avenues of opportunity with large
based on photorefractive materials per- potential gain that depend on key mate-
tain to a particular physical mechanism rials parameters, and those for which

, I involving photoexcitation, charge trans- current materials characteristics are suf-
port, and electrooptically induced index ficient to approach relevant perfor-
"changes. The importance of multiplexed mance boundaries.
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homogeneous layers of finite thickness. By approximating

s-MR ..... the distributed grating with a sufficiently large number of
• . these discrete elements, the resulting numerical model of

the grating can be brought arbitrarily close to that of the
desired distributed bulk grating.

The BPM concept of separating the modulation process
from the diffraction process in turn suggests a new class of

___optical devices: the stratified volume holographic optical
fl * I 5 5 3 5 3 -ee a2.5-s23? Ss "a.. 
.s 's -.. element, or SVHOE 3 '4 (see figure). The SVHOE device

L "S 1 2 .. 2.. ...' structure consists of a sequence of thin photosensitive ho-
_ , _ _ .. .. VISIBLE lographic recording layers that perform the optical modu-

Biasy optics correc-non of pcal lJames, latidn function, interleaved with optically passive buffer
layers, i.e., layers that impress no modulation on the light

ly add the power of laser diode arrays (modular laser pow- beam but rather allow the diffraction processes necessary
er), 2) beam steering or wavefront manipulation, and 3) for thick grating response to occur. A grating recorded in

opto-electronic integration of imager focal planes. any individual modulation layer would necessarily exhibit

Thus far, work has concentrated on the technology in- Raman-Nath characteristics because each recording layer

volved in designing and producing individual elements for is quite thin. But for a given angular interval, the incorpo-

systems. The vast potential of binary optics to spawn new ration of a sufficiently large number of thin gratings leads
products and industries will materialize only as industrial to a structure with an angular alignment sensitivity that is
expertise develops, system designers become familiar with indistinguishable from that of the bulk grating. Thus, an

its cost, weight, and design benefits, and manufacturers SVHOE structure can closely emulate the Bragg response
put it in production through replication, embossing, and of a bulk grating, using surprisingly few thin grating lay-
forging or molding from a single master element, ers.

In addition, this structure exhibits features not found in
bulk gratings that may prove useful for certain system ap-
plications. For example, illumination of an SVHOE struc-
ture with focused monochromatic light produces uniform-

SMATAIFED VOLUME HOLOGRAPHC ly spaced angular response peaks, which can be trans-
OPTICAL EE [N02 formed with a lens to produce an array of equally spaced

points. This function is useful for interconnection of opti-
L.V. JOmS ANDAR. TANGUAY JR. cal cellular logic arrays. For example, illumination with

C Mim ANhRIas AND DEV/CE LABiRATORY, AND 850 nm light of a two grating SVHOE with a grating sepa-
SV4M it FO P kTO NULxY ration of Ic aand a grating spatial frequency of 35O cy-

UNVM Y OF SUiHW CALlBURA des/mm at F/3.3 will produce in excess of 1000 regularly
LOS AKE[Z% CALM. spaced diffracted beams. The occurrence of multiple (peri-

odic) peaks in the angular response profile can be applied
olographic optical elements are of fundamental im- to angular encoding applications, in which a two grating

Lportance to a number of applications in optical in- SVHOE mounted on the part to be tracked can be probed
formation processing and computing, including optical in- by a single beam to allow coarse angular measurement by
tetconnecions, content-addressable memories, and vari- peak counting, and fine angular measurement by interpo-
ou linear and nonlinear signal processing configurations. lation. Highly selective wavelength notch filtering can also
Numerical analyses of typical volume holographic struc- be accomplished in SVHOE structures by appropriate
tures are critical for characterizing and optimizing such choice of buffer layer thickness and grating spatial fre-
optical elements. One of the most flexible and broadly ap- quency.s
plicable tools for studying the diffraction behavior of vol- Further, for real-time material implementations of
ume holograms is the optical beam propagation method SVHOE structures in which the photoresponse for grating
(BPM). 2 In this method, the distributed optical inhomo- formation can be either optically or electrically switched
geneities that characterize a typical hologram are approxi- on a layer-by-layer basis, a structure with a given number
mated by a discrete sequence of physically and mathemati- of layers can interconnect either every element or every
cally simplified elements: infinitesimally thin phase and/or pth element with the source, in a programmable manner.
polarization modulation layers, interleaved with optically For example, such layer-by-layer programmability may
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•, • ~ prove feasible by either optical bleaching or electrical im-
- •ing of the exciton resonance in a multiple quantum well

structure, or by modulation of a doping superlattice.
aSVHOE structures can also be conceived that exhibit en-

tirely different diffraction behavior in response to grating
formation by distinct writing wavelengths, by actively al-

SI tering the layer photosensitivity spectrum on a layer-by-
layer basis.

These novel features of SVHOEs collectively allow for
numerous additional degrees of freedom in the formula-

-. * tion of both passive and active holographic dements.
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16 G'MS UGHMWAVE TRANSMISSION circuity causes a speed bottleneck. The optical time-divi-
sion multiplexing techniques used in the Bell LaboratoriesBY OPTICAL TIME.DIVISION experiments retain the digital format of the signal, but

MULTRI ING overcome the speed bottleneck. This is achieved by capi-
talizing on the inherent wide-band capabilities of optical

RODNEY S. Tu GAD& EIms z, AND Si /vEv compopents such as pulsed semiconductor lasers and lithi-
KOROTKY um niobate (LiNbO3) directional coupler switches.

AT&T BE.. LWARAWoIw In the 16 Gb/s optical time-division multiplexed system.
C0 wivm Hio LABORATORY four optical data streams at 4 Gb/s are time-multiplexed

HOL.UDE N.J. directly in the optical domain to give a 16 Gb/s data
stream for transmission. At the receiver end of the system,O ptical data at a bit rate of 16 Gb/s were recently the 16 Gb/s data stream is demultiplexed optically to four

transmitted over optical fiber in an experiment at lower bit-rate optical streams before detection and conver-
AT&T Bell Laboratories. This is the highest transmission sion to the electrical domain.
bit-rate reported for any single-channel lightwave system The 4 Gb/s input data streams originate from short op-
-an achievement made possible using optical technology tical pulses generated by four mode-locked semiconductor
to time-division multiplex and demultiplex the data. lasers. Data are encoded on the pulses using LiNbO,

Commercial lightwave transmission systems use elec- waveguide optical modulators. Optical multiplexing is
tronic time-division multiplexing (TDM) to combine a carried out by simply delaying the optical pulses streams
number of electronic data channels into a single higher and combining them in a passive fiber directional coupler
capacity channel for transmission. In essence, time-divi- array.
sion multiplexing is a digital technique in which data bits The demultiplexer, the most important component in
are interleaved in time. As bit-rates move into the multi- the system, separate% the pulses on the incoming 16 Gb.-
gigabit per second range, the speed of available electronics stream into four streams each at 4 Gb/s. A block diagram
is being pushed to the limit and the electronic multiplexing of the demultiplexer and its associated electronics i,
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7. The Photorefractive Incoherent-To-Coherent
Optical Converter

Jeffrey W. Yu, Demetri Psalt1s, Abdellatif Marrakchi, Armand R. Tanguay, Jr.,
and Richard V. Johnson

With 32 Figures

7.1 Overview

High performance spatial light modulators (SLMs) are essential in many optical
information processing and computing applications for converting incoherent
images to coherent replicas suitable for subsequent processing [7.1,2]. A typical
spatial light modulator consists of a photosensitive element to capture the inco-
herent light image and an optical modulator element to impress the incoherent
input image content onto a coherent readout beam. A particularly important
class of spatial light modulators employs photorefractive crystals that combine
both photosensitive and electrooptic modulation functions within the same
medium. Examples of electrooptic spatial light modulators that utilize photore-
fractive crystals include the Pockels Readout Optical Modulator (PROM) (7.3]
and the PRIZ (a Soviet acronym for a crystallographicaily modified PROM)
(7.4].

During operation of the Pockels Readout Optical Modulator, the input
image-bearing beam creates photoinduced carriers which are longitudinally
separated by an applied bias electric field. This charge separation produces a
space-variant division of the applied field across the active electrooptic crystal
and one or more dielectric blocking layers, as shown in the upper left quadrant
of Fig. 7.1. The local birefringence of the medium depends on the longitudinal
component of the local electric field, and hence can be sensed by a polar-
ized readout beam observed through an exit analyzer. In the PRIZ, the same
charge generation and separation process is utilized, with the difference that
the crystallographic orientation is chosen to emphasize readout sensitivity to
the transverse components of the induced electric field distribution, as shown
in the upper right quadrant of Fig. 7.1.

The PROM and the PRIZ are typically limited in spatial frequency re-
sponse to of order 10 cycles/mm at optimum optical exposure (7.5], and hence
are limited to relatively modest bandwidth optical processing and comput-
ing applications. The physical configurations of the PROM and PRIZ devices
do not lend themselves readily to exploitation of the remariably high spatial
bandwidths available in holographic configurations, in which the input image
is encoded on a spatial carrier (as shown in the lower left quadrant of Fig. 7.1
and discussed extensively elsewhere in this book). Even when utilizing the
same electrooptic crystal as in the PROM and PRIZ (typically bismuth silicon
cxide), holographic recording configurations employing traý e applied elec-
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ELECTROOPTIC SPATIAL LIGHT MODULATORS

(8iZS0 20)

K~o L ! J KML-S.* L± 4V

VHOE t 1C PICOC

PR]1 PRIZ

Fig. 7.1. Schematic diagram of the principel components of the applied voltage, chare
transport, sense electric field component@, and input light wave vectors f'or four types of

paial light modulators that utilizsie crystal bismuth silicon oxide (Bi:,SiO•0). The
acronym VHOE stands foe volume hologrphic optical element; ikewise PROM stands for
the Pockels Readout Optical Modulator, PRIZ is a Soviet acronym for a crystallographically
modified PROM, and PICOC stands for the photorefactive incohersnt-to-coh optical
converter, the subject of this chapter

tric fields and no blocking layers have been shown to exhibit spatial frequency
bandwidths in excess of 2000 cycles/mm. However, such purely holographic
recording requires input of image-dependent information on one of two coher-
ent input beams, and as such cannot be directly utilized for performing the
incoherent-to-coherent conversion function.

A fourth distinct type of photorefractive spatial light modulator has been
independently proposed by Kaenkilin and Petrov [7.6] and by the present au-
thors [7.7,8] which combines the incohemrt-to-coherent conversion function
with an essentially holographic recording process, and thereby exhibits several
advantages of each. As in the holographic recording case, a transverse applied
electric field is used in conjunction with two uniform coherent writing beams
to produce a volume grating that is then selectively modified by a third beam
encoded with the information content to be stored or converted. This configu-
ration is shown schematically in the lower right quadrant of Fig. 7.1. The Pho-
torefractive Incoherent-to-Coherent Optical Converter (PICOC) [7.7, 83 device
is capable of recyclable real time operation, is characterized by an enhanced
spatial frequency response, and is even simpler to construct than the PROM
or PRIZ. In addition, the PICOC device configuration allows its use in many
quasi-holographic techniques (such as optical phase conjngation), which in turn
lead to potentially novel optical information processing and computing archi-
tectures [7.9-11].

276



The photorefractive incoherent-to-coherent optical conversion process is
described in Sect. 7.2, as are alternative sequencing schemes and optical imple-
mentations. In Sect, 7.3, the limiting assumptions needed to derive a tractable
analytical model of PICOC performance are specified, in preparation for de-
tailed discussion of the recording stage in Sect. 7.4, and of the readout stage in
Sect. 7.5. Conclusions and future research directions are offered in Sect. 7.6.

7.2 Physical Principles and Modes of Operation

The photorefractive incoherent-to-coherent optical conversion (PICOC) process
is perhaps best understood as an extension of the more familiar holographic
recording process in a photorefractive medium. The physical principles gov-
erning such recording are briefly reviewed in this section, and in much greater
detail in Sect. 7.4. The extension of this recording process to include PICOC
allows for at least three different temporal modes for sequencing the coherent
grating with respect to the incoherent image. These modes are identified and
compared in this section. In addition, two alternative optical architectures are
defined, and converted images generated by one representative configuration
are presented.

The high sensitivity of photoconductive and electrooptic crystals such as
bismuth silicon oxide (Bi 1 2SiO 20, or BSO) in the visible portion of the spec-
trum has allowed the simultaneous recording and reading of volume holograms
to be achieved with time constants amenable to real-time operation [7.12). The
holographic recording process in photorefractive materials involves photoexci-
tation, charge transport, and trapping mechanisms (7.13J. When two coherent
beams are allowed to interfere within the volume of such a crystal, free carriers
are nonuniformly generated by absorption and are redistributed by diffusion
and/or drift under the influence of an externally applied electric field. Subse-
quent trapping of these charges at relatively immobile trapping sites generates a
stored space-charge field, which in turn modulates the refractive index through
the linear electrooptic (Pockels) effect and thus records a volume phase holo-
gram. If both coherent writing beams are plane waves, the induced hologram
consists of a uniform grating.

In the photorefractive incoherent-to-coherent optical conversion (PICOC)
process, an incoherent image is focused in the volume of the photaoefractive
material in addition to the coherent grating beams, creating an additional spa-
tial modulation of the charge distribution stored in the crystal. This spial
modulation can be transferred onto a coherent readout beam by reconstructing
the holoapkhic grating. The spatial modulation of the coherent reconstructed
beam will then be a negative replica of the input incoherent image, as shown
in Fig. 7.2. It should be noted here that a related image encoding process can
be implemented nonholographically by premultiplication of the image with a
grating [7.14).

2r,



.212Ctive Gratina Erasur*

Coherent

WritingBeams-.-

Ike) carrier 
G'raing 

Recording

Incoherent

Erasure
Seam T h --- ...

Selective Incoherent Spatial Erasure

Coherent
Readout

"Hologrophic Readout

Fig. 7.2. Principle of operaion of the photorefractive incoherent-to-coherent optical con-verter (hereinafter referred to -- PICOC)
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In PICOC, the holographic grating can be recorded before, during, or
after the crystal is exposed to the incoherent image. Therefore, several distinct
operating modes are possible. These include the grating erasure mode (GEM;
Fig. 7.3); the grating inhibition mode (GIM; Fig. 7.4), and the simultaneous
erasure/writing mode (SEWM: Fig. 7.5).

In the gr•ting erasure mode (GEM), shown schematically in Fig. 7.3, a
uniform grating is first recorded by interfering two coherent writing beams in
the photorefractive crystal. The writing beams are turned off, and this grating is
then selectively erased by incoherent illumination of the crystal with an image-
bearing beam. The incoherent image may be incident either on the same face of
the crystal as the writing beams, or on the opposite face. When the absorption
coefficients at the writing and image-bearing beam wavelengths give rise to
significant depth hronuniformity within the crystal, these two caes will have
distinct wavelength-matching conditions for response optimization [7.8].

In the grating inhibition mode (GIM), shown schematically in Fig. 7.4,
the crystal is pre-illuminated with the incoherent image-bearing beam prior
to grating formation. This serves to selectively decay (enhance) the applied
transverse electric field in exposed (unexposed) regions of the crystal. After
this pre-exposure, the coherent writing beams are then allowed to interfere
within the crystal, causing grating formation with spatially varying efficiency
due to significant differences in the local effective applied field.

In the simultianeous e•'esure/wonting mode (SEWM), shown schematically
in Fig. 7.5, the incoherent image modulation, the coherent grating formation

eam" tm

Phtorseftactive
Crystal /\, \

E An

Fig. 7.4. PICOC in the Voting inhibition mode (GIM), in which the carrier rating isrecorded afe theincohren itne-iboaing ~ia
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Fig. 7.5. PICOC in the simultaneous ermure/writing mode (SEWM), in which the carrier
grating and the incoherent image-beaing msgnal ae recorded aimultaneously

process, and the readout function are performed simultaneously. A stable image
is transcribed after the space-charge field has reached steady state.

A further distinction can be made in the operating modes between strictly
cyclic exposure/readout, with an upper limit on the readout time interval, and
operation in which prolonged readout times are required. Cyclic readout can be
achieved by any one of the three sequencing modes introduced above, and the
sensitometry requirement for achieving good quality images can be expressed in
terms of optical exposure (i.e., optical energy per unit area). When prolonged
readout is required, degradation of the stored space-chare profile can occur,
due either to dark current or erasure induced by the optical readout beam. The
most appropriate sequencing mode for prolonged readout is the simultaneous
erasure/writing mode (SEWM) because it constantly regenerates the space-
charge field profile. However, the sensitometry requirement for this latter mode
is better expressed in terms of optical power rather than optical exposure, as-
suming readout time intervals long compared with the time required to achieve
a stable steady state readout image. In exchange for this optical energy penalty,
SEWM offers a considerably simplified experimental configuration with no need
for temporal sequencing, a much greater tolerance for photorefractive crystals
with increased dark conductivity, and readout of essentially unlitited duration.
Readout light beams of much shorter wavelength and/or much higher intensi-
ties can be accommodated in SEWM without incurring unacceptable erasure
of the charge pattern. Because of its experimental convenience and analytical
simplicity, SEWM is emphasized in this chapter, with more detailed discussion
of GEM and GIM given later in Sect. 7.4.4.

Optical Implomsntatioms. The original implementation of PICOC described by
Krashilin and Petrov [7.61 is a modification of the nondegenerate four-wave
mixing geometry to include simultaneous exposure by an incoherent image-
bearing beam. This configuration requires a readout wavelength separate and
distinct from the coherent grating writing wavelength, which then allows the
readout wavelength to be selected for significantly reduced grating erasure
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rates. Thus, the grating inhibition mode (GIM) and the grating erasure mode
(GEM) are best implemented in this configuration. However, the optical align-
ment is more intricate with this architecture than it is with the degenerate
four-wave mixing geometry introduced next, since the Bragg angle of the read-
out beam will not be the same as the Bragg angle of the coherent writing beams
(shown in Fig. 7.6).

An alternative optical implementation is a modification of the conventional
degenerate four-wave mixing geometry to include simultaneous exposure by an
incoherent image-bearing beam, as shown in Fig. 7.7. This implementation has
the advantage of extremely easy optical alignment, as the readout beam is
readily Bragg aligned by retroreflecting one of the two coherent grating writing
beams. It has the disadvantage that the readout beam, being at the same wave-
length as the coherent grating writing beams, must erase the grating structure
being probed at rates comparable to the writing process, assuming a readout
light intensity comparable to the writing light intensities. Thus this implemen-
tation can be utilized for the simultaneous erasure/writing mode (SEWM), and
can be adopted for the grating erasure mode (GEM) and the grating inhibition
mode (GIM) only by significantly reducing the probe beam intensity, with a
correspondingly reduced readout signal intensity.

As a specific example of the PICOC process, consider a degenerate four-
wave mixing configuration in which the coherent writing beams and the inco-
herent image-bearing beam were made to illuminate the same face of a 1.3mm
thick crystal of bismuth silicon oxide, obtained from Crystal Technolog, Inc.
An electric field of 4kV/cm was applied along the (110) axi- as shown in

Argon Laser PrismH*-Ne Laser Whie

Incoherent

Inu Img

SCrystal Erms

'•71 •" -6qSensp~litter

Reed-Out Beom Writing Seoms

C ohrnoutput trmag

Fig. 7.6. Nondemneraie Soir-wave mixing architecture to prefor the PhOON&Octive inc-
herent-to-coheem optic"l conversion
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Fig. 7.8. Bismuth silicon oxide crystal orientation for the PICOC transverse electrooptic
configuration and recording geometry. The volume holographic grating with wave vector Ko
is formed by the coherent writing bearm.1 and 12, and the incoherent image information is
encoded on beam Is

Fig. 7.8. A 300 cycles/mm grating was written by the 515 nm line of an argon
ion laser with the grating wave vector oriented parallel to the applied bias field
to maximise the diffraction efficiency. The image-bearing light source was either
a xenon arc lamp, a tungsten lamp, or the 488 nm line of the argon ion laser.
The average coherent grating intensity was 0.4 mW/cm 2 and the image-bearing
light intensity was typically 8.0mW/cm 2 . The coherent grating writing beams
were polarized orthogonal to the applied electric field. A polarizer was inserted
at the output to minimize coherent optical scatter from the crystal (7.15].
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Sample converted images obtained from two binary transparencies (a spoke
target and an U.S. Air Force resolution target) and from two black-and-white
slides with continuous tone gray scale are shown in Fig. 7.9. The original trans-
parency and its converted image have reversed contrast, as shown in this figure
and as explained by Fig. 7.2. An approximate resolution of 15 line pairs/mm
(determined from the resolution target image) was achieved without optimizing
factors such as the Bragg readout condition. Such optimization results in strik-
ing enhancements of the resolution to of order 50 line pairs/mm, as discussed in
Sect. 7.5 below. Similar images of comparable quality have also been recorded
in a bismuth silicon oxide crystal in which the (001) axis is aligned parallel to
the coherent grating wave vector and to the applied bias electric field.

Having reviewed in broadest terms the physical principles and modes of
operation of the PICOC process, let us now delineate the scope and limitations

0e

0I

Fig. 7.9a-d. Exampke of the conversio of binary and gray-evel trsnmpeeOmia: (a) spoke
target, (b) U.S. Air Foe re•tution target, (c) airplane, and (d) an incoherent student
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of the analytical model, as given in the next section, in preparation for more
detailed studies of the recording process in Sect. 7.4 and the readout process in
Sect. 7.5.

7.3 Delineation of the Analytical Model

A reasonably accurate and complete model of the photorefractive incoherent-to-
coherent optical conversion process is based upon a set of equations that govern
trap and electron balance, electron transport, and the buildup of a space-charge
field, as detailed in Sect. 7.4.1. This model exhibits both nonlocal response
due to charge transport and striking nonlinearities. No analytical solution has
yet been identified that is broadly applicable to the fill range of important
experiments (e.g., experiments involving large modulation depths and photo-
induced variations in the recombination time). Numerical solutions are certainly
feasible, but have not yet been fully explored. To help refine physical insight into
the conversion process, an approximate model capable of analytic solution needs
to be defined, but its interpretation must be tempered with careful attention
to its limitations.

Two such approximate solution models are identified herein. The first ap-
proach, the "constant recombination time approximation," is based upon the
analytical studies of Makrsmn et al. [7.16], and was presented previously by
the authors [7.8]. This approach is discussed in sulfcient detail in Sect. 7.3.1
to enable comparison with the second approc h the "perturbation series ap-
proximation," as introduced in Sect. 7.3.2. These two approaches are compared
and contrasted in this section. The perturbation series approximation is then
used as the basis for continued discussion of .PICOC performance character-
istics throughout the remainder of the chapter, and is detailed more fully in
Sect. 7.4.1.

7.3.1 Constant Recombination Time Approximation

One such approximate model of the PICOC process [7.8] evolves from analytic
solutions of &Wnge spatial frequency grating recording as derived by Moltarm
et al. [7.16]. This model approximates quite well the nonlinearity of the con-
version process, but it is limited in scope to steady state behavior. Hence the
analytical solutions of this model (derived in (7.8]) are suitable only for study-
ing the simultaneous erasure/writing mode (SEWM) in the steady state regime,
and cannot cope with the grating erasure mode (GEM) and the grating inhi-
bition mode (GIM) response. A further limitation of this approximation is its
assumption of a constant recombination time (which is equivalent to assuming
an infinite trap-limited saturation field strength), and so this will hereinafter be
referred to as the "constant recombination time" model A more accurate study
of the photorefractive effect, as defined by a set of photoconductivity equations,
allows for photoinduced variations of the recombination time from its nominal
value. Although these variations may be quite small in amplitude compared
with the nominal value, they nevertheless provide a very important mecha-
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nisrm that can significantly modify the space-charge field for certain recording
configurations.

A key assumption of the constant recombination time model is the absence
of self-diffraction. Self-diffraction is the process by which the grating written at
the entrance of the photorefractive crystal diffracts a portion of the coherent
writing beams, modifying the interference pattern and hence the grating that
is recorded deeper in the crystal (7.13, 17, 37]. This process can be neglected for
sufficiently thin crystals and low diffraction efficiencies (e.g., 2mm of bismuth
silicon oxide) and allows a considerable simplification of the analysis. If alter-
native crystals with significantly higher electrooptic coefficients and/or thicker
crystals are used, then the diffraction efficiency would increase, self-diffraction
effects would be far more pronounced, and thus the mathematical framework
described in this chapter would need to be modified.

7.3.2 Perturbation Series Approximation

By recasting the chosen set of photorefractive equations in Fourier transform
space, additional physical insights into the transcription process can be achieved
which lead naturally to a perturbation series formulation of the conversion
process. Analytic solutions can be derived for the first few terms of this series
without restricting such solutions to the steady state regime, and so define an
additional approximate model of the PICOC process. Limiting the analysis to
the first few terms means that the strong nonlinearities that characterize the
incoherent-to-coherent optical conversion process are estimated at best, but the
most compelling advantage of this approach is its ability to model the temporal
evolution of the space-charge field. Study of the temporal behavior is crucial
to the analysis of the grating erasure mode (GEM) and the grating inhibition
mode (GIM). In this chapter, we use a perturbation model that predicts the
various spatial frequency components of the space-charge field.

Consider for example a coherent grating beam IG(z) of the form

IG (z)= (l + mG cos KGz) , (7.1)
in which MG is the modulation depth and K 0 is. the wave vector associated

with the coherent grating, and an incoherent signal beam r$(z) of similar form
Is(Z) = 11(1 + ms coo Ksz) , (7.2)

in which mS is the modulation depth and Ks is the wave vector associated with
the image profile. The coordinate system is defined such that z is parallel to the
applied bias electric field ZE, which is also parallel to the coherent grating wave
vector KO; z is orthogonal to the entrance face of the photorefractive crystal;-
V is defined to complete a right-handed coordinate system. Because of the
nonlinearities in the recording process, the space-charge field E(z) transcribed
by then light beams contains spatial frequencies that do not exist in the original
light profiles. These intermodulation terms have the form

+00 +0
E(z) E , Emnexp[i(mKo + nKs)z] (7.3)
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If the recording process were perfectly linear, then only terms such as E10 (i.e.,
m = I and n = 0) and E0 1 (m = 0 and n = 1) would appear in which one
of the two subscripts is zero, assuming light profiles as defined by (7.1,2). The
nonlinearity of the recording process induces new spatial harmonics such as
Ell which describe the modulation of the coherent grating by the incoherent
image beam and hence are central to the photorefractive incoherent-to-coherent
optical conversion process.

The intermodulation decomposition (7.3) provides a natural framework
for a perturbation series analysis of the photorefractive incoherent-to-coherent
optical conversion process in powers of the modulation depths m( and ms,
a technique first demonstrated by Ktisktarew et aI. as applied to the analysis
of single grating transcription [7.18, 191, and extended by Oc/w. et al. (7.201
and by Aefregier et &1. (7.211. In practice, a typical image consists of a mul-
tiplicity of spatial frequency components, not just the single frequency signal
term postulated in (7.2). Such a spectrally rich image will necessarily introduce
an additional summation over the spectral harmonics in (7.3). The resultant
series, if limited to terms of the form Ell, predicts a linear transcription of the
image profile for which the response to each spatial frequency component can
be evaluated separately, such that the total response is determined by sum-
ming up all harmonics. Higher order terms, such as E1 2 , describe nonlinear
distortion of the image spectrum in which new image frequencies are generated
that do not exist in the original incoherent image profile. These higher order
terms prove to be extremely tedious to calculate. If these higher order terms
contribute significantly to the conversion process, then alternative methods of
analysis such as numerical modeling are recommended. The analysis presented
in this chapter concentrates on the Ell term.

Analytical expressions defining the temporal evolution of the first few har-
monic terms of (7.3) are readily derived. As shown in Appendix 7.A and in
(7.22J, specific perturbation terms for the simultaneous erasure/writing mode
(SEWM) in the saturation limit can be approximated by

Et = -imfto (7.4)

EO = -m4Eo and (7.5)

El HSmfrn~E , (7.6)

in which E0 is the applied bias field shown in Fig. 7.8, and mf and mog are
effective modulation depths to be defined in the next section.

If bismuth silicon oxide is chosen as the photorefractive medium of in-
terest, then the refractive index modulation An(z) induced along a principal
electrooptic axis of the crystal by the linear electrooptic effect is proportional to
the induced space-charge field E(z) [7.231. Each of the spatially periodic terms
in the space-charge field (7.3) thus induces a distinct volume phase grating
through the linear electrooptic effect. Such a superposition of phase gratings
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diffracts an incident collimated readout laser beam into a multiplicity of dis-
crete beams, as shown in Fig. 7.10.

Another fundamental insight into the PICOC process that evolves nat-
uraUy from the perturbation series approach is the existence of a one-to-one
mapping of Emn, the spatial frequency components of the space-charge field.
into 'inn, the diffraction orders and suborders of the spatially modulated read-
out light. This identification presumes weak diffraction efficiencies, as have thus
far been typical of most PICOC implementations. In the far field diffraction
limit, shown in Fig. 7.10, the spatially modulated readout light profile IR(z)
decomposes into the usual set of discrete diffraction orders associated with the
coherent grating, labeled by subscript m, while each of these orders further
decomposes into subharmonics associated with the incoherent image signal, la-
beled by subscript n. This mapping offers a most convenient method to test
the behavior of distinct spatial frequency components of the space-charge field
Emn, during the conversion process.

For typical coherent grating spatial frequencies and typical crystal thick-
nesses, the volume phase gratings in the photorefractive crystal are recorded
deep within the Bragg regime. Therefore the optical readout process can re-
spond at most to one diffraction order such as hio and its immediate sub-
harmonics such as 11, while excluding other diffraction orders and associated
sidebands such as rol. Thus for the illumination profiles IG(z) and Is(z) of the
form (7.2,3), and assuming selective diffraction into only the +1st diffraction
order and its immediate sidebande, a typical form of the modulated readout
light profile IR(z) would be

IR(z) = hto + it cos (Ksz) + higher image harmonics (7.7)

Furthermore, assuming perfect Bragg alignment for the 10o term, and assuming
image frequencies KS small enough to avoid Bragg misalignment of the imme-
diately adjacent subharmonics, the diffracted intensity terms o10 and II I are
proportional to the squares of the corresponding space-charge field components
Ei0 and E1 1 for sufficiently low diffraction efficiencies. Combining (7.4-7) and
approximating for small modulation depths mr gives

PMOTOREFRACTIVE ' lot-CRYSTAL • a 10oo

rFIg. 7.10. Far-Sidd difirection pttern as.
ated by the converm of sin incoherent pat-

IIIg- ing into its coheremnt replica, showing the map.
ping of spo1t'al harmo pace of the soce-charge101CAOCUT 40 feld into ddItsnion o"Ier of the mod•aeI~J°u•III* readout lih barn

287



IR(z) 0C (M) - 4m= f coo (Ks:)] (7.8)

in which higher order terms have been neglected. Thus we can see from (7.8)
that the incoherent image has been transcribed onto the coherent readout beam
with a reversal of image contrast. The mapping of Emn ioto rinn also enables
the possibility of spatial filtering of the image beam to change the negative
image into a positive image (by a schlieren technique), and to improve the
contrast ratio without suffering an associated reduction in image intensity.

The perturbation series approach that leads to (7.8) is most effective when-
ever the higher spatial harmonics in (7.7) can be neglected in favor of the
lowest harmonics, and this applies whenever the modulation depths mf and

S are sufficiently small (or the spatial frequencies are sufficiently large).
Such small modulation depths occur only for very restrictive conditions which
seldom match the experimental conditions. Therefore the scope of the per-
turbation solution is limited, which reflects as much a fundamental difficulty
with the PICOC process as it does a difficulty with the analytic technique.
The PICOC process requires a nonlinear response to generate the modulation
of the coherent grating by the incoherent image field, and hence strong levels
of nonlinear distortion inextricably occur with significant levels of modulated
light intensity. Restricting the &ttention to the lowest order spatial harmonics
underestimates the nonlinearities, but leads to simple and powerful analytical
expressions for the temporal response that contain considerable physical in-
sight into the PICOC process and are unobtainable by any other analytical
technique.

With these comments as backdrop, we can now proceed with a more de-

tailed study of the recording process in Sect. 7.4 and of the readout process in
Sect. 7.5.

7.4 The Recording Process

During the recording process, a space-charge electric field E(z) is formed in the
photorefractive crystal in response to the combined illumination by a coher-
ent grating light btam rG(x) and an incoherent image beam IS(x). A physical
model describing this transcription process is reviewed in Sect. 7.4.1, and par-
ticular numerical and analytical solutions are listed for the simultaneous era-
sure/writing mode (SEWM). The implications of these results on the nonlinear
transfer function of the conversion process are explored in Sect. 7.4.2. Issues
affecting the resolution of the recording process are discussed in Sect. 7.4.3.
Finally, the temporal evolution characteristics are studied in Sect. 7.4.4.

T.4.1 Physical Model and Sample Solutions

The model of photoconductivity that is most frequently selected to describe
holographic grating formation in photorefractive crystals assumes a single mo-
bile charge species (electrons) and a single trapping level [7.13], although more
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intricate models involving hole transport (7.24.251 and multiple trapping levels
[7.26] have occasionally been proposed to achieve a better fit with particu-
lar experiments. The simple single trapping level/single mobile charge species
model which has been chosen to describe the PICOC recording. process consists
of the following set of equations:

a = - ([SGIG(x,t) + SsIs(z,t) + AI(ND - NV)--YRN n (7.9)
&D D

t + ; (7.10)

aE
z e(N+ - - N;)

j = enpE + Up (7.12)

in which
ND is the tc. J concentration of donor-like trapping centers,
N-DV is the concentration of ionized donor-like trapping centers

in quai-equilibrium under dark conditions,
N+(Z, t) is the concentration of ionized donor-like trapping centers,

N. is the concentration of negatively charged acceptor-like
centers that compensate for the charge N+3 under dark

thermal quasi-equilibrium conditions (N; is a constant of
the crystal),

n(z. t) is the concentration of electrons in the conduction band,
E(z, t) is the internal spece-charge electric field,
e is a positive number with magnitude equal to the electronic

charge,

SG is the cross section of photo-ionization for the coherent
grating beams with wavelength AG divided by the photon
energy, hereinafter referred to an a photo-ionization cross
section,

SS is the cross section of photo-ionization for the incoherent
image beam with wavelength As divided by the photon
energ, hereinafter referred to as a photo-ionization cross
section,

$ is the thermal generation rate of electrons into the
conduction band,
"is the carrier recombination constant,

rG (Z, t) is the optical intensity profile for the coherent grating,
IS(Z, t) is the optical intensity profile for the incoherent image,
j (Z t) is the current density in the crystal,
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AA is a positive number with magnitude equal to the charge

carrier mobility,
k is Boltzmann's constant,
T is the absolute temperature of the crystal,
6 is the static dielectric constant of the crystal, and

60 is the free space electric permeability.

Rationalized MKS units are assumed. The z coordinate is transverse to the
nominal light propagation direction, and parallel to the applied bias field di-
rection; t denotes time. Equation (7.9) is the rate equation describing the ex-
citation of electrons into the conduction band and subsequent recombination
into traps. Equation (7.10) states the conservation of electric charge. Equation
(7.11) is Maxwell's first equation for the electric field. Equation (7.12) defines
the current density in terms of drift and diffusion components. The material
parameters for bismuth silicon oxide assumed in the numerical calculations are
listed in Table 7.1 taken from the works of Tanguay [7.27] and Valley and Klein
[7.28]. We wish to solve the equations for the space-charge electric field E(z)
which is induced by exposure to the input optical intensities IG(z) and Is(Z).

Single Grating Response. Consider first the case of a single spatial frequency
grating IG(z), as defined by (7.1) of the previous section, recorded in the ab-
sence of an incoherent image beam IS(z). Because of the nonlinearity of the
recording process, the key variables of the photoconductivity model consist of
a superposition of harmonics of the incident light beam, i.e.,

n(x,t) = F nm(t)exp(imKGz), (7.13)
M= -00

+00

N"'(x.t)= • N+m(t)exp(imKGz) , (7.14)
11= -00

+n=00

E(z,t) = Em(t)exp(imKGz), and (7.15)
M=l~-00

j(z,t) = . jm(t)exp(imKGz) (7.16)
Mfl=-00

These harmonic decompositions can be substituted into (7.9-12), resulting in
a set of coupled differential equations defining the temporal evolution of each

harmonic component. This coupled set of equations can either be integrated
numerically, as demonstrated by Moehram et al. [7.16] on a reduced subset of
the equations, or else be solved approximately by perturbation series methods.

_* Consider first a perturbation series expansion in powers of the modulation

depth mG. Analytical expressions for the first order terms have been derived
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Table 7.1. Material parameters of bismuth silicon oxide (Bl 2 SiO 20 )

Parameter Symbol Value Reference

Mobility A 0.03cm 2 /Vs [7.28]

Carrier r 5 X t0o-s (7.28]
lifetime

Donor-like N0  1019 cm- 3  (7.28]
trap density

Dark ionized NID+q 1016 cm- 3  (7.28)
trap density

Recombination 'YR 2 X 1011 cm
3
/s [7.28]

coefficient
Dielectric C 56 (7.28]

constant

Symbol 488 rn 515 nm 633 nm Units Reference

Index of no 2.650 2.615 2.530 [7.27]
refraction -

Optical a 7.0 2.8 0.6 cm-1 (7.27]
absorption

Electrooptic r 41  4.52 4.51 4.41 pm/V (7.27]
coefficieint

Photo-ionization S 0  - 0.42 - cm 2 /Joule (7.28]
crosw section
(divided by
photon energy)

Note: A photo-ionizsation crow suction Ss at 488n m has been estimated to be of order
1 cm 2 /Joule by Ss = (a*•S/a&oAo)So, ammming identical quantum efficiency at 488 and
515 nm. However me the diwumion in Sect. 7.4.2 and Sprewe (7.30].

by Kvukhtsw et al. (7.18,19], such that in the steady state regime the first

spatial harmonic component E, of the space-charge field is given by

1 0 +iED(KG) (7.17)
2 D(KG)

to first order in the modulation depth maG, in which E0 is the applied bias
electric field strength. In (7.17), the denominator function D(KG) is defined
byby (KG) = A-E + iED(KG), (7.18)

Eq(KG)
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and the diffusion field E0D(KG) and the trap-limited saturation field strengthEq(KG) are dfied by

ED kTK0  , (7.19)

Eq D og(7.20)
0coKG

The trap-limited saturation field strength E9 defines the highest electric field
that can be generated by a sinusoidal charge distribution with maximum charge
density of I =,, -- N. For reduced values of N; (and hence of ND,), the
amount of space charge and resulting space-charge field strength is limited as
described by (7.17,18). Considerable variation has been reported in the litera-
ture in estimates of the equilibrium donor-like trap density N+ for bismuth
silicon oxide [7.291, which directly affects the estimate of the saturation field
strength Eq, and hence the upper limit on the space-charge field strength.

The first order perturbation analysis is accurate only in the limit of low
modulation depths maG, whereas many gratings are written with the highest
possible modulation depths. Solutions accurate at higher modulation depths
can be obtained by numerical methods, with sample solutions presented in
Fig. 7.11 showing the space-charge field profiles induced by a single grating fre-
quency in the steady state regime for various applied bias fields and various
grating frequencies. A modulation depth of mG = 0.99 and the material pa-
rameters listed in Table 7.1 are assumed for all curves. Note that even when
the writing light profile is cosinusoidal, the resulting space-charge field pro-
files exhibit significant distortion because of the nonlinearity of the recording
process.

In practice, only one of the multiple spatial harmonics of the coherent
grating wave vector KG can dominate the optical readout process because the
grating is typically recorded very deeply into the Bragg regime. Figure 7.12
therefore shows numerical solutions for the strength of just the first spatial
harmonic component of the space-charge field El as a function of the modula-
tion depth mG (labeled in the figure as mG in anticipation of the two grating

transcription discussion that follows, but to be interpreted for now as mG).
The family of curves shown in Fig. 7.12 is parametrized by the ratio Eq/Eo,
which scales the relative magnitudes of the trap-limited saturation field to the
applied bias field. Those portions of the response curves in Fig. 7.12 that can
be approximated by a straight line, namely for low levels of the modulation
depth mG up to about 0.5 or so, are the regions in which the linear approxima-
tion of Kk/ttarev et a&. (7.18,191 most accurately describes the transcription
process. In anticipation of the discussion of nonlinear PICOC response given
in Sect. 7.4.2, we find that high effective modulation depths mf (defined by
(7.23) below) for which the linear approximation breaks down are associated
with weak levels of average incoherent image intensity 11 compared with the
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average coherent grating light intensity 10, while low modulation depths for
which the linear approximation is most accurate occur for strong levels of av-
erage incoherent light illumination I.

Two Grating Transcription. When an incoherent image beam is present simul-
taneously with the coherent grating, as in the simultaneous erasure/writing
mode (SEWM), then additional terms corresponding to harmonics of t1e image
Crequencies must be included in the space-charge field. Consider for example an
image consisting of just one sinusoidal component, as given by (7.2), with a re-
sulting space-charge field decomposition of the form of (7.3). Double harmonic
decompositions analogous to (7.3) can be assumed for each of the variables in
the photoconductive equations (i.e., the ionized trap density ND+, the electron
density n, and the current density j).

The resulting set of coupled differential equations can be solved either
numerically or by a perturbation series analysis with respect to this harmonic
decomposition, with the latter being the approach adopted herein [7.22]. The
perturbation series approach leads to analytical expressions for the linear terms
Et0 and E01 of the form

Elo = 1 SG 0  Eo + iED(KG) (7.21)
2 =- mGsr + Ss D(KG)

1 Ss 11 Eo + iED(Ks) (7.22)
= 2 m SGo + SSI D(KS)

as given in Appendix 7.A and detailed in (7.22]. These expressions correspond
very closely to (7.17), the first order field exprefison derived by Kuktbareu et
al. [7.18,19]. The effective modulation depths mf and mf in (7.21,22) which
account for the reduction of the original modulation depths mG and ms by
the presence of both the incoherent image and the coherent grating beams are
defined by

G MG SG*O + Ss(7.23)

"1SSI (7.24)"• ="SGIo + SsII

The expressions (7.21,22) can be simplified over broad opermting regions as
follows. For spatial frequencies less than of order 200 cycles/mm and bias fields
over 2 kV/cm, and assuming the equilibrium donor-like trap density NDq given
in Table 7.1, the denominator terms D(KG) and D(KS) can be approximated
by unity, and the diffusion field ED can be neglected in favor of the applied
bias field. For higher spatial frequencies, the denominator factors D(KG) and
D(K') and the diffusion field ED primarily contribute a phase shift to the
coherent grating's charge distribution, with negligible degradation of its mag-
nitude. (This assertion is justified in the discussion on material limitations in
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Sect. 7.4.3.) Thus the lowest harmonics of the space-charge field can be approx-
imated by

S= -fm E0  (7.25)

E01 = _jMefEo .(.6

By invoking similar approximations, the magnitude of the intermodula-
tion term Ell, which is crucial to the incoherent-to-coherent optical conversion
process, is well approximated by

El= imefm~e 0  (7.27)

as discussed in Sect. 7.4.3 and in [7.221. An identical expression for ElI was
derived by Marrakchi et al. (7.81, starting from the constant recombination time
approximation discussed in Sect. 7.3.1. This derivation involves an additional
linearization of the response in the limit of low modulation depths m6ff and

ffG

In addition to the magnitude expressed by (7.27), the perturbation series
analysis predicts that the E11 field is phase shifted with respect to the incident
coherent grating. For steady state response in SEWM, this phase shift does not
significantly impact the performance of the conversion process, assuming that
it remains reasonably constant over the recording bandwidth; for temporal
response it can significantly degrade the usefulness of PICOC for particular
optical processing architectures.

Equations (7.25-27) indicate that the SEWM response in the steady state
limit is predominantly governed by the reduced modulation depths m~ff and
m•. The consequent impact on the overall readout image light intensity and
on the modulation transfer characteristic is discussed in the nonlinear transfer
response analysis, presented next.

7.4.2 Nonlinear Transfer Response

The image transfer for PICOC involves a performance trade-off between two
competing mechanism: the contrast ratio (which involves the ratio of II and
110) improves steadily with increasing intensities of incoherent image-bearing
light (in the absence of spatial filtering), but at the same time the average
intensity (which involves .10 alone) steadily declines with increasing incoherent
intensity because the uniform background in the incoherent light erases the
carrier grating pattern in the photorefractive crystal.

In many optical information processing applications, optimization of the
image contrast ratio is desimble within the image intensity constraints implied
by the performance tradoff described above. In other types of sigpn•l process-
ing applications such as correlation with a Vander Lugt filter, the dc image
content contained in the I10 difaction component does not contribute to the
processing, or can be readily modified by spatial filtering, whereas maximizing
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the intensity of nonzero spatial frequency components such as I11 is critical to
good conversion performance. For these cases, an optimum level of incoherent
image-bearing beam intensity exists for maximizing the Ill component, beyond
which the Il I component decays because of space-charge erasure. Therefore the
following study of the nonlinear transfer response includes explicit considera-
tion of the III diffraction order term.

To obtain a quantitative estimate of these effects, consider as a represen-
tative example the simultaneous erasure/writing mode (SEWM) in the steady
state regime, with a single spatial frequency coherent grating given by (7.1),
and a single spatial frequency incoherent image profile given by (7.2). One
possible method of assessing the image transfer response is to determine the
modulation depth of the readout image as a function of the input (incoher-
ent and coherent) light characteristics. A convenient parameter that describes
these characteristics is the product B R, in which R = 11/1o is the ratio of the
average incoherent image light to the average coherent grating light intensity
levels, and B = SS/G is the ratio of the photoconductive sensitivity of the
incoherent image beam with respect to the coherent grating beam. With these
definitions, the effective modulation depths m~ef and ms defined by (7.25,26)
can be expressed as

+f= G and (7.28)1SBR

moff = + B R- 1+BR

The diffracted intensity 11o is directly proportional to the square of me, while
the modulation depth of the readout image is similarly proportional to m;!.
The image transfer response is plotted in Fig. 7.13, which shows the improve-
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ment in modulation depth of the readout light beam with increasing levels
of incoherent image illumination, but with concomitant decay of the average
transferred image intensity 110.

An unusual but intuitive feature of the photorefractive incoherent-to-co-
herent conversion process (as opposed to more typical linear spatial light mod-
ulation techniques) is that the image quality is primarily determined by the
ratio of the incoherent image intensity to the coherent grating intensity, not
by the aum of these intensities (assuming negligible dark conductivity a in the
photogeneration rate equation (7.9)). Remember, however, that this analysis
assumes a recording process that has already reached steady state, and hence
does not address the question of the time required to reach saturation, which
is indeed a function of the total light intensity. Temporal response issues are
considered in Sect. 7.4.4 below.

To test the predictions of this nonlinear transfer model, the erasure of the
readout beam's first diffraction order Ito in response to spatially uniform inco-
herent illumination has been measured by the nondegenerate four wave mixing
configuration discussed in Sect. 7.2, with results as shown in Fig. 7.14. The grat-
ing was written with the 515nm line of an argon ion laser, while the 488 am
line was used to simulate the spatially uniform image beam. For comparison,
predictions of two different models of the conversion process are included in
Fig. 7.14. The curve labeled "linear approximation" corresponds to the per-
turbation analysis term E10 presented in this chapter, while the second curve
labeled "constant recombination time approximation" derives from (7.9) of the
previously published model [7.81, which in turn is based upon the saturation
regime model of Moaromn et al. [7.161. The linear approximation model has
been scaled in intensity to match the experimental points at R:= 0.6, sad the
constant recombination time approximation (Moharam's analytical solution)
has been scaled to converge with the linear approximation for very large beam
ratios R.

• ~ ~ ~ ~ ~ 2 1 .0 ,,,,,,,,,
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a0.8 d a 0.13 cm
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Note that the experimental data points and both models converge reason-
ably well for high levels of incoherent image illumination, which correspond to
larre intensity ratios R that by (7.28) imply small effective modulation depths
m-W. Recall from Fig. 7.12 that small modulation depths correspond to the
most accurate region of the linearized models of the-recording process, as as-
sumed in the lowest order terms of the perturbation analysis (as well as in
the linearized constant recombination time approximation discussed following
(7.27), which was shown to yield expressions identical to the perturbation anal-
ysis). In contrast, for small intensity ratios R with concomitantly large effective
modulation depths me , the full nonlinear constant recombination time model
as developed in (7.8] offers a significantly better recording approximation than
the linearized models for the simultaneous erasure/writing mode (SEWM) in
saturation, as shown clearly in Fig. 7.14 by the curve marked "constant recom-

bination time approximation". Note in addition that the choice of scaling of the
constant recombination time approximation does not automatically guarantee
good agreement with the data near R = 0.

A more challenging test of the theory is to predict accurately the conversion
response to a sinus oidally modulated image beam. Such a test can be performed
with the nondegenerate four wave mixing geometry described previously in
which a 488 nm argon ion laser line passes through a Michelson interferometer to
generate a sinusoidal spatial modulation, as shown in Fig. 7.15. The sinusoidal
image modulation introduces an additional diffraction order In not observed
in the uniform erasure case. The diffracted light sideband intensity In has
been measured as a function of the intensity ratio R, with results as shown in
Fig. 7.16, and as compared against the theoretical prediction of the perturbation
expansion method.

The general features of Fig. 7.16 can be understood with reference to
Fig. 7.13. For low levels of image intensity, corresponding to low intensity ra-
tios R, the coherent grating's charge pattern is not significantly erased by the

M4

M21

Filg. 7.15. Experimntal arrnamlement for seasitivity and trander function rmesmurements, as
decribed in detail in the text
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image beam, as indicated by the high level of ho in Fig. 7.13. In this regime,
increasing the incoherent image-bearing light intensity increases the transfer
of image modulation onto the space-charge grating profile without destroying
that profile. For high levels of incoherent light intensity, corresponding to larger
intensity ratios R, the transfer of image modulation onto the coherent grating's
space-charge field profile is very high as shown by the readout beam's modula-
tion depth curve in Fig. 7.13, but the high intensity of the uniform incoherent
image light I1 strongly erases the coherent grating's space-charge profile, as
shown by the I10 curve in Fig. 7.13. Hence the III diffracted light component,
which is derived from the combination of the modulation depth and the average
grating intensity /'o, exhibits the peaking behavior shown in Fig. 7.16.

The match between the theoretical curve in Fig. 7.16 and the experiment
is not expected to be perfect because the perturbation theory requires small
modulation depths mG and ms for reasonable accuracy, whereas the exper-
iment is configured with the highest possible modulation depths. To impose
small modulation depths in the experiment would make the diffrcted 111 light
intensity too weak to measure reliably, so a more exacting test of the theory
must await numerical modeling of high modulation depth transcriptions.

An additional difficulty in achieving agreement between the theoretical
models and the experiment concerns the appropriate value for the photocon-
ductive sensitivity ratio B. For the experiment described in Fig. 7.14, in which
the coherent writing wavelength is 515 m, and the incoherent image wave-
length is 488 am, an estimate of B = 2 can be derived from a single photon
absorption model that assumes the quantum efficiencies of the photoconductive
processes for both the coherent grating beam and the incoherent image beam
to be identical [7.81. However, measurements of the photoconductive quantum
efficiency reported by Spymye [7.30J show a strong dependence on the light
wavelength, such that an increase in the sensitivity ratio B by a factor of 1.5
can reasonably be argued due to this dispersion of quantum efficiency. Further-
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more, this factor can be expected to vary from one crystal sample to another,
depending upon the detailed growth conditions. On the other hand. a reduc-
tion of the effective sensitivity ratio B of as much as 1.7 can also be argued
for the crystal thickness used in this experiment because of the dispersion of
the optical absorption, i.e., the ratio of coherent grating to incoherent image
beam intensities changes continuously as both beams propagate through the
crystal [7.8]. Because of these conflicting arguments, the nominal ratio of B = 2
in Figs. 7.14 and 7.16 has been assumed for the wavelengths considered. This
gives a good fit for the uniform erasure I1o experimental points, especially for
the constant recombination time approximation, but this ratio causes the pre-
dicted modulated erasure III curve to peak at a significantly lower intensity
ratio R than is indicated by experiment.

In summary, the broad features of the recording nonlinearities are well
understood and successfully modeled by the perturbation series approach, e.g.,
the decay of the coherent grating pattern with increasing amounts of image
intensity, and the dependence of the 11 diffracted light intensity component
on exposure parameters. Detailed agreement will require both further analy-
sis to model the nonlinearities more accurately, and better information about
the wavelength dispersion of the photoconductive sensitivities of the coherent
grating and the image-bearing beams.

7.4.3 Spatial Resolution ieu. for the Recording Process

A number of distinct factors influence the ultimate resolution achievable with
the PICOC spatial light modulator. These factors can be classified as geometric,
configurational, and materials related in nature. The geometric and materials
related factors influence the recording of the image, and hence are reviewed in
this section. The configurational factors influence the readout of the volume
gratings, and as such are reviewed in the subsequent section.

Geometrical Limitations. Geometric resolution limitations derive principally
from the incorporation of an incoherent imaging system in the four-wave mix-
ing geometry, and from the finite crystal thickness d required to create a vol-
ume holographic grating. These effects are illustrated in Figs. 7.17 and 7.18.
Distinctly different resolution performance is expected, depending upon the
optical absorption coefficients aG of the coherent grating light and as of the
incoherent image light.

Figure 7.17 describes the case for low optical absorption (aGdc 1 and
asdC 1), such that the induced holographic grating has essentially uniform
amplitude throughout the volume of the crystal. As can be expected from
physical considerations, the optimum focal point occurs in the center of the
crystal, and is not localized on the front surface of the crystal. The spatial
frequency response will then be proportional to (W/2)-I, which in turn is
equal to 4noF#/d for the case of 1:1 imaging, in which W is the diameter
of the incoherent image beam at the front surface of the crystal (as shown in
Fig. 7.17), no is the refractive index of the electrooptic crystal, F# is the F-
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number of the incoherent imaging system, and d is the crystal thickness. Fot
example, for n0 = 2.5, d = I mm, and an F-number of 5, the resolution limit
is approximately 50 cycles/-m.

In contrast, Fig. 7.18 describes the case for which OGd > 1, such that the
induced holographic grating has significant amplitude only within a thin layer
of thickness dc = a0-. In this case, the resolution is given by 4nOF#&G. For
no = 2.5, d = Imm, 00 a , 100 cm-1, and an F-number of 5, the resolution
limit is approximately 500 cycus/rm, a factor of 10 improvement in resolution.
However, the diffraction efficiency is reduced by a factor of order 100 because of

• the reduction in effective thickness of the grating. If the absorption coefficient
as is chosen to be significantly larger than aG, then the resolution will be
constrained by as instead of *(.

Matia l Limitatame. An additional resolution limitation stems from material-
dependent parameter constraints which influence the physics of grating forma-
tion, in particular the finite supply of compensating traps N;, which is equal
to the equilibrium donor-like trap density N+. If the trap density is limited,
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then the space-charge field that can be recorded is similarly limited because suf-
ficient space charge cannot be generated to establish any higher field strengths.
This limitation becomes progressively more severe at higher spatial frequen-
cies as expressed by the D(KG) factor in (7.17), in which the trap-limited
saturation space-charge field Eq is a function of the spatial frequency and the
equilibrium donor-like trap density Neq, as shown in (7.20). The reduction
in space-charge field with an increase in spatial frequency (as exhibited by a
corresponding decrease in Eq) is shown in Fig. 7.12. If an unlimited supply of
compensating trap@ were available for establishing the space-charge field, then
the saturation field E9 would be infinite and the factor D(KG) would converge
to unity, indicating negligible degradation in the space-charge field. In practice,
the finite level of compensating traps leads both to a reduction of the space-
charge field and to a phase shift as consequences of the finite saturation field.
These two effects are discussed in more detail below.

Consider for example an equilibrium donor-like trap density ND'eq of 1016

cm- 3 and a coherent grating frequency of 300 cycles/mm, which implies a sat-
uration field Eq of order 19 kV/cm and a diffusion field ED of order 0.5 kV/cm.
For an applied bias field of 6kV/cm, the effect of the factor D(KG) in (7.17)
is only a 5% reduction in the magnitude of the induced space-charge field in
the linear approximation. As these parameters are typical of PICOC opera-
tion, the resultant effect induced by this mechanism on the spatial frequency
response is therefore negligible compared with alternative response degrada-
tion mechanisms such as Bra" detuning on readout, as discussed in the next
section.

The addition of harmonic components to the image will in general intro-
duce an additional amplitude variation in the space-charge field through the
denominator factor D(K) in (7.17) (as shown explicitly in (7.A4) of Appendix
7.A). This variation is negligible compared with the effect induced by the co-
herent grating spatial frequency described above.

To verify the predicted high bandwidth of the recording process and to
eliminate depth of focus issues as discussed previously, the Michelson interfer-
ometer configuration shown in Fig. 7.15 was used to record sinusoidal i
patterns onto a bismuth silicon oxide crystal. The ratio R of the image-bearing
light intensity I to the coherent grating light intensity 1' was adjusted exper-
imentally to maximize the intensity of the Ill diffraction order. As the image
grating frequency was varied, the angular alignment of the readout beam was
also varied to maintain optimum Bragg angle alignment, thereby removing
Bragg detuning effects on the readout resolution. Thus the measured diffracted
intensity I•l corresponds to the strength of the space-charge field stored in
the crystal, with results as shown in Fig. 7.19. A slight decrease in diffrac-
tion efficiency with increasing spatial frequency is observed, but the effective
bandwidth for grating writing far exceeds the expected bandwidths for Bragg
detuning on readout, as discussed in the readout section below.

A far more serious implication of (7.17) for the space-charge field compo-
nent El is a shift in the phase of the recorded space-charge field profile with
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respect to the incident coherent grating illumination profile. Considering again
an equilibrium donor-like trap density N+ of 1016 cm- 3 , a coherent grating
frequency of 300 cycles/ram, and an applied bias field of 6 kV/cm, the resul-
tant phase shift is of order 180. This phase shift poses no problems for PICOC
performance so long as it remains uniform over the ful aperture of the photore-
fructive crystal and the full bandwidth, as it in fact varies weakly with KS and
ms. On the other hand, an image-induced differential phase shift can prove to
be problematic for particular optical processing architectures.

Resolution Anisotropy. A final resolution issue that has been predicted by the
perturbation series is a moderate anisotropy in the recording of image structures
parallel as opposed to perpendicular to the applied bias field for the simultane-
ous erasure/writing mode (SEWM), and a severe resolution anisotropy for the
grating inhibition mode (GIM). Features of this analysis are quite intriguing
and hence are briefly reviewed here.

The perturbation series analysis is conducive to a physically intuitive inter-
pretation of the perturbation terms as a sequence of discrete recording events.
For the simultaneous erasure/writing mode (SEWM), two recording paths con-
tribute to the II diffraction order. In one recording path, the incohereat image
writes a space-charge field E01, independent of the coherent grating profile.
This space-charge field E01 then modulates the recording of the coherent grat-
ing light beam. This transcription path is analogous to the grating inhibition
mode (GIM). In the second SEWM transcription path, the coherent grating
profile writes a space-charge field E10, which then modulates the recording of
the incoherent image-bearing beam. This second path is analogous to the grat-
ing erasure mode (GEM). The GEM-like path exhibits nearly perfect isotropy
of response to an arbitrary image, but the GIM-like path exhibits a very strong
anisotropy, with image structures oriented perpendicular to the applied bias
field generating much weaker space-charge fields than structures oriented par-
allel to the bias field.

To elaborate, consider an image profile consisting of a single spatial fre-
quency, simil to (7.2), but oriented such that the wave vector KS is orthogonal
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to the applied bias field Eo. Thus the incident image intensity Is(y) is given

by

Is(y) = 1i (1 + ms coo Ksy), (7.30)
in which the y axis is orthogonal to the applied bias field E0. This image profile,
in combination with the coherent grating profile as given by (7.1), induces a
space-charge field E(z, y) of the form

E(z, y) = iEjo cos KGz + •Eo cos Ksy

+ (iElix + jE 11y) coo KGx coo Ksy
+ higher order terms (7.31)

in which i and j are unit vectors parallel and perpendicular to the applied bias
field respectively.

Terms such as E01 and Elly involve recording a charge pattern along
a directional orthogonal to the applied bias field, and hence do not benefit
from the enhancement of the photoconductivity induced by this applied field.
In practice, these terms are very much smaller than terms such as E1 0 and
EItx which involve recording a charge pattern along a direction parallel to
the applied bias field. Analysis using the perturbation method shows that the
EIIx term is reduced by a factor of two compared with the Ell term given
by (7.5) that results when the image wave vector Ks is parallel to the applied
bias field E0 .

Thus we find that the material limitations on recording resolution are neg-
ligible compared with the geometrical limitations, which in turn are of compa-
rable magnitude to the Bragg sensitivities on readout to be discussed in the
Sect. 7.5.

7.4.4 Temporal Response

A temporal response analysis is necessary for the study of the grating inhibition
mode (GIM) and the grating erasure mode (GEM) since these involve tempo-
ral sequencing, and the issue of timing is crucial to the optimization of their
performance. The temporal analysis is also of interest for the simultaneous era-
sure/writing mode (SEWM) because it clarifies the duration and nature of the
transient writing period before a stable response is achieved, and also because
it leads to a very important reciprocity law between the incident light power
and the response time of the converter (assuming that the dark conductivity of
the photorefractive crystal can be neglected). A final and very important issue
that arises from the temporal response is an image-induced phase modulation
of the coherent grating's charge profile that can degrade PICOC performance
in some coherent processmg architectures.

The analysis reported here is restricted to small modulation regimes for
simplicity. The results are modified substantially when operating with large
modulation depths. In particular, the transient period increases significantly in
such a regime.
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To introduce some of the key concepts, consider the temporal evolution
of the space-charge field in response to coherent grating illumination in the
absence of an incoherent image. Kukhtarev's study of this problem using first
order perturbation analysis (7.19] (in the absence of self-diffraction effects) has
shown that if the photorefractive crystal is illuminated with an intensity

r(xrt) = 0 for t<O (7.32)

0I-o{+mGcoeKGz) for t>0

then the space-charge field component E1 (t) has the form

El(t) = - mG[EO + iED(KG)]D(KG)-1 {1 - exp[ - t/T(KG)]} (7.33)

in which D(KG), ED(KG), and Eq(KG) have been defined by (7.18-20). The
time constant T(K) is defined by

T(K) = To 11 - i(Eo + iED(K)I/EM(K). (7.34)"{1 - i[Eo + iED(K)]1/Eq(K)1

in which To is the dielectric relaxation time, defined by
T0 . , (7.35)

0 eno

and no is the zeroth order estimate of the electron density given by

no = SGrONDr - (7.36)

In (7.36), r is the free carrier lifetime, as given by

S-(7.37)

A group of parameters occurs in (7.34) having the dimensions of an electric
field. This field parameter is assigned the symbol EM(KG), and is defined by

Em(KG) = (pKGrI"-1 (7.38)

The physical interpretation of this feld parameter can be best understood by
considering the average transport length of the mobile charges. When the drift
contribution to the current density in (7.12) dominates over the diffusion con-
tribution, the mobile charges during their limited lifetime r travel an average
distance L = prE while under influence of an electric field E. The drift trans-
port length is equal to the grating period when the field strength E = 2rEM.

The space-charge feld in (7.33) exponentially approaches its saturation
limit, generally with a complex time constant T(KG) which denotes oscilla-
tory as well as decaying behavior. At low spatial frequencies, the drift-induced
transport length is very short compared with the grating period (equivalent to
having a field EM large compared to the applied bias field Eo). In this case,
the decay predicted by (7.33) is governed essentially by the dielectric relaxation
time To and exhibits negligible oscillatory behavior. This gives the famtest posi-
ble response time. For higher spatial frequencies and high applied bias fields, for
which the drift-driven charge transport length greatly exceeds the grating pa-



riod, the response time increases substantially beyond the dielectric relaxation
time and in addition the response exhibits oscillatory behavior. An intuitive
interpretation of this phenomenon is that the finite transport length blurs the
charge pattern being transcribed, forcing a longer recording time to achieve
a given level of charge profile modulation. Furthermore, the blur pattern is
one-sided because the applied bias field forces the mobile charges always in one
direction, inducing a phase shift of the charge pattern being transcribed. In all
cases, the response time is inversely proportional to the incident light intensity,
so that doubling the incident intensity reduces the response time by a factor of
two.

By similar analysis, one finds that the erasure of the resulting space-charge
field by a spatially uniform incident fight beam also exhibits an exponential
response with a time constant that is inversely proportional to the erasure
light intensity. In the absence of an applied bias field, this response is described
by a simple exponential function with no shift in the phase of the coherent
grating's charge profile. In the presence of an applied bias field, the uniform
erasure light beam induces a drift of the charge pattern that was originally
recorded by the coherent grating beams, resulting in a phase modulation as
well as an amplitude modulation.

Let us now review the analysis of one particular version of the simultaneous
erasure/writing mode (SEWM) for the photorefractive incoherent-to-coherent
optical conversion (PICOC) process. Consider a crystal in which a coherent
grating of wave vactor KG has been written and has reached steady state. At
time t = 0, an incoherent image grating with wave vector Ks is turned on. The
intensity incident upon the crystal is then described by

AX, 0 = Io(1+mG cos Kcz) for t<O
fIo(l+macooKGz)+Ii(l+mscosKsz) for t>0

(7.39)

The temporal evolution of the various components of the space-charge field
can be solved by perturbation techniques, valid for small levels of the modula-
tion depth mra, with explicit expressions for the lowest order terms as presented
in Appendix 7.A. In particular, the temporal response of the Ell component
has the general form

E1 I(t) = MO + MI exp[ - t/TI(KG)] + M2 exp[ - t/T 2 (Ks)]

+Msexp[-t/TS(KG+Ks)]+M4exp[-t/T4 (KG,Ks)]
(7.40)

in which the M's are complex coefficients that depend upon the applied field,
material parameters, and the incident light intensities, with explicit p ons
as given in Appendix 7.A and in (7.22]. Time constants TI, T2 , and T3 are given
by (7.34) for spatial frequencies corresponding to KG, Ks, and (KG + Ks), re-
spectively. The fourth time constant T4 is given by

T4(Ko,Ks) - [I/T(KG)+ 1/T(Ks)]-1 (7.41)
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The first term M1 corresponds to the recording of the coherent grating wave
vector KG in the absence of the image profile. The second term M 2 corre-
sponds to the recording of the image profile wave vector Ks in the absence
of the coherent grating. The third term M3 corresponds to the recording of
the intermodulation frequency KG + KS, and represents a resonant response
of the system of photorefractive equations. The fourth term M4 corresponds
to the nonresonant response driven by the product of the coherent grating and
the incoherent recording processes, which arises through the nonlinearity of
the recording process. The steady state value of the Ell field component is
governed by the term Mo.

The longest response time to reach steady state is comparable in value
to the pure coherent grating response as discussed above in (7.34-38) and in
(7.191. This overall response time t.7 . obeys the following reciprocity law

G

= SGIO + S! 11 (7.)
in the absence of appreciable dark conductivity 0 in the photorefractive crystal,
in which the proportionality constant G involves only material parameters and
the applied bias field Eo. As a result, the rate at which new information can be
recorded is determined by the total available intensity incident on the crystal.

Similar temporal response analyses have been performed for both the grat-
ing inhibition mode (GIM) and the grating erasure mode (GEM) (7.22). In the
GEM mode, the response time constant of the system is inversely proportional
to the incoherent erasing intensity 11, rather than the sum of the incoherent
and coherent intensities. Conversely, in the GIM mode, the response time con-
stant of the system is inversely proportional to the coherent grating intensity
ro.

Sample perturbation analysis solutions for GEM, GIM, and SEWM are
-hown in Figs. 7.20, 7.21, and 7.22 respectively for a 1 mW/cm2 average in-
tensity coherent grating beam at 515nam wavelength with a grating spatial
frequency of 300 cycles/mm and a small modulation depth mto, a I mW/cm 2

average intensity incoherent image-bearing beam at 488am wavelength with
an image spatial frequency of 10 cycles/mm and also with a small modulation
depth ms, an applied bias field of6 kV/cm, and with the material parameters
for bismuth silicon oxide as given in Table 7.1.

Figure 7.20 shows the GEM response for three diffracted light componentrs
the direct recording d the unmodulated coherent grating component 1o, the
direct recodimng of the o image-bearing beam rot, and the intemodu-
lation component 1I (the image-modulated grating component). The coherent
grating has been recorded to saturation and then turned off before the time
interval shown in the figure. The time t - 0 is defined when the image-bearing
beam is turned on. Thus the coherent grating frequency component 110 starts
at its saturated leved and decays fr times t > 0 because of erasure by the imae
bearing beam. The direct recording of the image-bearing beam I18 grow from
an initial value of zero to its saturation level Note that the reponse time for
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Fig. 7.20. Temporal evolution for the grating erseue mode (GEM) me predicted by the
perturbation series analysis. Time t = 0 starts aftr the coherent grating has been recorded
and the incoherent image-beaing beom has just been turned on. In general the 1II diffraction
component would be much smaller than either the 11o or the 101 compmoents in this and
in the next two figures, corresponding to small modulation depths mW and mf, but for
simplicity all three curve awe shown as if those modulation depths w unity

Fig. 7.21. Temporal evolution for the grating inhibition mode (GIM) as predicted by the
perturbation eerie analysis. Tim* t = 0 starts after the incoherent imagp-bearing beam has
been recorded and the coherent grating beams have just been turned on

the l0l image component, with its much lower spatial frequency, is significantly
faster than that for the 110 coherent grating component, with its order of mag-
nitude higher spatial frequency. The image-modulated grating component 11,
exhibits a temporal response which is derived from a combination of the 110
and Io0 response, eventually evolving into a slow decay in time when the inco-
herent image-bearing light beam erases the coherent grating. The 11, intensity
is eventually erased by the image-bearing beam for very long recording times,
so that the image-bearing light exposure time must be truncated.

Figure 7.21 shows a similar set of temporal response curves for the grating
inhibition mode (GIM). The image-bearing light has been recorded to satura-
tion, then turned off before the time interval shown in this figure. Time t = 0
is defined when the coherent grating light is turned on. In this mode, the pure
coherent grating component Iho starts with zero intensity and gradually grows
to saturation, whereas the directly recorded incoherent image-bearing beam
ro0 starts from its saturation level and is quite rapidly erased by the uniform
component of the coherent grating light. The image-modulated grating compo-
nent rII shows initially a very rapid rise, followed by a much slower erasure by
the coherent grating beam, eventually decaying to zero for very long recording
times. In GIM, the image-modulated grating '1l component generally falls far
short of its levels for GEM and SEWM, at least as predicted by the pertur-
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Fig. 7.22. Temporal evolution for one verimon of the simultaneous eramare/writing mode
(SEWM) ae predicted by the perturbation series analysis. Time t= 0 starts after the coherent
grating has been recorded and the incoherent image-bearing beam has just been turned on

Fig. 7.23. Measured diffraction efficiency of the ItIj beam (strongly modulated erasure) as
a function of time for two values of the signal intensity for the simultanecous erasure/writing
mode, shown for comparison with the corresponding theoretically predicted response curves
from the perturbation series analysis. In this figure, Is is the intensity of the signal beam(s),
IG is the intensity of the grating recording beams, *nd IR is the intensity of the readout
beam

bation series analysis, because the direct image recording is erased before the
coherent grating recording has a chance to grow.

Figure 7.22 presents the simultaneous erasure/writing mode response, as
suming the temporal sequencing given by (7.39). The pure coherent grating
recording l10 starts with its initial saturation level at time t = 0, and slowly
drops to a reduced saturation level. The direct recording of the incoherent
image-bearing beam Iol rapidly builds from zero intensity to saturation. The
image-modulated grating component 111 exhibits strong oscillations, eventu-
ally settling at its saturation level, with a response time much longer than that
of the 101 component.

Measurements of the temporal response of the 11, diffraction order are
compared in Fig. 7.23 with the temporal response solutions generated by the
perturbation seiesi analysis for the cases of intensity ratios R = 1.5 and R = 5.0
and for a grating written in the 9n Id InraP simultaneous erasure/writing;
mode (SEWM). The uxperiment. are shown as solid lines, the theoretical pre-
dictions as dashed lines. In this figure, the coherent grating is established in
the saturation regime at time t = 0, at which point the incoherent erasure
beam is allowed to expoe the crystal, as given by (7.39). For a small R ratio
(1i = -3a 0.8 mW/cm23 in Fig. 7.23), the experimental diffraction efficiency
increases '--to Icaly, at least within the time interval of this figure. For
a strong incoherient beam (11 = 13 = 2mW/cm2 in Flig. 7.23), a transient



effect appears in the experimental response within this same time interval. iai-
tially, the incident beam diffracts from the composite grating at wave vector
(K; + KS) to generate a rapid rise in the amplitude of II, but the strong
incoherent illumination eventually erases the coherent grating and hence the
diffraction efficiency decreases to a small steady-state. value.

The theoretical curves are scaled in peak intensity and in dielectric relax-
ation time to achieve a reasonable match with the experiments, but once the
scale is defined for one curve, it fixes the scale for both theoretical curves. The
dielectric relaxation time needed to achieve agreement between the theoretical
curves and the experimental data is a factor 3 slower than that derived from
the bismuth silicon oxide parameters given in Table 7.1 per (7.35-37). When
comparing the theoretical with the experimental curves in Fig. 7.23, it should
be noted that the theory is most accurate for low modulation depths, whereas
the experiment is performed with the highest possible modulation depths for
both the coherent grating and the incoherent image beams. Even so, the match
between the theoretical response and the measured response is quite striking.

The time constant for this particular set of experimental parameters is
in the range 0.5 to 1.5s. To achieve conversion rates of 30 frames per second
in bismuth silicon oxide, a total light intensity of order 35 to 45 mW/cm2 is
extrapolated, based upon the reciprocity law given in (7.42), and assuming
that the ratio of incoherent image-bearing light to coherent grating light is
kept constant.

7.5 The Readout Process

The readout process consists of the optical modulation of the coherent readout
beam by the space-charge field. This modulation occurs in PICOC through the
linear electrooptic effect which modifies the refractive index within the photore-
fractive crystal, thus establishing a volume phase grating. The phase hologram
is then read out by a coherent auxiliary beam to achieve the conversion.

The diffraction characteristics of such volume phase gratings have been
studied using many different analytical techniques, including coupled wave
analysis by Kogelsik [7.31] with extensive numerical studies by Klein and Cook
(7.32], a Born approximation to a scattering integral by Gordon (7.33], and
the optical beam propagation method by Yemck and Thlyea [7.34] and John.
son and Toanrw [7.35]. Methods for studying the polarization properties of
light diffraction in electrooptic crystals such as bismuth silicon =dde include
anisotropic versions of the coupled wave formalism (7.23,36] and the optical
beam propagation method (7.35].

This section examines the readout of the phase gratings and its conse-
quences for the performance of PICOC as a spatial light modulator. Because of
the high spatial frequencies typically used in PICOC, the grating exhibits pro-
nounced Bragg diffraction characteristics with rapid degradation of the read-
out quality whenever the Bragg condition is detuned, whether by increasing
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the spatial frequency of the incoherent image, by slight angular misalignment,
or by sub-optimum alignment of the incoherent image beam. The Bragg sensi-
tivity is discussed in the section on the isotropic phme grating properties. In
addition, because of the optical activity exhibited by bismuth silicon oxide, the
polarization states of both the transmitted probe light and the diffracted signal
light will in general be elliptical, with implications for the optimum readout
conditions, as discussed in the section on polarization properties.

7.5.1 Isotropic Phase Grating Model

The space-charge field induces a small perturbation in the index of refraction
through the linear electrooptic effect, such that

,dn(z) = jn•r4rE 1 cos (KGz) (7.43)

in which no is the nominal index of refraction and r41 is the electrooptic co-
efficient appropriate for bismuth silicon oxide. The index perturbation in turn
modulates the optical phase fronts of an incident light beam. Thus the sinu-
soidal space-charge field induces a volume phase grating in the crystal. To gain
some feeling for the readout performance issues involved in PICOC, consider a
2 mm thick piece of bismuth silicon oxide with a simple unmodulated sinusoidal
grating with spatial frequency of 300 cycles/mm, space-charge field of 5 kV/cm,
and probed by a 633 nm laser beam. A space-charge field El of order 5 kV/cm
induces an index perturbation dn of order 2 x I0-5, assuming the material
parameters for bismuth silicon oxide listed in Table 7. 1.

Dimensionless parameters that characterize the diffraction characteristics
of such a phase grating include the grating thickness parameter Q and the
grating strength v, defined by

AR 'RQ= _:a and (7.44)

= 7rnd (7.45)

in which AR is the waelength of the readout light in usuo and d is the thick-
ness of the grating [7.32]. For a 300 cycles/mm grating in a 2 mm thick crystal,
read out by a 633am laser beam, the associated thickness parameter Q is al-
most 300, which is considered to be a very thick grating [7.30). A space-charge
field of the order of 5kV/cn induces a grating strength of the order of 0.35
radians, which gives fairly weak difaction efficiency (on the order of a few
per cent). The combination of large thickness parameter Q and weak grating
strength v places the grating deep in the Bragg regime with an optical diffrac-
tion efficiency 9 given approximately by

1 = [(vl2,) d a]1 , with (7.46)

and (7.47)
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S= JKGd sin (0,, - 6) (7.48)

(according to [Ref. 7.31, Eqs. 17, 42, and 431 or [Ref. 7.32, Eqs. 6-8, 35, and
36]), in which Oi. is the entrance angie of the incident probe light measured
with respect to the constant phase lines of the coherent grating, and 9 1 (KG)
is the Brang angle associated with wave vector KG, defined by

sin OB = RKG (749)4w'n0  (.9

The parameter C in (7.47, 48) is a measure of the Bragg misalignment; it is
equal to zero when the readout beam is perfectly Bragg aligned with respect
to the volume hologram.

For perfect Bragg alignment in which An i= GB, and assuming a grating
strength v = 0.35 radians, the peak diffraction efficiency is estimated to be of
order 3 %. Doubling the thickness of the grating would increase the diffraction
efficiency to 12% (ignoring polarization issues), but also increases the Bragg
detuning sensitivity, as described in the following paragraphs.

Bragg detuning impacts PICOC performance in two ways: the angular
alignment sensitivity of the hologram to the coherent readout beam, and the
spatial frequency response of the hologram readout with its concomitant angu-
lar alignment dependence on the incoherent image-bearing beam. Consider first
the alignment sensitivity to the coherent readout beam. An angular misalign
ment 40 from the cptimum Bragg alignment introduces a Bragn mismatch
of

C = Kod4 , (7.50)

as seen from (7.48). Assuming a grating strength v = 0.35 radians, one finds
from (7.46,47) that the ang tr alignment sensitivity of the diffraction effi-
ciency has essentially a sincl profile. The angular misalignment 48 needed to
reach the first null of this profile occurs when r = w, i.e., for

/r = 2w (7.51)
KGd

Hence the angular alignment needed to achieve optimum diffraction efficiency
is extremely sensitive, on the order of 0.10 for a; 2mm thick photorefractive
crystal with a 300 cycles/mm grating frequency.

One possible alignment of the PICOC system is to orient the readout beam
to be Bragg matched precisely to the coherent grating, thereby maximizing the
intensity of the le diffracted order. However, when an incoherent grating is also
incident upon the crystal, the nonlinear recording process creates a new grating
with wave vector (KG + Ks) that in general does not satisfy the same Bragg
condition as the coherent grating wave vector KG. The resulting 1 intensity
component is then attenuated by an amount dependent upon the image wave
vector KS = 2rfS, in which fS is the spatial frequency of the image profile.
The dependence of the attenuation on the image frequency fS is a function of
the orientation of the image-bearing beam with respect to the coherent grating.
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The importance of the image-bearing beam orientation on the spatial fre-
quency response of the converter is strikingly illustrated by Fig. 7.24, in which
are shown converted images of two orthogonal orientations of a 5 line pair/mm
Ronchi ruling and the associated coherent Fourier transforms. As can be seen
from the figure, a significant difference in resolution exists between cases in
which the wave vector of the ruling (incoherent grating) is parallel or perpen.
dicular to the coherently written (holographic) grating. This difference derives
principally from the fact that a different wave vector matching condition exists
for these two cases.

Consider the alternative wave vector matching conditions shown in Figs.
7.25 and 7.26. In Fig. 7.25, the incoherent grating wave vector Ks is parallel to
the coherent grating wave vector KG, a condition achieved by symmetrically
disposing the incident coherent beams about the normal to the crystal while
simultaneously arranging the incoherent imaging system such that its optical
axis is parallel to the crystal normal. In this case, significant Bragg detuning
occurs for even small incoherent grating wave vectors.

F T

FT

Ronchi-Ruling Fourier Transform
5 Ip/mm

Fig. 7.24. Photor* of the Fourier transfrm of a Roachi runfing r d in the PICOC
configuratio, showing a strong anivotrM in the resolution pedormmnce when the image-
bearing tight beam biects the two coherent grating writing beau
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tEOUIP4ASE Fig. 7.25. Wave vector mis-
CIRCLE • ,"match diagram for the cam

in which the imagp-bearing
beam bisects the two coher-

KG-K ent grating writing beam.
I(K 1,S+ Ks-K5  -k

Let the sptial bandwidth of the readout procems be defined as that spatial
frequency IS for which the magnitude of the 111 diffracted intensity component
degrade to 25 % of its peak value This occurs when 4 = 1.9, as determined
from (7.46,47), assuming a small grating strength v on the order of 0.35 ra-
dians. The Bragg mismatch parameter ý is a function of the image spatial
frequency Is, and can be approxmated by the first term or two in a Taylor
seies exansio of the form

+• 1 : 2 e(W(s) - 40 +/sAs + ig ds

+ higher aoter terms (7.52)
in which (o represnts the Bragg mismatch asmociated with the coherent grat-
ing. Standard alignment procedure is to set this zeroth order mismatch term f0
to zero, i.e., to Brang match the incident readout beam to the coherent grating.

For the case o( the image-bearing beam bisecting the two coherent grating
beams, as showm in Fig. 7.25, the first order term in (7.52) is a sufficiently
accurate estimate of the Bragg mismatch parameter f, and this term can be
derived from (7.48) to grie

c -Ko•-A (7.53)

By (7.49), the term dft/ls is equivalent to
dD . AR, o(7.54)
dfs 2nescash

Hence the spat bandwidth Is is
7s M 7 @ Os

which can be expressed in terms of the fringe spacing A(; of the coherent grating
wavelength as

fs M 1.2no A( os Op (7.56)
ARd
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EOUIPHdASE Fig. 7.26. Optimum wave

CIRCLE A K_ vector alignment diagram
K -K " in which the image-bear-

-K3 ing light is tilted with re-
spect to the bisector of the
.two coherent grating writ-
ing beams by the Bra"g

AXo angle associated with the
k4. k probe beam

For the parameters used in our experiments, this bandwidth is estimated to
be on the order of 8 cycles/mm. Note that doubling the crystal thickness d
to increase the diffraction efficiency by almost a factor of four has the adverse
effect of reducing *he spatial bandwidth fs by a factor of two for this particular
alignment configuration.

Compare now the resolution performance associated with the alignment of
Fig. 7.25 with that for Fig. 7.26. In Fig. 7.26, the incoherent grating wave vector
is arranged to lie tangentially to the circle defined by the readout beam wave
vector, such that a significantly increased angular deviation of the diffracted
beam is allowed before serious Bragg detuning effects occur. Such a wave vec-
tor tangency condition is automatically satisfied when the incoherent image
wave vector is normal to the coherent grating wave vector (as it is in the y
orientation normal to the plane of incidence). Alternatively, the wave vector
tangency condition is satisfied when the central ray ef the incoherent image
beam is parallel to the diffracted probe light, for which the horizontal and
vertical resolutions become degenerate. This is not the case for the situation
depicted in Fig. 7.25, which explains the observations apparent in Fig. 7.24. An
equivalent condition has been described by Kimohilin and Pet'ov [7.6] for the
nondegenerate four-wave rixing optical architecture.

In the geometry of Fig. 7.26, the addition of an image frequency fs shifts
the pointing direction of the combined wave vector (K(- + KS) such that the
incident readout light remains almost perfectly Bragg matched over a much
broader range of image frequencies. Mathematically, this condition is equivalent
4o setting the first order term d4/dfs of the Taylor series expansion in (7.52) for
the Bragg mismatch parameter f equal to zero. To demonstrate this, consider
the mom general case in which the image profile wave vector Ks is oriented
at a small angle Os with respect to the coherent grating wave vector KG. The
combination (Ka + Ks) rotates through a small angle AS compared with wave
vector KG alone, with A0 given approximately by

A K = KS (7.57)
Ko K3
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The Bragg mismatch parameter f induced by the image wave vector Ks is
to first order given by

f = gd9+ Lf ,7.8
d,60 dis 7)

and these two terms cancel when the skew angle Os = 01, the Bragg angle for
the readout light beam associated with the coherent grating frequency. For a
633 nm readout beam wavelength and a 300 cycles/mm grating frequency, the
Bragg angle OB is of order 5°, implying that a mere 5° separates the optimum
resolution alignment of Fig. 7.26 from the alignment of Fig. 7.25. In addition,
the angular alignment tolerance on the incoherent image-bearing beam is much
tighter than the nominal alignment angle of 5°, typically of order 0.70.

With the alignment of Fig. 7.26, the degradation in diffraction efficiency
then becomes a second order function of the image spatial frequency fs. The
second derivative term d'f /dfS in (7.52) is

d2ý rdAit, (7.59)

and the resulting spatial bandwidth of the tangential configuration is

s (1.2,,o 1 /2  (7.60)

This expression was first published by Kamshilin and Petrov (7.61. For our ex-
perimental parameters, a tangential geometry increases the converter's band-
width from 8 to 48 cycles/mm. It is interesting to note that, in addition to
the increased bandwidth of the tangential geometry, the spatial resolution is
independent of the coherent grating freque,.cy, and that doubling the thickness
of the crystal d does not halve the converter's bandwidth, as it would for the
I:-ent configuration shown in Fig. 7.25, but only reduces it by a factor of

Further experimental tests of the Brag" detuning hypotheses are presented
in Figs. 7.27-29, in which the image source was a Michelson interferometer

(shown in Fig. 7.15) to alleviate the deoth of focus issues discussed previously.
In these experiments, the intensity of the diffracted component Ili was mea-
sured as a function of the spatial frequency of the image source grating. Figure
7.27 shows the response for the geometry in which the incoherent image beam
bisects the coherent grating writing beams to achieve the wave vector mis-
match condition diagrammed in Fig. 7.25. The predicted frequency response
rolloff with bandwidth of 8 cycles/mm, shown by the solid line, compares rea-
sonably well with the experimental data points which indicate a baadwidth of
6 cycles/amm. Figure 7.28 shows the rolloff when the signal beam wave vector
is tangent to the equiphase circle as shown in Fig. 7.26, giving much improved
frequency response of 45 cycles/mm which is in excellent agreement with the
theoretically predicted 48 cycles/mm. Figure 7.29 shows the rolloff when the
signal light wave vector is nominally aligned to be perpendicular to the applied
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bias field and to the coherent grating wave vector. The theoretical bandwidth
for this configuration should be identical to that shown in Fig. 7.28, but the
mneasremnents indicate a bandwidth of only 25 cycles/mm. This discrepancy
may be attributable to the very high alignment sensitivity of the incoherent im-
age beam relative to the plane defined by' the two coherent writing beams, e.g.,
a deviation of appmduaately o.7 would cause a deterioration of the bandwidth
from 48 cycles/mm to 25 cycles/mm.
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To summarize, the presence of the coherent grating in PICOC defines a
volume hologram that is typically operated quite deep into the Bragg regime,
with very strong misalignment sensitivities. As a consequence, the readout
beam must be aligned typically within 0.1* of optimum, the image-bearing
beam must be aligned typically within 0.70 of its optimum, and the optimum
alignment for the image-bearing beam is not to bisect the two coherent grating
beams (Fig. 7.25), but rather offset from this by a small angle typically of order
50 (as shown in Fig. 7.26).

T.5.2 Polarization Issues
Bismuth silicon oxide has quite remarkable optical polarization properties that
strongly influence the optimization of the readout process (7.233. These proper-
ties include significant levels of natural optical activity (as high as 46/mam for
the 488 nm argon ion laser wavelength - see Fig. 7.30), a uniform linear bire-
fringence induced by the applied bias field through the electrooptic effect, and a
spatially varying linear birefringence induced by the image-defined space-charge
field. In almost all readout configurations, these properties will cause both the
readout and the diffracted signal beams to exhibit elliptical polarizations.

Consider Fig. 7.31, in which is shown the evolution of the polarization
states for both the readout and the diffracted signal beams as a function of
depth into the bismuth silicon oxide crystal for a 633 nm wavelength readout
beam and an applied bias field of 6 kV/cm in the absence of self-diffraction
effects. A hologram induced by a single coherent grating unmodified by any
image profile is assumed. In this figure, we have chosen to plot the polarization
states that result from an input polarization set at 45° with respect to the
grating wave vector, which is therefore along one of the two electrooptically in-

"2"

F•ig. 7.30. Optical rotat" pm,w of bismuth
silieon zids as a fumction d the wavelength

o of th. mclout Ust (after (7.271)
WAVILENGTH (A•
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duced principal axes of the crystal's index ellipsoid. As such, the polarizations
of the readout and signal beams are nearly parallel for very shallow depths
but quickly evolve toward a 900 major axis separation with increasing depth
because of the influence of the optical activity. This separation cf polarization
states enables the use of polarization analyzer techniques to suppress the scat-
tered readout beam light in favor of the diffracted signal light. The intricacy
of the polarization state evolution can be appreciated from Fig. 7.31.

One potential application of the polarization properties in bismuth silicon
oxide has been demonstrated by Herrian et al. (7.151 for obtaining optimum
holographic readout. They attained excellent suppression of scattered readout
light noise for a nearly on-axis recording configuration by placing a polarization
analyzer into the diffracted signal beam path. The analyzer is then adjusted
to eliminate the scattered readout beam, and since the diffracted signal beam
generally has a different polarization state from that of the transmitted readout
beam, a significant fraction of the signal beam will pass through the analyzer.
This technique greatly improves the signal-to-noise ratio of the holographic
reconstruction process.

The presence of spatial modulation further complicates the polarization
properties of the diffracted light, especially when the incoherent image beam
is misaligned from the optimum wave vector matching configuration shown in
Fig. 7.26, which introduces a strong polarization state dispersion. That is, the

Bi fSiO20 : {KG ,i (001)} Orientation

Incidwt mm 2mm 3mm 4mm 5 mm 6mm 7mM

eilz siO2o: {KI <.OO1>} Orientation

Incident Imm 2mm 3mm 4mrm 5mm 6Mm Tmm

Fig. 7.3l. Stampa eotion of the pawksmau sta of n d readmt beam =ad the
diracted sipal benm fwa sa imple srumoidal ptmig
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polarization states of the modulated readout beam's diffraction orders (rinn
in Fig. 7.10) are strongly dependent on the image spatial frequency when the
optimum alignment of Fig. 7.26 is not achieved. Such dispersion further de-
grades the resolution if a polarization analyzer is used to separate the scattered
readout light from the diffracted signal light. In contrast, when the optimum
alignment of Fig. 7.26 is met, the polarization dispersion is negligible. This is
one more reason why the alignment of Fig. 7.26 is crucial to achieving the best
performance from the PICOC device.

The most serious issue concerning the polarization properties of volume
holograms in bismuth silicon oxide is the degradation of the light diffraction
efficiency that is imposed by the optical rotatory power [7.23]. However, one
readout configuration has been identified in extensive polarization analyses
that does not degrade the diffraction efficiency, namely the crystal geometry
of Fig. 7.8 with no applied bias field and with a circularly polarized readout
light beam. The diffraction efficiency for a linearly polarized readout beam is
compared with that of a circularly polarized readout beam in Fig. 7.32, showing
the marked improvement in diffraction efficiency that can be achieved by using
circularly polarized light at the correct alignment.

In conclusion, the polarization properties of light diffraction in bismuth
silicon oxide significantly affect the performance of the PICOC modulator, and
can be exploited to improve this performance in terms of signal-to-noise ratio
and to attain the highest possible diffraction efficiency.

laSicO: { (,4 (001)} Orientation

Oiffusion Case
S( EO= O) Circularly

21s~.4*/mm Polarized

Fig. 7.32. Comparison of the
diffraction efiency achieved by

Linearly linearly polarised and circulry
Polarized polari•ed probe light when theapplied bias feld is art to zero0 1 2durding the readoutprocess0 1 2 3 4

GRATING THICKNESS d(milllmeters)

7.6 Conclusion

Through the use of the photorefractive incoherent-to-coherent optical conver-
sion (PICOC) process, we have successfully converted incoherent images into
their negative coherent replicas. The PICOC system is inexpensive, easily im-
plementable, and compares favorably in its performance with other photorefrac-
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tive spatial light modulators. In addition, we have developed a mathematical
framework within which to analyze the performance of the converter. Using this
formalism, we have derived the conditions necessary to achieve high linearity,
good contrast ratio, and fast temporal response. Experiments have been con-
ducted which verified the essential features of these predictions, and which have
underscored important materials issues. It is of considerable importance to ex-
tend the model to account more accurately for these materials issues, to predict
the response of the converter at higher modulation depths, and to explore the
optical phase modulation induced in the output image and its impact on vari-
ous image processing architectures. In addition, testing of the photorefractive
incoherent-to-coherent optical converter in a representative optical image pro-
cessing system will undoubtedly highlight significant features worzhy of further
study and advanced development.

7.A Appendix. Steady State and Temporal Behavior
of the Space-Charge Field Components in PICOC
(Simultaneous Erasure/Writing Mode)

In this Appendix, the expressions for the lowest order components of the space-
charge field Emn are presented, both in the steady state and with full temporal
evolution. Details of the derivation of these expressions can be found in (7.221.

T.A.1 Steady State Behavior
If the light incident on the photorefractive crystal is given by

r(z) = IO(1 + mG cos KGx) + Ii(l + ms cos KSx) (7.Al)

then to first order the steady state response of the E01 , Elo, and Ell compo-
nents are

E-1  ,.ff +iED(KG)
Elo - -2mG D(KG) (7.A2)

E01 = I E - iED(Ks) (7.A3)

Ell = -mfmf[(D(K )D(Ks)D(KG + Ks)]-j
X {FI[E0 +iED(KG)1 + F2(E@ + iED(Ks)]) (7.A4)

in which
.- Solo (7.A5)

"SGI, + s11

4 f "MS so1. + (7.A6)
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D(K) A1 - + iED(K) (7.A7)
Eq(K)

F1 = D(KG) + ED(KS) (7.A8)F• O(Kc +Eq( KG)• -

F 2 =D(Ks)+ED(KG) and (7.A9)
E,(KS)

E9(K) = . (7.A10o)
eeoK

ED(K) -- (7.A l)

for which K can assume the values KG, KS, and (KG + KS).

7.A.2 Temporal Response

The temporal behavior of the space-charge field components for the simulta-
neous erasure/writing mode (SEWM) is discussed in this section. Consider the
following sequencing of light intensity profiles:

f(zt) I0(l+mG comKGz) for t<O

( t lo(l+mG co KGz)+1 1 (1+ms co KSZ) for t>O
(7.A12)

The temporal evolution of the various components of the space-charge field is
given by

EI0 = - {(MG - mG ) exp[ - t/T(KG)] + me)

x (Eo + iED(KG)]D-'(KG) (7.A13)

E01 = -ms{l - exp [ - t/T(Ks)]}[Eo + iED(Ks)]D-1 (Ks) (7.A14)

Eli= Mo + Mie-9/Tj + M 2e-I1T3 + M e-9/Ts + M4e-t/T4 (7.A15)

in which

Mo = J memf [D(KG)D(Ks)D(KG + Ks)]-
x (F([Eo + iED(KG)] + F2 [Eo + iED(Ks)J1 (7.A16)

MI -' (mG - mf)n74'[D(KG)D(Ks)D(KG + Ks)]- T1
4 G ) TI- T3

x {FI[Eo+iED(KG)]+F 2 (Eo+iED(KS)J(1 - )} (7.A17)
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MA = - ¼m'ffmff (D(KG)D(Ks)D( KG + Ks)1 T2T4 S T2- T3

x {FI[Eo+iED(KG)](1- o)-+F2 [Eo+iED(KS)]} (7.A18)

M4= - (mG - mffr•,4 [D(KG)D(Ks)D(KG + Ks)]-' T4

x {FI(Eo+iED(KG)](1 - )

+ F2 [Eo + iEr(Ks)] (I - A) } (7.A19)

M 3 = -(Mo + MI + M 2 + M4 ) (7.A20)

The dielectric relaxation time constant To is defined by

O= ;0 (7.A21)/Aeno

the time constants T1, T2, and T3 are defined by

T(K) = ToC(K)
D(K) (7.A22)

for K = KG, Ks, and (Ka + KS) respectively; and the time constant T4 is
defined by

= +(7.A23)

In (7.A22), the factor C(K) is defined by
C(K = I + iED(f)• (7.A24)c(K)=(-i )

Note that the GEM temprl response can be derived from the SEWM
expression by setting the average coherent grating intensity Io - 0 for t > 0.
Thus the Mo and IM2 term disappear for GEM, leaving the M1 , M4 , and
M 3 - -(MI + M4 ) terms. The GIM response can in turn be derived from the
GEM response.
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Introduction

A number of inherent inefficiencies exist in the photorefractive recording of
grating structures due to the nature of the photoexcitation and charge trans-
port processes. These inefficiencies can be quantified by postulating highly
idealized photoexcitation and charge transport models that yield optimum
(quantum limited) space charge field distributions, assuming a photoexci-
tation constraint of no more than one mobile charge per incident photon.
By comparing such highly idealized photorefractive recording models with
more realistic models, the fundamental origins of several such inherent inef-
ficiency factors can be identified and their magnitudes estimated. In this
manner, the grating recording efficiencies of photorefractive materials can
be directly compared with the fundamental physical limitations imposed by
quantum constraints.

In this chapter, we will establish the absolute quantum efficiency of the
photorefractive grating recording process by deriving the optimum idealized
photorefractive recording model subject to such quantum constrants. A more
realistic photoexcitation and charge transport model applicable to numerous
currently investigated real time photorefractive materials will then be ex-
amined in depth. with emphasis on a comparison with the characteristics of
the optimum quantum limited model. This realistic charge transport model,
based on the extensive previous work of numerous authors, is presented in
such a manner as to illustrate its statistical nature and to provide a physically
intuitive interpretation of its principal attributes.

Of all of the parameters that seek to quantify the absolute or relative per-
formance of photorefractive materials, one of the most important is the pho-
torefractive sensitivity (von der Linde and Glass, 1975; Micheron. 1978;
Glass, 1978; Gunter, 1982: Yeh. 1987a and 1987b; Glass et al., 1987; Val-
ley and Klein, 1983). This key parameter is typically defined in theoretical
analyses either as the refractive index modulation obtained in writing a uni-
form grafing of fixed spatial frequency per unit absorbed recording energy
density (energy per unit volume) (von der Linde and Glass, 1975; Micheron.
197I; Glass, 1978; Gunter, 19824 Glass et al., 1987; Valley and Klein, 1983),
or as die inverse of the recording energy density required to achieve a spec-
Mied value of the diffraction efficiency for a uniform grating of fixed spatial
frequency in a mterial of given thickness (Valley and Klein, 1983; Huig-
nard and Micheme, 1976). Alternatively, for purposes of experimental mea-
surement, the pbtoref-acve sensitivity may be specified as the inverse of
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the recording energy density required to reach a given fraction of the sat-
uration diffraction efficiency of a particular material (Gunter, 1982; Amodei
and Staebler, 1972). The photorefractive sensitivity, and the fundamental
physical limitations that apply to it. are of current significant interest because
they establish the maximum reconfiguration rate of volume holographic op-
tical elements (VHOEs) (von der Linde and Glass, 1975; Tanguay, 1985)
at constant average optical input power. The maximum reconfiguration rate
of VHOEs is in turn important for applications ranging from massively par-
allel interconnections in optical processing and computing systems (Tan-
guay, 1985) to the development of the photorefractive incoherent-to-coher-
ent optical converter (PICOC) (Kamshilin and Petrov, 1980; Shi et al., 1983,
Marrakchi et al., 1985).

A number of factors contribute to the various photorefractive sensitivities
characteristic of photoconductive, electrooptic materials. One such factor is
the phobogeneration quantum efficiency, which represents the number of
photogenerated mobile charge carriers per photon absorbed from the re-
cording beam(s). A second factor is the charge transport efficiency, which
is a measure of the degree to which the average photogenere mobile charge
carrier contributes to the forming space charge grating after separation from
its original site by means of drift and/or diffusion and subsequent trapping.
The magnitude of the space charge field generated by a given space charge
grating is inversely proportional to the dielectric permittivity a of the pho-
torefractive material, which thus contributes a third factor to the grating
recording sensitivity. A fourth factor describes the perturbation of the local
index ellipsoid (dielectric tensor at optical frequencies) that results from a
given space charge field through the electrooptic (Pockels or Kerr) effect.
And finally, a fifth factor pertains to the physical optics inherent in the read-
out process, whereby the diffraction efficiency and polarization properties
of the readout beam are derived directly from the index ellipsoid modulation.

In addition, several other physical quantities factor into an evaluation of
the photorefractive sensitivity, including the wavelength of the recording
illumination (to convert the number of absorbed photons into an equivalent
energy), the absorption coefficients of the material at the wavelengths of
both the recording and readout beams (to correct for the fractional absor-
bance of the recording beams and the fractional transmittance of the readout
beam), and the magnitude of the applied voltage (which significantly alters
the sensitivity characteristics for certain materials by changing the nature of
the dominant charge trwnsport mechanism from the diffusion regime to the
drift regime).
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In previous treatments of the photorefractive sensitivity and its associated
limits, all of the abovementioned factors have been addressed to some de-
gree. though not necessarily within a single unified treatment, or even within
a consistent set of constraints, assumptions, and approximations. Such a
unification is also beyond the scope of the present work. In this chapter, we
present the results of a study in which we have approached the photore-
fractive sensitivity issue from a somewhat different perspective: that of the
absolute quantum efficiency of the photorefractive grating recording process.
As such. we attempt to answer an oft-stated but as yet unanswered question
as to the origin of the apparent insensitivity of pho'orefractive grating re-
cording. particularly in comparison with the relat'vely high sensitivities
characteristic of electrooptic spatial light modulators that utilize a similar
combination of photoconductive charge separation and electrooptic modu-
lation in the same single crystal materials (Tanguay, 1985).

In order to provide a quantitative metric that does in fact have a funda-
mental physical limitation, we define herein the grating recording efficiency
of a photorefractive .,cording model or configuration as the magnitude of
the space charge field produced by a fixed number of photogenerated mobile
charge carriers at a given spatial frequency, normalized by the maximum
quantum limited space charge field that can be produced by the same number
of photogenerated carriers. This metric thus effectively combines the notions
of a photogeneration efficiency and a charge transport efficiency. and it pro-
vides an estimate of the fundamental quantum efficiency of the photore-
fractive grating recording process as determined by the particular photoex-
citation and charge transport mechanism invoked.

In order to fully utilize the concept of the grating recording efficiency,
we first calculat the maximum quantum limited space charge field that can
be produced by a fixed number of photogenerated mobile charge carriers.
dssuming optimum phobcexcitation and redistribution (transport) functions.
We then calculate the grating recording efficiencies that describe several
impor=tnt limiting caes with selected idealized photoexcitation and redis-
tbution functiom. This io turn allows for the definition of a baseline case
against which more realistic charge transport models can be compared. Ex-
aniiatio of a particular charge transport model as a test case then indicates
several ohe generically applicable factors that act to further decrease the
gratigl recording efficiency in various recording configurations. These re-
suits allow the above analysis to be conveniently utilized for a wide range
of applications of current technological interest.

The organization of the remainder of this chapter is as follows. A brief
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summary of the origin. material dependence, and implications of the several
parameters that affect the photorefractive grating recording sensitivity is pro-
vided in the following section (Section 2). Alternative models of the pho-
torefractive recording process are defined in Section 3, and the appropriate
grating recording efficiencies are presented therein for each case. Assump-
tions and limitations common to all of the models are discussed in Section
3. I. Idealized photogeneration and charge transport models are defind and
analyzed in Section 3.2. and more realistic models based upon the :daalyses
of Young et al. (1974) and Moharan et al. (1979) in the initial stages of
recording before significant space charge field amplitudes evolve, and of
Kukhtarev (1976) for temporal evolution with small modulation depths of
the illumination profile, are discussed and analyzed in Section 3.3. Repre-
sentative grating recording efficiency calculations are presented in Section
4 for several common materials and applications in order to illustrate the
effect of the quantum inefficiency factors on the overall quantum efficiency
of photorefractive recording. Finally, conclusions drawn from the above
analyses are discussed in Section 5.

2.
ractors Contributing to the Photorefractive
Sensitivity

In this section. each of the five factors outlined in the introduction that col-
lectively determine the photorefractive sensitivity is briefly discussed, in or-
der to provide a suitable context for the derivation of the quantum limited
grating recording efficiency as presented in the following section. It should
perhaps be emphasized at the outset that although each of the primary factors
considered herein affects at least one of the aforementioned alternative pho-
torefractive sensitivity parameters, not all of the factors enter into each de-
fined parameter.

In the context of photorefractive grating recording, the photog,-neration
quantum efficiency is related to the fraction of the incident photon flux that
generates mobile charge carriers free to participate in subsequent charge
transport and trapping processes. For a given recording wavelength, several
distinct photoexcitation processes can contribute to the total absorption coef-
ficient. In most commonly considered models of the photorefractive effect,
the dominant process is the photogeneration of free carriers from deep donor



64 R.V. Johnson and A.R. Tanguay. Jr.

or acceptor states. such that only one sign mobile carrier (either an electron
or a hole) is liberated for each photnevent. In wavelength regions of sig-
nificant photoconductivity, a second important process is the creation of
electron-hole pairs (as well as excitons in certain materials and material
structures) by means of band-to-band transitions. Examples of photoinduced
transitions that are not likely to contribute to the photorefractive effect, and
hence tend to reduce the photogeneration quantum efficiency, are intersub-
band absorptions. intraionic level promotions, quantum well interlevel ex-
citations, and photochromic charge transfer exchanges. Since each contrib-
uting process will in general be characterized by its own charge transport
efficiency (discussed below), it is most appropriate to assign separate pho-
togeneration quantum efficiencies not only to each charge carrier type. but
also to each distinct photoproduction origin (or photoexcitation channel).

The inherent absorptive inefficiency implied by a finite thickness photo-
refractive medium also affects the overall photogeneration quantum effi-
ciency. In the case of a thin crystal (such that aid << 1. in which a is the
absorption coefficient at the recording wavelength and d is the crystal thick-
ness), only a small fraction (= ad) of the recording beam intensity is ab-
sorbed and hence has an opportunity to participate in the photorefractive
process. In a thicker crystal, for which the thickness may be optimized for
maximum saturation diffraction efficiency, the absorbed fraction is [I -
e-" if only the entrance surface of the photorefractive medium is allowed
to achieve saturation. In this case the recorded grating will exhibit an ex-
ponential nonuniformity throughout the crystal thickness that will decrease
the maximum achievable diffraction efficiency. If the entire crystal is ex-
posed to saturation, the photogeneration quantum efficiency will be further
reduced by a factor of order e-'. Finally, the effects of reflection at both
front and rear crystal surfaces reduce the fraction of incident photons that
contribute to the formation of a given grating component and, hence, also
reduce the effective quantum efficiency. For a crystal thickness optimized
for maximum saturation diffraction efficiency with equal write and read
wavelengths, and for indices of refraction typical of common photorefractive
mateuials, the combined effects of absorption of the recording beams, ab-
sorption of the readout beam, and reflection losses (assuming uncoated sur-
fasm) on the phoefractive seminvity is approximauly a order of magnitude.

An additional effect that ats to reduce the phooeneratio quantum ef-
ficiency is the conmaint imposed indizecdy by the nature of the photoex-
citation distribution. As we shall demonsvfrat in the next section, the sin-
usoidal intensity interference pattern generated by two coherent recording
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beams is not the optimum (quantum limited) photoexcitation distribution
function.

Perhaps the most critical factor that determines the photorefractive sen-
sitivity is the charge transport efficiency, in that this quantity, above all
others, exhibits the greatest degree of variation among commonly investi-
gated photorefractive materials. The charge transport efficiency quantifies
the degree to which the average photoproduced charge carrier contributes to
the forming space charge grating following photoexcitation, charge trans-
port, and subsequent recombination or trapping. Charge transport in the re-
fractory oxides, as well as in the compound semiconductor family, is a sta-
tistical process in which the net result of a given photoinduced event may
be to increase, decrease, or leave unchanged the magnitude of the space
charge modulation at the fundamental grating frequency.

The statistical nature of the charge transport process can be subsumed in
the standard band transport treatment (Young et al.. 1974; Moharam et al.,
1979; Kukhtarev et al., 1976, 1979), or made explicit as in the hopping
conduction model (Feinberg et al.. 1980); both approaches lead to essen-
tially equivalent results (Feinberg et al., 1980; Jaura et al., 1986). The charge
transport efficiency is strongly affected in photorefractive materials by the
dominant conduction mechanism (diffusion and/or drift in an externally ap-
plied field), and by the ratio of the average displacement of a photoexcited
carrier (before recombination or trapping) to the grating spacing. In both the
drift and diffusion regimes. the average displacement depends primarily on
the mobility-lifetime product of the photoexcited species. As such. separate
charge transport efficiencies should be assigned to each carier type. A sig-
nificant net charge transport efficiency will be realized only if there is a net
differential in the carrier displacement and trapping process.

It should be noted that there are several situations that can yield vanishing
charge transport efficiencies, even with large photogeneration quantum ef-
ficiencies. For example, in a single donor/single trap model, if the initial
Fermi level is more than 10 k9T or so above the un-ionized donor level, no
substantial charge rearrangement is possible due to the unavailability of ion-
ized donors (traps) outside the regions of significant photoexcitation. Like-
wise. if the initial Fermi level is more than 10 k@T or so below the un-
ionized donor level, only band-to-band photoexcitations can contribute with
nonvanishing photogeneration quantum efficiencies, which again is likely to
yield negligible charge transport efficiency unless the mobilities and/or life-
times are significantly different, or unless operation in the drift regime is
engendered by employing an externally applied electric field.
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The space charge grating that results from the combination of photoex-
citation and charge transport processes in turn gives rise to a modulation of
the local electric field at the same spatial frequency through the first Max-
well equation:

p(x)
..(Ex]=- (3.1l)

in which E is the total electric field at each point in space x. a is the dielectric
permittivity tensor, p is the local space charge amplitude, and to is the di-
electric permittivity of free space. Note that the magnitude of the space charge
field derived from a given space charge grating amplitude is inversely pro-
portional to the grating wave vector, as implied by the differential relation-

ship expressed in Eq. (3. 1). The tensor character of a is important to note,
as many photorefractive materials (particularly the ferroelectric oxides) ex-
hibit marked dielectric anisotropy. Hence. space charge gratings oriented in
different directions within the same crystal can give rise to quite large vari-
ations in the resultant space charge field. Note further that the magnitude
of the space charge field scales inversely with a diagonal component of the
dielectric permittivity for a given space charge grating oriented along a prin-
cipal dielectric axis of the crystal. Thus, materials with large dielectric con-
stants (such as BaTiO3 and SBN) require correspondingly large space charge
amplitudes in order to produce an internal electric field modulation of given
amplitude.

In the types of photorefractive materials considered herein. the index of
refraction is a function of the local electric field. This dependence can arise
from a number of electorefractive effects, including among others the linear
electrooptic (Pockels) effect, the quadratic elecrooptic (Kerr) effect, the Franz-
Keldysh effect, and the quantum confined Stark effect (Chemla et al.. 1985).
In some materials, notably multiple quantum well structures in compound
semiconductorm, more than one such electroefractive effect can contribute
simultaneously to the establishment of the resultant index perturbation. For
our purposes herein, we consider only the linear electrooptic effect, in which
the change in the dielectric impermeability tensor B (the inverse of the di-
electric tensor Q) is linear in the electric field:

ABq = A(,C'),, = rjjE,, (3.2)

in which the Einstein summation rule is implied, and in which rijk is the
third rank tensor sepresenting the electrooptic coefficient (Kaminow, 1974).
As shown in Eq. (3.2). the tensor nature of the electrooptic effect implies
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a dependence of the effective index of refraction on the orientation of the

grating within the crystal, as well as on the direction of propagation of the

readout beam and its polarization. Since in general one can derive an ef-

fective electrooptic coefficient for a given experimental configuration, Eq.

(3.2) may be rewritten in the form

An.ff(x) W - nkfrf E(x) (3.3)

in which the .x coordinate is taken parallel to the grating wave vector. Anea(x)

is the effective index modulation resulting from the combination of the space

charge field and the readout configuration, and no is the corresponding un-

perturbed index at the wavelength of the readout beam.

In discussions of the photorefractive sensitivity, it is of considerable value

to combine the effects of the previous two factors, since it has been shown

that for a wide range of common photorefractive materials, the ratio n1reff
Sexhibits considerably reduced variation compared with that of each pa-

rameter separately (Glass et al.. 1984: Glass. 1984). This is indicative of

the general observation that materials with large static polarizabilities typi-

cally also exhibit concomitantly large perturbations of the dielectric tensor

at optical frequencies in response to low frequency applied (or internal) elec-

tric fields.
Once the magnitude of the index perturbation is established, the resultant

diffraction efficiency can be directly determined from the thickness (and

uniformity) of the grating, the grating wave vector, the readout wavelength.

and the corresponding absorption coefficient. Provided that the grating struc-

ture is sufficiently thick to assure diffraction in *the Bragg regime and that

the phase and amplitude distortions associated with self-diffraction effects

can be neglected (Kukhtarev et al., 1979; Marrakchi et al.. 1987). the dif-

fraction efficiency is given by (Kogelnik. 1969)

71 = expI - \ sin2 ' -- , (3.4)
k coses) \)X cos 6.)

in which 9, is the Bragg angle. The first term in this expression denotes the

inherent inefficiency associated with finite absorption at the readout wave-
length. while the second term derives from the grating-modulation-induced

diffraction process. Since for suitably small values of the argument irAnd/

X cos 09 the diffraction efficiency scales as the square of both the index

modulation and the grating thickness, this photorefractive sensitivity factor

is inherently nonlinear and must be utilized with considerable caution.



68 R.V. Johnson and A.R. Tanguay, Jr.

Until this point in the discussion, we have assumed implicitly that the

grating recording exposures and spatial frequencies employed have been large
enough and small enough. respectively, to keep the photorefractive record-
ing process outside the additional limitations imposed by quantum statistical

fluctuations. For the recording of photorefractive gratings at very high spa-

tial frequencies and at very low grating recording exposures, several addi-
tional factors will come into play. including statistical fluctuations in the

photogeneration process, corresponding fluctuations in the charge transport
and trapping processes that yield a locally inhomogeneous charge distribu-
tion with spatial frequency components near that of the grating wave vector,
and concomitant variations in the direction and magnitude of the local space
charge field. These additional factors may act to further reduce the overall

photorefractive sensitivity.

3.
The Grating Recording Efficiency

As defined in the introduction (Section I). the grating recording efficiency
of a given photorefractive recording model or configuration is the ratio be-
tween the magnitude of the space charge field at a given spatial frequency
produced by a fixed number of photogenerated mobile charge carriers, aud
the maximum quantum limited space charge field that can be produced by

the same number of photogenerated carriers. The grating recording effi-

ciency is inroc ,•ed as a useful metric that effectively compares the pho-
togeneration and charge transport efficiencies of any given model with the

optimum quantum limited case. and as such provides an estimate of the
overall fundamental quantum efficiency of the photorefractive grating re-

cording process. Note that since the grating recording efficiency is normal-

ized, any effect of the dielectric permittivity tensor in establishing the mag-
nitudes of the space charge fields cancels out. Hence the grating recording

efficiency may be equivalently defined directly in terms of the space charge
graing amplitudes or in terms of the space charge fields for a dielectric

constant of unity.
In this section, idealized photogeneration and chae transport models are

postulated and analyzed in order to determine the maximum quantum limited

space charge amplitude that can be producýd by a fixed number of photo-

generated mobile charge carriers at a given spatial frequency. The grating

recording efficiencies of several such idealized models are then calculated
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to form a set of baseline cases against which the corresponding efficiencies
of more realistic photorefractive recording models can be directly compared.
For one such model, that of a single mobile charge species transported be-
tween a single type of donor site and its associated (ionized) trap sites, sev-
eral factors are identified that contribute to the grating recording efficiency
and that are particularly illustrative of the fundamental limitations on the
photorefractive sensitivity inherent in the model.

3.1. Constraints Common to Alternative Models
of Photorefractive Recording

The idealized photogeneration and charge transport models defined herein
are abstractions of a more realistic model that has been studied by many
authors and has been analyzed in considerable detail by Kukhtarev et al.
(1976. 1979). and as such these models share key assumptions concerning
quantum recording limitations and implications of the readout process. For
simplicity, we confine our attention herein to a version of the model char-
acterized by a single mobile charge species, and a single type of donor site
with associated un-ionized donor and ionized donor (trap) states, although
more intricate models have been proposed for particular materials sytems
[e.g.. the existence of mobile holes as well as electrons in lithium niobate
(Orlowski and Kratzig, 1978) and barium titanate (Strohkendl et al., 1986),
or the existence of multiple trap levels in bismuth silicon oxide (Attard and
Brown. 1986; Valley. 1986)1.

Four principal material species are considered in the single mobile charge/
single trap level model, as diagrammed in Fig. 3.1. The mobile charge spe-
cies (usually electrons) has number density n(x, 1) and is represented by the
symbol e- in Fig. 3. 1. It is assumed that negligible densities of these mobile
charges exist under dark conditions; essentially all mobile charges are cre-
ated by photoionization of donors. In this model, donors and traps are as-
sumed to be different valence states of the same impurity atom (e.g., iron
in lithium niobate) or lattice defects, as diagrammed in Fig. 3.2. The total
number of such impurity ions or defects is distributed uniformly throughout
the crystal at potential donor sites. A donor is converted into a trap (ionized
donor), simultaneously with the creation of a mobile charge. by photoge-
neration. conversely, a mobile charge is removed from the conduction band.
and a trap is converted into a donor, by recombination (Fig. 3.2). The sum
of the number densities of donors and ionized donors is denoted by ND,
which is therefore the total density of potential donor sites and is assumed
to be constant in space and time. If the number density of ionized donors
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is taken to be No-(x. t). then the number density of (un-ionized) donors is

IND - N(.r. t0. in Fig. 3. 1. the donors are represented by the symbol 0
and the traps are represented by the symbol +. A fourth material species is
needed in this model to ensure charge conservation, as the density of ionized
donors N;(x. t) frequently exceeds the density of mobile charges n(x. t) by
several orders of magnitude. This fourth species, with number density NA.
has traditionally been called an acceptor. but is also called a charge com-
pensation site herein and is represented in Fig. 3. 1 by the symbol -. The
charge compensation sites are electrically negative with respect to the donors
and are presumed to be negatively charged impurity ions or lattice defects
incorporated during the crystal growth process. The density NA is assumed
to be constant in space and time, and is further assumed to be numerically
equal to N;(x. t = 0), the concentration of ionized donors in equilibrium.
In point of fact. the only requirement for charge compensation is that the
product of the charge compensation site density and the effective number
of negative charges on each be equal to Nl(x. t = 0).

It is instructive to consider the relative densities of these various species.
Consider. for example, a crystal of bismuth silicon oxide (Bij2SiO.•). Typ-
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rig. 3.2.

Donor Trap
(e.g.. F* FZ* (e.g.; :F*e

Generation Process:

Photon Donor Trap Electron

Recombination Process:

Trap Electron Donor

Schematic representation of the single active species photorefractive recording
model. indicating the electron photogeneration (and recombination) processes
involved in the tranMsfonnation of donors into traps (and traps Into donors.

ical concentrations of donors. charge compensation sites, and mobile charges
under reasonable optical intensities are of order 10 '9 cm-', 10"6 cm-', and
no more that 1012 cm"3. respectively (Peltier and Micheron. 1977; see also
Hou et al., 1973). (The number density of electrons under dark conditions
for typical crystals of bismuth silicon oxide is entirely negligible.) Thus, No

>> N; - NA >> n. A number of other photoretractive media exhibit similar
proportionalities. For these materials, the total space charge density p(x. 0)

is given by

p(x. t) = e[N;(x, t) - n(x. t) - NA] - e[N*(x. t) - NA]. (3.5)

The local density of ionized donors N; can be spatially redistributed under

the influence of inhomogeneous photogeneration, as shown by comparing
Figs. 3.1 and 3.3. This redistribution occurs as follows. A photon is ab-
sorbed by a donor, converting the donor into a trap (ionized donor) and
generating a mobile charge carrier. The mobile charge carrier is transported
some distance through the photorefractive medium due to drift and/or dif-
fusion, and it is subsequently captured by a trap thus generating another
donor. If we choose to follow a particular electron, the entire process can
be viewed as a simple exchange between equivalent donor sites of a donor
state with an ionized donor (or trap) state.

As a final note, the space charge profile p(x,. t) might evolve into a highly
distorted profile with respect to the distribution of incident illumination be-
cause of nonlinearties inherent in the recording process. However, since the
grating readout is typically performed deep within the Bragg regime, at most
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fig. 3.3.
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a very limited range of spatial frequencies is effective in diffracting the read-

out light. Thus only one spatial harmonic of the space charge field is of

interest, which is assumed herein to be the fundamental harmonic.
In summary, the pholorefractive recording model studied by Kukhtarev

and all idealized phot na on and charge transport abstractions consid-
ered in the following analysis share these basic assumptiom: a) only a finite

amount of space charge [N; (x, t - 0) - NA) exists for generating the space

charge electric field, b) this space charge can be spatially redistributed under

the influence of an illumination pattern. ) no more than one mobile charp

is generated for each absorbed photon of the illumination beam, and d) only

the fundamental spatial harmonic of the space charge is effective in the hol-

olraphic readout process. The photorefractive recording model and the

idealizes' models differ, howevme, in the details of the photogene.ation And
chag transport processes, as discussed next.

3.2. Idel"0d ftoogeownudoUm man Chaqp Tuouprt Modls

The grating recording efficiency comprises three successive physical pro-
cesses: phosroeneat , charge transport, and rapping. In order to deter-
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mine the maximum quantum limited space charge field (at unity dielectric
constant) that can result from a fixed number of photo-meeatd mobile charges.
we investigate four idealized photoger -- ;on and charge transport models,
as defined below.

The photogeneration process is controlled by the recording illumination
profile. Two. alternative profiles are considered herein, a periodic comb
function and a sinusoidal function. The comb illumination profile Ic(x). as
shown in Fig. 3.4, is defined by

ldx) = ico comb( x Ic0 b p + , (3.6)

in which the arrow = indicates that the desired function asymptotically ap-
proaches a sequence of Dirac delta functions, i.e., a series of intensity peaks
with spatial extent small compared with the spatial period A,. Unlike a
mathematical delta function, however, the intended comb peaks are assumed
to be large enough to overlap a reasonable number of donor sites. Note that
the periodic comb function does not correspond to any normal recording
configuration. This is acceptable for purposes of this analysis because the
maximum quantum limited space charge field at unity dielectric constant is
intended to define an upper limit against which more realistic models might

rng. 3.4.
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be compared. The sinusoid illumination profile Is(x) of unity modulation
depth is defined by

15(X) =IOI+ Cos - .(3.7)

in which AG is the spatial period of the illumination profile. To compare
these two illumination profiles, the same photon flux is assumed; that is.
the scaling parameters /so and co are adjusted such that the following nor-
malization integral is satisfied:

f Is(X) dx = f Ic(X) dx. (3.8)

from which we derive the relation that I/s = -1 - 10. In the idealized pho-
togeneration models, all photons in the illumination profile a-. assumed to
be absorbed and to generate mobile charge carriers.

Two alternative models of charge transport and trapping are also consid-

ered: half wavelength translation, and randomization (Figs. 3.5 and 3.6). In
the half wavelength translation process shown schematically in Fig. 3.5.
each electron is assumed to translate precisely half the grating period of the
illumination profile before capture. without diffusive blooming of the elec-
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tron cloud. In the analysis that follows. it will be shown that half wavelength
translation corresponds to the quantum limited charge transport process, giv-
ing rise to the maximum grating recording efficiency. The second idealized
transport and capture process to be considered herein is complete random-
ization. as shown schematically in Fig. 3.6, in which the photogenerated
electronts are assumed to redistrbute randomly until they exhibit no spatial
variation in density. and only then are recaptured, by local talps. The ran-
domization model is intended to represent a more realistic charge transport
model. even so, this model corresponds to an upper bound on realizable
charge transport efficiencies, as shown in the next section.

Combination of the two photogenerazion models and the two charge trans-
poan andtrapping mo~dels produces four alternative idealized recording models
for comparison (Figl. 3.7), which will hereinafter be identified as the bipolar
comb, the monopolar comb, the transport-efficient sinusoid, and the baseline
sinusoid. Each of the four combinations will be considered in turn. Grating
recording efficiencies are calculated for these four combinations in Section
3.2. 1. and the corresponding space-charge-field saturation behavior is con-
sidered in Section 3.2.2.
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rfg. 3.7.
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3.2.1. Idealized Orating Recording effkiencles

The bipolar comb results from a periodic comb illumination function com-
bined with a half wavelength translation. The resulting space charge density
9(x) induced by this illumination and rasport combination is a periodic
comb function superimposed on a periodic comb function of opposite sign
shifted by half of a grating wavelength, as shown in Fig. 3.8. For a given
peak phocogenerated charge density pa (proportional to tot, in which t is the
exposure time), the resultant space charge distribution p~x) is given by

AX X PO comb(-0 - comnbQ. + )] (3.9)

This space charge profile p(x) can be readily integrated [see Eq. (3. 1)] to
yield a space charge field E(x) that is a square pulse train (Fig. 3.8). The
first spatial hanmonic component, El . defined by

El ,&;V'oE(x) sinVw), dx, (3.10)f . Aox

ho a magInitde of

P.
E, - Q, P (3.11)

etKor
in which KO -M 2w/Ao is the wave vector of the illumination profile.
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1`ig. 3.8.
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The monopolar comb commands interest because it can support the high-
est space charge field before saturation due to limited ionized trap density,
as discussed in the next section. The monopolar comb results from a periodic
comb illumination function combined with electron randomization. The re-
suiting space charge profile p(x) induced by this illumination and transport
combination is a periodic comb function superimposed on a uniform back-
ground of opposite charge. as shown in Fig. 3.9. The resulting charge dis-
tribution is represented by

p(x) - Po[comb( ) - 1]. (3.12)

The corresponding space charge field exhibits a sawtooth profile (Fig. 3.9).
and the magnitude E, of its first spatial harmonic is

E, - 2e (3.13)

The transport-efficient sinusoid results from a sinusoidal illumination pro-
file combined with a half wavelength translation, as shown schematically in
Fig. 3.10, leading to a charge density p(x) given by
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p(x) = 2P0 cos(•.r) (3. 14)

and a first spatial harmonic field component E, of

E, = 2e (3.15)
etE KG

The transport-efficient sinusoid combination is included for completeness.
but is not emphasized because it is neither realistic nor does it correspond
to any upper bound of grating recording efficiency or saturation performance.

The baseline sinusoid, although seemingly artificial. is of very pro-
nounced interest because it represents an asymptotic upper bound on the

grating recording efficiency predicted by more realistic recording models.
as discussed in Section 3.3 below. The baseline sinusoid results from a sin-
usoidal illumination profile combined with randomization of the electron
distribution. The resulting space charge distribution exhibits a sinusoidal
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fig. 3.10.

SPACE
CHARGE
DENSITY

I.V VFV SAANC

SPACE
CHARGE
FIELD

D)ISTANCE

Space charge density and field profiles for the transport-efficient (first scale val-
ue) and baelne snuisotl (second scale value) distrlbution. The space charge
fcitds are scaled to the magnitude of the transport.efficlent case.

profile, as does the corresponding space charge field, as shown in Fig. 3.10.
The cl.rge density is given by:

p(X) = -OCos(I). (3.16)

corresponding to a first spatial harmonic field component E, of

Po
El - e P . (3.17)

eeo KG

As can be seen from the analysis above, the bipolar comb photogenera-
tion/charge transport combination generates the maximum quantum limited
space charge field at unity dielectric constant, and hence provides the nor-
malization constant required for evaluation of the grating recording effi-
ciencies of both idealized and realistic photorefractive recording models.
Physically. this optimum combination of photogeneration and charge trans-
port results from the maximum possible average separation of the positive
and negative charge distributions, as well as from the fact that the amplitude
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of the first harmonic of a square wave exceeds the amplitude of the square
wave itself.

The grating recording efficiencies for the four idealized photorefractive
grating recording combinations are shown in Table 3. 1. The most quantum-
efficient recording occurs for the bipolar comb. which therefore is assigned
a grating recording efficiency of unity. The next most efficient configura-
tions are the monopolar comb and the transport-efficient sinusoid, which
both yield a grating recording efficiency of 0.5. The least efficient config-
uration is the baseline sinusoid, with a grating recording efficiency of 0.25.
As we shall show later, the efficiency of the baseline sinusoid is an asymp-
totic upper limit of more realistic recording models. Table 3.2 gives the
relative photorefractive grating recording sensitivities for these four cases in
terms of diffraction efficiency per unit incident photon flux. assuming low
diffraction efficiencies such that the efficiency is proportional to the square
of the space charge field component E1 . Note that by this measure the sen-
sitivity of the baseline sinusoid is degraded by a factor of 16, over an order
of magnitude. compared with the quantum limit represented by the bipolar
comb charge distribution function.

3.2.2. Space Charge Saturation for the Idealized Models

Not only is the photorefractive recording sensitivity of concern, but also
saturation limitations of the space charge field occurring because of limited
ionized trap density. Consider. for example. the bipolar comb example shown
in Fig. 3.8. The regions of positive space charge grow by the photoexcitation
of neutral donors, which converts them into positively ionized donors (traps)
and generates mobile electrons. The electrons are removed from this region
by the various transport processes, leaving behind the positively ionized do-
nors. As will be shown later, it is these regions of net positive space charge
that primarily contribute to the buildup of the space charge field. The regions
of negative space charge grow by the reverse process, i.e., by capltuing
mobile electrons at local ionized donor sites to form neutral donors. In pho-

TAMa 3.1

Urming Recaoding Efficiencies of dOe Various Idealized Moduls

BipolM comb 1.0
Moepo coI 0.5
Tnumspontefficieu snusoid 0.5
Bauline sinusoid 0.25
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TAZ 3.2

Relative Diffraction Efficiencies of the Various idealized Models

Bipolar comb 1.0
Monopolar comb 0.2.
Transpol-efficient sinusoid 0.25
Baseline sinusoid 0.0625

torefractive crystals that initially are in quasi-thermodynamic equilibrium,
the density of donors typically far exceeds the density of ionized donors.
which implies that the regions of negative space charge will saturate first.
This corresponds to the complete conversion of all ionized donors into neu-

tral donors at the peaks of the negative space charge distribution, resulting
in the local complete cancellation of N (x, i = 0) = Na, as shown sche-
matically in Fig. 3.11.

The bipolar comb combination exhibits by far the most rapid charge sat-
uration at the lowest space charge field of the four combinations considered
herein, because for this combination the electrons after transport are con-
centrated into a very small volume, with a correspondingly small number
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of ionized donors available to capture these electrons. Conversely. the mon-
opolar comb combination exhibits the slowest saturation at the highest space
charge field because the electrons are uniformly distributed throughout the
volume of the photorefractive medium and, hence. can be captured by
all of the ionized donors. The saturation characteristics of the sinusoidal
combinations are intermediate between the bipolar and the monopolar
combinations.

The relative photorefractive grating recording sensitivities (grating re-
cording efficiencies) and saturation characteristics of these four photoge-
neration/charge rnsport combinations are schematically diagrammed in Fig.
3.12. The photosensitivities are indicated by the initial linear slopes and the
saturation by the final space charge field levels. The space charge field is
plotted here in units of Eq. which is defined as eNA/leoKc (Amodei. 1971).
(This expression is valid when the density of charge compensation sites NA
is much smaller than the total density of potential donor sites N 0 .) Note that
the saturation level for the bipolar comb should really be much closer to the
horizontal axis; it has been overstated for clarity of illustration.

Having calculated the grating recording efficiencies and saturation fields
for these four highly idealized cases, we now proceed to compare these ideal
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results with more realistic photogeneration and charge transport models in
the next two sections.

3.3. Realistic Recording Models

The idealized photorefractive recording models discussed above allow the
effects of the photogeneration profile and charge transport process on the
grating recording efficiency to be assessed relative to the fundamental quan-
tum limits. We now examine a more realistic model applicable to a wide
range of commonly investigated photorefractive media, which exhibits an
overall efficiency degraded from that of the baseline sinusoid case presented
above by several additional factors. In this model, the photogeneration pro-
file is assumed to be sinusoidal, and the effects of the photogeneration quan-
tum efficiency, absorption coefficients, and reflection losses are assumed to
be space-invariant efficiency factors and hence can be directly incorporated
in any estimate of the photorefractive grating recording sensitivity. Another
major factor is an inherent inefficiency in the charge transport process- this
inefficiency is studied in Section 3.3. 1 using analytical solutions derived by
Young et al.. (1974: see also Moharam et al., 1979), which are valid in the
initial recording interval before significant space charge fields have evolved.
A related factor derives from the reduced recording sensitivity exhibited as
the space charge field approaches its steady state limit. This is studied in
Section 3.3.2 using analytical solutions derived by Kukhtarev (1976) that
describe the temporal evolution of the space charge field in the limit of very
low illumination profile modulation depths. Recording configurations that
generate low modulation depths are inherently inefficient, as most of the
photons in the illumination contribute a uniform background photocurrent.
and only a fraction of the incident intensity contributes to the spatial struc-
ture of the image. The modulation depth. therefore, is also a factor that
reduces the photorefractive grating recording sensitivity. However, low
modulation depths are necessary in certain recording techniques for en-
hancing the space charge field in the steady state limit, such as the running
grating process discussed in Section 3.3.3.

3.3. 1. Initial Recording SensltMty

To determine the existence of degraded charge transport efficiency, the
idealized recording models discussed in Section 3.2 must be compared with
more realistic charge transport solutions, such as those given by Young et
al. (1974; see also Moharam et al.. 1979). Under normal recording condi-
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tions. the coupled photorefractive recording equations are nonlinear, making

analytical solutions difficult or impossible to derive. However. a signifi-
cantly simplified analysis can be utilized during the initial recording period.
which enables analytical solutions to be derived at least for certain illumi-
nation profiles. These analytical solutions are well worth studying for the
physical insight they furnish into the charge transport process.

The analytical simplification described above derives from a linearization
of the recording equations. in which two recording parameters, the total
electric field and the ionized donor (trap) density. remain essentially con-
stant throughout space during the initial recording interval (Young et al..
1974: Moharam et al.. 1979). This assumes that the photorefractive crystal
is initially in quasi-thermodynamic equilibrium. i.e.. with a spatially uni-
form distribution of ionized donors N (x. t - 0) = N,. and that the trap
density remains essentially constant throughout this initial recording interval.

The analytical solutions that exist in this regime have typically empha-
sized recording with sinusoidal illumination profiles. While such a profile
corresponds closely with typical experimental situations and simplifies the
mathematics, the physics of the transport process is somewhat obscured in
comparison with an alternative illumination profile. that of a very narrow
slit. which can be viewed as an approximation of a Dirac delta function.
Typical trapped electron density profiles obtained in response to a narrow
slit illumination profile are shown in Fig. 3.13 for the cases of diffusion-
only transport (top illustration), drift-only transport (middle illustration), and
one particular combination of drift and diffusion processes (bottom illustra-
tion): the derivation of these figures is described below. These figures em-
phasize several important features of a more realistic transport analysis. The
transport mechanism is inherently a random process. with a spread in char-
acteristic transport lengths associated with a corresponding spread in charge
carrier lifetimes. Useful parameters for characterizing the transport processes
are the average transport lengths LE for drift-induced transport and LD for
diffusive transport, defined as (Young et al., 1974; Moharam et al., 1979)

LE = A.TEO, (5.18)

and
I/1

LD = (D0r)1/2 (wL)" 2 . (5.19)

in which IA is the mobility of the charge carriers. Eo is the applied bias
electric field. r is the charge carrier lifetime, D is the diffusion coefficient
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fig. 3.13.
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for the charge carriers. ks is Boltzmann's constant. T is the crystal temper-
ature. and e is the charge of an electron. Einstein's relation between the
diffusion coefficient and the mobility has been used in Eq. (3.19). Note that
in both cases the transport lengths are functions of the per product.

For the diffusion-only case, the electron spread is symmetrical, which
introduces no net phase shift in the photorefractive response to any arbitrary
illumination profile. For the drift case, as well as for the combined drift/
diffusion case, the electron distribution is skewed to one side by the presence
of an applied bias field, which does in fact introduce a phase shift when
recording particular illumination profiles. as shown in Fig. 3.13.

Now consider an illumination profile (x) that is sinusoidal and of the form

1(x) = l[ol + mcos(Kox)], (3.20)

in which m is the modulation depth of the light profile and KG is the wave
vector associated with the interference pattern. For such an illumination pro-
file, Young et al. (1974; see also Moharam et al., 1979) have derived
expressions for the growth of the space charge field during the initial re-
cording interval. When transport is dominated by diffusion, the initial growth
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of the first harmonic component E, of the space charge field is expressed
by =,[ ,g,,o _____r

E l JL= m [ "o K (3.21)

in which go is the photogeneration rate and t is the time relative to the ini-
tiation of grating recording. The initial growth when drift transport domi-
nates is expressed by

E, m [ teA(K[ K.LEO + KG2LE2ri /2eij (3.22)

in which the phase shift 6 is defined by

tan 4b = KaLE. (3.23)

The first bracketed term [tego/EeoKGJ in Eqs. (3.21) and (3.22) corre-
sponds to the grating recording efficiency predicted by the baseline sinusoid
model (with Po = tego). as discussed in Section 3.2. This represents the
upper bound on achievable recording sensitivity. The second bracketed terms
in Eqs. (3.21) and (3.22) correspond to an additional charge transport inef-
ficiency inherent in more realistic models of photorefractive recording, the
subject of this section. This transport inefficiency factor is plotted as a func-
tion of increasing transport length in Fig. 3.14 for diffusion-only transport
and in Fig. 3.15 for drift-only transport. Recall that these curves apply only
during the initial recording interval, before significant space charge has ac-
crued. Later recording will be characterized by a lower transport efficiency
because of the presence of the space charge field. Note in Figs. 3.14 and
3.15 that the charge transport efficiency asymptotically approaches its max-
imum value in the limit of very long transport lengths, as intuitively ex-
pected, although even in this limit the maximum recording sensitivity is that
of the baseline sinusoid, not that of the transport-efficient sinusoid.

The reason that the recording sensitivity only reaches the baseline sinusoid
level in this .limit is best understood by considering the spatial modulation
profile of the mobile charge density n(x). Analytical expressions for the
modulation depth of the mobile charge density can be readily derived from

the same analysis that led to Eqs. (3.21) and (3.22) (Young et al.. 1974:
Moharam et al., 1979), for times sufficiently long compared with the mobile
carrier lifetime so that the mobile charge density represents a quasi-steady-
state distribution, and also sufficiently short so as to remain in the initial
recording regime. In the diffusion-only case, the mobile charge density is
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n(X) = rga I + mSKrLD) COS(2)]x (3.24)

in which -r is the mobile carrier lifetime and in which the modulation depth
m.(KGLo) is given by

m
m.(KGLD) = (3.25)

Note that this charge distribution has the least efficient possible phase for
building up a space charge field. Recall from the discussion in Section 3.2. 1
that the optimum phase of the mobile charge profile is a l80 phase shift
with respect to the incident illumination profile. allowing the space charge
field contribution of the mobile charge after subsequent trapping to add to
the contribution of the excess positively charged trap profile produced by
the photogeneration process. Here, however, the mobile charge profile is
aligned coincident with the illumination and with the excess positively charged
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fiIg. 3. 15.

ELECTRON DISTRIBUTION PHeASE SHIFT (dea.)

1.0 Char"e Transport Efficiency ~

2 0.5-s

Electron Density M~dulatiohn Depth
U4

DRIFT TOM TRANSPORT LENGTH L)
(SCLEDTOTHE GRATING PERIOD A

electron density modulation depth and charge transport efficeny as a fuanction
of the drift-hiduced traipost length, In the: drift-only morn. The resullat ~l
shift of the mobile electron distributiont is shown at the top of the figume

trap profiles. As a consequence. when a mobile charge is captured. it re-
moves one of die incremental photogenerated traps. thereby reducing the
overall space charge profile. A net space charge field can then accrue in the
diffusion-dominated transport can-only by partially randomizing the mobile
charge distribution. corresponding to a reduction in the modulation depth
IWI(KGLD). Note in Fig. 3.14 that the rise in charge transport efficiency with
increasing ransport length K0L, is coincident with a reduction of the mobile
charge modulation depth. as expected. Optimum chapg transport efficiency
occurs when the mobile charge profile has been completely randomized.
which, according to Eq. (3.23), occurs in the limit Lo > AG.

Similarly. for drift-dominatd transport, the mobile charge profile has a
moduation depth of

m.(K 0)L) - (I +l (3.26)
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and a phase shift of ob. as given by Eq. (3.23). The charge transport effi-
ciency. mobile charge modulation depth. and phase shift of the mobile charge
profile with respect to the incident illumination are plotted in Fig. 3.15 as
a function of the transport length KrLE for drift-dominated transport, which
is in turn proportional to the applied bias field Eo. For short transport lengths.
the phase shift is close to 00. which as pointed out above is the least efficient
phase for building a space charge field, and the modulation depth me exhibits
its maximum value of m, the modulation depth of the illumination profile.
For longer transport lengths. the mobile charge profile phase shifts away
from 00. but is always less than 900. and hence always degrades the net
space charge profile. The modulation depth m. similarly decreases with in-
creasing charge transport length. The most efficient charge transport occurs
for very large transport lengths. KGLE, for which the mobile charge profile
has become completely randomized.

The reason that the phase of the mobile charge profile never exceeds a
900 phase shift for drift-dominated transport (and that the phase is always
0W for diffusion-dominated transport) can perhaps best be appreciated from
Fig. 3.13. which shows the mobile charge profile that is generated in re-
sponse to a narrow slit (i.e.. very tightly focused) illumination profile. The
profiles shown in Fig. 3.13 can be derived by Fourier decomposing the Dirac
delta function of the illumination profile into an equivalent set of spatial
harmonics, applying Eqs. (3.25) and (3.26) to find the mobile charge profile
in response to each spatial frequency and then performing an inverse Fourier
transform. But the profiles shown in Fig. 3.13 are also intuitively reason-
able. Diffusion tends to broaden the mobile charge density symmetrically
about the location of an illumination region. whereas drift tends to pull the
mobile charges to one side. In addition, note that the mobile charge distri-
bution resulting from any arbitrary illumination profile can be derived by
convolving the illumination profile with the appropriate distribution shown
in Fig. 3.13 (which can be considered to be a blur function). Because of
the monotonically decreasing shape of these blur functions, no phase shift
in excess of 900 is feasible.

Thus we find that the baseline sinusoid model represents an upper bound
on the grating recording efficiency predicted by the single mobile charge
species/single donor/single trap photorefractive recording model.

3.3.2. Temporal Approach to Steady State

In addition to the charge transport efficiency factor just discussed, two ad-
ditional factors must be considered when evaluating any realistic recording
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situation. One factor pertains to the saturation in temporal growth of the
space charge field, resulting in a reduced growth rate as the field approaches
its steady state limit. The second factor pertains to the modulation depth m
of the illumination profile, which is often chosen to be small to enable en-
hanced recording techniques. as discussed in the next section.

The reduction in sensitivity of the recording process as the space charge
field approaches its steady state limit can be assessed from analytic solutions
that have been derived by Kukhtarev (1976). Typical solutions are shown
in Fig. 3.16 for a variety of bias fields. E0. scaled to the maximum possible
field. Eq. due to limited ionized trap density (discussed in Section 3.2.2).
These curves were generated based upon typical charge mobility-lifetime
pmduct (A.T) parameters for bismuth silicon oxide (Bi,,SiOw,; BSO). as given
in Table 3.3. (A bias field to saturation field ratio of 10:1 is unphysical for
several photorefractive materials such as bismuth silicon oxide, requiring
exceptionally high bias fields and/or spatial frequencies, but is nonetheless
included for generality.) Note that in all cases shown the time needed to

3s. .16.
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TA•U 3.3

Material Parameters Assumed in the Calculations

BihSiO. Ba'TiO, Units

Mobiliky-lifetime product ILT 15 0.5 ýLm:/V.
Trap density Nk I x [O'l 2 x 10e cm
Dielecmtc constant i 56 168 (t,,)
Index of refraction nt, 2.5 2.4
Electrooptic coefficient r,, 5 ir..) 80 (rN) pm/V

1.4 6.8 pm/V

iAfter Valley and Klein. 1983. and references cited therein)

reach saturation is approximately a factor of two longer than that predicted
by the baseline sinusoid idealized transport model.

Due to the fact that the analytical solutions for temporal evolution derived
by Kukhtarev (1976) are valid only for small modulation depths m of the
illumination profile, such solutions describe low recording efficiency situ-
ations in which the majority of the photons in the illumination beam con-
tribute a uniform photocurrent and only a small fraction of the photons con-
vey the spatial structure in the image profile. This point is emphasized in

Fig. 3.17. in which numerical solutions of the photorefractive equations are
presented. showing the temporal evolution of the first spatial harmonic com-
ponent of the space charge field for various modulation depths m. These

solutions have been produced by the authors using numerical techniques dis-
cussed by Moharam et al. (1979) but applied to the full set of photorefractive

equations proposed by Kukhtarev (1976).
In Fig. 3.17. a crystal of bismuth silicon oxide illuminated by a 300 cycle/

mm sinusoid has been assumed. Note in this figure the slight oscillations
that can be observed in the temporal evolution. The strength of these os-

cillations is directly dependent on the charge mobility-lifetime product, IA.:
the curves in Fig. 3.17 correspond to the material and configuration param-
eters as listed in Table 3.3. It should be noted that a wide variation in mo-
bility-lifetime products has been reported. even for crystals with nominally
the same composition (Lesaux et al.. 1986).

Note also in Fig. 3.17 that the highest space charge fields are associated
with the highest illumination profile modulation depths. a regime for which

the time-dependent analytical solutions derived by Kukhtarev are no longer
applicable. Furthermore. to first order the resultant space charge field El,
both in the initial recording regime as well as in saturation, is directly pro-
portional to the modulation depth parameter m.
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rig. 3.1L7.
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3.3.3. Enhanced Recording Techniques

The recording configuration just considered assumnes a stationary illumina-
tion profile and a constant applied bias field (for brevity. hereinafter called
the stationary illumination technique). Space charge fields with much higher
steady state limits can be obtained by either of two alternative nonstanionary
recording configurations: One technique is to translate the illumination pro-
rile with respect to the photorefractive crystal (hereinafter referred to as the
running grating technique) (Huignard and Marrakchi. 198 1; Stepanov et al.,
1982; Valley, 1984; Refregier et al.. 1985). and the second technique is to
periodically reverse the direction of the applied bias field (the alternating
field technique) (Stepanov and Petrov. 1985). These techniques do not im-
prove the rate at which space charge build& up with time under constant
illumination intensity, compared with the stationary illumination/constant
field recording configuration.

The running grating technique, in particular. was chosen for study herein.
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both to illustrate enhanced photorefractive recording concepts and because
it is commonly employed to provide significant amplification of weak im-
ages. This technique can be studied by a combination of analytical solutions
that are valid in the linearized regime of very small modulation depths and
by numerical solutions for larger image modulations.

The relative advantage of the running grating technique is summarized in
Fig. 3.18. which has been derived from the analytical solutions of Valley
(1984) and Refregier et al. (1985) in the limit of small illumination profile
modulation depths. A grating spatial frequency of 110 cycles/mm and pa-
rameters typical of bismuth silicon oxide have been assumed in the solutions
shown in Fig. 3.18. The spatial frequency is chosen to be I 0 cycles/mm.
rather than 300 cycles/mm. because the enhancement of the steady state
space charge field is maximized for this grating frequency, assuming ma-
terial parameters for Bi,.SiO•0 as given in Table 3.3. Note that the steady
state limit of the space charge field is in fact increased by the running grating
technique relative to that obtained with a stationary grating, but that the
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initial recording sensitivities are asymptotically equal. The initial growth of

the space charge field continues to be bounded by a combination of quantum
limitations and charge transport inefficiencies, as described above. Further-

more. the additional factor of two reduction in sensitivity observed on ap-
proach to saturation obtains for both solutions.

The magnitude of the steady state space charge field is necessarily quite

small in the linearized regime for which the analytical solutions apply. as
the field is proportional to the modulation depth m of the illumination pro-
file. which must be kept small to ensure accurate analytical solutions. Larger

space charge fields require larger illumination modulation depths, which in
turn result in eventual nonlinear saturation of the space charge field itself.

Numerical solutions have been generated by the authors to explore the onset

of this field saturation, with typical results as shown in Fig. 3.19. again
assuming the nominal Bi,:SiO0 material parameters listed in Table 3.3. Note

that the saturation of the steady state field occurs at quite modest values of

the modulation depth, which is consistent with the experimental observations
reported by Refregier et a[. (1985). Thus the running grating technique proves
to be most effective for amplifying weak images. but not for recording large
space charge fields. For recording the largest fields, stationary illumination

is preferred.

Fig. 3.19.
I I I I I I I I I
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4. _

Representative Grating Recording Efficiency
Calculations

In order to illustrate the above concepts, we proceed in this section to con-
sider the several factors that contribute to the overall grating recording ef-
ficiency for two different types of materials and for two different types of
applications. The materials considered are bismuth silicon oxide (Bi,.SiO:..
or BSO) and barium titanate (BaTiOO): the principal material parameters
assumed in the estimates are listed in Table 3.3. based upon a set of values
utilized in previous related analyses by Valley and Klein (1983). The two
applications considered are those of reconfigurable holographic intercon-
nections and the amplification of weak images.

Let us first consider a reconfigurable holographic interconnection imple-
mented in bismuth silicon oxide. For simplicity, we assume that only one
grating with a spatial frequency of 300 cycles/mm is recorded in the crystal.

To achieve maximum diffraction efficiency, the modulation depth of the
recording beams should be as large as possible; ideally. m = 1. Also. a bias
electric field is typically applied to crystals of Bi 12SiO.0_ to enhance the pho-
tosensitivity. a field of 6 kV/cm is typical, implying a drift transport length
LE from Eq. (3.18) of 9 A.m. assuming the mobility-lifetime product given
in Table 3.3. For a 300 cycle/mm grating frequency. this implies an (LE-
AG) ratio of about 2.7, and from Fig. 3.15 we see that this corresponds to
essentially 100% charge transport efficiency in the initial stages of recording.

The recording efficiency for a Bi, 2SiO.02 interconnect, compared with the
ideal (i.e.. bipolar comb) quantum efficiency limit, is listed in Table 3.4.
Three factors are considered in this and subsequent, tables. The first is the

TABlU 3.4

Representative Grating Recording Efficiency Calculation: Reconfigurable Interconnection
Drift Recording in Bismuth Silicon Oxide

Modulation depth = 1.0
300 cycles/mm grating frequency
Space charge efficiency factors:

Baseline sinusoid/bipolar comb 0.25
Charge transport (to saturation) 0.5
Modulation depth factor 1.0
Grating recording efficiency 0.125
Diffraction efficiency derating factor 0.016
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25% efficiency factor that applies between the baseline sinusoid and bipolar
comb cases, a factor that is common to all recording configurations consid-
ered in this section. The second factor is the charge transport efficiency.
comparing actual recording performance to that of the baseline sinusoid case.
The Bi.,SiOo0 interconnect is assigned a 50% charge transport efficiency to
account for the factor of two increase in recording energy (photon flux)
estimated to reach saturation, as shown in Fig. 3.16 and as discussed in
Section 3.3.2. The final factor is the modulation depth, which we have as-
sumed to be unity for a reconfigurable interconnect. Thus the total grating
recording efficiency, in terms of the magnitude of the space charge field
generated per unit photon flux, compared with ideal quantum efficient re-
cording. is only about 12.5% for a Bij 2SiOo interconnection. This gives a
diffraction efficiency derating factor of only 1.6% (assuming a diffraction
efficiency that is proportional to the square of the space charge field).

As a second example. consider image amplification in Bi, 2SiO'o using a
running grating enhanced recording technique. We will again assume a 110
cycle/mm grating spatial frequency (see Section 3.3.3) and a bias field of
6 kV/cm applied to the Bi, 2SiO,0 crystal. However. the modulation depth
must be reduced from 100% to approximately 10% to achieve the peak space
charge enhancement in saturation provided by the running grating recording
technique. as shown in Fig. 3.19 and as discussed in Section 3.3.3. For our
calculations, we chose a modulation depth equal to 10%. implying a cor-
responding reduction in the quantum efficiency of the recording process;
i.e.. most of the photons must supply the pump beam, with comparatively
few photons in the signal beam containing signal information. Thus the total
quantum efficiency for image amplification, shown in Table 3.5. is an order
of magnitude lower than that given in Table 3.4 for the reconfigurable in-

TMU 3.5
Representative Grating Recording Efficiency Calculation: Two-Wave Image Amlifkation

Running Grating in Bismuth Silico. Oxide

Modulation depth - 0.1
1I0 cycles/rm grating frequency
Space chage efficiency factors:

Baseline sinusoid/bipolar comb 0.25
Charge trauspon (to Saturaion) 0.5
Modulation depth factor 0.1
Grating recording effciency 0,0125
Diffraction efficiency deftng factor 0.O0016
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terconnection. Correspondingly. the diffraction efficiency derating factor is
two orders of magnitude lower for this case than for the case of the recon-
figurable interconnection and nearly four orders of magnitude less efficient
than the absolute quantum limitation.

As a final example. consider a reconfigurable interconnection in barium
titanate. with grating recording efficiency as shown in Table 3.6 for the case
of recording by diffusion transport only. Because of the large electrooptic
coefficient in barium titanate. only very modest space charge fields, typi-
cally a fraction of the diffusion field for a 300 cycle/mm grating, are needed
to achieve peak diffraction efficiencies in crystals of reasonable size. Hence
diffusion transport often proves to be sufficient in this material in order to
generate experimentally useful diffraction efficiencies. Unfortunately, two
factors work against the high electrooptic coefficient in barium titanate. One
is the concomitantly high dielectric constant. which from Maxwell's first
equation implies that a considerable amount of space charge must be moved
to achieve a modest space charge field. As mentioned in the introduction.
the combined material parameter (nýr0 ,/e). which is a measure of the amount
of optical index modulation per unit space charge. proves to be surprisingly
constant from material to material (Glass et al., 1984; Glass. 1984). Based
upon this measure alone, barium titanate proves to be modestly superior to
bismuth silicon oxide, as shown in Table 3.3;

The second. and far more serious, factor degrading grating recording ef-
ficiency for diffusion recording in barium titanate is its low mobility-lifetime
product OT. which is almost two orders of magnitude lower than that for
bismuth silicon oxide. implying a significantly degraded charge transport
efficiency. The diffusion transport length Lo predicted by Eq. (3.19) is of
order 35 nm. based upon the mobility-lifetime product ivr given in Table

Tmu 3.6

Represenauive Grating Recording Efficiency Calculation: Reconfigurabie interconnect
Diffusion Recording in Baunum Titaate

Modulation depth - 1.0
300 cycles/mm grating feq•ency
Space charge efficiency factors:

Baseline sinusoid/bipolar comb 0.25
Charge ransport (to saturation) 0.002
Modulation depth factor 1.0
Grating recording efficiency 0.0005
Diffraction efficiency derating factor 2.5 x 10'
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3.3. Assuming a 300 cycle/mm grating, this implies by Eq. (3.21) a charge
transport efficiency factor of order 0.004. We include an additional factor
of 0.5 in Table 3.6 to account for the additional photon flux required to

reach saturation, as indicated in Fig. 3.16 and by the discussion in Section

3.3.2. Thus we find that the grating recording efficiency for diffusion re-
cording in barium titanate is some 250 times less than that for drift recording

in bismuth silicon oxide. in terms of space charge generated per unit incident
photon.

Thus we have considered representative examples of several different ma-
terials. transport mechanisms and efficiencies. and recording applications.
We find that. even in the most efficient grating recording configurations. a

significant inefficiency still exists between the absolute quantum limits and

actual performance.

Conclusions

In this chapter. we have considered a number of the fundamental physical
limitations that constrain the potential performance of photorefractive ma-

terials. In particular, we have described several idealized photogeneration
and charge transport models in terms of the grating recording efficiency.
and we have identified one such model (the bipolar comb) as the absolute

quantum limit against which other such models may be compared. The bi-
polar comb model generates the maximum possible fundamental harmonic

of the space charge field at unity dielectric constant for a given number of

photoexcited mobile charge carriers. A second idealized model, the baseline

sinusoid, provides an upper bound for the grating recording efficiency of a

more realistic photomfractive grating recording model involving a single mobile
charge carrier and a single donor/single trap photorefractive center. This

upper bound was shown to be a factor of four less efficient in generating a

given space charge field than the quantum limitations imply for an optimum

photogeneration distribution and perfectly efficient charge ansport. An ad-
ditional factor of two accrues from the nonlinearity of the grating recording

process observed as the space charge field nears saturation. The combination

of absorption and reflection losses in typical photorefractive recording con-

figurations (without antireflection coatings) contributes approximately one

order of magnitude to the inefficiency of grating recording and readout rel-

ative to the incident photon flux. Hence, the usual photorefractive recording
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configuration exhibits an overall sensitivity that is approximately two orders
of magnitude less than that achievable in the quantum limit. This results in
roughly four orders of magnitude reduction in the corresponding diffraction

efficiency per incident photon. These considerations explain to a certain de-
gree why photorefractive recording has proven to be relatively insensitive

as compared with distinct but related mechanisms of spatial light modulation.
Perhaps far more important. however, are the implications of the above

analysis for the conceptual design and technological implementation of op-
timized grating recording media that operate far closer to the quantum limits.
For example. the bipolar comb illumination profile is not necessarily as un-
physical as it may at first seem. and it can be closely approximated by the
utilization of stratified volume holographic optical elements (Johnson and
Tanguay. 1988) for beam formation. This approach is perhaps most appro-
priate for the generation of a grating of given spatial frequency, as in the
photorefractive incoherent-to-coherent optical converter (Marrakchi et al..
1985). As a second example, the factor of two inherent in the approach to
saturation can be avoided by seeking photorefra:tive materials of near unity
charge transport efficiency and high electrooptic figures of merit, such that
experimentally suitable diffraction efficiences can be obtained well within
the linear recording regime. As a final example. the inefficiency implied by
surface reflection losses can be dramatically reduced, even over the broad
spectrum of angles and wavelengths ;haracteristic of photorefractive re-
cording. by the design and incorporation of appropriate antireflection coat-
ings (Karim et al.. 1988).

Acknowledgments

This research was supported in part by the Defense Advanced Research Proj-
ects Agency (through the Office of Naval Research and the Air Force Office
of Scientific Research), the Air Force Office of Scientific Research. the
Army Research Office, and the Joint Services Electronics Program.

References

Amodei. J.J. (1971). "Analysis of transport processes during holographic
recording in insulators." RCA Review 32, 185-198.

Amodei, J.J.. and Staebler. D.L. (1972). 'Holographic recording in lithium
niobate." RCA Review 33, 71-93.



100 R.V. Johnson and A.R. Tanguay, Jr.

Attard. A.E.. and Brown. TX. (1986). -Experimental observations of trap-
ping levels in BSO." Appl. Opt. 25(18). 3253-3259.
Chemla. D.S.. Miller. D.A.B.. and Smith. P.W. (1985). -Nonlinear optical
properties of GaAs-GaAIAs multiple quantum well material: Phenomena and
applications," Opt. Eng. 24(4). 556-564.
Feinberg. J.. Heiman. D.. Tanguay, A.R. Jr.. and Hellwarth. R.W. (1980).
"-Photorefractive effects and light-induced charge migration in barium titan-
ate." J. AppI. Phys. 51(3). 1297-1305.
Glass. A.M. (1978). -The photorefractive effect," Opt. Eng. 17(5), 470-
479.
Glass, A.M. (1984). "Materials for optical information processing," Science
226, 657-662.

Glass, A.M.. Johnson, A.M.. Olson. D.H.. Simpson. W.. and Ballman.
A.A. (1984). 'Four-wave mixing in semi-insulating InP and GaAs using the
photorefractive effect.' Appl. Phys. Let. 44(10). 948-950.
Glass. A.M.. Klein. M.B.. and Valley. G.C. (1987). "Fundamental limit
of the speed of photorefractive effect and its impact on device applications
and material research: Comment," Appl. Opt. 26(16). 3189-3190.
Gunter. P. (1982). 'Holography. coherent light amplification, and optical
phase conjugation with photorefractive materials," Phys. Rep. 93, 199-
299.
Hou. S.L.. Lauer. R.B., and Aldrich. R.E. (1973). "Transport processes
of photoinduced carriers in Bi 1.SiO•," J. Appl. Phys. 44(6). 2652-2658.
Huignard. J.P., and Marrakchi, A. (1981). "Coherent signal beam ampli-
fication in two-wave mixing experiments with photorefractive Bi, 2SiOo
crystals." Opt. Commun. 38(4). 249-254.
Huignard, J.P.. and Micheron, F. (1976). "High-sensitivity read-write vol-
ume holographic storage in Bi,2 SiO.-o and Bi, 2GeOo crystals." Appi. Phvs.
Let. 29(9), 591-593.
Jaura. R., Hall, T.J.. and Foote, P.D. (1986). "Simplified band transport
model of the photorefractive effect." Opt. Eng. 25(9). 1068-1074.
Johnson. R.V., and Tanguay. A.R. Jr. (1988). "Stratified volume holo-
graphic optical elements." Opt. Leat. 13(3). 189-191.
Kaminow. I.P. (1974). 'An Introduction to Electrooptic Devices." Aca-
demic Press, New York.
Kamshilin. A.A., and Petrov. M.P. (1980). 'Holographic image conversion
in a BilSiO2 crystal." Soy. Tech. Phys. Len. 6(3). 144-145.
Karim. Z., Garett. M.H.. and Tanguay. A.R. Jr. (1988). "A bandpass AR
coming design for bismuth silicon oxide." Tech. Digest 1988 Annual Meet-
ing of the Optical Society of America, Santa Clara. California.



Limitations of Photorefractive Grating Recording Sensitivity 101

Kogelnik. H. (1969). -'Coupled wave theory for thick hologram gratings.'
Bell Svst. Tech. J. 48(9). 2909-2947.
Kukhtarev. N.V. (1976). -Kinetics of hologram recording and erasure in
electrooptic crystals." Soy. Tech. Phys. Lett. 2(12). 438-440.
Kukhtarev. N.V.. Markov. y.B.. Odulov, S5G.. Soskin. M.S., and Vinet-
skii. V.L. (1979). -'Holographic storage in electrooptic crystals.- Ferroe-
lectrics 22, 949-964.
Lesaux. G.. Launay. I.C.. and Brun. A. (1986). -Transient photocurrent
induced by nanosecond light pulses in BSO and BGO. - Opt. Commun. 5703).
166-170.
von der Linde. D.. and Glass. A.M. (1975). "Photorefractive effects for
reversible holographic storage of information." Appi. Phys. 8, 85-100.
Marrakchi. A.. Johnson. R.V.. and Tanguay. A.R. Jr.. (1987). -Polari-
zation properties of enhanced self-diffraction in sillenite crystals." IEEE J.
Quantum Electron. QE.23( 12). 2142-2151.
Marrakchi. A.. Tanguay. A.R. Jr.. Yu. J.. and Psaltis. D. (1985). -Physical
characterization of the photorefractive incoherent-to-coherent optical con-
verter.- Opt. Eng. 240l). 124-131.
Micheron. F. (1978). -Sensitivity of the photorefractive process." Ferroe-
lectrics 18, 153-159.
Moharam. M.G.. Gaylord. T.K.. Magnusson. R., and Young. L. (1979).
- Holographic grating formation in photorefractive crystals with arbitrary
electron transport lengths." J. Appi. Phys. 50(9). 5642-5651.
Orlowski. R., and Kratzig. E. (1978). "Holographic method for the deter-
mination of photo-induced electron and hole transport in electro-optic crys-
tals." Solid State Comm. 27(02), 135 1-1354.
Peltier. M.. and Micheron. F. (1977). "Volume hologram recording and
charge transfer process in Bi12SiO~, and Bi12GeO,.- J. Appi. Phys. 48(9),
3683-3690.
Refregier. Ph.. F'Ilymar. L.. Rajbenbach. H.. and Huignard. J.P. (1985).
"-Two-beam coupling in photorefractive Bi12SiOo crystals with moving grat-
ing: Theory and experiments." J. AppI. PhYs. 58(1). 45-57.
Shi. Y., Psaltis. D.. Marrakchi. A.. and Tanguay*. A.R. Jr. (1983) "Pho-
torefractive incoherent-to-coherent optical converter." Appi. Opt. 22(23).
3665-3667.
Stepanov. S..1. and Petrov. M. P. ( 1985). "Efficient unstationary holographic
recording in photorefractive crystals under an external alternating electric
field." Opt. Commun. 53(5). 292-295.
Stepanov. 5.1.. Kulikov. V.V.. and Petrov. M.P. (1982). -Running holo-
grams in photorefractive Bi,2SiO,. crystals.' Opt. Commun. 44(l), 19-23.



102 R.V. Johnson and A.R. Tanguay, Jr.

Strohkendl. F.P.. Jonathan. J.M.C.. and Hellwarth. R.W. (1986). -Hole-
electron competition in photorefractive gratings.- Opt. Let. 11(5). 312-
314.

Tanguay. A.R. Jr. (1985). -Materials requirements for optical processing
and computing devices." Opt. Eng. 24(I). 2-18.
Valley. G.C. ( 1984). "Two-wave mixing with an applied field and a moving
grating.- J. Opt. Soc. Am. 8 1(6). 868-873.
-Valley. G.C. (1986). "Simultaneous eLectron/hole transport in photorefrac-
tive materials.- J. Appl. Phys. 59(10). 3363-3366.
Valley. G.C.. and Klein. M.B. (1983). -Optimal properties of photorefrac-
tive materials for optical data processing.- Opt. Eng. 22(6). 704-711.
Yeh. P. (1987). -Fundamental limit of the speed of photorefractive effect
and its impact on device applications and material research," Appl. Opt.
26(4). 602-604.

Yeh. P. (1987). -Fundamental limit of the speed of photorefractive effect
and its impact on device applications and material research: Author's reply
to comment." App!. Opt. 26(16). 3190-3191.

Young, L.. Wong, W.K.Y.. Thewalt. M.L.W., and Cornish, W.D. (1974).
"Theory of formation of phase holograms in lithium niobate." Appl. Phys.
Let. 24(6). 264-265.



APPENDIX 8

CHAPTER 15

PHOTONIC IMPLEMENTATIONS OF
NEURAL NETWORKS

B. Keith Jenkins and Armand R. Tanguay, Jr.

TOWARDS THE DEVELOPMENT OF A
NEURAL NETWORK IMPLEMENTATION TECHNOLOGY

As described in other chapters of this book, neural networks provide a different ap-

proach to solving problems as compared with more conventional algorithmic techniques,

and can be applied to a wide range of applications. In some of these application domains

the simulation performance of neural networks has been comparable to that of more con-

ventional algorithmic approaches. In many application domains, however, a realistic (and

therefore large scale) problem may overwhelm the conventional approach, in that it may

be too computation intensive to be implemented on a sequential digital computer, and

may not parallelize sufficiently well (if at all) for efficient computation on a parallel digital

machine. On the other hand, because a neural network algorithm is inherently parallel, it

immediately suggests a parallel architecture, which may in turn be implemented using ei-

ther analog or digital hardware. And for the case of large-scale problems, analog hardware

will typically provide a much more efficient neural implementation than digital hardware.

In the previous chapter, fully electronic (primarily VLSI-based) neural networks were

described in which the primary functionality of both the neuron units and the weighted



(synaptic) interconnection matrix is incorporated on a planar microelectronic chip. An

important advantage of the integrated circuit approach to neural network implementation

is the capability for near-term technology insertion, with leverage provided by a well-

established technology base characterized by a fully developed computer aided design and

computer aided manufacturing (CAD/CAM) device and circuit repertoire. An equally

important limitation is the difficulty in scaling up neural chips to incorporate large numbers

of neuron units in fully (or near fully) interconnected architectures. This limitation derives

from the limited pin-out, off-chip communication bandwidth, and on-chip interconnection

density available in both current generation and projected chip designs.

In this chapter, we consider the utilization of optical (free-space) interconnection tech-

niques in conjunction with photonic switching and modulating devices to expand the num-

ber of neuron units and complexity of interconnection, by using the off-chip (3rd) dimension

for synaptic communication. As we shall see, the merging of optical and photonic devices

with appropriately matched electronic circuitry can provide novel features such as ful-

ly parallel weight updates and modular scalability, as well as both short and long term

synaptic plasticity.

Many approaches to the incorporation of photonic and optical technology in the im-

plementation of neural networks are currently being pursued in the research community.

The intent of this chapter is not to present a review of these various approaches, the

details of which can be obtained from several of the references given in the Suggested

Further Reading section at the end of this chapter. Instead, our focus herein is directed

toward a description of key photonic devices and techniques based on fundamental optical

phenomena, as well as toward a unique and generalizable approach to their potential use

in the implementation of large-scale, highly parallel neural network architectures. The

unusual nature of some of these techniques has interesting implications for the design of

naturally mapped architectures and associated learning/computing algorithms. We will

address a number of these unique features in the context of a description of the basic op-

tical phenomena that can be used to advantage, and of the array of photonic devices that

comprise the system designer's palette. Because the incorporation of optical and photonic

hardware casts the subject of neural network implementations in a somewhat unfamiliar
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light, we first discuss a set of desirable and requisite characteristics for neural network

implementation technologies.

An important feature of any implementation technology is that of generality: a "build-

ing block" approach. The growth and synthesis of material structures, and their incorpo-

ration into devices, must be well characterized, understood, and repeatable, for a small

number of specific material combinations and device structures. These devices are then

assembled into circuits or architectures for the implementation of specific computational

models. This provides leverage in two ways: (1) the small number of useful and well un-

derstood components are used repeatedly in different structures for different applications,

and (2) architecture and system level designers need not be experts in the properties of the

material and device structures used to configure the components, saving many man-hours

in the design of computational systems over a completely custom approach. Such a purely

custom approach could preclude the widespread use of these architectures and systems, as

has been characteristic, for example, of optical information processing and optical signal

processing systems over the past two decades.

Not only is it important for the implementation technology to be of a building block

nature, but it is also important for the models underlying the computational architectures

to support such an approach, and in fact to be of a building block nature themselves.

Ideally the models would comprise a set of common components and operations at the

functional level, such as specific types of neuron units, weighted interconnections, weight

updates, and comparisons with desired target values. Then the mapping from model and

functional architecture to hardware architecture, layout, and implementation can proceed

efficiently as well. This building block approach at both the model anc har. .vare levels

has certainly been characteristic of the development of digital electronics, and has been

largely responsible for its success.

Assuming that appropriate neural network models and a corresponding technology

base can be merged within a compatible building block approach, neural network system-

s potentially provide a unique capability for large-scale analog, nonlinear computation.

As such, the neural network paradigm potentially alleviates two critical bottlenecks that

have impeded the widespread implementation of large-scale analog, nonlinear computing
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systems based on non-neural architectures: the lack of appropriate generic hardware com-

ponents and of the sufficient::' leveraged manpower required for their economical design

and manufacture, as well as difficulty in establishing efficient techniques for mapping from

the application and model domain onto compatible hardware. With regard to the for-

mer bottleneck, neural network architectures are generally forgiving with respect to device

nonuniformities and imperfections, creating much needed latitude for the device designer.

With regard to the latter bottleneck, the neural network paradigm inherently provides a

mapping from the problem domain onto a highly parallel architecture, which immediately

yields a starting point for its layout in analog hardware.

In the case of photonics for neural network applications, the hardware technology is

being developed simultaneously with the neural computation model(s). This implies at

least two things. First, it is crucial to retain flexibility in the functionality of each com-

ponent, so that as the neural computation models evolve, the hardware can evolve along

with it. The development of an entirely new technology base typically takes at least a

decade; such a delay between model development and hardware realization is generally u-

nacceptable. Thus, the generic technology base must provide sufficient flexibility. Second,

not only should the neural computation model steer the technology development, but the

reverse can, and indeed must, also occur. This assures a mutual compatibility in outcome.

The basic requisite functions for a neural network technology base appear to be: neu-

ron unit response, weighted interconnections (fixed and variable), input/output, learning

computation and weight update, and duplication capability (i.e., the capability of making

a copy of a network structure). In addition, other features are desirable, such as higher

order connection capability. The neuron unit response, at the most common and basic

level, is a sum-of-inputs followed by a monotonic nonlinearity. The nonlinearity should

have the flexibility of providing different amounts of gain; for example, it is useful to have

a high gain to implement a binary threshold, and a low gain to implement a nearly linear

response. The neuron unit should be bipolar in that it permits both positive and negative

inputs, so that inhibitory and excitatory connections can be realized. This we consider

to be the minimal requisite functionality of a neuron unit. In addition, a very desirable

feature is the capability for bipolar outputs. Note that biologically this is not necessarily
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the case, but useful neural computation models will likely deviate substantially from bio-

logical reality and may require this capability. Other capabilities are also desirable, such

as leaky integrator effects [Mead, 1989] and more complex behavior such as that required

in shunting networks [Carpenter, 1987].

Each weighted interconnection must store a learned or initialized value, and perform

a multiplication operation on the signals passing through. An analog multiplication is

generally much more efficient than a digital one for reasons of speed and device area

or volume. For this reason, it is worth some effort to provide analog storage for the

weights. Note that the very large number of weights used in many networks implies

that minimization of the incorporated hardware complexity of the requisite storage and

multiplication operations is crucial for physical realizability. Input/output is often ignored

at the higher levels, but can critically affect the physical architecture and can be a major

factor in determining the overall throughput. The input/output function includes the

input of signals, the output of results, and the input of weights if necessary.

It is important at the outset to distinguish among systems that have fixed weights;

systems that have programmable weights (that are externally computed but loaded into

the network); and systems that have full learning capability, in which the learning algorithm

is implemented as part of the parallel system. The associated hardware complexity can

be quite different in each of these cases. Finally, duplication capability is useful, for

example, for replicating a pre-learned network when multiple copies of the network are to

be produced and subsequently used with fixed connections. Probing the weight values in a

hardware implementation may at first sound straightforward, but implementing very large

numbers of weights in a small volume can in some cases preclude such capability.

Applications of hardware implementations of neural networks could include sensor sig-

nal processing and fusion, pattern recognition, associative memory, and robotic control.

These applications imply a wide range of hardware requirements. For example, most vi-

sion processing is characterized by moderately large numbers of neuron units, with small

to moderate connectivity and primarily local interconnections. Associative memory, on

the other hand, typically requires a very high connectivity.

Semiconductor-based VLSI technology has proven to be very capable for the implemen-
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tation of most, if not all, of the above functions. It also has the capability for integration of

control circuitry and/or arbitrary digital or logical operations on the same chip as the neu-

ral processing circuitry. However, an important issue in neural implementations is that of

scalability, since many neural network applications are likely to require very large numbers

of neuron units and connections. As pointed out above, it is primarily the consideration

of scalability that leads us to the conclusion that purely electronic VLSI will work well for

certain applications, but can benefit greatly from the incorporation of photonics for other

applications.

Two important considerations in VLSI implementations are area complexity and pinout

requirements. A fully connected network of N neuron units requires area 0(N2 ). One

can think of this as having only a single linear dimension available for the neuron units

themselves, in order to leave room for the connections. This of course limits the size

of fully connected networks that can be accommodated on a single chip. For example,

chips have been fabricated with 54 neuron units and 2916 ternary (3-level) synapses, and

it is estimated that approximately 700 neurons, fully connected with (10' - 106) similar

synapses, could be implemented on a CMOS chip using 0.5 ym design rules. Learning

capability with analog synapses may require substantially more area per synapse [Jackel,

1988]. On the other hand, networks with low connectivity and only local connections

between neuron units permit a much larger number of neuron units to be implemented on

a chip. For example, the silicon retina of Mead et al. comprises a 48 x 48 array of neuron-

like units, each connected to its 6 nearest neighbors on a hexagonal grid [Mead, 1988]. A

much larger number of neuron units, on the order of 10', could be implemented with such

a locally-connected array, since the neuron units and the connections each require area

only O(N). So we see that a critical limiting factor in the VLSI implementation of neural

networks is the area required for on-chip interconnections, and that the area required for

neuron units is relatively inconsequential.

The number of pinouts that can be provided on a chip is proportional to its linear

dimension, not to its area. This degree of pinout capacity is well matched to fully connected

networks in which the weights do not need to be input or output frequently, and to locally

connected networks of low to moderate bandwidth. An example of the latter is a vision
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network that operates at video frame rates; in this case the signal can be easily time

multiplexed onto a relatively small number of lines for communication onto and off of the

chip.

On the other hand, other application areas will require a higher input/output (I/O)

bandwidth and/or a large number of neuron units with high connectivity. For example,

0 if the weights are to be fed onto and off of a chip frequently, substantial multiplexing

would be required for reasonably large networks (e.g., up to 200 pinouts can generally

be accommodated, but as described above, as many as 10' - 106 synaptic weights can be

incorporated on the chip). Wafer scale integration with bump bonding techniques can
help by providing large, multi-wafer structures, but the number of I/O lines is still likely

to be modest due to practical and physical constraints. So we see that a second critical

limiting factor in the VLSI (and wafer scale integration) implementation of neural net-

0 works is the number of I/O lines that can be practically incorporated. Neural applications

utilizing large fully connected networks such as associative memory would benefit greatly

from implementations of 10' - 106 fully connected neuron units, implying the need for

1010 - 1012 synaptic weights. In addition, the intermediate realm of large networks with
partial but moderate-to-large connectivity will likely also prove beneficial to a wide range

of applications.

In this chapter, we discuss a variety of issues that impact the development of photon-

ic technology as applied to hardware implementations of neural networks with enhanced

capabilities. Photonics has the potential for the implementation of networks with large

numbers of neurons (105 - 106) and high connectivity (approximately 1010 analog-weighted

interconnections) in one "module". The approach taken here is to use electronics to im-

plement the internal function of each neuron unit, and to use optics to implement the

connections, weights, and I/O. With this technique most of the area of a two-dimensional

(2-D) "chip" can be used to implement the neuron units themselves, and optical free-space

propagation and volume holograms can be used to implement the interconnections. Thus

the interconnections actually occupy a three-dimensional (3-D) volume, which improves

scalability dramatically.

The next section of this chapter describes the fundamental optical principles and key
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photonic technology concepts that are needed for neural network implementations, and

covers photonic analog arithmetic, switching, interconnections, sources and detectors. Ar-

chitectural considerations are discussed in the subsequent section, including the use of

volume interconnections, signal representation, and desired architectural features. The

next section then presents a photonic implementation strategy that satisfies most of the

0 desired criteria. In the two concluding sections we investigate the ultimate limitations of

photonic implementations of neural networks, and consider the future of such implemen-

tations.

I
FUNDAMENTAL PRINCIPLES OF

PHOTONIC TECHNOLOGY

In order to effectively appreciate the potential advantages as well as the limitations of

extending the VLSI (electronic) repertoire to include photonic components and optical-

ly inspired functionality, we will first identify and then explain a few truly fundamental

principles of the optical and photonic technologies on which such hybrid neural network

implementations are based. In this section, therefore, we discuss the basic features of opti-

cal analog computation with both coherent and incoherent illumination sources, photonic

switching devices and their various neuron-like functions, the characteristics of photonic in-

terconnections that are essential to the implementation of synapse-like interneuron wiring,

and the principal features of sources (photonic power supplies) and detectors (photonic-to-

electronic power converters).

Optical Analog Computation

At the present time, most proposed photonic implementations of neural networks are

based on analog operations, both in the representation of neuron outputs as well as in

the incorporation of interconnection weights. This emphasis of analog computation over
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perhaps more familiar digital computation derives principally from several distinct advan-

tages that accrue to optical systems designed to handle the switching and interconnection

of very large numbers of inputs and outputs at each circuit node (neuron unit). These ad-

vantages include a significant reduction in the number of switching components required to

sum multiple inputs [Abu-Mostafa, 1989], an increase in the degree of fan-in and fan-out

allowable from each circuit node, the elimination of analog-to-digital and digital-to-analog

converters, a significant decrease in signal routing and interconnection complexity, the po-

tential utilization of natural physical phenomena within certain photonic devices to accom-

plish difficult computational functions directly, and the possibility of higher computational

throughput per unit dissipated energy in operations characterized by high computational

complexity. Additionally, two notable disadvantages of analog systems, error accumula-

tion and lack of precision in representation, may prove to be relatively unimportant in the

neural network environment, due in part to the self-organizing and error correcting nature

of many neural learning algorithms [von der Malsburg, 1987]. We will return to a number

of these issues throughout the remainder of this chapter.

The computational operations necessary for the implementation of a wide range of

neural and neural-like networks are surprisingly simple, consisting primarily of addition,

subtraction, multiplication, and nonlinear thresholding. The operation of addition usually

must be performed over a very large number of inputs at a given neuron unit, representing

weighted excitatory signals from other interconnected neuron units; subtraction is uti-

lized to differentiate excitatory inputs from inhibitory inputs to a given neuron unit, as is

common, for example, in models of the visual process and of associative memories. Multi-

plication is necessary for the provision of linear interconnections with signal-independent

weights, which in turn store learned (or pre-programmed) information, and hence form an

important constituent of the neural paradigm. Finally, nonlinear thresholding operations

are performed in order to provide the appropriate transfer function between the neuron

activation potential (sum of all inputs, both positive and negative, to a given neuron unit),

and the output each neuron unit generates in response. It is this nonlinearity in particu-

lar that gives multilayer neural networks their computational power, and allows recurrent

networks to iteratively approach one of several stable states of the system. The detailed
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nature of the nonlinearity itself can affect a number of critical system properties, includ-

ing the number of iterations (or equivalently the time) required to achieve steady state,

and the stability of the network in the presence of noise, inaccuracy, and nonuniformities

among both the neuron units and the interconnections. In some envisioned neural net-

work implementations, it is important to also be able to alter the nature of the nonlinear

thresholding function dynamically during the computational phase of operation.

In addition to these elementary operations (and combinations thereof), it is necessary to

accommodate operationally for both the learning function (which includes input-dependent

interconnection weight updates) and for the computational function (which in general re-

quires iterative feedback and the implementation of nonlinear thresholding, usually with

fixed interconnection weights). The only additional fundamental operation required by

these features, that of input-dependent interconnection weight updates, can usually be

reduced to at most a combination or sequence of the previously described fundamental

operations of addition, subtraction, multiplication, and nonlinear thresholding. It is im-

portant to note, however, that in this case the operations pertain directly to the implemen-

tation of interconnection weights, rather than to functions performed by the neuron units;

hence, the physical processes involved may in fact be considerably different in nature, and

thus subject to a quite different set of constraints. This differentiation between the two

different "types" of basic operations (those pertaining to the neuron units and those per-

taining to the interconnection pathways and weights) is discussed in more detail below, as

well as in the section describing the fundamental physical and technological limitations of

neuro-optical computing.

At the outset, we must further differentiate between those fundamental photonic op-

erations that are intended for "optical" implementation, and those that are envisioned

for "optoelectronic" implementation. In the first category, we place those types of physi-

cal processes in which one or more beams of light interact either directly (as in coherent

interference) or through an intermediate physical medium (as in the summation of two in-

coherent beams of light on a single detector). In the second category, we place operations

that involve one or more photon-to-electron or electron-to-photon conversion processes

prior to the actual implementation of the desired function, which is then assumed to be
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accomplished using intermediate (primarily analog, but perhaps digital) circuitry. An ex-

ample of this latter category might be the subtraction of two optical signals by independent

but simultaneous photodetection of each signal, followed by the use of an analog electronic

differential amplifier to execute the functional subtraction. Most proposed neuro-optical

processors rely to some degree on both types of physical implementation mechanisms (c.f.

the sections "Architectural Considerations for Photonic Neural Network Implementation-

s" and "An Implementation Strategy", below). In fact, the eventual degree of success

achievable by neuro-optical computing techniques rests heavily on an appropriate balance

of these mechanisms within a given system, optimized to yield the greatest computational

advantage within the allowable physical and system constraints.

Optoelectronic implementations of neural functions for the most part rely on optical

signals as inputs and outputs to and from the neuron units in order to allow for both

high bandwidth and high interconnection multiplexing capacity, and on electronic signal

combination and processing locally within each neuron unit. As such, optoelectronic func-

tions are characterized primarily by the optical characteristics of interconnection, and by

the electronic characteristics of computation. The former will be described below, while

the latter has been discussed both by Bang Lee and Bing Sheu elsewhere in this volume

[Lee, 1991] as well as by Carver Mead in a recent elegant monograph [Mead, 1989]. On

the other hand, optical implementations of these functions rely on communication by, as

well as the interaction of, two or more optical signals in order to accomplish the relevant

computation, which is often (but not always) followed by a photon-to-electron conversion

process in some form of single channel or array detector. It is to the fundamental principles

of such optical computational interactions that we next turn our attention.

In order to adequately consider even so basic a process as optical addition, it is essential

to differentiate between two basic types of optical interactions (as determined by the nature

of the optical signals involved): incoherent and coherent. Incoherent interactions occur

whenever the light wavefronts representing the input signals temporally dephase (do not

oscillate in unison) over the relevant time of observation (detector temporal integration

window), in that they are either both temporally incoherent at the outset, or are each

temporally coherent but separated in optical frequency by more than the inverse of the

11



observation time. Interactions in which the input optical signals spatially dephase over

the aperture of the relevant detector wherever the output is utilized (detector spatial

integration window) are also incoherent for all practical purposes, and will obey incoherent

summation rules as given below. Coherent interactions occur, on the other hand, whenever

the light wavefronts representing the input signals simultaneously maintain a constant

phase relationship over the detector spatial and temporal integration windows.

From these remarks, it can be seen that it is quite important to understand the dis-

tinction between coherent (or incoherent) light and coherent (or incoherent) interactions as

defined by the eventual detector configuration and operational parameters. For example,

it is perfectly acceptable to consider a situation in which two mutually coherent optical

beams interact to produce an interference pattern with a spatial scale small compared with

the relevant detector aperture. In such cases, the interaction will in fact follow incoherent

0 summation rules, as the detector effectively integrates the space-variant interference pat-

tern over the full detector aperture to produce exactly the same result as the interaction

of two mutually incoherent (temporally) optical beams.

Given these preconditions, then, the actual rules for the basic operations are quite s-
traightforward. Consider first the case of addition of two incoherent optical signal beams

in a collinear geometry, in which the two distinct input beams with intensities I and 12

are assumed to emerge from a beam-combining optical system (as yet undetermined) such

that the two output beams are collinear. If the beams are combined, for example, by

a nondispersive (wavelength-insensitive) 50/50 (50% transmission, 50% reflection) beam-

splitter as shown in Figure 15.1(a), two possible output beams lout and I'ut are created,

each with an intensity given by:

p1
,out = ro` t = 4i 4'12).(

The output intensity is thus linearly proportional to the sum of the input intensities. Note

0 that this operation cannot be accomplished without an inherent loss, in the case shown

above equal to 0.5 or about 3 dB. In fact, if we wish to combine N beams collinearly by

this technique (using a linear chain of non-dispersive beamsplitters), N - 1 beamsplitters
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are required with transmissivities given by 1/2, 2/3, 3/4, ... , (N - 1)/N, representing a

total loss of (N - 1)/N with an overall throughput of 1/N:

1

Iot =-(I + 12 + I3 +. + IN). (2)

Instead of using a linear chain of beamsplitters with different transmissivities, we could

alternatively construct a binary tree structure by pairing the inputs that again requires

N - 1 beamsplitters, but in this case with equal transmissivities of 1. This system of2

beamsplitters also exhibits an overall throughput of ' (for even values of N). Although

beam combination of a large number of inputs by the multiple beamsplitter method is

impractical, we will utilize this result a little later in order to understand the essential fea-

tures of holographic beam combiners, which are subject to many of the same constraints.

FIGURE 15.1 Illustration of optical addition utilizing a 50/50 beamsplitter:

(a) collinear incoherent beam geometry; (b) collinear coherent beam geometry,

showing input and output amplitudes; (c) collinear coherent beam geometry,

showing input and output intensities.

It should be noted in passing that the overall throughput loss implied by Equation (2)

can be circumvented if the beams to be summed incoherently are sufficiently distinct in

wavelength that a dichroic mirror can be used to combine them. A dichroic mirror reflects

light within a given wavelength range, and transmits light outside of that range. Multi-

ple dichroic mirrors can be used to collinearly sum multiple beams through appropriate

choice of the input wavelengths in each arm, and of the characteristic wavelengths of each

succeeding dichroic mirror.

Consider next the case of addition of two coherent optical signal beams in a collinear

geometry. An example, again using a beamsplitter, is shown schematically in Figure

15.1(b). The presence of the beamsplitter generates a 7r/2 phase shift for each transmitted
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beam, and a ir phase shift for each reflected beam [Haus, 1984]. In this case, due to the

coherent nature of the two input signal beams, the output intensity is no longer given

simply by the sum of the input intensities. In fact, the output amplitude is proportional

to the sum of the input signal amplitudes (provided that the two beams have identical

polarizations):

1

aou, = (ial - a2 ) (3)

in which 0 is the relative phase between the two wavefronts (here assumed constant over the

detector aperture). It should be noted parenthetically that optical beams with orthogonal

polarizations do not interfere, and hence follow the incoherent addition rule. We assume

throughout this chapter that all beams are polarized identically.

From this simple equation, several important principles can be seen to emerge. First,
the representation we must choose for simple addition to occur with coherent light is differ-

ent than in the case of incoherent light: in the coherent case, we must use the amplitudes

(containing phase information), whereas in the previous (incoherent) case addition is lin-

ear in the intensities. Second, the input-output transformation represented by Equation

(3) reveals an easy method for implementing both addition and subtraction: we merely

set the phase difference to -7r/2 for addition, and to 7r/2 for subtraction. This can be

accomplished either by adjusting the relative path lengths of the two input beanis, or by

inserting an appropriately oriented wave plate in one of the two beams. In the incoherent

case treated above, no such algorithm exists since we are adding intensities (which are

positive definite quantities), and direct subtraction is not possible without intermediate

intervention by an active optical or optoelectronic device. Third, note that the second

output beam is now not symmetric with the first:
S 1

aI = -(-a, + ia2e' ). (4)

This asymmetry in output amplitudes directly results from the asymmetry between the

phases of the reflected and transmitted components in a partially transmitting mirror

[Haus, 1984].
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Since the intensity of an optical beam is related to its amplitude by the relation:

Im = (aý)T " am (5)

in which a,, is the vector amplitude of the wave representing its polarization, * represents

the complex conjugation operation, and T represents the transpose of the vector, the

output intensities in the two coherently summed channels are given by:

Iot = 1-[a, + a2 + 2ala 2 sin45], (6)
2

and

I., = 1-[a2 + a2 - 2ala 2 sino], (7)
2

as shown in Figure 15.1(c). From these two equations, it can be seen that for arbitrary

values of the phase shift 0, the output intensity is not simply related to the sum of the input

intensities, but instead has a seemingly undesirable cross term. We can use this cross term

to advantage by noting that for phase shifts of 0 or any integer multiple of 7r, both output

intensities are equal, and reduce to the expression previously noted for the incoherent case

(Equation (1)). Thus for coherent illumination, we can either perform addition directly

with the amplitudes, or with the intensities if we are careful about proper phasing of the

input signals. One difficulty with the former approach is that most detectors are linear in

intensity but not in amplitude, as will be discussed in further detail below.

In direct analogy with the analysis presented for the case of incoherent multiple signal

beam summation, we can extend the above equations to include the case of multiple

collinear coherent inputs using appropriate combinations of beamsplitters. For N coherent

input beams summed optimally, the output amplitude is given by:

jN-1

aout = i-a, + a2 +a+.a . + aN]. (8)

In order to achieve this result, one must again use N - 1 beamsplitters with (intensity)

transmissivities identical to those employed in the incoherent case, and in addition the
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relative phases must be arranged such that the phase difference between a2 and a, is

-7/2, and each successive beam is increased in phase by r/2.

In all of the cases described above, we have constrained the problem by requiring that

the output beams all be collinear, and in fact many proposed neuro-optical architectures

implicitly demand such a constraint. We will show in later sections, however, that this

is perhaps an unnecessary and in many cases undesirable constraint. Hence we consider

here also the case of optical addition with noncollinear output beams, requiring instead

only that the summed beams fill the same detector aperture. There are in fact a number

of interesting variants of these two constraints, but we will limit the discussion to the two
principal cases only. One possible such configuration is shown in Figure 15.2(a), in which

two incoherent signal beams are summed within the detector aperture by using two 100%

reflecting mirrors, producing an output intensity given by:

Io.t = Il + 12. (9)

This output intensity is uniform across the detector aperture, as shown schematically in

the figure. In addition, relaxation of the requirement for collinearity can be seen to now

allow for the use of mirrors instead of beamsplitters, eliminating the loss we found in the

previous case at the expense of increased angular multiplexing.

FIGURE 15.2 Illustration of optical addition utilizing mirrors: (a) angular-

ly multiplexed incoherent beam geometry; (b) angularly multiplexed coherent

beam geometry.

Up to this point in the discussion, we have had to consider the phase of the optical

wavefronts only for the case of collinear, coherent addition. In that case, we only needed

to use the relative phase shift between the two beams to derive Equations (6) and (7),

since the phase shift is constant in both space and time over the detector spatial and
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temporal integration windows. In order to consider the case of noncollinear, coherent

addition, however, we must allow for the space-variant phase shifts that naturally result

when two coherent wavefronts cross at a non-zero angle. These effects are automatically

tak - into account if we express each wave (beam) amplitude in a form that incorporates

both its magnitude and its phase everywhere in space at a given instant of time. For a

plane wave (in which the planes of constant phase are oriented normal to the direction

of propagation), it proves convenient to use the form aexp(,k.r), in which a is a vector

representing the polarization of the optical wave (its amplitude in each of the principal

coordinate directions), k is the wave vector of the optical wave (defined as a vector with

direction normal to the planes of constant phase, and with magnitude Iki = 27rn/A, in

which n is the refractive index of the propagation medium and A is the wavelength of the

light wave in vacuum), and r is a position vector defined from an arbitrary origin in space

(r = xi + yý + zi, in which i, j, and , are unit vectors along the Cartesian coordinate

axes.

For the case of coherent illumination, then, the result of noncollinear summation is as

shown schematically in Figure 15.2(b). In this case, the phase of each input wave varies

across the detector aperture (assumed to lie in the plane z = 0) at a rate that is a function

of the angular separation of the incident beams, as well as of the angular deviation of the

bisector from normal incidence. This condition can be represented by writing the wave

amplitudes with a space-variant phase, which is in tirn dependent on the z-=omponent

of the wave vector k, in the form alexp(ikrx). The two waves will thus interfere in the

plane of the detector, forming essentially a new wave with a local amplitude given by the

sum of the incident amplitudes. The resulting intensity pattern has both a space-invariant

(uniform) and a space-variant (sinusoidal) component:

2a + a 2 + 2aja2 cos 2k.T. (10)

If w,! assume that the detector is linear in intensity over the dynamic range represented

by this equation, and furthermore that the detector is uniform in responsivity over its

aperture, then the output from the detector will be the spatial average of this interference
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pattern, resulting in an output intensity that is in fact a sum of the input intensities, as

represented by Equation (9). In this case, the result is independent of the relative phase

shit'• (difference) between the two beams at their points of entry into the beam combiner

system, since such a phase shift will merely result in a translation of the interference

pattern without altering its integrated value. This result also can be extended to the case

of multiple input signal beams, with the stipulation that mirrors cannot be allowed to

occlude each other; hence, for a given beam width, only a certain number of beams can

be combined without loss by means of this method without overcrowding the available

angular spectrum.

The operation of optical multiplication is fundamentally different in a number of ways

from those of addition and subtraction. Perhaps the most important difference is that the

multiplication of either beam amplitudes or intensities cannot be accomplished directly,

but must instead utilize a nonlinear medium of some form within which the beams can

interact. There are two principal types of interactions to cr'nsider: those in which the two

beams must be present simultaneously in order to form the desired product, and those

in which the two beams are utilized sequentially in time. In general, the former interac-

tions tend to operate on the amplitudes and hence require mutual coherency, whereas the

latter interactions typically form products of (incoherent or coherent) intensities, which

are therefore more straightforward to detect with currently available intensity-sensitive

detectors.

Simultaneous multiplication of two optical beams is suggested by Figure 15.2(b), in

which two coherent signal beams are angularly multiplexed to form the interference pattern

gi-en by Equation (10). Note that the space-variant part of the output intensity in the

plane of the "detector" is proportional to the product of the amplitudes, i.e., is of the

form 2aja 2 cos2k.x. If instead of employing a uniform (spatially averaging) detector as

before, we were now to employ a space-variant detector sensitive to the local intensity,

it is possible to record this modulation term along with the unmodulated (uniform) bias

represented by the squares of the two amplitudes. If in addition the "detector", for example,

is assumed to generate a change in either its absorption coefficient or its refractive index

as a function of the recorded intensity pattern (for a given exposure), a diffraction grating
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will be formed. The resulting diffraction grating can be characterized by an amplitude

that is proportional to the product of the input signal beam amplitudes, and that can

be probed by a third so-called "readout" beam. This is at once the basic principle of

holographic recording (as explained in more detail below in the subsection on "Photonic

Interconnections"), and at the same time allows the implementation of the multiplicative

operation for coherent inputs. It should be noted that although this process produces a

useful result for the case of two inputs, extension to larger numbers of inputs is not trivial,

and requires the utilization of higher order terms in the susceptibility tensor (representing

the complex dielectric constant) for implementation. The one exception to this rule is
the use of the probe (readout) beam intensity Ip as a third effective input, in which case

output intensities proportional to either Ipala 2 or Ipl1l2 can be detected depending on the

operational parameters of the recording medium and readout configuration.

0 If the simultaneity requirement is relaxed to allow for sequential interactions in an

intervening photosensitive medium, then it is possible to multiply two incoherent input

signals by means of the simple generic scheme shown in Figure 15.3. The medium again

acts as an effective detector for beam 1, generating a transmittance (in its range of linear-
ity) proportional to the intensity of beam 1. This transmittance can be generated either

directly, or through the exposure given by the product of the intensity and the exposure

time as in the familiar case of photographic film. Beam 2 is effectively employed as a probe

beam, such that the output intensity is given by:

I~t = cIli 2, (11)

as desired, in which c is a proportionality constant subject to the constraint that:

c1A < 1. (12)

This process, as in the previous case, is extendable to accommodate an arbitrary number

of inputs by iteration, unfortunately resulting both in a lengthy generation sequence for a

large number of inputs, and in the potential for significant nonlinear effects with a heavily

constrained overall dynamic range. For the case of N input beams, we can utilize N - I
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exposure steps in combination with N - 1 intermediate readout steps and a final readout

step with beam N to generate an output intensity of the form:

Iout = cN-lllII3"" IN-JN, with cN-1 1I 2 13 ... IN-i < 1. (13)

In direct analogy to the case of summation, we could instead utilize a binary tree structure,
0 which requires only log2N time steps but uses the same number of devices.

Finally, it should be noted that this latter process of incoherent beam multiplication

through an intervening medium by sequential illumination is suggestive of the process

of spatial light modulation, in which the same basic concept is extended to cover a two-

dimensional array of multiplication elements. In fact, this process is an essential component

of the general area of photonic switching, to which we will turn our attention below.

FIGURE 15.3 Illustration of optical multiplication utilizing a medium with

variable transparency.

Before turning to the topics of photonic switching and photonic interconnections, we

conclude this section with a discussion of the fourth principal computational process that
can be performed optically (as opposed to optoelectronically, as discussed below): that

of the incorporation of functional nonlinearity. Although many types of functional non-

linearities are of interest in a generalized analog computational system, those of primary

utility in the neural network environment are for the most part threshold-like in nature. A

threshold function fT(x) of some input variable x (such as the input intensity, for example)

can be described in general by:

0 Mx(z)TmTn; -oo < x < x,

fT(x) =M(X); x 1 < x < X2  (14)

fTr(X)Ta; x2 < X <_
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in which the function m(x) is a monotonic function with a minimum value of Tm,,i and a

maximum value of T,...,. For a step function response, the function m(x) can be eliminated

by setting x, = x2 . In many cases, a smoother transition between the two extreme states

has been found to generate enhanced network stability and faster settling times. In such

cases, the function m(x) may be taken, for example, as a sigmoid with an exponential

0 onset and an asymptotic approach to the saturation level.

The incorporation of such nonlinear functionality by direct optical means can be achieved

through the use of a number of different types of nonlinear materials; such materials typ-

ically exhibit a change in their refractive index or absorption coefficient proportional to

the first and higher order powers of the local optical intensity. One example of such a

material is photographic film, which after development exhibits a (negative) sigmoid-like

exposure characteristic, with a saturation value determined by the maximum optical den-

sity achievable within a given film thickness. (The optical density (OD) of a medium is

given by the negative of the decadic logarithm of its transmittance; for example, a film that

transmits 1% of the incident illumination has an optical density of two (OD2)). Another

common example of an optical nonlinearity is the photoconductive saturation behavior of

certain semiconductor materials such as cadmium sulfide, zinc selenide, and silicon. In

this latter case, the distinction between an "all-optical" nonlinearity and an optoelectronic

nonlinearity becomes somewhat blurred, as the photoconductor can be thought of as a

0 light-sensitive electronic device.

Such optical techniques for the generation of functional nonlinearities at present suffer

several inherent disadvantages, in that they often require either on off-line post-exposure

development step (which is unsuitable for real time operation at high frame rates), long

response times, or very high optical intensities to achieve saturation. In addition, such

materials as of yet have not proven to be readily programmable, which is often a desirable

feature from the systems perspective in order to accommodate variable threshold functions,

gain, saturation values, and offsets. As we will see in the next section, the incorporation

of electronic circuitry with optical detectors and modulators to achieve optoelectronic non-

linearities can in fact greatly increase the threshold sensitivity and operational bandwidth

of nonlinear switching elements, while simultaneously providing flexible programming ca-
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pabilities.

Photonic Switching

The switching function, that of providing an output that is (perhaps nonlinearly) de-

pendent on one or more inputs, is a principal distinguishing characteristic of neuron units.

Electronic circuit elements (particularly as configured by very large scale integration tech-

niques) are quite well suited to the switching task, as long as the number of inputs (rep-

resenting the fan-in) and the number of outputs (representing the fan-out) are both kept

relatively small (less than a few hundred or so for the case of analog fan-in and fan-out).

However, for neural network implementations that demand a high degree of connectivity

(with a concomitantly large number of neuron units), the required gate count as well as

the area required for interconnection routing in purely electronic implementations rapidly

gets out of hand.

The fundamental aspects of the fan-in and fan-out components of the switching function
0 are quite distinct, and lead to different types of demands on the chosen implementation

technology. The fan-in of a number of inputs requires that a particular functional relation-

ship be established between the generated output, on the one hand, and the set of inputs,

on the other. In the case of a neural network, the outpu% typically depends on both sums

and differences of various combinations of the inputs. Therefore, a given implementation

technology must properly generate the requisite logical or functional relationship, as well

as provide for an appropriate physical input mechanism (e.g. the input leads in the case

of an electronic implementation). For electronic circuits, the network area required for the

provision of input leads and functional circuitry typically scales directly with the number of

inputs, which is an unfortunate dependence when the number of inputs is large. Fan-out,

on the other hand, usually implies the broadcast of a single output value to a number of
0 (input) locations or nodes. In electronics, the output power required to drive the inputs to

a large number of nodes scales directly with the number of these nodes, which again does

not scale favorably (but turns out to be an unavoidable penalty in any case). Significant
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(N-fold) fan-out often involves the incorporation of high power driver circuitry, which may

have to be duplicated M times (M < N) in order to avoid unacceptable loading of the

output stages.

The combination of both fan-in and fan-out components of the switching function

reveals a further demand on the real estate required for the establishment of weighted

interconnections. In a fully connected neural network with N neurons, for example, area

must be provided for the incorporation (storage and programming) of N2 independent

weights as well as N2 independent signal pathways. Hence, the chip area required in a

VLSI circuit implementation of such a fully connected neural network will scale at least as
the square of the number of neuron units (O(N 2 )). Network segmentation into a number of

interconnected chips can help somewhat to expand the network size beyond the limitation

imposed by applying this constraint to a single chip. However, the limiting factor in the

multiple-chip case rapidly becomes interchip communication (I/0), as pinouts from VLSI

chips of greater than two hundred or so are not technologically feasible at present.

Photonic implementations of neural networks take advantage of the simple beam-

combining mechanisms outlined above to multiplex inputs and outputs, and as such exhibit

much higher capacity for fan-in and fan-out than do typical electronic implementations.

The utilization of optical rather than electronic interconnections for the fan-in and fan-out

functions provides for completely different scaling laws at large numbers of inputs and

outputs to a given neuron unit, as described in more detail in the following subsection

("Photonic Interconnections").

Even given photonic interconnections with a high degree of fan-in and fan-out capabili-

ty, the nonlinear functional (switching) relationship between the output and combinations

of the inputs must still be provided for. For purposes of neural network implementation,

the primary photonic switching component is the spatial light modulator, a device that

alters either the amplitude or phase across an expanded probe beam in response to the

local intensity (or exposure) across an input (writing or recording) beam.

The simplest example of a spatial light modulator, albeit one that cannot operate at

real time frame rates, is photographic film. Following exposure to an information-bearing

optical field, in which an image of a given scene is brought into focus on the two-dimensional
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plane of the film, a "latent" (undeveloped) image is formed within the photographic emul-

sion on the surface of the film. Chemical development is used to transform the latent

image into a measurable change in the optical transparency (transmissivity) of the film,

which can then be "read out" or probed by secondary illumination to reveal features of

the recorded scene. In this context, slide projection is in fact the equivalent of amplified

readout with a probe beam, in the sense that the reconstruction of the image is accom-

plished at a much higher level of intensity (for a longer period of time) than the original

exposure.

As can be seen from this example, the basic functions performed by a spatial light mod-

ulator are those of detection, functional transformation, and optical modulation, as shown

schematically in Figure 15.4(a). In the case of photographic film, the detection process oc-

curs at photosensitive centers during exposure, the functional transformation (the transfer

function that relates the output transparency to the input exposure) is incorporated during

development and fixing, and the optical modulation process is accessed during readout.

This division of the spatial light modulation function into three key elements is partic-

ularly useful in the discussion of optoelectronic spatial light modulators, which typically

consist of separately identifiable detectors, control circuitry, and modulation elements, as

shown schematically in Figure 15.4(b-d). This functional division also allows extensive use

to be made of sophisticated electronic circuitry deployed locally within each pixel, both

to generate programmable nonlinear control functions and to compensate to a certain de-

gree for the nonidealities inherent in the optical detection and optical modulation elements.

FIGURE 15.4 Fundamental principles of spatial light modulator function:

(a) block diagram of the principal functions of an optically-addressed spatial

light modulator, including the detection, functional implementation, and mod-

ulation functions; (b) schematic diagram of an N x N array of spatial light

modulator pixels, in which three pixels are shown in different transmission s-

tates; (c) expanded view of the pixel array, showing an incomplete fill factor

within each pixel; (d) expanded view of a single pixel within the array, illustrat-
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ing one possible pixel configuration that incorporates two detector elements D,

and D2 , control electronics for impedance matching and functional implementa-

tion, and two modulator elements, shown here in different transmittance states.

Up to this point in the discussion, we have focused on optically-addressed spatial light

modulators (OASLMs) that respond locally to the incident light intensity, as this light

detection function is common to most envisioned photonic neural network architectures.

Another way of controlling the modulation within an array on a pixel-by-pixel basis is to

configure the spatial light modulator such that it can accept a serial or parallel electronic

input signal, which can be decoded (or demultiplexed) to drive each individual modulator

element. Such electrically-addressed spatial light modulators (EASLMs) can be driven, for

example, by the output of a television camera to again combine the functions of detection,

functional transformation (which may be accomplished in an external circuit), and mod-

ulation. One advantage of such a combination is the current advanced state of the art in

closed circuit television cameras (CCTVs), which exhibit exceedingly high performance at
relatively low cost. One notable disadvantage, however, is the implied limitation on the

frame rate of the combined device, since most high resolution TV cameras are designed to

operate at less than one hundred frames per second.

Over the past two decades, a wide range of physical modulation mechanisms have been

investigated for use in various types of spatial light modulators. Such mechanisms include

the modulation of the index of refraction or birefringence in single crystal materials by

means of an applied electric field (the electrooptic effect), the reorientation of liquid crys-

I tal molecules (producing in turn a change in the index of refraction or birefringence) by

either an applied electric field or by local optically-induced heating, changes in coloration

produced by optical absorption (the photochromic effect), modulation of the polarization

of reflected light by application of local magnetic fields (the magnetooptic effect), surface

deformations in a thin film or membrane induced by either applied electric fields or local

optically-induced heating, changes in the local refractive index induced by the applica-

tion of pressure or by the transmission of an acoustic wave (the acoustooptic effect), and
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electric field modulation of the absorption or dispersion properties of semiconductor device

structures. The utilization of these physical modulation mechanisms in various spatial light

modulator configurations has been addressed in a number of review articles [Tanguay, 1985;

Warde, 1987), jouinal special issues Ie.g., Spatial Light Modulators for Optical Information

Processing, 1989], and topical conference proceedings [e.g., Spatial Light Modulators and
Applications, 19901.

The principal configurational and operational characteristics of spatial light modulators

that are of interest for application to neural networks include optical sensitivity, write

(input) wavelength, read (output) wavelength, input-output transfer function, functional

programmability, operational bandwidth, degree of integration, pixel size, total number of

pixels per chip, output modulation contrast ratio, dynamic range, and dissipated power

density. In many cases, these characteristics are interdependent, and thus impose at times

contradictory design constraints that must be optimized in the overall systems context.

The fundamental and technological limitations that affect device design and performance

are discussed further below and in a succeeding section.

As is the case for electronic circuitry, both monolithic and hybrid approaches to the

development of optoelectronic spatial light modulators with suitable functionality have

been employed. In the monolithic approach, the detectors, control circuitry, and mod-

ulation elements within each individual picture element (pixel) are integrated within a

single class of materials on a supporting substrate, as shown schematically in Figure 15.5.

An example of such an approach is the integration of p-n or p-i-n junction photodiodes

with metal-semiconductor field effect transistors (MESFETs) [Sze, 1981a] to drive multi-

ple quantum well (MQW) optical modulators based on the quantum confined Stark effect

(QCSE) [Miller, 1990], all fabricated by means of photolithographic processing with mul-

tiple mask levels on gallium arsenide (GaAs) substrates. In Figure 15.5, two distinct

approaches to the monolithic integration of spatial light modulators are illustrated, differ-

entiated primarily by the method employed to physically or electrically isolate (pixelate)

the modulator elements.

Two particularly critical parameters of spatial light modulators used in neural network

implementations are the contrast ratio and dynamic range of the modulator. Their values
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can in certain cases be increased by incorporating the active modulation layer (for example,

a multiple quantum well device) within a symmetric or asymmetric optical (Fabry-Perot)

cavity [Whitehead, 1989a; Whitehead, 1989b; Whitehead, 1989c; Yan, 1989]. The asym-

metric case is shown schematically in Figure 15.5(a), in which two multilayer Bragg mirrors

are used to form a reflective cavity with a high reflectivity (R) on the substrate side, and a

lower reflectivity on the air-incident side. One of several advantages of monolithic integra-

tion is the potential for utilizing common components for multiple purposes. For example,

the basic MQW modulator structure can also be used as a p-i-n photodetector by applica-

tion of appropriate bias voltages, as shown in Figure 15.5(b). To date, significant progress
in such monolithically integrated optical modulators has been achieved, although spatial

light modulators with large numbers (> 10') of pixels have not yet been fabricated that

exhibit the relatively high degree of integration described above.

FIGURE 15.5 Examples of monolithically-integrated spatial light modula-

tors. The chosen examples incorporate photodetectors, control circuitry, and

multiple quantum well modulators within each pixel on a single gallium ar-

senide (GaAs) substrate. In (a), the control electronics and photodetector

elements are fabricated following the photolithographic definition and physical

isolation of the modulator elements, while in (b) a buffer (isolation) layer is

used to allow fabrication and interconnection of all of the elements without

chemical or ion beam etching.

0

In the hybrid approach, on the other hand, certain of the device functions may be inte-

grated on a substrate within one materials system (with its associated process technology)

in order to optimize either their performance characteristics or manufacturability, while

others are integrated on a separate substrate within a different materials system (with a

necessarily distinct process technology). Following separate processing sequences for each

individual component, the two substrates are then interconnected (bonded together) such
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that the mating pixels on each substrate are in pairwise electrical contact. For example,

several currently investigated types of spatial light modulators (SLMs) incorporate the de-

tection elements and control circuitry on a silicon (Si) substrate utilizing standard VLSI

design rules, while the modulation elements are based in a separate technology (such as

multiple quantum well structures integrated on a GaAs substrate). Alternatively, hybrid

spatial light modulators can be fabricated on a single common substrate, with additional

functionality provided by the growth, deposition, or coating of a second-active material

onto the substrate. Examples of this type of hybrid SLM include silicon VLSI/ferroelectric

liquid crystal devices [Drabik, 1990] and silicon/PLZT devices [Lin, 1990]. Such hybrid

SLMs are also in the early stages of advanced development, and are the subject of current

intensive research and development efforts [Spatial Light Modulators for Optical Informa-

tion Processing, 1989; Spatial Light Modulators and Applications, 19901.

Using either of these two approaches to spatial light modulator fabrication, devices

based on both transmissive and reflective readout can be constructed, with different impli-

cations on the overall systems design in each case. In particular, the reflective mode can

be used to advantage in configuring a hybrid-integrated SLM to mate the detection and

control circuitry functions of the device with the optical modulation function. Use of the

reflective readout configuration allows the detection and control circuitry to be integrated

on a substrate that is opaque to the readout illumination wavelength [Kyriakakis, 1990],

as shown schematically in Figure 15.6.

FIGURE 15.6 Example of a hybrid spatial light modulator, in which the

photodetectors and control electronics are fabricated on a silicon substrate,

and the multiple quantum well modulator elements are fabricated on a gallium

arsenide (GaAs) substrate. The two sets of devices are bump contacted on a

pixel-by-pixel basis to provide parallel electrical continuity.

As an example of the degree of functional integration currently envisioned for spatial
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light modulators that are specifically designed for photonic implementations of neural net-

works, a silicon-based CMOS chip has recently been designed and fabricated [Asthana,

1990a; Asthana, 1990b] that incorporates two input detectors, control circuitry, and two

(optical modulator) output drivers within each 100 x 100 Am pixel as shown schematically

in Figure 15.7(a). It should be noted that these current dimensions do not in any sense

0 represent a lower limit, but rather a practical size for laboratory demonstrations and ex-

periments, as well as a useful size from the perspective of neural network applications. The

pixel layout allows for two 30 x 50 pm detectors, followed by a 15 transistor dual input,

dual output differential amplifier that implements a sigmoid-like transfer function, with
externally programmable saturation characteristics. Output pads are also provided for

hybrid bonding (by bump contact techniques [Shirouzu, 1986]) to an InGaAs/GaAs mul-

tiple quantum well modulator structure fabricated on a GaAs substrate [Kyriakakis, 1990].

0 Utilizing 2 pm CMOS design rules, the control circuitry easily fits within 25 x 100 pm,

leaving adequate space for the modulator output pads as shown in Figure 15.7(b, c). This

currently allows for the integration of 10' pixels per cm2 , or 6 x 10i pixels per in 2 . The

functional operation of this circuit will be discussed in the section, "An Implementation

Strategy", below.

FIGURE 15.7 VLSI layout of a generalizable silicon-based spatial light

modulator structure: (a) neuron pixel layout; (b) photograph of a single neu-

ron unit in 'v LSI implementation, with probe pads substituted for the two

detectors (bottom) and for contact to the two modulation elements (top); (c)

0 photograph of a 6 x 6 array of neuron units on a VLSI chip that incorporates

additional test circuitry.

Before leaving the subject of photonic switching, it should be noted that the general

principles outlined above can be used to design a wide variety of mutually compatible

devices with different functionalities as well as different tradeoffs among the set of con-
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figurational and operational parameters. For example, it is relatively straightforward to

design time-integrating and time-differentiating circuits; sharp (step-like) thresholds; level

slices; sigmoid-like functions, their complements, and their derivatives; inverters; and log-

arithmic amplifiers. Many such functions can be implemented with only a few integrated

components, such as capacitors, diodes, transistors employed as current amplifiers, and bi-

ased transistors employed as resistors [Mead, 1989]. Therefore, these functions can easily

be incorporated within each pixel (neuron unit) of a two-dimensional spatial light modu-

lator, as well as in some cases between pixels for the implementation of non-local (other

than pointwise) operations such as automatic gain control and nearest-neighbor inhibition.

Photonic Interconnections

Given that the neuron units are to be represented by individual pixels within a two-

dimensional spatial light modulator, interconnections must now be established between

each individual neuron unit (pixel) and many (if not all) other neuron units. As such,

I the chosen interconnection scheme must be capable of the. appropriate degree of fan-in

and fan-out, be characterized by sufficient transmission bandwidth in each channel, and

be scalable to relatively large numbers of neuron units. In additiolA, the neural network

paradigm presents the additional requirement that the interconnections be weighted, such
that the output from a given point-to-point interconnection is proportional to the product

of the input and a stored constant or weight. It is in fact this requirement that eliminates

from consideration a large number of possible switching networks that provide full recon-

0 figurability in a non-blocking manner (such as a crossbar or shuffle-exchange network),

but without the capacity to incorporate weights within each interconnection pathway.

In adaptive networks (those that incorporate learning algorithms), these interconnection

weights must have the capability of being updated in a manner determined by the partic-
ular learning algorithm employed. A nontrivial consequence of these last two requirements

is that the interconnection weights must be stored for at least as long as the average it-

erative computation, if not much longer; yet, they must simultaneously exhibit dynamic
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programmability if the netv'ork is to exhibit eithcr short-term or long-term plasticity.

For very small numbers of neurons with a low degree of connectivity, one possible
way of forming the interconnection network would be to use fiber optic transmission lines

with modulated semiconductor laser diodes as sources and optical receivers as detectors,

much like a fiber optic local area network. The weights could be incorporated by means

0 of a variable gain amplifier at either end of each fiber optic link, with weight storage in

local dynamic random access memory (RAM) or static read only memory (ROM) circuits.

Unfortunately, the sheer bulk of each transmitter, receiver, and fiber optic .link precludes

scalability to large neural network systems. For example, a fully connected twenty neuron

network would involve four hundred sets of sources, transmission lines, and detectors,

which would currently represent a prohibitive requirement. The same would be true of a

fifty neuron network with a fan-out and fan-in of eight, representing a relatively low degree

of connectivity.

In order to be able to satisfy the interconnection requirements for a large number ci

neuron units that are fully or nearly fully interconnected, the appropriate photonic tech-

nology to employ is that of holographic interconnections, in which the weights as well as

the interconnection patterns themselves are stored as holograms in either a fixed (static)

or real time (dynamic) holographic recording material. In this section, we first discuss the

basic principles that apply to the utilization of holographic recording for point-to-point

interconnections. Next, we describe the physical origins of a number of complexities with

holographic interconnection schemes that lead to both interchannel crosstalk and through-

put losses. An architecture that lends itself to the minimization of suc. complications

will be described in detail in the section, "An Implementation Strategy", below. Finally,

the potential for incorporation of real time volume holographic recording media such as

photorefractive materials in holographic interconnection networks is *'ddressed.

The essential principle of holographic recording, that of the space-variant interference

of two mutually coherent wavefronts, was discussed briefly in reference to Equation (10)
0 and is illustrated in Figure 15.2(b). In this figure, two angularly separated (noncollinear)

collimated beams are incident on a photosensitive material, such that their mutual inter-

ference locally exposes the material to the intensity distribution given by Equation (10).
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In Figure 15.2(b), the photosensitive material was assumed to spatially integrate across

the interference pattern, producing an output that depends on only the spatial average
of the intensity distribution. Suppose now that we use instead a photosensitive material

with the property that its local index of refraction or absorption coefficient depends on the

local incident intensity (exposure), which allows the complete interference pattern to be

recorded. The resulting change in the local optical properties of the medium may either

be immediate (as in the case of a photochromic transformation, for example), or may re-

quire development following exposure (as in the case of bleached photographic negatives

or dichromated gelatin thin films). Figure 15.8(a) shows such a detection or recording
geometry in which a thin semi-transparent layer of photosensitive material acts as a quasi-

planar holographic recording medium. The interference pattern produced by the mutually

coherent signal and reference beams within the holographic recording medium is recorded

to form a diffraction grating within the volume accessed by both beams simultaneously,

as shown in the figure. For simplicity in Figure 15.8 (as well as in subsequent figures),

we have not shown the refraction of the incident and transmitted beams at the input and

output faces of the holographic recording medium that occurs due to a difference between

the refractive indices of the medium and its surround. The amplitude (and intensity) of

the reflected beam shown in Figure 15.8(b) depends directly on the index difference, and

represents a throughput loss on readout.

FIGURE 15.8 A simplified holographic recording configuration: case of

plane wave signal and reference beams, and a thin holographic recording medi-

0 um; (a) record'ng, and (b) reconstruction with a plane wave readout beam.

Consider first the case of an exposure-dependent refractive index variation. Illumination

of such a space-variant modulation of the refractive index by a coherent collimated beam of

the same wavelength A as the exposure (writing) beams will result in a diffraction pattern

consisting of several collimated beams, each emanating in a characteristic direction as
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shown schematically in Figure 15.8(b), and as given by the following equation:

2irkM=kr+ mKG; IKG= 21r =k 2 -kij; m=O,-1,±2,... (15)

In this equation, kmx is the x-component of the wave vector of the mth diffracted beam

(diffraction order), KG is the wave vector (assumed oriented along the x-axis) of the
0 interference pattern (diffraction grating) formed by the two writing beams (with wave

vectors k, and k2), kr, is the x-component of the wave vector of the incident readout

beam propagating in the x-z plane, and AG is the spatial wavelength of the diffraction

grating. The multiple diffracted orders result from the phase modulation of the readout

(probe) beam by the refractive index modulation n(x) of the thin holographic grating; the

magnitude and phase of the readout beam amplitude immediately after passing through

the hologram (located at the position zo) can be written in the form:

Adi!! = atei(krzx+krzz)ei46G(X), (16)

in which Adif! is the amplitude of the diffracted wavefront, OG(W) = 27rn(x)d/A is the local

phase shift induced by the diffraction grating (assumed to be of thickness d), arei(kr:Jr+kzo')

is the incident readout beam amplitude at the exit plane of the hologram (z0 ), and k,. and

k,, are the x and z components of the wave vector k,, respectively. Each of the diffracted

orders can then be directly associated with a corresponding Fourier component of the

modulated amplitude [Goodman, 19681, which can be expanded in terms of the form:

AmeimKGx. (17)

In order to assess the effectiveness with which the holographic grating diffracts the incident

beam into a particular diffraction order, it is convenient to define the diffraction efficiency

q7 of each order as:

0 -lAi2 •(18)

IarI2
The essential diffraction properties of thin absorption gratings (in which the modulation
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occurs in the local absorption coefficient) are the same as for the case of thin pure pbase

gratings, with two principal exceptions: (1) for sinusoidal absorption gratings, the diffract-

ed orders are limited to m = -1,0, and 1; and (2) the presence of absorption significantly

decreases the maximum first order diffraction efficiency that can be achieved.

In order to illustrate how such holographic gratings can be employed to generate weight-

*0 ed point-to-point interconnections, we need to introduce two additional concepts: the lens

as an angle-to-position encoder, and the superposition of holographic gratings recorded

with different diffraction efficiencies. The first concept can be understood with reference

to Figure 15.9, in which a simple lens is placed one focal length away from a point source in
the input plane of a photonic interconnection, and a second simple lens is placed one focal

length away from the output plane. What is normally thought of as the focal property

of a lens results in the generation of a collimated beam (a beam comprising both parallel

0 rays and planar wavefronts) following the first lens, with an angle (both in and out of the

plane of the page) that depends on the position of the point source in the focal (input)

plane. In this sense, the first lens acts as a position-to-angle encoder, providing a one-

to-one correspondence between the input location and the output collimated beam angle.

Depending on the nature of the grating stored within the holographic optical element,

the collimated beam will be diffracted into a new direction characterized by a different

angle. The second lens will then focus the diffracted beam to a point in the output plane

that depends on this angle, thus acting as an angle-to-position encoder. The utilization of

different orientations of gratings within the holographic optical element allows for the inter-

connection of any arbitrary point in the input plane to any other point in the output plane.

FIGURE 15.9 A point-to-point interconnection system, using a holographic

optical element (HOE) for interconnection routing, and lenses as position-to-

angle and angle-to-position encoders. In this example, the holographic optical

element effectively performs an input angle to output angle transformation,

such that light emitted (or transmitted) at point pi in the input plane (PI) is

detected at point P2 in the output plane (P2 ).
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* Suppose now that we do in fact choose to superimpose a number of planar gratings

within the holographic medium, each with a different wave vector (orientation and grat-

ing period) and grating modulation (variation of the refractive index or the absorption

coefficient). Assuming for the moment that the diffraction process is linear, each input

point will be interconnected with a number of output points as determined by the set

of recorded gratings. Likewise, each output point will be interconnected with a specified

number of input points. Each interconnection will be weighted by its diffraction efficiency

40 as determined by Equation (18), which is in turn dependent on the index of refraction (or

absorption coefficient) variation recorded for each grating. As such, the holographic optical

element acts as a multi-port variable beamsplitter, redirecting (diffracting) a given fraction

of each input beam to a specified set of output beams. By employing lenses as described
0 above, this feature allows the construction of a point-to-point interconnection with weights

and arbitrary fan-out/fan-out (delimited only by the number of gratings recorded).

There is at least one obvious problem with the interconnection scheme outlined above,

* however, in that any given grating will connect any of the input points to specific output

points pairwise, as shown by Equation (15). This particular feature occurs because each

input point generates a collimated beam with a distinct wave vector k, corresponding to

a particular direction (angle) of propagation, each of which satisfies Equation (15) with a

* different diffracted wave vector (for each diffracted order) k,. The result of this degeneracy

is that any recorded hologram that is designed to connect a single input point to one or

more output points will in fact also connect every other input point to corresponding sets

of output points, using the same relative interconnection pattern for each input point.

This effect can be utilized to advantage, for example, in parallel digital optical computing

systems with interconnection symmetry or regularity, since one simple hologram can in

effect implement a very large number of point-to-point'interconnections (the equivalent of

wires in the case of an electronic implementations) [Jenkins, 1984]. For neural networks,

however, the common requirement of nearly arbitrary (highly irregular) interconnections

makes this feature undesirable.
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A second problem with the proposed interconnection scheme is the presence of a mul-

tiplicity of diffracted orders for each diffraction grating, as shown in Figure 15.8, which

occasions the connection of each input point to a number of geometrically related output

points even for the case of a single stored grating.

The solution to this seeming dilemma is to extend the holographic medium into the
* third dimension (the direction of light propagation), creating a volume holographic optical

element (VHOE) to take the place of the thin planar element discussed above. There are

two essential properties of VHOEs that bear directly on the utilization of such elements in

photonic interconnections. The first is that diffraction is limited to the first order only and
0 all higher diffracted orders are suppressed if the holographic medium is thick enough, as

defined below and as shown schematically in Figure 15.10. This occurs because each addi-

tional "layer" in the thickness direction of the holographic medium provides an additional

constraint on the diffraction phenomenon; these constraints act collectively to enhance

the amplitude diffracted into the first order by means of constructive interference, at the

expense of the other diffracted orders.

FIGURE 15.10 Volume holographic recording with plane wave signal and

reference beams; (a) recording, and (b) reconstruction, showing the elimination

of the higher diffracted orders.

The second important property of a volume holographic optical element is that of
angular selectivity-, specifically, the range of input angles that can diffract from a given

grating decreases as the thickness of the grating is increased. The central angles that are

allowed in the case of a thick grating are the same angles that define the two beams that

initially created the holographic grating. This property therefore eliminates the inadvertent
connection of all input points pairwise to a matching set of output points, and allows for

the generation of independent, weighted interconnections as are desired for neural network

applications.
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In order to differentiate "thin" grating diffraction behavior (the so-called Raman-Nath

diffraction regime) from "thick" grating behavior (the so-called Bragg diffraction regime),

it is convenient to define a dimensionless "thickness" parameter Q such that:

2,rAd
Q- 27Ad (19)

in which n is the average refractive index of the holographic recording medium, and the

remaining parameters are as specified previously. In general, gratings for which Q > 10

operate well within the Bragg regime, while gratings with Q parameters less than unity

exhibit unacceptable degrees of Raman-Nath character for truly independent multiplexcd

interconnection applications. The angular response characteristics of both planar and vol-

ume diffraction gratings are shown as a function of the Q parameter in Figure 15.11, in

which the transition from pure Raman-Nath to pure Bragg behavior for increasing values

of Q can be seen. Note that the number of input points that can be independently con-

nected to an equally-sized array of output points is a decreasing function of the width of

the angular response.

FIGURE 15.11 The angular alignment sensitivity of a volume holographic

optical element, as a function of the dimensionless Q-parameter defined in the

text. The grating strength for all of the curves (3.14 radians) is optimized to

produce 100% diffraction efficiency in the limitof large Q (Bragg diffraction

regime), and is not optimized for low Q gratings. Note that the diffraction

efficiency is essentially independent of angle for low Q gratings, and is very

strongly peaked at the Bragg angle (7.5 degrees in this case) for high Q grat-

ings.

The throughput efficiency of a volume holographic optical element as used in an in-

terconnection application is determined to first order by the diffraction efficiency of each
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individual interconnection grating, in direct analogy to the definition of the diffraction

efficiency for the planar hologram case in Equation (18). For example, for the case. of an

unslanted pure phase grating with equiphase fronts (i.e. planes of constant phase) parallel

to the bisector of the recording beams with wave vector k and perpendicular to the en-

trance face of the volume holographic recording medium, the diffraction efficiency at the

* Bragg (optimum readout) angle is given by [Kogelnik, 1969]:

77 = e-od/cosesin2 ( And(20)

* in which a is the absorption coefficient of the holographic recording medium of thickness

d at the optical readout wavelength A, An is the amplitude of the refractive index modu-

lation, and 0 B is the Bragg angle defined by 2ksinOB = KG. As can be seen from Equation

(20), the diffraction efficiency of the first order for a single grating can approach 100% if
the absorption coefficient satisfies the requirement ad < 1, provided sufficient index mod-

ulation An can be produced by the exposure process. The dependence of the diffraction

efficiency on the grating strength is shown in Figure 15.12 for both thin (Raman-Nath)

and thick (Bragg) pure phase diffraction gratings. The grating strength v is defined as the

integrated peak phase modulation of the grating in *each case, and is given by:

2irAnd
v A COS (21)

The maximum diffraction efficiency of the thin diffraction grating is about 34%, which

occurs at a grating strength of 1.8 radians. Thick diffraction gratings achieve 100% diffrac-

tion efficiency at a grating strength of 7r radians, at which point the diffraction efficiency

40 of the thin grating has peaked and is nearly at its first node, as shown in Figure 15.12.

FIGURE 15.12 The diffraction efficiency of thin (Raman-Nath diffraction

regime) and thick (Bragg diffraction regime) holographic gratings as a function

of the grating strength.
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The extremely narrow angular alignment characteristics of volume diffraction gratings

in principle allow the simultaneous multiplexing of large numbers of independent, weighted

interconnections to be recorded between the input plane and the output plane (c.f. Figure

15.9). In addition, the use of angular multiplexing allows for both fan-out from a given

input point to a number of output points, as well as fan-in from a number of input points

to a single output point.

The holographic implementation of the fan-out from a single input point to a number

of output points uses several multiplexed (superimposed) holographic gratings to achieve

the desired weighted fan-out, one for each output point. Consider a 4 input, 4 output inter-

connection as shown in Figure 15.13. For each input point xj that we wish to interconnect

to an output point y', the recording process requires the pairwise coherent interference

within the holographic recording medium of xj with a second beam y, corresponding to

yi. The interconnection of x, to y', y', y', and y' therefore requires the pairwise coherent

interference of x, with Yl, zx with Y2, and so on. This process results in the fourfold fan-out

of x, to all of the outputs.

The fan-out from a single reference beam to a number of output beams is directly

analogous to the readout of a traditional hologram (of, for example, a two-dimensional or

three-dimensional image), provided that the full set of beams {yi} is coherently record-

ed with the given reference beam zj. Although up to this point we have formulated the

point-to-point holographic interconnection problem in terms of collimated (plane wave) in-

put and output beams that record individual diffraction gratings (characterized by a single

grating wave vector) within the holographic recording medium, many alternative recording

and reconstruction geometries can be envisioned that produce equivalent results. In the

case of traditional holography, for example, the input transparency bearing the image to be

recorded is illuminated with a collimated beam, resulting in a complex diffraction pattern

at the front entrance plane of the holographic recording medium. Collimated, converging,

or diverging reference beams can be utilized to produce reconstructed images with a wide

variety of optical imaging characteristics. Likewise, various input and output beam geome-
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tries can be used in a point-to-point interconnection system to optimize the overall system

characteristics, such as freedom from interchannel crosstalk, optimum use of the spatial

frequency recording characteristics of the holographic recording medium, optical system

complexity, and convenience of the optical layout (particularly when viewed in conjunction

with associated optical subsystems).

0

FIGURE 15.13 Schematic representation of a 4 input, 4 output holographic

interconnection, showing 4 coherent input beams x1 -x4 and 4 coherent record-
ing beams Y1-Y4, each of which corresponds to a desired output y'-y '1I'4.- In (a), the

sets {xj} and {yj} interfere within the volume holographic medium, recording

the desired interconnection diffraction gratings. In (b), a new set of input beam-

s {xj} illuminates the volume holographic medium, reading out the weighted

interconnection pattern and forming appropriately weigb'ed sums at each of

the outputs {y,}.

The fourfold fan-in of inputs x 1 , X 2, x3, and x4 to y1 can likewise be accomplished by

recording each of the necessary interconnections pairwise, as before for the fan-out case.

The recording process for the fully implemented 4 to 4 interconnection therefore involves

the generation of 16 individually weighted diffraction gratings that connect the full set of

inputs {xj} to the full set of outputs {fy}. The multiplexed hologram that accomplishes

this function can be recorded in a number of ways, each characterized by certain advantages

0 and disadvantages [Psaltis, 19881.

In the fully coherent approach, the requisite gratings can be recorded by illuminating

the holographic recording medium with {x3 } and with {yi} simultaneously. This can be

accomplished, for example, by using a spatial light modulator to store each of the sets of
values, and a pair of mutually coherent readout beams to encode these values and interfere

them within the holographic element. In this manner, all of the required gratings are

recorded in a single exposure; however, there are two difficulties inherent in this single
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exposure, fully coherent approach. The first problem is that a fully independent N to M

interconnection requires NM stored interconnection weights, whereas the single exposure

described above supplies only N+M input values that can be used to generate the weights.

The resulting interconnet-tion matrix can in fact connect all of the input points to all of the

output points, but the relative fan-out weights from each input point will be degenerate.

One way to avoid this degeneracy is to illuminate the holographic recording medium with

each input xj and a full set of corresponding outputs {yj), sequencing through all N of

the inputs (and changing the set of corresponding outputs) one at a time. This procedure

generates an independent fan-out from each input point. The second problem with the
single exposure, fully coherent approach is that undesirable gratings will be recorded among

the {xj} and among the {yi} that can lead to considerable coherent crosstalk among the

desired interconnection pairs. This coherent interference process diminishes the degree of

14 independence of the interconnections.

This coherent-recording-induced crosstalk can also be avoided by sequencing the record-

ing, but in this case each desired grating pair is recorded separately such that only one

input beam xi interferes with one output beam generator y, (recording beam for the desired

0 output beam y!) at a time. This scheme effectively eliminates the coherent crosstalk, but

does not eliminate another form of crosstalk (called beam degeneracy crosstalk [Jenkins,

1990a; Jenkins, 1990b; Asthana, 1990c], the origin of which is described below) that can

be equally severe; in addition, the complication imposed by the incorporation of such a

sequential recording schedule can be a serious constraint for large N x M (N input points

to M output points) interconnections, as NM independent recording steps are required

for full programming of the interconnection. This proves to be particularly problematic

* for the rapid generation of weight updates in a large scale neural interconnection network

that incorporates synaptic plasticity. Furthermore, sequential recording of holographic

exposures can cause partial erasure of previously recording interconnection weights in cer-

tain types of holographic recording materials, necessitating the use of recording schedules

that attempt to balance the weights recorded at the beginning of the sequence (and hence

partially erased by all subsequent exposures) with the weights recorded at the end of the

sequence [Psaltis, 19881. The use of such recording schedules usually implies an overall
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decrease in both the exposure efficiency and throughput efficiency of the resulting holo-

graphically recorded interconnection matrix, as well as the buildup of noise resulting from

the series of space-variant erasures.

One potential scheme for reducing coherent-recording-induced crosstalk, beam degen-

eracy crosstalk, and sequential recording schedules involves the use of an array of coherent

* but mutuaily incoherent sources to simultaneously expose the holographic recording medi-

um to only the desired sets of gratings [Jenkins, 1990a; Jenkins, 1990b; Asthana, 1990c].

This scheme will be discussed in detail in a later section.

The fan-out process is illustrated in Figure 15.14, in which implementations using both
0 beamsplitters and volume holographic optical elements are shown. The case of fan-out

utilizing beamsplitters is shown schematically in Figure 15.14(a). As can be seen in the

figure, the input beam can be divided among the output beams with arbitrary weights set

0 by the transmissivities of the beamsplitting elements BS,. If the final beamsplitter is a

mirror, the fan-out process can be accomplished with essentially zero throughput loss. By

analogy to the beamsplitter case, as well as by direct analysis, it can be proven that the

holographic fan-out process shown in Figure 15.14(b) can also be accomplished with es-
* sentially arbitrary weights, with no optical throughput loss inherent in the fan-out process

itself. It is interesting to note that these two implementations differ in at least one essen-

tial feature, in that the beams fanned out from the holographic implementation originate

within the same volume, while the beams fanned out from the beamsplitter implementa-

tion originate from vertically displaced beamsplitters. If we were to extend the fanned out

beams in the latter case backwards toward the left hand side of Fig. 15.14(a), we could

imagine replacing the three discrete, vertically displaced beamsplitters with a single, mul-

0 tiplexed "virtual" beamsplitter that generates the same set of output beams. One physical

realization of such a "virtual" beamsplitter component is in fact the multiplexed volume

hologram shown in Figure 15.14(b).

0

FIGURE 15.14 Schematic representation of the fan-out process for optical

beams, for the case of one input and three outputs: (a) with beamsplitters

0
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(BS1 - BS3); (b) with a single holographic optical element containing three

multiplexed (spatially superimposed) diffraction gratings.

The collinear fan-in process is illustrated in Figure 15.15 for both types of implemen-

0 tations. As was discussed above, for the beamsplitter implementation an intrinsic fan-in

loss is encountered for the case of collinear fan-in, while the intrinsic loss can be circum-

vented by resorting to mirrors and employing angular multiplexing. For the case of volume

holographic optical elements, the situation is identical, such that collinear fan-in is grossly
inefficient for large numbers of fan-in interconnections to the same node. On the other

hand, appropriate use of angular multiplexing can eliminate this seemingly inherent fan-in

loss, giving rise to a highly multiplexed, efficient interconnection element [Jenkins, 1990a;

0 Jenkins, 1990b; Asthana, 1990c] as described in a later section.

FIGURE 15.15 Schematic representation of the fan-in process for optical

0 beams, for the case of three angularly distinct inputs and one combined collinear

output beam: (a) with beamsplitters, showing the unavoidability of a through-

put loss associated with the set of transmitted (and multiply reflected) beams;

(b) with a single holographic optical element containing three multiplexed (s-

patially superimposed) diffraction gratings, showing an analogous throughput

loss.

The physical origin of this intrinsic optical throughput loss in the case of collinear

fan-in is directly related to the mechanism that gives rise to beam degeneracy crosstalk.

In Figure 15.16 we show a 4 to 4 holographic interconnection that is assumed to have

been recorded by the sequential exposure technique described above in reference to Figure

15.13, in order to include all 16 individually weighted interconnection gratings but none

of the undesirable gratings that can give rise to coherent-recording-induced crosstalk. In

0
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this case, readout by the input beam x, generates the four output beams y' through y',

with values given by the stored interconnection weights wij:

ys = wix 1 . (22)

Within the holographic medium, however, each of the four output beams can in turn

act as an input beam, generating undesired output beams in the directions X', x', and

x'. These undesired output beams are a result of diffraction from the gratings recorded

between each output generating beam yi and the full set of input beams {xj}. Each output

beam is automatically Bragg matched (at the correct Bragg angle) to the full set of input

beams due to the collinear recording geometry employed. We refer to the fan-in as collinear

in this case because each input beam xj that is fanned in to a given output yý produces an

output beam in the same direction. The generation of diffracted intensity in the directions

2'x-X'4 from readout with x, results in a throughput loss for the interconnections between

x, and the set of output beams {fy}. In addition, the throughput losses of the individual

output beams {yý} will not be equal in general. Furthermore, the undesired diffracted

beams x'-x4 can also act as input beams, generating additional output beams in the direc-

tions {y!} that coherently interfere with the beams directly diffracted in those directions

by the input beam xj. The combination of interconnection-dependent losses from the out-

put beams {y!} into the "cross-coupled" beams {x9}, and of interconnection-dependent

0 coupling from {z•} into {1y} gives rise to an undesired redistribution of the intensities of

the output beams. This phenomenon is referred to as beam degeneracy crosstalk, as it

arises from the beam direction degeneracy (collinearity) of the output beams fanned into

a single output point.

FIGURE 15.16 Illustration of the generation of crosstalk in holographic

optical interconnections due to beam degeneracy: recording/readout config-

uration. The input beams {fxj} are assumed to have interfered within the

volume holographic medium with the set of recording beams {yi}, producing
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the desired set of interconnection gratings with weights wi,. Illumination of

the volume holographic medium with beam x, produces a 1 to 4 fanout into

the output beams {y•}, as well as the zeroth order beam x'. Due to the effects

of beam degeneracy, power is also coupled into the zeroth order beams xz-x',

and crosstalk terms {ci} are introduced into the outputs.

Both the throughput loss and the beam degeneracy crosstalk that characterize holo-

graphic interconnection geometries with collinear fan-in can be estimated by numerical

simulation oi the diffraction process from a multiplexed grating [Asthana, 1990c]. By

using the optical beam propagation method [Johnson, 1986] to simulate the diffraction

process, we can analyze the 4 to 4 interconnection described above for the case of a single

beam readout, as shown in Figure 15.16. The results of such an analysis are presented in

Figure 15.17, which shows the diffraction efficiency of each of the four beams fanned out

from the single input point, as well as the three cross-coupled beams in the directions {fx}

and the zero order (undiffracted) beam. For this illustration, all 16 interconnection weights

are equal in magnitude. As the grating strength is increased, a significant amount of inten-

sity is coupled into the cross-coupled components, robbing the desired fan-out beams of the

desired diffraction efficiency. In addition, the relative diffraction efficiencies observed in the

designated fan-out beams are no longer independent of the grating strength, as desired in

a fully independent weighted interconnection. Extensive modeling of N-to-N holographic

interconnections with collinear fan-in suggests that the throughput loss increases approxi-

mately as 1/N, which is potentially catastrophic for large interconnection networks. In a

later section, we will describe an alternative holographic recording approach that obviates

this 1/N loss.

FIGURE 15.17 Illustration of the generation of crosstalk in holographic op-

tical interconnections due to beam degeneracy: diffraction efficiency as a func-

tion of grating strength for the readout configuration of Figure 15.16. Shown
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are the depletion of the zero order beam x' and the rise of the desired output

beams y3, accompanied by a strong buildup of the cross-coupled beams x'2-z•'.

The development of a viable photonic interconnection technology is based in no s-

mall part on the availability of appropriate photosensitive recording materials [Psaltis,

1988; Smith, 1977; Gunter, 1988; Gunter, 19891. Many interconnection demonstration

experiments have been performed in the laboratory on bleached photographic emulsions

and dichromated gelatin films, both of which are thick enough (10 - 30 JAm) to exhibit

sufficient Bragg-like diffraction behavior to allow a limited degree of multiplexing to be

incorporated. Neither material, however, exhibits capacity for real time operation, which

is essential for the implementation of photonic neural networks with at least some degree

of synaptic plasticity. On the other hand, one principal advantage of photographic film

and dichromated gelatin is their essentially infinite read-write asymmetry, which is highly

desirable in many applications as described below.

By real time operation, we mean that the holographic interconnections can be pro-

grammed (exposed) and used (read out) on roughly the same time scale (perhaps at kHz

frame rates), without the necessity of chemical development processes or the like. By read-

write asymmetry, we mean that the readout of a programmed interconnection should not

erase the stored weights at an accumulated readout exposure equal to that of the recording

exposure. Ideally, we would like to have the capability of exposing the holographic inter-

connection to the recording beams with essentially instantaneous "development" of the

stored gratings, with the recording process characterized by very high sensitivity during

the "learning" process. At the same time, we would like to be able to initiate readout of

the stored interconnection pattern without altering the stored weights for a length of time

equal to the desired "computation" time. Although in many applications the learning and

computation times may differ by only an order of magnitude, in other cases it is desirable

to compute for very long times compared with the learning phase, and yet still maintain

the capacity for (slowly varying) weight updates.

The class of photosensitive recording materials that has been most extensively investi-
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gated for photonic interconnection applications does in fact have the capacity for sensitive

holographic recording, is available in "thick" samples that allow for the formation of Bragg-

regime diffraction gratings, exhibits a high multiplexing capacity, and allows for the inclu-

sion of modest read-write asymmetries. This class is that of the so-called "photorefractive"

materials [Gunter, 1988; Gunter, 19891, which includes single crystals of semi-insulating

optical materials such as bismuth silicon oxide (BiN2 SiO 2o), bismuth germanium oxide

(BiU2 Ge0 2o), lithium niobate (LiNb0 3), strontium barium niobate (Sri_..Ba.Nb2O6),

potassium niobate (KNbO3 ) and barium titanate (BaTiO3), as well as semi-insulating

semiconductors such as gallium arsenide (GaAs), indium phosphide (InP) and cadmi-

um telluride (CdTe). The use of the term "photorefractive" to describe these materials

exclusively is somewhat misleading, in that many other classes of materials are known

to undergo a refractive index change following illumination as well as those traditionally

included in the class described above. But at least the term is descriptive of the basic

phenomenon involved, as outlined below.

In photorefractive materials such as bismuth silicon oxide, exposure to an interference

pattern at an appropriate wavelength (characterized by significant photosensitivity) gen-

erates free charge carriers (electrons or holes) liberated from deep traps. The number of

photogenerated carriers is in general proportional to the local intensity absorbed by the

crystal; as such, the photogenerated carrier population mimics the exposure pattern in

both amplitude and phase. The photogenerated carriers are free to diffuse to regions of

lower intensity, or they can be assisted out of the brightest regions by application of a bias

electric field to produce carrier drift. In either case, they tend to be retrapped, in turn

creating a space charge distribution that has the samc spatial frequency as the interfer-

ence pattern. This space-variant space charge distribution produces a locally modulated

electric field with the same spatial frequency (as determined by the grating spacing or

grating wavelength), which in turn induces a local change in the refractive index of the

photorefractive material through the linear (Pockels) or quadratic (Kerr) electrooptic ef-

fect [Kaminow, 1974]. The refractive index grating can then be probed by a readout beam

to generate a diffracted beam, just as in the case of the pure phase gratings described

previously.
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An excellent set of review articles on the physical properties and applications of pho-

torefractive materials has been assembled by Gunter and Huignard [Gunter, 1988; Gunter,

1989]. The state of the art is such that 1 cm3 crystals of many of these materials have

been grown, and shown to exhibit a very high degree of optical quality. Exposure sensi-

tivities vary widely, but several crystals require of order 500 ILJ/cm 3 for full exposure to

saturation (the highest grating strength that can be achieved in that particular crystal).

This corresponds to the absorption of about 50 mW/cm2 of optical intensity throughout

1 cm3 of material for an exposure period of 10 msec. The range of spatial frequencies that

can be supported in these materials ranges from a few lines/mm to over 2000 lines/mm.

Diffraction efficiencies close to 100% have been observed in several types of crystals, while

others saturate nearer to 10% for thicknesses of order 1 cm.

Optimization of photorefractive materials for interconnection device applications is un-

der way, including the development of growth processes for large photorefractive crystal

boules with a high degree of optical uniformity; the characterization of both unintentionally

incorporated impurities and intentionally incorporated dopants that alter the holographic

recording, readout, and storage characteristics; the use of applied d.c. and a.c. bias elec-

tric fields to enhance the holographic recording sensitivity; the use of polarization effects

to enhance the reconstructed image signal-to-noise ratio; and the antireflection coating of

the (typically high index) front and rear surfaces to increase the diffraction efficiency and

avoid the presence of unwanted gratings due to multiple reflections [Karim, 1988; Karim,

1989a; Karim, 1989b). In addition, the origin of electric field nonuniformities that occur

within photorefractive crystals during grating recording is under active investigation, and

several methods of eliminating the field collapse have been discovered [Herbulock, 1988).

Use of these methods increases both the saturation diffraction efficiency and the grating

response time, resulting in more efficient interconnection devices that operate at higher

recording sensitivities.
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Sources and Source Arrays

In reviewing a large fraction of the journal articles published over the past decade

on optical information processing and computing, including the most recent coverage of

photonic implementations of neural networks, you will be inspired perhaps by the cleverness

of a particular proposed architecture, or intrigued by the novel features of a particular

device structure. But you will also be amazed at the apparent lack of emphasis on certainly

one of the most fundamental component- in any proposed photonic computational system:

the source of the light! This oversight may be caused in part by direct analogy to the

situation in VLSI electronics, in which it is a bit unglamorous (and probably also to a

certain extent unnecessary) to concentrate on the battery or the power supply. After

all, electrical power is relatively inexpensive, widely available, well characterized, and

reasonably abundant. At peak usage, your home probably uses about 10 kW, most of

which is dissipated in the air conditioner.

However, the situation in photonic technology is quite different. Sources of coherent

optical radiation that can produce average output powers in the 10 kW range exist in

only a few laboratories, are very large (about 15 m3 ), usually emit in the far infrared

(10.6 pm), and are far from inexpensive. Incoherent sources in the range of 100 - 1000 W

are available (xenon-mercury (Xe-Hg) gas discharge lamps, for example), but this type of

source is typically noisy (exhibits large intensity fluctuations), difficult to collimate, and

characterized by a very short lifetime (from the systems perspective). In addition, gas

discharge lamps are broadband sources, and as such usually require wavelength filtering

in order to provide compatibility with wavelength sensitive devices such as volume holo-

graphic optical elements and spatial light modulators. A broadband source that has been

suitably filtered to allow readout of a typical volume holographic optical element (within

the allowable spectral bandwidth of the stored diffraction gratings) might generate only

about 10-5 - 10-6 of its total rated power in the wavelength region of interest. For the

1000 W Xe-Hg lamp, this results in only about 1 - 10 mW of quasi-monochromatic optical

power.
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Coherent, monochromatic optical power can be provided by an array of different types

of laser sources [Milonni, 1988], including the argon-ion (Ar+) laser, the neodymium-YAG

(Nd-YAG) laser, the helium neon (He-Ne) laser, the helium cadmium (He-Cd) laser, dye

lasers, excimer lasers, and semiconductor laser diodes. Typical monochromatic (single laser

line) power outputs from the first two types range from about 500 mW to 25 W. Helium

neon and helium cadmium lasers are readily available as well as relatively inexpensive, but

have output powers that are typically in the range 1 - 5 mW, peaking out at about 50 mW.

Dye lasers are often optically pumped by argon-ion lasers, and hence exhibit power outputs

slightly lower than that of the pump laser. Excimer lasers are typically operated in the

pulsed mode of operation at repetition rates of 10 - 1000 pulses per second, and emit

average powers in the 10 - 100 W range. Finally, semiconductor laser diodes are available

with very long lifetimes at output powers of I - 20 mW, and much shorter lifetimes in the

100 rW - I W range.

Of these six different types of coherent sources, the first five are still relatively bulky

(about 0.1 in3 ), consume considerable electrical power, generate significant amounts of

heat (many must be water cooled to ensure stable operation and practical lifetimes), and

are very expensive (especially when compared with a comparable electronic power sup-

ply!). Although these sources can be (and indeed are) employed in current systems-level

demonstrations, their collective liabilities do not augur well for their eventual incorpora-

tion in commercially viable computational systems in general, and perhaps neural network

applications in particular. This leaves the last category, that of semiconductor diode lasers

(including, possibly, miniaturized diode-pumped Nd- YAG lasers), for further consideration.

Before discussing the properties of semiconductor diode lasers as optical power sources

any further, we should at least note that the range of output powers available from these

sources (1 - 100 mW for single element devices) is rather limited. Taking an upper bound

(with continued research and development) of about a watt per device gives us a realistic

estimate of the amount of average coherent source power available for at least circuit level

implementation of photonic neural networks, though certainly at the systems level phased

arrays of stripe laser diodes and/or multiple sources could conceivably be employed.

Semiconductor diode lasers [Kressel, 1977; Casey, 1978a; Casey, 1978b] have been ex-
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tensively investigated and developed over the past two decades for a broad range of com-

mercial applications, including compact disk player recording and readout, fiber optical

communications systems [Jones, 1988], merchandise optical scanners, and laser printers.

The physical size of these lasers is small enough (about 0.3 x 1 x 5 mm) to fit in a standard

transistor (or IC) package, as long as external cooling is not required. Lasers with power

outputs of 1 - 10 mW are relatively inexpensive, costing a few tens of dollars in quantity

on the average. Higher output power lasers are considerably more expensive, however, as

are lasers with very narrow spectral linewidths (so-called single longitudinal mode lasers).

For the higher power lasers (as well as for the intermediate power lasers that are required

to maintain a high degree of center wavelength accuracy), external cooling (e.g. by means

of a thermoelectric cooler) must be provided in order to maintain thermal stability in both

wavelength and output power.

The wavelength ranges spanned by semiconductor diode lasers are dictated by the

direct bandgap materials used to fabricate the coherent light-emitting diode (semiconduc-

tor p-n junction). Aluminum gallium arsenide/gallium arsenide (AlGaAs/GaAs) lasers

grown on single crystal gallium arsenide substrates emit at wavelengths in the range 780

to 900 nm, while lasers based in the quaternary indium gallium arsenide phosphide (In-

GaAsP) compound semiconductor system (and grown on indium phosphide substrates)

emit at wavelengths further into the infrared (1.2 to 1.6 prm). The aluminum gallium

arsenide/gallium arsenide lasers in particular are nearly wavelength matched to the peak

sensitivity of both silicon and gallium arsenide photodetectors, as might be employed for

photonic switching in spatial light modulator arrays, or for detection of computed results

in a system diagnostic or output plane.

0 Within these ranges, a typical multimode semiconductor diode laser has a spectral

bandwidth of 0.5 - 2 nm; a single longitudinal mode laser has a much narrower spectral

bandwidth of order 10- nrn (about 50 MHz centered at an optical frequency of 3.5 x

1014 Hz). Both multimode and single longitudinal mode diode lasers can be used to

write and read holographic optical interconnection elements, as long as the coherence

length of the laser is larger than the thickness of the holographic recording medium. The

coherence length of a laser is essentially the maximum path difference over which two

51



beams derived from the same laser can maintain the stable phase relationship necessary to

exhibit an interference pattern. In applications requiring high multiplexing capacity within

the holographic interconnection medium (or significant path differences among beams that

must coherently interfere), the narrower linewidths of the single longitudinal lasers are

often preferable since their coherence lengths are several orders of magnitude longer. For

example, typical multimode semiconductor diode lasers operated above threshold exhibit

coherence lengths in the range 0.1 - 10 mm, while stabilized single longitudinal mode diode

lasers can have coherence lengths exceeding 1 m.

Employing a single, high intensity optical power source in a typical neural network ap-

plication carries with it a potential penalty: an inherent tradeoff between energy efficiency

on the one hand, and the need for array generation optics on the other. This tradeoff

arises from the fact that most optoelectronic implementations of neuron unit arrays have

either photodetectors or modulation windows (in some cases both) that are smaller in size

than each individual pixel, as was shown schematically in Figures 15.4 and 15.7. The ratio

of the area of a given photosensitive element to the entire pixel area is referred to as the

fill factor of the pixel (with respect to that particular element). Typical fill factors for
the photodetectors and modulation windows may range from less than 0.1 in the case of

monolithic integration to about 0.5 for hybrid integrated devices. Light that falls outside

the appropriate areas within a given pixel will at best contribute to the overall system

throughput loss, and at worst may adversely affect the function of adjacent devices that

exhibit photosensitivity.

In order to efficiently channel the optical illumination to the correct photosensitive

regions, we need to (a) expand the source illumination uniformly to fill the entire aperture

0 of the device in question (a spatial light modulator or volume holographic optical element,

for example), (b) in many cases collimate (or re-collimate) the light source to produce a

planar wavefront with a beam of constant width, (c) spatially filter the beam to enhance

its uniformity by eliminating significant fixed-pattern noise, (d) focus the light within each

individual pixel to a size compatible with the relevant photosensitive area (in effect thereby

generating a two-dimensional array of focused beamlets), and (e) align the resulting array

of focused beamlets with each succeeding device in the optical path.
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The procedures and optical elements required for beam expansion, collimation, and

spatial filtering are well understood among the optical community for the case in which the

source beam is initially axially symmetric, as is typical of gas and excimer laser systems.

In typical semiconductor laser diodes, however, the planar nature of the light-emitting

heterojunction region often gives rise to a diffraction-induced beam divergence parallel

to the junction of 3 - 10 degrees, and a corresponding beam divergence perpendicular to

the junction of 20 - 60 degrees. Comparable procedures and optical elements for such

anamorphic (non-axially symmetric) beams are more complex, and are currently under

development. Also under development are a number of types of semiconductor diode

lasers that emit approximately axially symmetric beams suitable for standard collimation

and filtering systems.

The optical source array generation problem has received considerable attention re-

cently, due primarily to significant interest in optical interconnection systems. In one

promising approach, a two-dimensional array of computer generated and photographically

reduced amplitude-encoded Fresnel zone plates has been used to form an 8 x 8 grid of

microlenses that function by means of diffraction (from what is, practically speaking, a

computer generated hologram (CGH)) rather than refraction [Marrakchi, 1990]. In another

well-developed approach, computer generated binary phase holograms (so-called Damman-

n gratings [Dammann, 1971) have been configured to form large grid patterns of regularly

spaced illuminated spots with predetermined locations and fill factors [Morrison, 1989].

Using this latter technique, 32 x 32 arrays have been generated with both high throughput

efficiencies and low scattered light by crossing two fabricated 1 x 32 grating arrays. In

addition, an 81 x 81 array has been experimentally demonstrated by using two pairs of

crossed 1 x 9 grating arrays in an optical arrangement that generates multiple images by

means of a convolution operation [McCormick, 1989]. In both of these techniques, all of the

resulting light beamlets are mutually coherent, as they derive from the same source. This

mutual coherence has an impact on the utilization of such source arrays for the generation

of independent holographic interconnection networks, as described in the subsection on

"Photonic Interconnections" above.

An interesting alternative to the generation of pixelated optical sources by modification
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of the properties of a single source is that of direct fabrication of multiple source arrays.

One striking example is the recent successful fabrication of over one million independent

surface-emitting semiconductor diode lasers on a single gallium arsenide chip [Jewell, 19901.

Both cylindrical and square cross-section microlasers have been fabricated with diameters

and edge dimensions in the range 1 - 5 pm, with heights above the surface of the wafer of

about 5.5 pm as shown schematically in Figure 15.18. In the fabrication process employed,

the laser mirrors are arranged to generate laser emission through the 500 pm thick gallium

arsenide substrate, as shown in the Figure. In order to accomplish this without significant

absorption in the substrate, the active (lasing) medium is composed of InGaAs quantum

wells with GaAs barriers, giving rise to an emitted infrared wavelength (; 950 nm) that

lies in a region of substrate transparency.

FIGURE 15.18 Illustration of a surface-emitting laser diode source array

[after Jewell, 1990]. In this example, the individual semiconductor laser diodes

are isolated by chemically assisted ion beam etching techniques, must be indi-

vidually contacted, and emit through the GaAs substrate.

In the present configuration, the lasers are essentially optically isolated, and hence are

not designed to be mutually coherent (phase locked). In fact, over time constants typical

of holographic recording in currently available photorefractive crystals (milliseconds), it is

likely that such arrays are for all practical purposes mutually incoherent, due both to the

0 optical isolation as well as to process-induced variations in device parameters that alter the

wavelength emitted from each individual laser. Arrays of surface-emitting semiconductor

lasers that have been specifically designed to have uniformly separated wavelengths have

also been demonstrated [Chang-Hasnain, 1990]. We shall return to this characteristic

in a succeeding section that addresses a particular strategy for photonic neural network

implementation.

At present, each laser within the array operates at a threshold voltage of about 10
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volts at a threshold current of a few milliamperes, resulting in a power dissipation of 10

- 50 milliwatts per device at threshold, and higher for power outputs significantly above

threshold. In order to keep the overall power density within established limits (1 - 10

W/cm 2) and thus to keep from overheating the substrate (resulting in potentially delete-

rious effects on wavelength stability and/or catastrophic failure), the lasers must either be

spaced appropriately, operated in a pulsed (on/off) mode at less than unity duty cycle, or

temporally multiplexed (turning on only a few lasers at a time) by resorting to individual

rather than parallel addressing. Given the current rate of progress in the development of

these and other types of surface-emitting laser arrays, it is reasonable to expect demon-

stration of continuous operation of up to 10' microlasers per square centimeter within the

near future.

It should be noted that the array shown in Figure 15.18 is not currently configured

for parallel operation of all of the sources simultaneously, which would require electrical

contact to the tops of each selectively etched microcavity. This feature could likely be

provided by an additional surface passivation and metallization step. Matrix-addressable

surface-emitting laser arrays have recently been fabricated by forming columns of lasers

separated by etched isolation grooves, and interconnected across the grooves by striped row

contacts [Orenstein, 1990a]. Application of an appropriate bias voltage across a given pair

of electrodes (column and row) activates the laser diode at the intersection, allowing for

raster-scanned operational modes as well as fully parallel operation [Von Lehmen, 1990].

Other currently investigated approaches. to surface-emitting laser array fabrication use

various techniques to form the microlaser cavities within the planar substrate without the

need for deep etched isolation grooves, such as by the use of ion implantation to form

electrically insulating isolation layers between the laser cavities [Tai, 1989a; Orenstein,

1990b] or by the current confinement that results from photolithographic definition of

one of the two laser mirrors and its associated electrical contact [Tai, 1989b]. Fabrication

processes that yield planar or quasi-planar device structures allow for direct parallel contact

if desired without the complications of depositing contacts on vertical sidewalls.

Before leaving the subject of semiconductor laser diodes and surface-emitting laser ar-

rays, it is worthwhile to note a very useful feature of such devices: their capacity for high
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bandwidth direct modulation. By this we mean that the output intensity of the semicon-

ductor laser source can be modulated (at full modulation depth, i.e. from well below the

threshold for lasing to peak output power) at frequencies up to a few gigahertz by direct

variation of the voltage applied across the device. This attribute can be used to advantage

in many neuro-optical implementation architectures by eliminating the need for mechani-

cal or electrooptical shutters, as well as by offering temporal multiplexing as an additional

degree of freedom for the systems designer.

One additional type of solid state device that is capable of both single source and source

array fabrication is the light emitting diode (LED). Closely related to the semiconductor

laser diode, the LED is also a p-n junction device that can be fabricated with considerably

less processing complexity by elimination of the high reflectivity mirrors that form the

semiconductor laser cavity. An additional advantage is the lack of a threshold for oper-

ation, allowing the LED to emit over a much wider dynamic range of applied voltages.

One drawback of liH'0. emitting diodes is that they are relatively broadband (incoherent)

sources, and as such are not usable as sources for holographic recording applications (and

in many cases for readout of multiplexed holographic optical elements as well). In ad-

dition, they are relatively inefficient emitters with typical electrical-to-optical conversion

efficiencies of a few percent. This feature tends to make LEDs rather power consumptive

for a given amount of usable output intensity.

Detectors and Detector Arrays

Detectors are optoelectronic components that act as photon-to-electron converters, in

that they transform incident optical intensity into electronic form, usually a voltage or a

current. Detectors therefore allow the optical representation of neuron unit outputs, for

example, to be converted into an electronic representation for further processing. As such,

they are important components for the photonic implementation of neural networks in at

least two functional areas: (a) as input transducers for the necessary optical detection

function of optically addressed spatial light modulators, and (b) as output transducers
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for the translation of optically generated intermediate and final results to an appropriate

electronic format. After all, once you've gone to all of the trouble of learning and computing

with a neural network, it might prove worthwhile occasionally to actually get the answer

out and use it to initiate some other useful process!

In both of these functional areas, we can further categorize detectors as (a) single pixel

detectors, and (b) interconnected detector ar.ays. In the first category, we include both

single element detectors that have one optical input aperture and one output channel, as

well as the single pixel detectors employed as part of an array in two-dimensional spatial

light modulators. This latter assignment is made because even though detectors used in

spatial light modulators are perhaps configured in an array, their outputs are used only

within one or at most a few local pixels. In the second category, we include arrays of

detector elements that are interconnected in such a way that the entire parallel (one-

D or two- dimensional) array can be read out electronically through one or more output

channels. An example of a detector array in this category might be the light sensitive

element in the CCD (charge-coupled-device) camera, now commonplace in many solid

state cameras and video cassette recorders.

This distinction between single pixel detectors and detector arrays is important because

the technologies that are commonly employed in these two cases differ in a number of

respects, and as a result can exhibit wide differences in performance characteristics such as

bandwidth, sensitivity, linearity, and dynamic range. In the case of single pixel detectors,

for example, it proves easier to jointly optimize performance parameters because of the

larger number of degrees of freedom available to the device designer in a single input, single

output system. The detector array designer, on the other hand, often must make additional

10 tradeoffs dictated by the nature of the charge storage and readout process employed over

the full set of integrated pixels.

In the context of photonic neural network implementations, single pixel detectors have

two primary functions. The first is to act as optical signal to electronic signal converters

within optically addressed spatial light modulators, to translate a pixel's worth of incident

light intensity (representing, for example, the weighted sum of signals from the output of

a plane of neuron units) into a voltage or current. The resultant electronic signal can then
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be processed by local intrapixel circuitry to produce the desired neural threshold func-

tion for subsequent optical encoding (modulation). This process could be accomplished

either onboard a monolithic or hybrid integrated optically addressed spatial light modula-

tor (OASLM), or on a separate detector chip that interfaces with an electrically addressed

spatial light modulator (EASLM). In this latter case, the detector will most likely fall

under the detector array category discussed further below, since a parallel-to-serial con-

version is typically required to extract the array of data (e.g., an image) from the detector

chip (followed by a serial-to-parallel conversion to load the signal into the EASLM). It

should be noted that even in the case of monolithic spatial light modulators that do not

feature discrete detectors, electronic control circuitry, and modulators, converting a two-

dimensional optical input distribution into a modified two-dimensional output distribution

necessarily involves a local detection function, even if it is not particularly easy to separate

the detection process from the modulation process.

The second important single pixel detector function is to provide for single point mon-

itoring functions within the system, such as the output power from a given laser source,

the average power emitted from a laser source array, or a particular system output that

activates a desired process or function (for example, the identification of a specific defect

pattern on a manufactured part within the input image field of a neural image processor,

that in turn results in rejection of the part).

Perhaps the simplest type of detection element that can be incorporated in a single

pixel is the photoconductor, which typically consists of a thin film of material that alters

its resistance to electrical current in response to the intensity of incident illumination.

The most commonly used single pixel photodetectors, however, are based in some way or

other on the semiconductor p-n junction diode. Under reverse bias in a p-n junction diode,

photocarriers created by light absorbed within the region of the junction between n-type

and p-type semiconductor layers are swept out of the junction region by the internal electric

field across the junction, and collected in the external circuit. If the internal electric field

is high enough, each photocarrier can acquire enough energy during sweepout to generate

an avalanche of additional carriers, leading to significant gain in the class of so-called

avalanche photodiodes.
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The inclusion of an intrinsic (undoped or compensated) layer of semiconductor mate-

rial between the n-type and p-type layers allows for a significant reduction in the junction
capacitance of the device, with a corresponding improvement in signal bandwidth. Such

devices are commonly referred to as p-i-n photodiodes, packaged versions of which are

commercially available for a wide variety of photosensor functions. Typical p-i-n photo-

diodes exhibit risetimes of a few nanoseconds, are linear in output over seven orders of

magnitude of input intensity, and are sensitive to very low light intensity levels. For silicon

p-i-n photodiodes, sensitivities of about 0.4 milliamperes of output current per milliwatt of

optical input power at a wavelength of 830 nm are common, which represents a conversion
efficiency from photons to electrons of approximately 60%.

Phototransistors are light sensitive devices that exhibit current gain in exactly the same

manner as a transistor, with the exception that the controlling base current is injected op-

tically rather than through the base lead. In fact, most VLSI transistors (both bipolar and

MOS) are photosensitive (though perhaps not optimized for the photodetector role), and

must be protected from stray light in order not to compromise their performance character-

istics. The principal advantage of a phototransistor is its inherent current gain of order 100

to 1000, which often makes the interface of the photodetector to following circuitry more

straightforward. In cases requiring exceptionally high gain in the front (photodetection)

end, two transistors can be paired as shown in Figure 15.19 so that one acts as a phototran-

sistor, and the other as a current amplifier. Such a two transistor combination has achieved

widespread use, and is referred to as a photo-Darlington pair [Sze, 1981b]. The tradeoffs

for increased gain in both of these cases are risetime (which translates directly into signal

bandwidth) and area required for integration. Typical risetimes for phototransistors are

almost three orders of magnitude higher (a few microseconds) than those characteristic

of p-i-n photodiodes. Photo-Darlingtons are yet another factor of ten or so slower in re-

sponse time. Optimized phototransistors and photo- Darlingtons require relatively large

collector-base junctions in order to provide an appropriately sized photosensitive region

that can be accessed by optical imaging techniques.
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FIGURE 15.19 Schematic diagram of a photodarlington pair utilized as a

high gain detector/amplifier combination.

In many if not most cases, the type of photodetector chosen for use as a single pixel

detector in a spatial light modulator application depends on its integrability with associ-

ated control electronics and molulation elements. This, in turn, depends on whether the

particular spatial light modulator in question is monolithically or hybrid integrated, as

discussed in the section on photonic switching above, and on which semiconductor sub-

strate the photodetection element itself is to be fabricated. In some cases, the desire for

integration of a high density of neuron units may place strict bounds on the area allocated

to each separate function in general, and on the photodetection and requisite amplification

function in particular.

In traditional applications of photodetector technology, for example in spectroscopy

and optical metrology, linearity of response (output voltage or current as a function of the

input intensity) is prized, as is a wide dynamic range over which linearity is assured. In

neural network applications, however, linearity is typically less of an issue. In fact, it is

often convenient to use the inherent nonlinearity of the input-output characteristic of a

particular photodetector device to generate part or all of the nonlinearity required of the

overall neural unit function. This can result in a lower overall expenditure of real estate

for each neuron unit, increasing the neuron array density, as well as in a reduction of

circuit complexity within each pixel. One such example is the output current saturation

characteristic of phototransistors at high input intensities, which can be used to emulate

the upper saturation regime of the sigmoidal neuron response function.

Detector arrays are employed whenever the intensity distribution of a one- or two-

dimensional image field requires conversion to electronic form for interface with succeeding

computational or output stages of the system. In a very real sense, a two- dimensional

detector array is nothing more than the business end of an optoelectronic camera that

can be positioned anywhere within the optical system that the local intensity distribution

represents a desired result. In fact, low reflectivity beamsplitters can be used to merely
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"sample" the local intensity distribution of a given beam of light, allowing most of the

incident light to propagate in a further computational arm of the optical train for use

elsewhere.

Detector arrays are inherently different in at least one key respect from the single pixel

photodetectors (as well as arrays of photodetectors used in optically addressed spatial light

modulators) discussed previously: the need to provide for some form of output channel

multiplexing, in order to avoid the requirement for a one-to-one correspondence between

pixels in the array and output pins. For example, in a 1000 x 1000 element detector

array, fully parallel readout requires one million output channels or pinouts. As a result,

detector arrays are usually configured to perform some form of parallel-to-serial conversion

of the data into a single high bandwidth serial channel prior to the readout of each frame

(though multiple output channels can also be used). This can either add significant circuit

complexity to the area surrounding each pixel in order to accommodate for the parallel-to-

serial conversion and interpixel communication function, or be directly incorporated into

the design of the photodetection elements themselves, as in the case of the CCD arrays

discussed below.

The state of the art of detector arrays has advanced tremendously even over the past

decade, to the point where solid state detector arrays with quite spectacular performance

are used everywhere from astronomical applications (as detectors for even the largest tele-

scopes), to earth observation satellites (infrared focal plane arrays), to photomicroscopy (in

place of the traditional film-based photographic camera), to consumer products (electronic

still photography and video cameras).

One of the most successful and generally available types of solid state detector ar-

ray is the charge-coupled-device (or CCD) array [Sze, 1981c; Optical Engineering, 1987a;

Optical Engineering, 1987b]. In this technology, usually based on MOS fabrication tech-

niques in silicon (but adaptable to compound semiconductor substrates as well), incident

illumination within a given pixel causes the accumulation of photogenerated charge in an

electrostatic potential well formed by the application of bias voltages on a set of electrodes,

as shown schematically in Figure 15.20. In operation, the CCD array is illuminated for

a given exposure time (slightly less than one full frame interval), during which time the

61



charge generated by the incident illumination is integrated within each primary well. Sub-

sequently, appropriate voltages are applied by means of multi-phased electrode structures

to spill the accumulated charge packet into the neighboring well, while simultaneously

moving the charges in the neighboring well to its neighboring well, and so on throughout

the array.

FIGURE 15.20 Schematic diagram of a charge coupled device (CCD) pho-

todetector array fabricated on a silicon substrate. Electrostatic potential wells

are created by application of appropriate voltages to the three phase bias elec-

trode structure, with electrical isolation provided by the gate oxide layer. Light

incident through the transparent electrodes creates stored charge that can be

transferred to an output signal terminal by proper sequential phasing of the

bias voltages (P1 - P3 ).

The overall operation resembles the function of an array of one-dimensional shift reg-

isters. At one edge of the structure, the charge packets from each row are collected into a

single column that is read out by a very high speed shift register (a linear, usually buried

channel CCD array) #o form the single output channel. Full readout of the array must

occur before the next frame is exposed (except in specifically designed cases such as the

time-delay-and-integrate or TDI mode of operation, in which only one shift is interposed

between successive exposures).

One-dimensional arrays of CCD elements have been successfully fabricated in sizes

of 1 x 2048, while special purpose two-dimensional CCD imaging arrays 2048 x 2048 in

size are commercially available [Blouke, 19871. This represents a parallel detector with

4,194,304 individual pixels! In one particular 2048 x 2048 CCD array, the imaging area is

5.5 x 5.5 centimeters, with a pixel size of 27 x 27 microns. This array exhibited a dark

(unilluminated) noise buildup in each pixel of only 6 to 12 electrons when read out at a

rate of 50,000 pixels per second, which allows for detection of extremely low level signals
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with excellent signal-to-noise ratio. Given a well capacity of about 700,000 electrons, this

very low noise figure suggests a dynamic range in excess of 70,000, nearly five orders of

magnitude! For well charge densities less than 200,000 per pixel, the linearity is better

than 0.5% over this portion of the full dynamic range. Finally, this array exhibited an

extraordinarily high charge transfer efficiency of 0.999992, representing the fraction of

charge within a given pixel that is routinely transferred to an adjacent pixel without loss.

'The integration of large scale detector arrays by means of VLSI techniques provides the

prospect of special purpose arrays that perform part of the computational function within

the confines of the array. One example of such special purpose chips is the incorporation

in a CCD array of charge-coupled analog circuitry to perform arithmetic operations such

as addition, subtraction, and magnitude comparison [Fossum, 1987]. Such an array could

allow for detection of parallel differential outputs, with both positive (excitatory) and neg-

ative (inhibitory) weighted sums as dual optical inputs in a (positive definite) intensity

representation.

ARCHITECTURAL CONSIDERATIONS FOR

PHOTONIC NEURAL NETWORK IMPLEMENTATIONS

We now turn our attention to the use of the photonic components and fundamental

principles described above in the implementation of highly parallel neural network architec-

tures. The focus in this section is on a general framework that emphasizes characteristics

common to different approaches to photonic and optical neural network implementation-

s, as well as on illuminating some of the key fundamental differences among the various

implementation approaches. A review of recent and ongoing research in photonic and op-

tical neural network implementations is beyond the scope of this chapter; sources of such

information can be found in the Suggested Further Reading section at the end of this

chapter.

Photonic neural network implementations can be adaptive or non-adaptive, can repre-

sent the signal using different physical quantities, and can be built using one-dimensional
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(1-D) or two-dimensional (2-D) arrays of neuron units with two-dimensional or three-

dimensional (3-D) interconnection elements. These issues, in addition to other features

that are desirable in any photonic implementation of a neural network, are discussed in

this section. Throughout, one should keep in mind the distinctions that exist among

systems with fixed interconnections, programmable systems, and truly adaptive systems.

0 We will initially concentrate on the implementation of a single layer of a network, and

subsequently show how this generalizes to multiple layers.

The computation process of any one layer of a neural network can be represented by:

0 =i f [z xi (23)

in which neuron unit j is situated at the input to the layer of interconnections, neuron unit

i is situated at the output of the layer of interconnections, yj is the output of neuron unit

i, xj is the output of neuron unit j, wij is the weight associated with the interconnection

between them, and the function f represents the neuron unit nonlinearity. The term inside

the brackets, the activation potential, will be denoted by pi. Note that the term in brackets

* is a matrix-vector product between an interconnection weight matrix and an input vector.

The function f then operates independently on each element of the resulting vector; this is

called a point nonlinearity, and as such lends itself to implementation with a spatial light

modulator (SLM).
Most current learning algorithms fall into one of a small number of classes. For example,

one such class can be specified by:

*Awj = a6i3 j - /wj (24)

in which Awi- = w•,(k + 1) - wi,(k) is the weight update, k represents the iteration index,

ca is the learning gain constant, and # is a decay constant that is included primarily for

hardware convenience; # can be set to 0 when so desired. Suitable choices of 6i give

different learning algorithms, such as Hebbian, Widrow-Hoff, single-layer least minimum

squares (LMS), and for the case of multilayer networks, backward error propagation. (For
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example, an optical architecture that potentially implements backward error propagation

in a multilayer neural network is described by Wagner and Psaltis [Wagner, 1987]). In this

chapter we will restrict our attention to this particular class of algorithms for illustrative

purposes. Although other classes of learning algorithms can likely also be implemented

using photonic hardware, research to date has focused primarily on the class represented

0 by Equation (24). An important aspect of Equation (24) for implementation is the outer

product between the training vector b and the input vector x for the weight matrix update.

An exn.mple of a photonic neural system is shown in block diagram form in Figure

15.21. This system utilizes a 1-D array of neuron units at the input and output, and
a 2-D interconnection mask. Each pixel in the input is expanded optically (using cylin-

drical lenses) and illuminates the corresponding row of the interconnection mask. The

mask stores the analog weights, and provides a pointwise multiplication before the beam

is contracted so that one column from the mask is incident onto one corresponding output

pixel. The optical system in effect provides a fully parallel analog optical matrix-vector

multiplication as represented by the bracketed term in Equation (23), performed over all i.

Threshold functions and feedback connections are provided by means of either photonics
or electronics. The first experimental demrostration of such a system applied to neural

network implementations used an array of light emitting diodes (LEDs) as inputs to, and a

linear detector array as the output from, the optical interconnection [Psaltis, 1985; Farhat,

1985]. This particular system utilized electronics to provide the threshold functions and

feedback connections.

0 FIGURE 15.21 Block diagram of a 1-D to 1-D photonic neural network,

in which a one-dimensional neuron array is fully interconnected to a one-

dimensional detector array by means of a two-dimensional interconnection

mask.

It should be noted that many variants of Figure 15.21 are possible; some of them are
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more compact than others, though all of them share essentially the same basic characteris-

tics. The interconnection mask can be fixed (e.g., photographic film) or variable (e.g., an

SLM). In the latter case the SLM can be electronically or optically addressed. Electron-

ic addressing is appropriate for straightforward interfacing to an electronic machine that

supplies the (updated) interconnection weights, whereas for a maximum adaptation rate
an optical addressing technique would ultimately be optimal. Currently available SLMs

with large numbers of pixels tend to be slow (500 x 500 analog pixels with 1 - 100 ms

frame times) [Tanguay, 1985]; much faster technologies are being developed for future use

[see, for example, Lentine, 1988; Lentine, 1991; McCormick, 1989b]. Such a system, with

1-D inputs, 1-D outputs, and 2-D interconnections, will likely scale up to 100 - 1000 fully

connected neuron units.

A photonic system that can implement larger numbers of neuron units and intercon-

nections is shown in Figure 15.22. All neuron unit planes are now 2-D arrays, and the

interconnection medium is a 3-D structure, implemented in a volume holographic mate-

rial. In effect, there is a separate volume grating connecting each input neuron unit j to

each output neuron unit i. The diffraction efficiency of each grating is proportional to the

weight, wj, of the corresponding interconnection. Note that each such grating is analogous

to a beamsplitter, as discussed in the previous section, with the primary difference that the

volume gratings are direction (and wavelength) selective. Thus, beams incident on such

a "beamsplitter" at other than the correct angle are not affected by the presence of the

holographic beamsplitter. Properly recorded, then, the grating wii is situated in angular

orientation and grating period so that it affects only the inputs at the angle corresponding

to xi , and will direct the corresponding output wijxi to the correct summation node pi.

The achievable numbers of neuron units and interconnections are currently subjects of

considerable debate, but would likely be 10i - 106 neuron units per plane and on the order

of 1010 independent interconnections with weights, assuming continued research unveils no

impassable boundaries.

FIGURE 15.22 Block diagram of a 2-D to 2-D photonic neural network,
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in which a two-dimensional neuron array is fully interconnected to a two-

dimensional output array by means of a three-dimensional volume holographic

optical interconnection mask. The input plane, output plane, and optional

training plane are shown. Many variants of this geometry with similar proper-

ties are possible.

For the case of an adaptive network, we use a variable (typically photorefractive) holo-

graphic material for recording and implementing the interconnections. To incorporate

learning, a training plane comprising a 2-D array of nodes generates the 6i terms (Figure

15.22). During a weight update, an exposure is made of the interference pattern between

beams emanating from the two left hand planes in the figure. Each of the two left hand

planes could be implemented using, for example, a 2-D spatial light modulator illuminated

by an expanded beam. This results in a change in the refractive index modulation repre-

senting the current weight that is dependent on the product 6bz 3 , so that with appropriate

choices of parameters, the increment in diffraction efficiency can be made proportional
to 6ix. Ideally, this records changes (updates) in the interconnection weights within the

hologram given by Equation (24), above, in the form of gratings situated with appro-

priate angular orientation and grating period. It should be noted that generating and

recording these weight updates is not a simple matter, and care must be taken to insure

that the appropriate interference terms are recorded and that not too much crosstalk is

inadvertently created. Recording and recall of the correct values is primarily a number

representation issue and is discussed below; undesirable crosstalk depends on the record-

ing and reconstruction technique as previously discussed in the subsection on "Photonic

Interconnections'.

An example of one source of holographically-induced interconnection crosstalk is an

inadvertent degeneracy of gratings. Even though each volume grating affects only the

beams incident at a particular angle with respect to the grating, it affects all of the beams

at that particular angle. Because of this, an entire cone of beams (with its axis of symmetry

aligned with the grating wave vector) can be affected by a single diffraction grating. This
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degeneracy creates an undesired coupling between different interconnections in a fully

connected network. For neuron unit sources on an ideal, rectangular grid, this coupling can

be eliminated by removing neuron units from certain locations in the array, leaving sparsely

distributed neuron units arranged in a degeneracy breaking pattern. This eliminates the

undesired coupling, at the expense of a reduction in the number of neuron units from N2

(for an N x N array) to N1 "5 [Psaltis, 1989].

The case of a non-adaptive network is likely to be an important one as well. In this case

the interconnection hologram does not have to be recorded in accordance with a specific

learning algorithm. If the weights are known a priori, then any applicable recording

technique will suffice. In many cases, however, the weights may not be known. A common

scenario may involve the training of a "master" network; once it has been trained, copies

of the network could be pruduced in a production environment. If the network is large,
and particularly if it utilizes volume holographic optical interconnections, then p:obing the

values of all of the weights could be impractical. The most efficient production means in

this case would be to make direct copies of the volume hologram. Thus, the capability of

rapidly copying a multiplexed volume interconnection hologram is important.

The physical representation of the signal directly impacts the operation of a photonic

neural network. The physical quantities available for optical representation of a signal

level are field amplitude, phase, intensity, polarization, spatial position or frequency, and

wavelength. We will consider only the most likely candidates: field amplitude (with phase)

and intensity. For the case of an amplitude (with phase) representation, the signals may in

general be complex valued; bipolar signals, of course, represent a subset of these numbers,

and thus can be represented. Given that x and y are represented as (electric or magnetic)

field amplitudes, the resulting detected activation potential of neuron unit i, pi, is given by

(coh) = (25)

for the case of a coherent sum, and by
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~(incoh) , 2  (6A l iq=,l (26)

for the case of an incoherent sum (c.f. the preceeding section on "Fundamental Principles

of Photonic Technology"). In both Equations (25) and (26), the weight wii is represented

physically by the amplitude diffraction efficiency. The coherent sum given by Equation

(25) has the advantage of allowing for the addition of both positive and negative numbers

in computation of the neuron unit potential, as desired for the incorporation of both

excitatory and inhibitory neuron unit inputs. Clearly, Equations (25) and (26) deviate

from conventional neural network models. The effects on different neural network models

of such deviations in the summation before thresholding are not currently well understood.

If we instead encode the signal levels as intensities, the activation potential becomes

S= wiixj, (27)

which is the desired activation potential, but at the expense of all terms in the summation

being nonnegative. In this case the weight wij is represented physically by the intensity

diffraction efficiency. A technique for effectively achieving bipolar signals in this case will

be discussed in the section describing "An Implementation Strategy".

The signal representation used also impacts the nature of the weight updates. The

physical weight updates can be derived using common models of photorefractive (or other)

recording materials. Such a derivation requires a number of approximations and assump-

tions to be made regarding the chosen operational mode. By appropriate choice of the

operational mode, the ideal weight update rule given by Equation (24) can be approxi-

mately obtained for both intensity representation and amplitude representation cases. The

operational mode may not prove to be the same in each case, and may differ in such param-

eters as the size of the weight updates, the size of the existing weights before the update,

and the exact characteristics of the holographic material used. The "second order" terms

that deviate from the precise form of Equation (24) are also different in the two cases;

the effect of such terms on learning algorithm performance is not well characterized or
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understood, and is currently an active area of research.

So far we have discussed only a single interconnection layer with neuron units for in-

puts and outputs. If such a physical network includes feedback, it can be generalized to

functionally implement an arbitrary multilayer feedforward or recurrent network. Figure

15.23 illustrates this principle, showing one physical layer of neuron units, one layer of

0 interconnections from the neuron units to a set of fan-in nodes, and feedback from each

fan-in node to the corresponding neuron unit. These neuron units can be conceptually

divided into groups corresponding to different functional layers. Some of the physical in-

terconnections then represent functionally feedforward connections (represented by solid
0 lines and boxes in Figure 15.23), and some represent functionally lateral connections within

a layer (represented by broken lines and boxes in Figure 15.23). Feedback connections to

previous layers, and feedforward connections that bypass the next subsequent layer, can

also be incorporated in a similar manner, but are not shown in the figure. This technique

for implementing multilayer networks using a single physical layer has been discussed by

Farhat for the case of 1-D neuron unit arrays interconnected by a 2-D mask, and used

in the implementation of parallel optoelectronic simulated annealing [Farhat, 1987]. Thus

any photonic (single physical layer) architectures discussed herein generalize to multilayer

networks, provided that they have capability for arbitrary connections and feedback.

FIGURE 15.23 A single layer physical neural network with feedback, used

to implement a multilayer recurrent functional network. The solid boxes in-

dicate feedforward connections, and the broken boxes indicate lateral connec-

tions.

In summary, the desirable characteristics of a photonic implementation of neural net-

works include: (1) modularity, so that multiple "modules" can be cascaded; (2) capability

for lateral, feedforward, and feedback interconnections, which can be achieved physically

by use of a single layer network with feedback and arbitrary interconnection capability;
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(3) analog, weighted connections with analog signals; (4) bipolar signals and weights; (5)

scalability to large numbers of neuron units with high connectivity; (6) generality, so that

different neuron models, network models, and learning algorithms can be implemented

within the same basic technology; (7) compatibility of different components within a given

architecture; and (8) overall feasibility of the proposed combination of algorithm, archi-

tecture, devices, and materials. In addition, the optical/photonic hardware would ideally

incorporate the following features: (1) simultaneous, parallel updates of all interconnection

weights at each iteration; (2) high optical throughput; (3) low interconnection crosstalk;

and (4) flexible functionality for neuron unit response, so that different neuron models and

learning algorithms can be accommodated.

AN IMPLEMENTATION STRATEGY

In this section a photonic technique for the implementation of neural networks is de-

scribed that potentially satisfies the aforementioned desirable characteristics and features

I [Jenkins, 1990a; Asthana, 1990a; Jenkins, 1990b; Asthana, 1990b; Jenkins, 1990c). This

photonic neural network implementation technique utilizes optoe-lectronic spatial light

modulators (SLMs) for the 2-D neuron unit and training term planes. Each neuron u-

nit incorporates dual channel encoding to allow for the representation of bipolar input
and output signals, and comprises two integrated detectors, two modulators and integrat-

ed electronics. The neuron unit input and output signals are represented in the optical

system by intensity. The interconnections are based on a 3-D holographic material with a

novel incoherent/coherent recording and reconstruction technique that permits simultane-

ous updates of all weights during each iteration. In addition, the interconnections utilize

a unique double angular multiplexing arrangement to minimize interchannel crosstalk and

throughput losses, in which each pixel of the object beam SLM is illuminated by a set of
mutually incoherent beams, each at a different angle. This implementation technique is

explained in the remainder of this section.

A key feature of this implementation strategy is the use of an array of individually
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coherent sources that are mutually incoherent to generate an array of coherent beam pairs

used for holographic recording and reconstruction in the interconnection network. Consid-

er the problem of recording two holograms, object A recorded with reference beam xi and

object B recorded with reference beam xj,, as shown in Figure 15.24(a). The objects A

and B could each be a 2-D array of data. In order to write both holograms simultaneously,

A and xj originate from the same coherent source and are mutually coherent; similarly

for B and xj,. However, B and xi, originate from a different source than A and xj, so

that each pair is incoherent with respect to the other pair. In this way, there are no extra

(crosstalk) holograms written, such as that between A and xj,, or between xi and xj,. This

technique can be used for more than two multiplexed holograms, in which case a separate

source is assumed for each hologram written.

FIGURE 15.24 Incoherent/coherent technique for recording and reconstruct-

ing multiple holograms simultaneously, in which all solid lines represent mutu-

ally coherent beams, and all broken lines represent a separate set of mutually

coherent beams: (a) recording; (b) reconstruction; and (c) holographic repre-

sentation, in which each hologram represents the fanout from a given neuron

unit.

During reconstruction, the holograms are illuminated by the same set of reference

beams xj and x?. This simultaneously reconstructs the arrays A and B (Figure 15.24(b)).

If the arrays are in registry upon reconstruction, a pixel-by-pixel incoherent sum will be

achieved in the output array. If we now consider each reference beam xi to be the output of

a neuron unit at the input to an interconnection layer, then each reconstructed hologram

corresponds to the fan-out from one neuron unit, with a contribution to each pixel in

the output array proportional to the weight of the corresponding interconnection. This

is depicted in Figure 15.24(b) and (c), in which the two signals fanning in to a given

neuron unit are derived from separate, mutually incoherent optical sources. Note that this
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technique provides an incoherent sum for the potential of each neuron unit (Equation (26)

or Equation (27), depending on the chosen representation), as desired.

Another critical as well as unique feature of the photonic architecture described herein

is a "double angular multiplexing" technique in which one input node or pixel in the object

beam path has multiple beams passing through it at different angles. Thus, a set of an-

gularly multiplexed beams is introduced for each object beam node 6i, as shown in Figure

15.25. A three-fold angularly multiplexed fan-in from x1 , X2, and x3 to yield neuron unit

potential Pi is depicted in this figure; solid lines represent mutually coherent beams (all

dashed lines represent a mutually coherent set as well; similarly for mixed dashed lines).

Note that this multiplexing technique eliminates the fan-in beam degeneracy characteris-

tic of collinear geometries referred to above in the subsection "Photonic Interconnections".

Thus, the ensuing cross-coupling terms are absent, and a much more accurate set of weights

can be recorded and reconstructed at each iteration.

FIGURE 15.25 Doubly angularly multiplexed volume holographic optical

interconnection, designed to circumvent the effects of beam degeneracy. The

mutually incoherent input beams ({xi}) are angularly multiplexed over j, as

are the corresponding sets of output beams from the training plane ({4J)})

generated by the coherent sources Si, to produce an angularly multiplexed fan-

in at each summed output, thus yielding the neuron activation potentials {pi}.

A photonic architecture for neural network implementation that utilizes these princi-

ples is shown in Figure 15.26, for the case of Hebbian learning (6i = y;). The components

shown in the figure comprise one module; inputs and outputs refer to this particular mod-

ule. Only feedforward connections are shown. The upper spatial light modulator, SLMI,

generates the training terms 6i that also represent neuron unit outputs in this case. The

lower spatial light modulator, SLM2, is the array of input neuron units. An array of co-

herent but mutually incoherent sources is used to illuminate the system; they are provided
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by a mutually incoherent laser diode array or by a coherent beam passing through an SLM

that temporally modulates the phase of each pixel independently. (It can be shown that

the latter method is equivalent to the former for the particular type of holographic record-

ing and reconstruction used herein.) A volume holographic material stores the requisite

weighted interconnections, and can implement either fixed or adaptive interconnections

depending on the material used.

FIGURE 15.26 Photonic architecture for neural network implementation

that incorporates a parallel source array, double angular multiplexing, and in-

coherent/coherent recording and reconstruction; the Hebbian case is depicted.

Both spatial light modulators in Figure 15.26 consist of an array of pixels, each of

which comprises three elements: (1) two integrated detectors for input of positive and

negative parts of the neuron unit activation potential, (2) integrated electronic circuitry

to provide the neuron unit (sigmoid or hard threshold) nonlinearity, and (3) two hybrid

or monolithically integrated modulators for separate optical readout of the positive and

negative neuron unit outputs. The SLMs, as shown, are read out in transmission, and

have detectors situated so as to receive optical inputs on the right face of the SLM.

In the learning phase, the shutter is open as shown schematically in Figure 15.27. Light

from each source Si is approximately collimated so that it illuminates the entire array on

SLMI, at an angle dependent on the position of the jth source. Thus, for an N by N array

of sources, there are N 2 beams reading out the contents of SLM1 simultaneously, each at

a different angle; the entire array of terms {yi} is encoded onto each of these beams. Each

such beam then interferes only with its corresponding reference beam xi, derived from the

same source and encoded by SLM 2, in the holographic medium. This writes the set of

desired weight update terms axjyi.
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FIGURE 15.27 Photonic architecture for neural network implementation:

recording configuration. This configuration implements the learning function

in the photonic architecture of Figure 15.26. The sets of beams emitted from

the source array (two are shown) interfere in the volume holographic medium

to update the weights stored in the interconnection holograms.

During the computation phase, the shutter is closed to prevent learning as shown

schematically in Figure 15.28. The array of sources is imaged onto SLM 2 as a set of

readout beams, so that each individual source corresponds to one pixel (neuron unit) on

the SLM. The SLM modulates each beam so that the transmitted beam has an intensity

proportional to the output value of the corresponding neuron unit. Thus, the j'h source

illuminates the j'h pixel of this SLM, providing the signal xj that becomes a reference

beam to read out the jth hologram. This hologram reconstructs an array of spots, similar

to that depicted in Figure 15.24, that contribute to the input of each neuron unit in the

output plane. The optics is set up so that this array is imaged onto the detector array.

In the complete neural network architecture of Figure 15.26, additional optical elements

(mirror M 2, lens L4 and beamsplitter BS2) are used to displace the detector array plane

to the detector side of SLM1 , providing the neuron unit activation potentials. In addition,

this beam is sent through beamsplitter BS2 to a subsequent layer in the next module or

to the output layer.

FIGURE 15.28 Photonic architecture for neural network implementation:

reconstruction configuration. This configuration implements a single forward

pass of the computing function in the photonic architecture of Figure 15.26.

The lower set of beams acts as a set of reference beams, and generates a set of

weighted output arrays that are imaged onto the detector array. Each stored

hologram is reconstructed by a single neuron unit x,, and fans out with appro-

priate weights to illuminate the detector array. The full set of reconstructed
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holograms sums within each pixel to yield the neuron activation potentials {pi}.

A generalized architecture that incorporates learning algorithms of the form of Equa-

tion (24) is shown in Figure 15.29. Instead of SLM1 , as in Figure 15.26, this architecture

utilizes a training term (6,) generator that is implemented via one or more optoelectronic

SLMs. In general, target values ti, actual neuron unit outputs yi, or possibly activation

potentials pi may be provided as inputs to the training term generator. The physical ar-

rangement of optical beams passing through the training term generator (from left to right)

is the same as that shown passing through SLM1 in Figure 15.26. Lateral and feedback

connections can be incorporated by including an optical feedback path from the output of

the hologram to the input side of SLM 2.

FIGURE 15.29 Generalized photonic architecture for neural network imple-

mentation, including provision for the generation of arbitrary training terms
* (6,).

For many applications, both SLMI and SLM2 can be fabricated using the same tech-

nology. Let's consider the case of a sigmoidal response with bipolar inputs and bipolar

outputs. The electronics within each neuron unit can take the difference between the two

detector inputs to yield the (bipolar) neuron potential. It can then perform the sigmoidal

0 nonlinearity, and send the result to appropriate (positive channel or negative channel)

modulator(s). For example, we have fabricated a number of silicon chips that integrate

the necessary control electronics with appropriate detectors. One possible circuit that has

been designed to incorporate the necessary functionality is shown schematically in Figure

15.30. Outputs from the two photodetection stages (Vi,,, and Vi 2) are differentially am-

plified using two pairs of CMOS transistors (Mi - M 3 , M 2 - M 4), generating two separate

and complementary outputs. The differential amplifier has been designed to saturate for
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large values of the input signal difference, producing the upper asymptotic limit behavior

characteristic of the sigmoid function. Each output signal is then inverted and clipped by

another CMOS transistor pair (M 21 - M 22, M 11 - M 12), which asymmetrizes the transfer

curve and adds the lower asymptotic limit of the sigmoid function. Finally, each output

signal is inverted yet again and shifted in level by a dual transistor sub-unity gain amplifier

stage (M.23 - M24, M 13 - M14), producing complementary output signals (V0otl and Vout 2)

that control the dual channel modulation elements. External provision is made in each

pixel (neuron unit) for the adjustment of the voltage offset (zero crossing point) of each

characteristic curve. This external bias adjustment allows for post-fabrication fine tuning

of the overall response of the circuit, given process-induced variations in device character-

istics.

FIGURE 15.30 Schematic diagram of a dual-input, dual-output differential

amplifier that effects a sigmoid-like transfer characteristic.

A sample set of characteristic curves measured from one of these chips is shown in Fig-

ure 15.31, with the voltage on the second detector input channel as the parameter. These

curves show the differential function of the dual channel circuit, as well as the desired

sigmoidal response characteristic. A 6 x 6 array of these 100 x 100 Am neuron units has

also been fabricated with excellent uniformity.

FIGURE 15.31 Experimentally obtained transfer characteristics from the

circuit shown in Figure 15.30, showing the output voltage in both channels

(Vo.tl and Volt2) as a function of one input voltage (V,. 1), with the other input

voltage (Vi. 2) as a parameter.
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The modular nature of this photonic neural net architecture can be inferred from Fig-

ure 15.29; the upper right SLM is SLM 2 of the subsequent module. Feed" k paths from

one module back to previous modules can be added, if desired, in a relative., Atraightfor-

ward manner. Bipolar signals are incorporated by the dual channel nature of the SLMs,

with positive and negative channels for each neuron unit. Since each neuron unit has two

physical outputs and two physical inputs, each interconnection between two neuron units

physically consists of four separate weighted connections (positive modulator to positive

detector, positive modulator to negative detector, etc.). Thus, even though each physi-

cal weight is nonnegative in value, their combination permits effective implementation of

bipolar functional weights. In fact, the extra degrees of freedom provided by four indepen-

dent weights can require revised weight update rules to ensure convergence of the learning

process [Petrisor, 1990].

With the current spatial light modulator design at 100 pm x 100 pm per neuron unit,

104 neuron units per cm 2 can be implemented on each SLM. By constructing an SLM as

a mosaic of such arrays, a 3 in x 3 in SLM could implement approximately 5 x 10i neuron

units. Each "tile" or small array within such a mosaic need not be carefully aligned with

respect to the other tiles, as the optical system just images the array back onto itself; in the

case of multiple modules or lateral/feedback connections, there is, however, a requirement

that all SLMs are similarly tiled, within an appropriate tolerance figure. Note that the

current design utilizes only 2 pm feature sizes in CMOS; this could eventually be scaled

down by a factor of 4 in each dimension, yielding more than an order of magnitude increase

in the number of neuron units implementable per unit chip area (or an equivalent reduction

in the overall size with the same number of neuron units).

It should now be clear that this architecture can be generalized to implement certain

other neural models. The use of electronic circuitry for the neuron unit function and

training term generation provides significant inherent flexibility. For example, we have

completed preliminary designs of units for forward and backward propagating signals in

a backpropagation-style multilayer neural network. Although the optical weight updates

in the holographic medium are restricted to outer-product terms (Equation (24) in the

architecture as shown, variants of the architecture may permit other learning scenarios.
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Finaily, we consider the important question of making duplicates of a network that

has already been trained. Since a volume hologram may store on the order of 1010 in-

dependent weighted interconnections, the preferred technique is to make direct copies of

the multiplexed volume hologram. Here we describe a technique fur copying such a mul-

tiplexed volume hologram in one step [Jenkins, 1990c]. To our knowledge this has never

previously been achieved, but the use of incoherent/coherent holographic recording and

reconstruction makes this in principle quite straightforward. Figure 15.32 shows an optical

setup for duplicating the hologram. The master hologram is illuminated with the same

set of reference beams as those employed during exposure; all of the mutually incoherent

reference beams illuminate the master volume hologram simultaneously, recalling all of the

stored holograms in parallel. The source array is imaged so that it generates an identi-

cal set of reference beams on the secondary (copy) holographic medium. Similarly, the

reconstructed object beams are also imaged, so that they are incident on the secondary

holographic medium, with amplitude and phase identical to that during recording of the

master hologram. The appropriate pairs of beams interfere in the secondary holographic

medium, making a complete copy of the original hologram. (As shown in Figure 15.32, the

copy will actually be a spatially inverted version of the original. A slight variant of the

optical system depicted in the figure can produce a copy that is identical to the original.)

Thus it is conceivable to mass produce copies of a previously trained interconnection pat-

tern, without ever knowing exactly what the interconnection weights are.

FIGURE 15.32 Optical layout for copying the entire contents of a three-

dimensional volume holographic optical element (VHOE) into a second VHOE,

utilizing a two-dimensional array of individually coherent, but mutually inco-

herent sources.

We conclude this section with a brief summary of the current implementation status

of this particular photonic approach to neural network fabrication. For the neuron unit
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arrays, 6 x 6 arrays of dual-channel detectors integrated with neuron function electronics

have been fabricated in silicon and operate correctly. Individual multiple quantum well

(InGaAs/GaAs) modulators have been successfully fabricated and tested, and exhibit

drive voltages compatible with the electronics. The novel doubly angularly multiplexed in-

coherent/coherent interconnection technique has been tested experimentally at the level of

two inputs/two outputs, and simulated at the level of four inputs/four outputs all with very

favorable results [Jenkins, 1990c; Asthana, 1990b; Asthana, 1990c]. In addition, several

learning algorithms that incorporate some of the unique features of the optical hardware

have been successfully designed and simulated. Large 2-D arrays of laser diodes that are
not mutually coherent have been fabricated recently [Jewell, 1990; Orenstein, 1990a; Von

Lehmen, 1990]. Photorefractive crystals are routinely grown commercially, and can be

purchased from vendors for use at visible as well as infrared wavelengths. In addition,

the basic requisite features of the doubly angularly multiplexed incoherent/coherent holo-

graphic recording techniques have been demonstrated in single crystals of bismuth silicon

oxide (Bi 2 SiOW2 o), though not as yet at infrared wavelengths compatible with both the

laser diode source array and the multiple quantum well spatial light modulators. All of the

other components in the architecture (lenses, beamsplitters, etc.) are essentially available

off the shelf.

As with any research project in progress, several questions pertaining to the photonic

approach outlined herein remain partially unanswered. Consider, for example, the inco-

herent/coherent source array. Given the current state of the art of laser diode arrays, the

total power dissipation will limit the number, maximum optical power, and spacing of

the individual sources. Cross-coherence among the sources can cause undesirable crosstalk

among corresponding interconnections, although in some neural network models a small to

moderate degree of interconnection crosstalk is not likely to cause intolerable degradation

in performance. Fortunately, a larger spacing of sources implies that each laser can output

a higher power, and also assures a higher degree of mutual incoherence. Other remaining

questions include the achievable contrast ratio and uniformity of the spatial light modu-

lators; suitable monolithic or hybrid techniques for integrating detectors, electronics and

modulators; optimization of the learning algorithm relative to the chosen holographic ma-
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terial's storage and erasure time constants; and linearity and limitations of the hologram

copying process. The next section discusses fundamental and technological limitations of

the photonic hardware and their impact on the performance of photonic neural network

architectures.

FUNDAMENTAL PHYSICAL AND TECHNOLOGICAL

LIMITATIONS OF NEURO-OPTICAL COMPUTATION

Even though we are relatively early on in the development of viable neuro-optical com-

puting systems, it is not too early to begin asking questions about the ultimate boundaries

that may impact our future achievements. This line of inquiry can have a two- fold im-

pact. First, discovery of inherently fundamental physical limitations that affect all forms

of computation can, if correctly applied to the neural computational paradigm, both pro-

vide us with an ultimate goal worthy of achievement, and perhaps warn us in advance of

architectural choices that will prove unworthy of technological implementation. Second,

careful analysis of the technological limitations (device performance boundaries within a

given technological implementation) that affect system performance can provide us with

necessary guidance in choosing among many possible implementation strategies. The goal,

of course, is to come up with the right combination of implementation strategy and tech-
nological choices to achieve the highest computational throughput (or perhaps learning

rate) based on any one of a number of metrics. In this section, then, we discuss both the

fundamental physical and technological limitations that impact the future performance of

neuro-optical computational systems.

The Energy Metric

Your brain is truly a remarkable instrument from a computational point of view (as well

as from many other points of view!). Although estimates (as well as individuals!) vary, it
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is thought that your brain consists of about 1011 neurons, each interconnected (in certain

regions of the brain) to 103 - 10i other neurons [Changeux, 1985; Dowling, 1987; Hubel,
1979]. The human brain exhibits both short and long term memory, performs sophisti-

cated image analysis in fractions of a second, operates as an effective associative memory

integrated over a whole lifetime of learning, and yet operates on a power budget that is

only a fraction of the power dissipated by the average light bulb in your home [Iversen,

19791. In order to accomplish this, the active switching elements, the neurons, operate

at an average power level about seven orders of magnitude lower than that characteristic

of VLSI logic circuits [Mead, 1989b]. If this were not possible, it's likely that you'd be
running a temperature even without the flu!

This discussion points to one of many possible metrics by which computational systems

can be judged: energy (or power) dissipation. In fact, many modern supercomputers are

limited in performance precisely because of power dissipation boundaries, or the ability to

extract the heat generated by the computational process from the volume used to perform

the work. We can perhaps think of computation as broken down into three fundamen-

tal parts: representation of information, implementation of computational complexity, and

detection of the results. From the energy metric point of view, everything costs energy:

what goes in costs energy, what comes out costs energy, and what goes on in between costs

energy too. The trick in building the computational engines of the future (neural or oth-

erwise) will be to maximize the overall performance with a minimum expenditure of energy.

Some Quantum Limitations

By representation of information, we mean the choice of data representation on which

computations are performed. Some examples might include the binary representation, M-

ary representations, an analog representation, or the residue representation [Huang, 1979].

This choice has implications at the fundamental level for the energy cost to represent a

number within a given probability of error. For example, if we detect an optical signal

bit that is binary encoded with a so-called "ideal" detector that can tell the difference
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between receiving exactly zero photons and one or more photons, it only takes ten photons

on the average to guarantee that the signal is received with a probability of error of one

part in a billion, or a "bit error rate (BER)" of 10'. The average photon at a typical

optical communications wavelength of 1300 nm has an energy of only 1.5 x 10-19 joules, so

the total energy cost per bit is 1.5 attojoules (1.5 x 10-" joules). For a communications

channel operating at 10 gigabytes (8 x 10' bits) per second, this implies a power dissipation

due to representation cost alone (without worrying yet about the transmission or detection

of the information) of only 0.12 microwatts. For currently available detectors, about a

thousand photons are required to achieve the same BER, so the necessary representation
cost increases to 12 microwatts. In most currently envisioned communications systems,

this cost is overwhelmed by other factors.

But what if we chose to represent numbers in an analog representation instead? If we

were to follow the same kinds of quantum statistical rules, we would find that to represent

the number "1000", say, with an effective bit error rate of 10-9 requires about 150 million

photons [Tanguay, 19881. This is about 15 million times larger than the representation cost

of a single binary bit, and about 1.5 million times larger than the binary representation
0 cost of the number 1000.

If we assume that the analog representation need only cover numbers between 0 and

1000, then the dependence of the probability of error on the number of photons used to

represent the highest number (1000) is given in Figure 15.33. Interestingly, even if we are

willing to give up on a couple of orders of magnitude of error probability, our energy cost

isn't reduced very much. In fact, it costs about 27 million photons to represent 1000 with

1% error, and about 11 million photons to represent it with as much as 10% error. These

numbers can all be reduced by about two orders of magnitude if we are willing to give up

a factor of ten in dynamic range, limiting the highest representable number to 100 instead

of 1000, as shown in the Figure.

FIGURE 15.33 The single pixel probability of error P(Err) as a function

of the number of photons detected within each pixel, for the cases of 100 and
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1000 analog grey levels.

These errors arise fundamentally from the quantum statistical nature of light, and from

the fact that we just can't guarantee the number of photons in a packet of light (without

resorting to exotic things like "squeezed states", which have their own practical limitation-

s as well as other costs). In the brain, of course, it is currently thought that many (but

not alo of the quantities involved in signal transmission, both electrical and chemical, are

analog in nature.

The Incorporation of Computational Complexity

Given the fact that it is considerably more expensive to represent quantities in analog

as opposed to binary form, why don't we always choose to compute in the binary repre-

sentation? The answer is that many operations are less energy consumptive to perform
in the binary representation, but others are not. The difference lies in the degree of com-

putational complexity that can be implemented on a given representation for a partir dar

computational operation within a chosen technological implementation. For our purposes

here, we may define the computational complexity of a given operation as the minimum

number of irreducible binary bit operations (over all possible computational algorithms

and machine architectures) required to complete the calculation assuming that the data is

represented in binary throughout.

0 For operations of low computational complexity such as transferring data from the CPU

to memory or logic and control operations, computation in the binary representation tends

to have a significant energy consumption advantage at the fundamental limits (as well as

at the current technological limits for both electronic and photonic processors). On the
other hand, for operations of high computational complexity such as the two-dimensional

Fourier transform that require a very large number of irreducible binary operations to

perform (for the optimum algorithm), computation in the analog representation tends to
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exhibit lower overall energy consumption, particularly in photonic implementations.

The Hybrid Representation Concept

In the case of neural networks, a number of characteristic types of computational op-

erations are typically employed, including for example the calculation of weight updates

and storage of updated weights, the fan-out of neuron unit outputs, the multiplication

of fanned-out outputs by weights, the communication of weighted signals, the fan-in and

summation (or differencing) of weighted inputs, and the thresholding of summed inputs to

form neuron unit outputs. These operations span a wide gamut of computational as well as

physical complexity. As such, we suggest that optimum neural network performance from

an energy metric viewpoint may turn out to be best achieved with a hybrid representation,

in which the signal representation is essentially binary for certain functions, and essentially

analog for others.

An example of the use of this hybrid representation concept is the use of a hard thresh-

old function within each neuron unit to create a two state output (on and off), and the use

of analog holographic storage for all interconnection weights, as described in a previous

section. In this case, the inputs to each neuron unit are analog, while the outputs from each

neuron unit are binary. Multiplications are performed in a fully hybridized representation

(multiplicands are analog while multipliers are binary), but summations are fully analog

(the superposition of fanned-in input intensities). Given a particular choice of implemen-

tation technology, then, the overall power budget for a given hybrid representation can

be established and compared with similar power budgets for fully analog and fully binary

representations.

The Inherent Costs of Interconnections

Regardless of the representation chosen, it is clear that any computational energy bud..
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get must take into account the non-negligible cost of the interconnections themselves.

Interconnections characteristic of neural networks are merely a form of weighted commu-

nication channels, characterized by a high degree of fan-out and fan-in. For both electronic

and photonic implementations that have adaptive weights, it tak •s energy to calculate the

weight updates, it takes energy to store the resultant updated weights, it takes energy to

perform the multiplications implied by the weighting of the output signals, and it takes

energy to communicate the various signals between layers.

In the electronics case, these energy costs derive from charging up the capacitances of

switching devices in the various forms of memory, flipping switches in the various arith-

metic operations (both addition and multiplication) for binary representations, operating

linear and nonlinear devices for analog representations, and charging and discharging the

capacitance associated with output line drivers as well as the capacitance associated with

the physical interconnections (wires) among the various parts of the circuit. In the pho-

tonics case, the comparable energy costs derive from the generation of light by coherent

optical sources, the holographic recording of weights and weight updates, the throughput

losses engendered by readout of the holographically stored (and multiplexed) interconnec-

tion matrix, any throughput losses associated with the fan-out and fan-in processes, and

the inter-and intralayer communication costs.

The bottom line is that in most cases, complex, highly multiplexed interconnection

networks with a high degree of fan-in and fan-out are very energy consumptive, and for

the neural network case may prove to be the largest energy sink.

The Inherent Cost of Detection (Switching)

No useful computational system can avoid the costs of detection, both of intermediate

results that are essential to following calculations, and of the sought-after answers or output
states that initiate subsequent actions or analysis. And this is the cost above all costs that

we are certainly willing to pay, as answers or outputs validate the usefulness of the system

and its design. As pointed out earlier, there are three primary areas in which detections
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are essential: in the generation of summed inputs prior to functional transformation into

individual neuron unit outputs (usually on the input side of an optically addressed spatial

light modulator), in the generation of specific system outputs, and in the holographic

recording of interconnection weights.

The physical process of detection inherently involves the dissipation of finite energy (if

accomplished in finite time within prescribed uncertainties, as is appropriate for compu-

tation), since it necessarily involves the irreversible switching of the state of a physical

component, as well as the guarantee that the switched state will be maintained over the

time period of measurement without fluctuations due, for example, to thermally induced
statistical variations. This is particularly true in highly distributed computing systems

such as neural networks that depend on a certain degree of predictability and synchro-

nization of communicated results for progressive computation. As such this is not really

a fundamental physical limitation, but rather is a technological limitation imposed by the

system designer, who would really like to see some intelligible output from the system in

the near future.

Optimization of the Computational Architecture

The design of a computational architecture in many ways fixes the fundamental perfor-

mance limitations of the system, as choices must be made about the representation of data

within the architecture, the methods employed for the implementation of computational

complexity, and the frequency and nature of the detections required for both intermediate

and final results. For neural networks capable of sophisticated operations, optimization

of the computational architecture against one or more metrics (such as total energy cost

for a given computation, or total power at a given operating frequency) will necessitate

an appropriate balance among the various representations employed, as well as among

the physical mechanisms employed to accomplish the necessary computations. A further

balance must be struck between the fraction of the computational burden that is assigned

to interconnections, and the fraction that is accomplished by switching (whether logic,
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arithmetic, or detection of results).

For many classes of computational problems, the neural network paradigm may prove

to be nearly optimal even in the regime in which all of the individual components are

assumed to be operating at their respective fundamental physical performance bound-

aries. Relative to a modern digital supercomputer, certainly, neural networks seemingly

offer an unusual mix of hybrid representations (primarily analog), interconnections (highly

multiplexed as well as weighted), and switching (infrequent relative to the rate at which

interconnections are utilized). It is at the very least intriguing to imagine whether or not

our biological heritage has stored within it a useful clue about highly efficient computation

for truly sophisticated problems.

Technological Limitations

The choice of a technological base (or bases) within which to design a neural network

with a large number of neuron units and a high degree of connectivity implies yet anoth-

er set of performance constraints above and beyond the fundamental physical boundaries

refered to above. These technological limitations may not yet have been reached with-

in the development of a given technology, but can at least be estimated given what we

know about the physics of operation of the devices in question. One such technological

limitation, for example, governs the total energy dissipation density that can be tolerated

on a given semiconductor substrate without either an unacceptable temperature rise that

affects device performance, or resort to extraordinary cooling measures (that may prove to

be unfeasible in an optical path). As a second example, the energy required to represent

a single bit using current digital logic circuits integrated in silicon is about seven orders of

magnitude above the thermal fluctuation limit [Tanguay, 1988].

In a previous section of this chapter, we discussed a particular photonic implementation

strategy for neural networks that involved specific technological choices for the various

types of components required by the architecture. At the present state of development of

photonic computational systems, we do not have the luxury of designing everything within
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a single technological base, as is the case perhaps for computational subsystems based on

VLSI chips. "Optical silicon" has not yet emerged, or at the very least has not yet been

identified and recognized as such, even though numerous candidates have been intensively

investigated.

Perhaps the leading candidate at the current time is the compound semiconductor

system based on gallium arsenide (GaAs) and including related ternary compounds such

as indium gallium arsenide (InGaj_.As) and aluminum gallium arsenide (Al•Gaj__.As).

Within this system, at least, sources, source arrays, spatial light modulators, integrated

electronic circuitry, volume holographic optical elements, detectors, and detector arrays

have all been fabricated and evaluated with varying degrees of success. What has not

been established to date is the mutual compatibility of all of these elements operating

within a given systems context. This demonstration of mutual compatibility in all rel-

evant performance specifications is essential, because in a highly interconnected system

the overall performance achieved is often most strongly influenced by the component with

the least desirable characteristics. An obvious example is that of a single channel opti-

cal communications link, for which the transmission bandwidth will be delimited by the

lowest bandwidth component among the source/modulator, transmission medium, and

detector/amplifier.

In the remainder of this section, we briefly discuss a number of the types of tech-

nological limitations that will impact the performance of currently envisioned photonic

implementations of neural networks.

With regard to sources and source arrays, the principal technological issues are the

minimization of laser thresholds to allow for parallel operation of a large number of sources

on a single chip, the coherence length achievable with ultrashort cavity surface emitting

lasers when fabricated in an array (which impacts the holographic recording process), the

uniformity of wavelength across the array (particularly for parallel readout of wavelength

sensitive devices such as multiple quantum well spatial light modulators), and both the

short term (process-determined) yield and the long term reliability of individual sources

within a large scale array.

For the case of spatial light modulators, key technological issues include the maximum
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density of neuron units that can be integrated on a monolithic or hybrid chip with ap-

propriate detectors, control circuitry, and modulators within each pixel; the sensitivity to

input intensity; the neural unit functionality (and perhaps programmability) that can be

achieved at the minimum cost in real estate and energy dissipation; the contrast ratio and

uniformity of the contrast ratio across the array of pixels (neuron units); the achievable

dynamic range of the input/output transfer function; and the operational bandwidth that

can be reached assuming a 50% duty cycle for each neuron unit (which determines the

total power dissipation of the chip).

The high degree of interconnectivity envisioned for photonic implementations of neural
networks hinges primarily on the achievement of appropriate functionality in the volume

holographic optical elements used to record and store interconnection weights, produce

fan-in and fan-out from each neuron unit, and allow for highly parallel readout of the

b weighted interconnection network. Key technological limitations for currently investigated

photorefractive materials include the optical quality routinely achievable in large (1 cubic

inch) single crystal samples, the storage capacity of the medium as determined by the

highest spatial frequency gratings that can be recorded, the sensitivity for recording of
updated weights [Johnson, 1988) at the source wavelength (which in turn determines the

source power necessary to initiate weight updates during the learning phase), the poten-

tial for "fixing" of the stored interconnection weights to allow for nondestructive readout

I during computation, and the capability of copying the contents of the stored interconnec-

tion matrix into another holographic medium (in order to provide the capacity for mass

production of fixed pattern interconnections following a training sequence executed with a

dynamic medium). Perhaps the most important technological limitation of a given holo-

I graphic recording medium will prove to be the total number of weight update cycles that

can be initiated without complete erasure of the weight updates recorded during the very

first training cycle. This number in effect sets an upper bound on the learning capacity of

the photonic neural network.

The primary technological limitations of importance to single pixel detectors as used,

for example, on the input side of optically adressed spatial light modulators, include the

sensitivity of the detector/amplifier combination (which together with the spatial light
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modulator gain determines the overall loop gain for a single computational iteration), the

modulation bandwidth in conjunction with following circuitry, and the chip area required

to achieve the desired sensitivity and bandwidth tradeoff. Depending on the technological

base within which the spatial light modulator is fabricated, the potential for integration

with control circuitry and in some cases the modulation elements themselves provides an

S additional constraint.

For detector arrays, many of the same issues apply with the additional constraints of

uniformity of each performance parameter across the array, and the reliability of the full

array of pixels. Another important technological issue is the frame rate for readout of the
entire array at a given pixel density, which is determined both by the technological base

within which the array is fabricated, and by the physical structure of the array and its

readout configuration. As discussed in an earlier section, charge-coupled-device (CCD)

arrays are typically read out by temporally multiplexing the contents of a full frame onto

one or a few high bandwidth serial outputs. The contents of each row of stored charge

packets generated during the exposure cycle are shifted out to a high speed serial readout

buffer, which reads out one entire column of pixels in between each lateral shift of the rows

as shown schematically in Figure 15.34.

FIGURE 15.34 Illustration of parallel-to-serial conversion in two-dimensional

detector arrays such as the charge-coupled-device (CCD) array. Charge accu-

mulated within each photosensitive region during exposure is transferred lat-

erally by a set of row-parallel shift registers to a high speed parallel-to-serial

shift register, which reads out the entire array one column at a time.

This parallel-to-serial conversion limits the frame readout rate to the maximum serial

transfer rate achievable in the readout buffer, divided by the number of pixels in the array.

For example, if the array is 2048 x 2048 pixels in size with a readout buffer operating at

200 MHz, the frame rate will be limited to about 60 frames per second. For many neural
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network applications, this frame rate may be more than sufficient for access to the desired

outputs (including the time required for temporal demultiplexing of the output). In cases

that demand higher frame rates, the array can be segmented so that multiple readout

buffers can be used, each accessing a fraction of the total number of rows in the array.

An unusual feature of identifying the technological constraints that bound any neural

network implementation, whether it be electronic, photonic, chemical, mechanical, or all

of the above, is the fact that we just don't know enough yet about the operation of highly

interconnected nonlinear systems of large dimension to fully assess the impact of a par-

ticular constraint on the overall system operation. One example is the degree to which

nonuniformities in the neuron units themselves (e.g. in their sensitivity, contrast ratio, or

overall response function) or in the interconnection medium can be tolerated by an archi-

tecture that is to a large extent self-organizing. A second example is the necessity within

a certain neural network paradigm of implementing preci"!y the right nonlinearity that

translates summed neuron inputs to neuron outputs (or, for that matter, the very exis-

tence of nonlinearities in the recording and storage of weight updates, and in the readout

of the full weighted interconnection pattern). Some of these types of questions may be

amenable to simulation, but in other cases we may have to await the results from actual

implementations to refine our understanding of the technological requirements.

0 THE FUTURE OF NEURO-OPTICAL COMPUTATION

A wide variety of photonic architectures and components are currently under intensive

investigation for neural network applications. A thorough discussion of these alternative

strategies and their strengths and weaknesses is unfortunately beyond the scope of this

chapter. In this final section, we address the future prospects of neuro-optical computa-

tion from the point of view of those critical issues that are common to all such proposed

implementation strategies.
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The Critical Issues

As with any emerging technological breakthrough, successful advanced development of

photonic neural networks will require that the technology prove to be manufacturable, in

the sense that it is amenable to mass production techniques at reasonable cost; flexible

in design, in that the technological base provides significant degrees of freedom for ar-

chitectural and functional variations; and leveraged as much as possible by developments

in related technologies that can offload a significant fraction of the development time and

costs. Implicit in these three key features is the issue of the component uniformity that can

be achieved over large array sizes, and the related issue of the scalability of the technology

to large scale systems either by increases in the basic array sizes or by the incorporation

of a modular design from the outset.

In all useful computational systems, the bottom line is to a large extent determined

by the maximum amount of computational throughput capacity that can be squeezed

into the smallest system volume within a tolerable energy dissipation constraint or power

budget. In the case of photonic neural networks that utilize the implementation strategy
outlined in a previous section of this chapter, the two most important factors that influence

the computational throughput capacity are the storage capacity of the volume holographic

optical element, and the operational bandwidth of the neuron units (nonlinear spatial light

0 modulators).

The storage capacity of a holographic interconnection medium is in turn determined

by the maximum number of independent weighted interconnections that can be recorded

and retrieved per unit volume. Although we discussed this issue in an earlier section fr- m

a theoretical viewpoint (and in yet another section from an architectural viewpoint), we

have not addressed herein the even more important question of the actual density of inde-

pendent interconnections achievable with photorefractive (or other photosensitive real time

materials) that contain a considerable number of scattering centers and exhibit diffraction

efficiencies that depend strongly on the spatial frequency of the recorded grating. Demon-

stration of a high density of weighted interconnections with low interchannel crosstalk in a
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real time holographic recording medium will provide a benchmark of achievement for pho-

tonic implementation strategies, as well as a metric by which one can more appropriately

estimate eventual system performance. Demonstration of parallel weight updates at high

sensitivity (requiring tolerable optical source intensities) during a complete training cycle

is also necessary for a convincing proof of system feasibility.

The operational bandwidth of two-dimensional spatial light modulators that can be

used as neuron unit arrays will prove to be orders of magnitude larger than the bandwidth

characteristic of biological systems. Feasibility analyses, as well as preliminary device

characterization studies, indicate no fundamental or technological barriers to operation of

individual neuron units at bandwidths exceeding 100 MHz [Asthana, 1990b]. For a 100 x

100 element neuron unit to switch at 100 MHz with a 50% duty cycle, however, generates

a watt of power dissipation for every 2 picojoules of switching energy required by an

individual neuron unit, including the detector, amplifier, control circuitry, and modulator.

Although the neuron unit arrays in most neural network architectures will not approach

50% duty cycles from full off to full on in actual operation, this still gives us a very tight

energy dissipation budget, and may eventually force a lowering of the design bandwidth.

For photonic implementations of neural networks that use optical imaging and holo-

graphic interconnection systems extensively to increase the computational throughput ca-

pacity, an important question will continue to be the fraction of "unfilled" system volume

dedicated to wavefront and beam propagation. Miniaturization of many sophisticated op-

tical signal processing systems has been a focus of effort only recently, and can be expected

to produce significant system volume reductions through clever (as well as careful) opto-

mechanical engineering. For example, gradient index (GRIN) techniques have been used in

conjunction with photolithographic planar processing to produce regular two-dimensional

arrays of diffraction limited microlenses that can be incorporated in stacked planar optical

modules with greatly reduced unfilled system volume [Iga, 1984]. There are, however, sev-

eral inherent limits (both fundamental as well as technological) that provide lower bounds

on the physical volume required to implement a high degree of interconnectivity among

planes of neuron units.

When all is said and done, it is certainly a fair question to ask whether the physical
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volume of a neuro-optical computer module would be better off densely packed with sili-

con chips that emulate the same functionality. All of the preliminary evidence gathered to

date suggests that the answer to this question shifts rather dramatically from an emphatic
"yes" in the limit of small numbers of neurons and required interconnections, to a more

tenuous "no" as the number of neurons and density of required interconnections continues

to increase. Perhaps the most interesting question for the future of neuro-optical compu-

tation is the clear identification of this performance boundary.

The Incorporation of Neural Paradigms

In concluding this chapter on neuro-optical computation, we assert that although the

majority of preliminary demonstrations of photonic neural network architectures have

seemingly focused on associative memories in general, and on variations of the Hopfield-

Amari [Hopfield, 1982; Amari, 19721 network in particular, it is essential that photonic

implementations have the capacity for incorporation of a wide variety of neural network

architectures, computational algorithms, and learning rules. this is particularly important

in view of the early stage of development that characterizes our current understanding of

the operational performance of even the most fashionable neural network models, when

scaled up to large numbers of densely interconnected neuron units with realistic stochastic

variations in individual neuron unit performance.

Furthermore, it is likely that useful neural networks incorporated in a systems frame-

work may require either a number of layers with different characteristics, or considerable

pre-and post-processing to achieve sophisticated functionality. One example of a neural

paradigm that requires such additonal sophistication is the Dynamic Link Architecture of

von der Malsburg discussed in Chapter 11 [Buhmann, 1991] as applied to pattern recogni-

tion problems by means of graph matching techniques. A photonic implementation of this

architecture will likely require several interacting modules for complete functionality.

Currently investigated photonic architectures and components for neural network im-

plementation do not yet enjoy the flexibility of full-fledged computer aided design and
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computer aided manufacturing that is the hallmark of the silicon VLSI circuit industry.

On the other hand, tremendous strides have been made in just the past few years in the

simulation of even complex optical systems including the effects of both refractive and

diffractive components. The next step, from extensive simulation capabilities to design

automation, is under active investigation and may when taken herald the beginnings of a

0 viable photonic-based neural network implementation technology.
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PROBLEMS

1. Consider a system of beamsplitters arranged to combine a set of N input beams to

form a single, collinear output beam with an intensity proportional to an equally

weighted sum of all of the inputs. Choose a particular architecture for the beam-

splitter arrangement, and justify it in terms of efficiency, simplicity, or minimization

of component count. For the case of incoherent illumination, derive the optimal

transmissivities of the beamsplitters in your arrangement, and prove that the chosen

architecture generates an input-output relationship in the form of Equation (2). Re-

peat the analysis for the case of coherent illumination, and derive the equivalent of

Equation (8) that characterizes the chosen architecture.

2. Two mutually coherent beams of intensities lal2 and Ibl2 are incident on a detector.

The coherent superposition of the beams is given by, in one dimension,

A(x) = aeJklx + bejk2X.

(a) Plot the resulting intensity, IA(x)12 , as a function of x.

(b) Show that the integral of IA(x)12 over an integral number of its periods is equal

to Ja12 + JbJ2, thus proving that the detector's response is equal to the incoherent

sum of the individual beams.

3. For the case of a thin phase grating with a sinusoidal index modulation given by

n(z) = no + nlsinkGx with n, < no, calculate the value of n1d that maximizes
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the diffraction efficiency into the first diffracted order, and the maximum diffraction

efficiency achievable. Assume that the grating is read out by a semiconductor laser

with a wavelength of 850 nm. For a given incident intensity of the optical readout

beam, calculate the ratio of the intensity diffracted into the 0th , 2 ,d, and 3 rd diffracted

orders to that diffracted into the 1t order.

4. Consider the process of diffraction from a thin amplitude grating with a spatially

varying transmissivity and negligible phase modulation. For a sinusoidal transmit-

tance modulation given by t(x) = to + tisinkGx with tj < to, calculate the value

of tj that maximizes the diffraction efficiency into the first diffracted order, and the

maximum diffraction efficiency achievable. Assume that the grating is read out by

a semiconductor laser with a wavelength of 850 nm. For a given incident intensity

of the optical readout beam, calculate the ratio of the intensity diffracted into the

0th , 2 nd, and 3 rd diffracted orders to that diffracted into the 1°t order. Discuss the

essential differences observed between the amplitude and phase grating cases.

5. Consider the process of holographic grating recording in a thick holographic recording

medium. Assume that the grating is recorded and read out by a semiconductor laser

with a wavelength of 850 nm, and that the angle included between the two recording

beams is 30 degrees. What is the spatial frequency of the recorded grating? How

thick must the hologram be in order to generate a grating parameter Q (as defined in

the text) of 1,000? What is the approximate angular width of this recorded grating

(as measured, for example, by varying the angle of incidence of the readout beam)?

6. For the thick holographic grating described in Problem 4, calculate the amplitude
of the refractive index modulation that is necessary to achieve 100% diffraction ef-

ficiency on readout. How large an absorption coefficient can be tolerated in the

holographic recording medium at the readout wavelength if the absorption loss in

diffraction efficiency is to be kept below 5% ?

7. Consider the holographic interconnection scheme depicted in Figure 15.9. First,

derive the basic relationship for a lens that associates a given point pi in the input
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plane with a resulting beamn angle 01. Given a focal length of 5 centimeters for lenses

L1 and L2 , what is the minimum spacing required between nearest neighbor points in

the input plane for a grating Q of 1,000? What Q will be required to accommodate

of order 10' input positions?

8. Design a differentiating circuit for incorporation in an optically addressed spatial light

modulator, using the principles of Chapters 14 and 15. Assume that the detector

is a p-i-n photodiode, and that the modulator can be treated as a purely capacitive

load. If the modulator can be modeled as a parallel plate capacitor of dimensions

30 x 50 prm, with a thickness of 1 pm and a relative dielectric constant typical of

gallium arsenide multiple quantum well devices (e = 13), estimate the bandwidth

over which the differentiator is operational.

9. If storage of one synaptic weight in VLSI requires a memory element 15 pm x 15 pm

in size, what is the maximum number of synaptic weights that can be implemented

on a 1 cmn x 1 cm chip? If a VLSI neural network is fully connected using one such

memory element for each synapse, how many pins are required for input to, and

output from, the set of neuron units? How many pins would be required for parallel

input of the weights? If an optical synaptic weight can be implemented in an effective

volume of 5 pm x 5 pm x 5 pm, what is the maximum number of synaptic weights

that can be implemented in a volume 1 cm x 1 cm x 1 crn?

i0. (a) If a neural network is simulated on a digital, sequential machine, how many mul-

tiply operations and add operations are required to simulate the computational

process of a single-layer feedforward network with N neuron units and a connec-

tivity (number of connections per neuron unit) of M? If a multiply operation

can be performed in 100 ns and an add operation in 25 ns, what is the minimum

time it will take for one pass through the network if N = 106 and M - 10"?

(b) For the outer product learning of Equation (24), neglecting the decay term.

how many multiply operations and add operations are required for one iteration

of weight updates, in terms of M and N? For a two-layer network (1 hidden
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layer), with each layer having N = 106 and M = 10', and assuming 10' different

patterns presented 1,000 times each, how long will the network take to be trained

(assuming 1 forward pass and 1 update of all weights per presentation, 100 ns

per multiply operation and 25 ns per add operation)?

(c) For the same numbers of (b), assuming each layer of a photonic system can

perform a forward pass in 100 ns and a set of parallel weight updates in 1 ps,

how long will it take to be trained?

11. (a) Design an algorithm that uses only nonnegative signals outside of each neuron

unit, nonnegative weights, and allows two separate inputs to and two separate

outputs from, each neuron unit. It should be able to perform neural computation

and weight updates for learning. 'Your answer should be in the form of a flow

chart. You may perform subtraction and division only within each neuron unit;

only addition, multiplication, interconnection and storage can be performed

external to the neuron units. (No need to simulate.)

(b) After many iterations during learning, might there be a problem with weights

saturating or going out of bounds? If not. why not? If so, conjecture as to how

this problem might be avoided.

12. In regard to Equation (24), find an expression for bi for the following algorithms:

(a) Perceptron

(b) Widrow-Hoff

(c) Least minimum square (back propagation), for a multi-layer net for

(i) output layer

(ii) hidden layers

Assume that # = 0 for this problem.

(Note: This problem requires familiarity with neural networks not discussed in this

chapter.)
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13. Referring to the system of Figure 15.21, if the interconnection mask SLM were elec-

tronically addressed with a serial line, capable of transmitting analog values at 50

MHz, and there are 106 pixels (analog weights), what is the maximum frame rate?

If there are 103 parallel lines addressing? If the SLM is optically addressed, what

limits the frame rate?

14. (a) Referring to Figure 15.23, show how the following network can be drawn as a

single layer network with feedback.

<< Insert Figure for Problem 14(a) >>

(b) How can the architecture shown in Figure 15.26 be modified to include feedback

connections within the module? Sketch the resulting architecture.

15. Consider a charge-coupled-device array as shown schematically in Figure 15.34, of

dimension 1000 x 1000 pixels with a serial readout buffer that operates at a clock

frequency of 100 MHz. Calculate the maximum frame rate achievable, and the speed

required of the row shift registers. Calculate the ratio between the total storage time

required of the first pixel read out to that of the last in each frame.

FIGURE CAPTIONS

Fig. 15.1 Illustration of optical addition utilizing a 50/50 beamsplitter: (a) collinear

incoherent beam geometry; (b) collinear coherent beam geometry, showing input and

output amplitudes; (c) collinear coherent beam geometry, showing input and output

intens.ties.

Fig. 15.2 Illustration of optical addition utilizing mirrors: (a) angularly multiplexed in-

coherent beam geometry; (b) angularly multiplexed coherent beam geometry.

Fig. 15.3 Illustration of optical multiplication utilizing a medium with variable trans-

parency.

114



Fig. 15.4 Fundamental principles of spatial light modulator function: (a) block diagram

of the principal functions of an optically-addressed spatial light modulator, including

the detection, functional implementation, and modulation functions; (b) schematic

diagram of an N x N array of spatial light modulator pixels, in which three pixels

are shown in different transmission states; (c) expanded view of the pixel array,

showing an incomplete fill factor within each pixel; (d) expanded view of a single

pixel within the array, illustrating one possible pixel configuration that incorporates

two detector elements D1 and D2 , control electronics for impedance matching and

functional implementation, and two modulator elements, shown here in different

transmittance states.

Fig. 15.5 Examples of monolithically-integrated spatial light modulators. The chosen

examples incorporate photodetectors, control circuitry, and multiple quantum well

modulators within each pixel on a single gallium arsenide (GaAs) substrate. In

(a), the control electronics and photodetector elements are fabricated following the

photolithographic definition and physical isolation of the modulator elements, while

in (b) a buffer (isolation) layer is used to allow fabrication and interconnection of all

of the elements without chemical or ion beam etching.

Fig. 15.6 Example of a hybrid spatial light modulator, in which the photodetectors and

control electronics are fabricated on a silicon substrate, and the multiple quantum

well modulator elements are fabricated on a gallium arsenide (GaAs) substrate. The

two sets of devices are bump contacted on a pixel-by-pixel basis to provide parallel

electrical continuity.

Fig. 15.7 VLSI layout of a generalizable silicon-based spatial light modulator structure:

(a) neuron pixel layout; (b) photograph of a single neuron unit in VLSI imn.lementa-

tion, with probe pads substituted for the two detectors (bottom) and for contact to

the two modulation elements (top); (c) photograph of a 6 x 6 array of neuron units

on a VLSI chip that incorporates additional test circuitry.

Fig. 15.8 A simplified holographic recording configuration: case of plane wave signal and
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reference heams, and a thin holographic recording medium; (a) recording, and (b)

reconstruction with a plane wave readout beam.

Fig. 15.9 A point-to-point interconnection system, using a holographic, uptical elemen-

t (HOE) for interconnection routing, and lenses as position-to-angle and angle-to-

position encoders. In this example, the holographic optical element effectively per-

forms an input angle to output angle transformation, such that light emitted (or

transmitted) at point pi in the input plane (P1 ) is detected at point p2 in the output

plane (P2 ).

Fig. 15.10 Volume holographic recording with plane wave signal and reference beams; (a)

recording, and (b) reconstruction, showing the elimination of the higher diffracted

orders.

Fig. 15.11 The angular alignment sensitivity of a volume holographic optical element,

as a function of the dimensionless Q-parameter defined in the text. The grating

strength for all of the curves (3.14 radians) is optimized to produce 100% diffraction

efficiency in the limit of large Q (Bragg diffraction regime), and is not optimized

for low Q gratings. Note that the diffraction efficiency is essentially independent of

angle for low Q gratings, and is very strongly peaked at the Bragg angle (7.5 degrees

in this case) for high Q gratings.

Fig. 15.12 The diffraction efficiency of thin (Raman-Nath diffraction regime) and thick

(Bragg diffraction regime) holographic gratings as a function of the grating strength.

Fig. 15.13 Schematic representation of a 4 input, 4 output holographic interconnection,

showing 4 coherent input beams X1 -X 4 and 4 coherent recording beams YV-Y4, each

of which corresponds to a desired output y'-y'. In (a), the sets {xj} and {yi} inter-

fere within the volume holographic medium, recording the desired interconnection

diffraction gratings. In (b), a new set of input beams {xj} illuminates the volume

holographic medium, reading out the weighted interconnection pattern and forming

appropriately weighted sums at each of the outputs {fys}.
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Fig. 15.14 Schematic representation of the fan-out process for optical beams, for the case

of one input and three outputs: (a) with beamsplitters (BS1 - BS3); (b) with a single

holographic optical element containing three multiplexed (spatially superimposed)

diffraction gratings.

Fig. 15.15 Schematic representation of the fan-in process for optical beams, for the case

of three angularly distinct inputs and one combined collinear outpirt beam: (a) with

beamsplitters, showing the unavoidability of a throughput loss associated with the set

of transmitted (and multiply reflected) beams; (b) with a single holographic optical

element containing three multiplexed (spatially superimposed) diffraction gratings,

showing an analogous throughput loss.

Fig. 15.16 Illustration of the generation of crosstalk in holographic optical interconnec-

tions due to beam degeneracy: recording/readout configuration. The input beams

{f x} are assumed to have interfered within the volume holographic medium with the

set of recording beams {yj}, producing the desired set of interconnection gratings

with weights wit. Illumination of the volume holographic medium with beam xi pro-

duces a 1 to 4 fanout into the output beams {y•}, as well as the zeroth order beam

x'. Due to the effects of beam degeneracy, power is also coupled into the zeroth

order beams x2-x', and crosstalk terms {ci} are introduced into the outputs.

Fig. 15.17 Illustration of the generation of crosstalk in holographic optical interconnec-

tions due to beam degeneracy: diffraction efficiency as a function of grating strength

for the readout configuration of Figure 15.16. Shown are the depletion of the zero

order beam zx and the rise of the desired output beams yý, accompanied by a strong

buildup of the cross-coupled beams x-z'.

Fig. 15.18 Illustration of a surface-emitting laser diode source array [after Jewell, 1990].

In this example, the individual semiconductor laser diodes are isolated by chemical-

ly assisted ion beam etching techniques, must be individually contacted, and emit

through the GaAs substrate.
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Fig. 15.19 Schematic diagram of a photodarlington pair utilized as a high gain detec-

tor/amplifier combination.

Fig. 15.20 Schematic diagram of a charge coupled device (CCD) photodetector array

fabricated on a silicon substrate. Electrostatic potential wells are created by applica-

tion of appropriate voltages to the three phase bias electrode structure, with electrical

isolation provided '3y the gate oxide layer. Light incident through the transparent

electrodes creates stored charge that can be transferred to an output signal terminal

by proper sequential phasing of the bias voltages (PI - P3 ).

Fig. 15.21 Block diagram of a 1-D to 1-D photonic neural network, in which a one-

dimensional neuron array is fully interconnected to a one-dimensional detector array

by means of a two-dimensional interconnection mask.

Fig. 15.22 Block diagram of a 2-D to 2-D photonic neural network, in which a two-

dimensional neuron array is fully interconnected to a two-dimensional output array

by means of a three-dimensional volume holographic optical interconnection mask.

The input plane, output plane, and optional training plane are shown. Many variants

of this geometry with similar properties are possible.

Fig. 15.23 A single layer physical neural network with feedback, used to implement a

multilayer recurrent functional network. The solid boxes indicate feedforward con-

nections, and the broken boxes indicate lateral connections.

Fig. 15.24 Incoherent/coherent technique for recording and reconstructing multiple holo-

grams simultaneously, in which all solid lines represent mutually coherent beams, and

all broken lines represent a separate set of mutually coherent beams: (a) recording;

(b) reconstruction; and (c) holographic representation, in which each hologram rep-

resents the fanout from a given neuron unit.

Fig. 15.25 Doubly angularly multiplexed volume holographic optical interconnection, de-

signed to circumvent the effects of beam degeneracy. The mutually incoherent input
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beams ({xj}) are angularly multiplexed over j, as are the corresponding sets of out-

put beams from the training plane ({ 6 $J)}) generated by the coherent sources S.;, to
produce an angularly multiplexed fan-in at each summed output, thus yielding the

neuron activation potentials {pi}.

Fig. 15.26 Photonic architecture for neural network implementation that incorporates a

parallel source array, double angular multiplexing, and incoherent/coherent recording

and reconstruction; the Hebbian case is depicted.

Fig. 15.27 Photonic architecture for neural network implementation: recording configu-
ration. This configuration implements the learning function in the photonic archi-

tecture of Figure 15.26. The sets of beams emitted from the source array (two are

shown) interfere in the volume holographic medium to update the weights stored in

the interconnection holograms.

Fig. 15.28 Photonic architecture for neural network implementation: reconstruction con-

figuration. This configuration implements a single forward pass of the computing

function in the photonic architecture of Figure 15.26. The lower set of beams acts

as a set of reference beams, and generates a set of weighted output arrays that are

imaged onto the detector array. Each stored hologram is reconstructed by a single

neuron unit xj, and fans out with appropriate weights to illuminate the detector

array. The full set of reconstructed holograms sums within each pixel to yield the

neuron activation potentials {p,}.

Fig. 15.29 Generalized photonic architecture for neural network implementation, includ-

ing provision for the generation of arbitrary training terms (6,) .

Fig. 15.30 Schematic diagram of a dual-input, dual-output differential amplifier that

effects a sigmoid-like transfer characteristic.

Fig. 15.31 Experimentally obtained transfer characteristics from the circuit shown in Fig-

ure 15.30, showing the output voltage in both channels (Vot 1 and Vo,, 2 ) as a function

of one input voltage (Vj,,), with the other input voltage (Vi 2) as a parameter.
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Fig. 15.32 Optical layout for copying the entire contents of a three-dimensional vol-

ume holographic optical element (VHOE) into a second VHOE, utilizing a two-

dimensional array of individually coherent, but mutually incoherent sources.

Fig. 15.33 The single pixel probability of error P(Err) as a function of the number of

photons detected within each pixel, for the cases of 100 and 1000 analog grey levels.

Fig. 15.34 Illustration of parallel-to-serial conversion in two-dimensional detector arrays

such as the charge-coupled-device (CCD) array. Charge accumulated within each

photosensitive region during exposure is transferred laterally by a set of row-parallel
shift registers to a high speed parallel-to-serial shift register, which reads out the

entire array one column at a time.
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APPENDIX 9

FUNDAMENTAL PHYSICAL AND TECHNOLOGICAL
CONSIDERATIONS FOR

SPATIAL LIGHT MODULATION

C. Kyriakakis, P. Asthana, Z. Karim, and A. R. Tanguay, Jr.

Optical Materials and Devices Laboratory,
and Center for Photonic Technology

University of Southern California
University Park, MC-0483

Los Angeles, California, USA 90089-0483
Phone: 213-743-6153

Fax: 213-746-8424
Telex: 4720490 USC LSA or 674803 UNIVSOCAL LSA

Numerous applications have been envisioned for spatial light modulators in optical
information processing and computing systems [1, 2]. These applications can be sum-
marized within the context of a generalized optical information processor or computer as
shown schematically in Fig. 1 [2]. The principal functional roles of both one- and two-
dimensional spatial light modulators include those of format, input, output, CPU, and
memory devices. In addition, spatial light modulators can be effectively utilized to provide
certain types of feedback interconnections, as for example in the case of optical crossbar
switches and holographically encoded weighted interconnections.

Such a wide variety of applications has of course led to an equally wide variety of in-
terrelated, and at times conflicting, device requirements. In this presentation, we examine
these requirements from three complementary perspectives: fundamental physical limita-
tions that affect the performance of any spatial light modulation function; the current
status of spatial light modulator development with respect to such fundamental limits;
and technological considerations that impact present and future device design and devel-
opment. Each of these three perspectives will be discussed in detail, and is outlined briefly
below.

Study of the fundamental physical limitations that affect an emerging technology is at
once an exciting and somewhat sobering endeavor. The excitement arises naturally from
the discovery of what we can in fact achieve; the sobering impact often occurs with the real-
ization of what we ha=e in fact achieved. Numerous such fundamental physical limitations
pertain to the process of spatial light modulation. For example, two principal attributes



of incident wavefronts can be conveniently modulated: amplitude and/or phase. In most
applications, it is desirable to modulate one or the other, but not both. Yet these two
parameters are intimately related, such that modulation of one has a deterministic impact
on the other through the Kramers-Kronig relations. Analysis of this interrelationship can
yield fundamental limits on the phase/amplitude cross-talk anticipated for various physical
device configurations, as well as appropriate figures of merit. Furthermore, such analysis
reveals the potential for "dispersion engineering", in which one can imagine utilizing a
technology such as compound semiconductor multiple quantum wells to tailor dispersion
and/or absorption curves to match device requirements. One such example is illustrated in
Fig. 2, which shows the related absorption and dispersion curves for two 5 meV linewidth
Lorentzian oscillators displaced by 15 meV. As can be seen, a region of nearly linear index
variation with energy can be generated at a local minimum in the absorption profile.

A second important fundamental limitation pertains to the minimum (quantum limited)
energy required per unit resolution element to achieve a given level of modulation within
predetermined accuracy constraints. Different limits can be derived for both analog and
digital spatial light modulation [2, 3, 4, 5], as well as for the important cases of optically
addressed and electrically addressed devices. For purposes of discussion, consider the
case of optically addressed spatial light modulators, for which the modulation function
inherently involves a detection process within each resolution element. The quantum limits
for binary switching are well known, and are summarized for optical devices in Fig. 3 (after
P. W. Smith, Ref. [61). For analog modulation, quantum restrictions place much stricter
boundary limitations on the minimum allowable photon flux for a given pixel resolution,
error rate, and device framing rate [2, 3, 4, 5].

By comparison, analog representations (as used extensively, for example, in optical
processors) require far more energy than the binary equivalent. This is due to the neces-
sity of utilizing a much higher particle count (electrons or photons) in order to minimize
the effects of quantum statistical fluctuations on the bit error rate (BER). For exam-
ple, if we wish an analog representation of the number 1,000, then we require a dynamic
range of at least 1,000:1. For incoherent illumination, quantum fluctuations in the emis-
sion/detection process produce a photon number distribution with a relative standard
deviation of a a' VIN/N. The equivalent of a 10-9 BER for the digital case corresponds
to roughly 12 standard deviations. Therefore, the number of photons required must be
greater than 1.5 x 10s from statistical considerations alone, as illustrated in Fig. 4. For a
GaAs semiconductor laser characterized by a photon energy of - 1.5 eV, this corresponds
to about 1010 kBT. To represent 1,000 optically in binary requires approximately 14 bits
(10 bits for the number plus 4 bits of overhead) at 15 eV each (10 photons at 1.5 eV each,
assuming direct detection and an ideal detector), or about 104 kBT.

For an optically addressed spatial light modulator operating over a dynamic range of



1000:1 with 1000 x 1000 elements in an active area of 1 cm2 , and at a frame rate of
1 MHz, the detected input flux must exceed 9 W/cm 2 in order to achieve a 10- BER
in each pixel. Considerations such as these have significant implications for the SLM
design, particularly with regard to sensitivity at a given dynamic range. These implications
extend to the system design as well, in which case it is important to distinguish between
single and multiple iteration algorithms (with different BER requirements at each stage).
Furthermore, in many applications the algorithm is really a form of contraction mapping,
in which the desired output space may be a very small subset of the transformed input
space (e.g. determining whether or not a given correlation peak exceeds a predetermined
threshold). In such cases, significantly relaxed demands may be appropriate for the BER
of individual SLM pixels.

For envisioned systems applications involving one or more spatial light modulators,
analysis of fundamental limitations such as that described above is essential for determin-
ing whether an analog or digital approach is favorable from the point of view of a fixed
input power budget at a given desired computational throughput rate. In general, a given
processing or computation function can be partitioned into the cost (energy or otherwise)
of representation, the cost of computation, and the cost of detection and uitilization of
the answer. For operation at the quantum limits, analog representations are favored for
architectures and algorithms that implement a high degree of computational complexity
(irreducible number of equivalent binary operations) per unit detected output resolution
element, whereas binary representations favor operations with a somewhat lower degree of
computational complexity.

The current status of spatial light modulator development depends strongly for its as-
sessment on the nature of the application and its resultant requirements. It is interesting
to note at the outset that for certain applications (such as incoherent-to-coherent conver-
sion with high analog accuracy), spatial light modulator technologies have been developed
which approach quantum limited performance. On the other hand, a broad spectrum of
applications exists for which current spatial light modulators fall far short of such ultimate
performance boundaries. In making such comparisons, it is of critical importance to iden-
tify interrelated sets of performance parameters that cannot be arbitrarily separated, and
to assess the conjoint figure of merit achievable within a given device technology (rather
than the minimum value obtained across many different types of devices, or even within
the same device under different operating conditions).

A large number of technological considerations apply to the eventual incorporation
of spatial light modulators in optical information processing and computing systems. For
systems of given size, spatial frequencies are inherently limited by the acceptance apertures
of finite F-number lenses. Phase modulation, which is capable of much larger diffraction
efficiencies at a given spatial frequency than amplitude modulation, is more difficult to



implement in imaging configurations and is more sensitive to substrate nonuniformities
and polish figure. Amplitude modulation, on the other hand, can present formidable
thermal dissipation problems for applications involving spatial light modulation with high
optical throughput gain. Applications exist for both optically addressed and electrically
addressed spatial light modulators, with distinct requirements for each. In fact, several
recently conceived applications such as the utilization of spatial light modulators in neural
network implementations could advantageously employ both address modes simultaneously.

Electrically addressed spatial light modulators lead quite naturally to inherently pixe-
lated structures. Such structures can be advantageous from several points of view, including
che convenient merging of optical and electrical inputs, interpixel cross-talk, strictly lim-
ited space-bandwidth product, and fixed system registration. However pixelation can yield
additional difficulties such as inherently incomplete fill factors, scattering from metallic
interconnections, and fixed pattern noise. Similar types of considerations apply to the
utilization of reflective as opposed to transmissive device geometries.

A final technological consideration that will continue to strongly affect device design
and development is that of available optical sources, both CW and pulsed. For fixed (and
usually limited) external power, size, and weight considerations, the maximum achievable
pulsed energy densities available set stringent requirements on the magnitudes of usable
higher order material nonlinearities. Recent achievements of enhanced nonlinearities in
both bulk and multiple quantum well compound semiconductor structures, as well as in
nonlinear organic polymers, lend importance to the question of whether or not X(3) materi-
als as well as X(2) materials will provide useful spatial light modulation functions in future
devices.
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Summary

Numerous applications have been envisioned for spatial light modulators in optical
information processing and computing systems. The principal functional roles of both one- and
two-dimensional spatial light modulators include those of format, input, output, CPU, and
memory devices. Such a wide variety of applications has of course led to an equally wide variety
of interrelated, and at times conflicting, device requirements that arise from fundamental physical
limitations as well as current technological drawbacks. In this investigation we have examined
these requirements for a particular class of modulators, the operation of which is based on an
asymmetric Fabry-Perot etalon with a multiple quantum well (MQW) structure as the cavity
medium.

The use of such devices as reflection modulators based on AlGaAs/GaAsMQW structures
has been investigated by a number of authorsl, 2,3 . One of the primary advantages of such
structures is the considerable increase in both dynamic range of modulation and contrast ratio
achievable at a given applied field strength in comparison with previously investigated transmissive
configurations, in addition to the elimination of the necessity for counteretching of the (absorptive)
GaAs substrate. On the other hand, the dynamic range achieved in any reflection configuration
must be assessed in conjunction with the 6 dB lhsertion loss characteristic of the intensity (rather
than polarization) beamsplitter required to implement normal incidence readout. This factor alone
rescales an 80% change in reflectivity to less than 20% when considered from the perspective of
system rather than device throughput. Furthermore, such a reflection configuration presents the
additional systems complexity of source isolation within each stage of a (multistage) processor.

One possible means of avoiding the 6 dB insertion loss is to employ a polarizing
beamsplitter in conjunction with a quarter wave plate, thereby insuring a 900 rotation of the
incident polarization on reflection. This configuration adds system complexity and cost, as well as
additional component requirements such as the extinction ratio of the polarizing beamsplitter, and
the off-axis uniformity of the net phase retardation induced by the quarter wave plate. Such
requirements must be set so as to not compromise the contrast ratio designed into the reflective
spatial light modulator. Alternatively, one can employ MQW structures specifically designed to be
operated at other than normal incidence, with the concomitant complications implied by the



8/MA3

* associated anamorphic optics, lateral rescaling, depth of field, and placement of critical and
conjunctive components with appropriately low f-numbers.

In order to explore asymmetric cavity MQW structures that are capable of transmissive
I mode operation without resort to the process difficulty and sample fragility implied by

counteretching, we have examined the prospects of utilizing electric-field-addressed multiple
quantum wells fabricated in the InGaAs/GaAs system on GaAs substrates. In this investigation,
we have taken the perspective that identification of fundamental physical limitations to device
performance is exceedingly usefulas a mechanism for the delineation (and potential circumvention)
of limitations that arise from purely technological choices. These considerations are of particular
importance in the InGaAs/GaAs system due to the fact that the considerable lattice mismatch
characteristic of useful indium compositions results in a strained layer growth environment with
concomitant implications on growth morphology and the necessary incorporation of strain relief
mechanisms (such as growth on patterned substrates4). In this paper, we describe several
important design criteria that have evolved from this study, and apply them to two specific cases.
(a) a transmission modulator with optimized dynamic range and contrast ratio, and (b) a reflection
configuration in which the readout illumination is incident through the (antireflection coated)
substrate. This latter configuration yields signIficantly improved performance characteristics as
well as novel operational features at a considerable reduction in device fabrication complexity.

An important fundamental physical limitation pertains to the degree of spatial light
modulation that can be achieved per unit change in a given modulation parameter. There are two
characteristics of wavefronts that can be conveniently modulated: amplitude and phase. In many
optical information processing applications it is desirable to modulate one or the other, but not
both. As an example of a "pure" amplitude modulator we have utilized a Lorentzian oscillator
profile to model a typical heavy hole exciton (neglecting the band edge absorption) for an
InGaAs/GaAs MQW structure with a peak absorption of 10,000 cm-1 and a linewidth (full width at
half maximum) of 7.5 meV (derived from experimental data on a 27 period MQW structure with 35
monolayers of InGaAs (15% In) and 71 monolayers of GaAs grown by molecular beam epitaxy

11 (MBE)), as shown in Fig. 1. Similarly, the response of the absorption spectrum to an applied bias
due to the quantum confined Stark effect (QCSE) for a typical applied voltage of about 100 kV/cm
and for a total device thickness of approximately 1.2 jtm (100 A wells/ 200 A barriers) is also
shown (dashed) in Fig. 1. Again, experimental data were used to quantize the decrease in
oscillator strength as well as the exciton broadening effects that are typical for suct- systews. This
model illustrates the basis of operation of a normally-on amplitude modulator that utilizes

I electroabsorption at the chosen wavelength (0.985 gtm) to generate the off-state, resulting in a
maximum achievable change in absorption of 5500 cm-'. In addition to this constraint, other
parameters that determine optimum performance include the device thickness and the mirror
reflectivities, as well as the width and location of the Fabry-Perot resonance modes (which are also
dependent on electrorefractive-induced perturbations in shape and position). Related to the device
thickness is a critical cavity phasing condition, which can be set to an odd or even multiple of x,

It thus giving rise to two fundamentally different operational modes.

For the transmission modulator configuration, application of the oscillator model with its
corresponding index dispersion data as shown in Figs. I and 2, in conjunction with an optimally
designed asymmetric cavity, yields a combination of fundamental and technological considerations
that in turn limit the dynamic range to 50% with a contrast ratio of 10:1, as shown in Fig. 3. In

P this case, the mirror reflectivities are both equal to 85%. It should be noted that the signal
dependent phase modulation is limited in this case to approximately 0.03x. The fundamental
reason for the relatively poor contrast ratio is the necessity in the transmission configuration to
phase the cavity such that in the on (low absorption) state, the first and second order transmitted
c ets add in phase. Thus, extinction in the off state relies on the development of enough

voltage-induced absorption change at the operating wavelength to completely eliminate the first

I-
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order beam am a single pass through the modulator. The peak absorption coefficient characteristic
of the InGaAtKGaAs system at this composition is insufficient to produce more than an 10:1
change with a reasonably wide dynamic range. It should be noted in Fig. 3 that the shorter
wavelength riavlts are somewhat artificial due to neglect of the parabolic, background and residual
absorption tems.

On the other hand, by utilizing a low reflectivity (25%) incident mirror in conjunction with
a high reflectiwity back mirror, the best possible dynamic range achievable in reflection is 70% with
a contrast raf. of greater than 25:1 as shown in Fig. 4. This configuration is characterized by an
operational btdwidth of about 50 A and an insertion loss of approximately 1.5 dB, without taking
into account de system throughput loss necessitated by the incident beamsplitter. If a polarization-
independent hamsplitter is employed, the system throughput loss in this case is about 8 dB with a
reduced dynamic range of 17.5% at the same contrast ratio.

Should a reflection modulator configuration prove desirable, the transparency afforded by
the InGaAs/CkAs MQW system on a GaAs substrate can be used to advantage by inverting the
traditional devce structure to incorporate the low reflectivity incident miror as a few period Bragg
mirror (typically AlGaAs/GaAs) capped during growth by the strained layer MQW structure. The
device may hen be completed by deposition of either a metal (affording both a contact as well as
RF isolation) o dielectric stack high reflectivity mirror on the top surface. The principal advantage
of this strucomal configuration is the elimination of the requirement for a (typically) 20 or more
period Bragg reflector grown prior to the precision growth stage necessitated by the desired
thickness of active MQW material. Not only does this significantly affect the device processing
throughput ad yield, but it also greatly enhances the quality of the final interface prior to the
initiation of MQW growth.

Addilional technological considerations affecting the implementation of SLM's with
InGaAs/GaAs MQW structures include issues of growth thickness accuracy (such as process0 variability and array uniformity), which particularly affect two critical design parameters: namely,
the oscillator position and linewidth, and the cavity resonance condition. Background doping
concentratiou are also known to be particularly important in maximizing the contrast ratio, as well
as the voltage division between any incorporated Bragg mirror (with > kBT band discontinuities)
and the MQW active region.
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Introduction
Optical memory disc technology has recently matured and penetrated the personal computer

industry market with high density and extremely high capacity serial data storage devices. The
high resolution (submicron) and long life time (> 10 years) characteristic of the optical disc
medium in combination with image-based recording and an appropriate parallel readout scheme
also make this advanced technology a very competitive alternative for spatial light modulation.

Utilizatia;n Concept
There are numerous possible ways of utilizing the optical memory disc as a spatial light

modulator (SLM). One such configuration is as a binary (half-tone) memory with a parallel readout
capacity of up to 108 bits/cm2. This use, of course, implies strict design constraints on the
resolution of the readout optics in order to fully utilize this capacity. More traditional SLM
functions can be incorporated by using the optical disc as a binary-encoded analog image
memoryl, in which grey scale is obtained at the expense of resolution. Assume, for simplicity, a
bit density of 10' bits/cm2 (which is within reach of current optical disc technology) and an image
size of I cmx 1 cm. The image can then be divided into 1000 x 1000 pixels, each of size 10 tm x
10 pm with 10 x 10 bits for grey scale generation. By random area encoding the serially written
bits in each pixel, a particular grey scale level directly proportional to the total number of bits in
each pixel can be obtained. The theoretical dynamic range for this case is 100:1, corresponding to
approximately 6.6 grey scale bits, thus resulting in a total information density of - 6.6 Mbits/cm2.
Note that it is now only necessary to resolve each pixel (10 pm x 10 gim) in order to obtain the
desired continuous grey level in each pixel.

Optical Readout Approach
In order to implement parallel (two-dimensional) readout of optical memory discs, it is

desirable to employ direct imaging of the optical disc to obtain the maximum achievable throughput
efficiency and at the same time obtain a high contrast ratio in the output image. An alternative
approh is to read out the optical disc in parallel holographically 2 by storing the images in the
form of two-dimensional computer generated holograms. However, holographic readout implies a
non-optinum trade-off between throughput efficiency and SNR for a given space-bandwidth
product. An optical readout configuration which has an inherently high SNR, is independent of
the groove profile (required for the tracking servo-system of most disc drivers), and can be utilized
with a variety of recording layer principles (such as ablation or bump forming) can be achieved by
using a differential (or shearing) interferometric approach'. In this readout scheme, two spatially
coherent images of the optical disc are created and interfered differentially by introducing a shift of
one half of the minimum bit pitch along the direction of the grooves of a distance (Fig. la). In the
output Image, only local differences in phase (height) and/or reflectivity of the recording layer will
be detected.lTus each bit will produce two bright marks (4/2 apart) on a dark background in the
output image (Fig. lb). Maximum output intensity will consequently be obtained for recording
witha 50% duty cycle pattern.

Optical Readout Configuration
The differential interferometric readout concept can be implemented by using a shear plate,

which consists of a birefringent plate with a tilted optic axis (Fig. 2). When imaging the optical
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disc through the shear plate. two images with orthogonal polarizations are produced and are shifted
by an appropriate amount as determined by the recorded bit length. In order to obtain the optimum
phase shift of x ± 2nx (n is an integer) between the two images, the optical path length difference
between the two orthogonal polarizations can be set by tilting the shear plate, or pre-adjusted by a
variable compensator. The output analyzer produces the desired interference between the two
orthogonally polarized images. In practice, the shear plate tilt (and/or compensator) and the
analyzer are tuned for maximum extinction of the reflected light from an unwritten area on the disc
in order to obtain the highest possible contrast ratio in the output image.

Design Considerations
The optical readout configuration shown in Fig. 2 is very flexible in design. The crucial

element, the shear plate, can be manufactured in several ways. For example, a uniaxial crystal plate
with a tilted optic axis can be used as shown in Fig. 3. The shear, 5, of such a plate is given by

(2 2
dQ - n52) tanecS--2 + n2 tm 2oc'

in which d is the width of the plate, 0c is the optic axis tilt angle, and no and n. are the ordinary and
extraordinary indices of refraction of the uniaxial crystal, respectively. Since 8 is to first order
directly proportional to An = n. - no, and since the shear required (pIm-range) is < d, it is desirable
to choose a uniaxial crystal with a small birefringence. Quartz, for example, has an index
difference An - 0.009 (at I = 632.8 nm), and in addition exhibits good polishing characteristics.

SLM Output Characteristics
As test patterns, three bands were written on two different types of discs: write-once

ablative media discs (amorphous alloy) of the dark mark type, and erasable bump forming media
(dye polymer) 3. Each band was approximately 0.5 mm in width and written at a duty cycle
corresponding to a specific grey scale level. The three duty cycles used were 50% (maximum
output intensity), 25% and 12.5%, all written using 5 pim long bits. Using the differential
interferometric readout configuration with a 5 ttm shear, the three bands for both media were
clearly extracted with the appropriate grey scale level factor of two between adjacent bands. The
measured output intensity normalized to the highest grey scale level (the 50% duty cycle band) as a
function of duty cycle for both media is shown in Fig. 4. The SLM output characteristic is seen to
be very linear for both media. However, the currently obtained contrast ratio is much higher for
the bump forming medium (-u 20:1) than for the ablative medium (- 5:1). The main reason for the
lower contrast ratio for the ablative medium is due to interference from the other (transmissive)
recording layer on the two-sided optical disc. The ablative recording layer is furthermore read out
through a non-AR coated polycarbonate substrate,(1.2 mm thick) that may exhibit some residual
birefringence. The bump forming medium, on the other hand, has a non-transmissive air incident
recording layer. The contrast ratio of the bump forming medium could be further increased by
using high quality (glass) substrates and higher uniformity recording layers with fewer
(depolarizing) surface blemishes.

Differential Interferometric Readout Performance
The maximum throughput efficiency for an optical disc medium in an otherwise ideal

differential interferometric readout configuration is given by

meii = I + Irl12 -2" rol" Iril" cos(21cn. 'h + arg{r.} - arg{ri1)],

in which ro and rl are the (complex valued) amplitude reflectivities of the (unwrittei) recording
layer and the written bit respectively, h is the height of the written bit and n is the refractive index
of the optical disc substrate (for substrate incident media). The highest obtainable efficiency is
achieved for an (ideal) bump forming medium (shown in Fig. 5) for which ro = rl and h =
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±l/4n. That is, the efficiency is directly proportional to Iro12 with a unity constant (the efficiency
factor is unity). However, for an ideal dark mark ablative medium (rl = 0 and h = 0), the
efficiency is directly proportional to Ird12/4; that is, the efficiency factor is 1/4. Most ablative media
in fact comprise amorphous alloy recording layers with complex valued indices of refraction
characterized by a non zero bit reflectivity (ri), which may in fact boost the effective efficiency
factor beyond 1/4. For our experimental readout configuration, the total measured throughput
efficiency (relative to the collimated laser beam) of the SLM for the two media was 0.9% for the
bump forming medium and 3.0%-for the ablative medium 3 . These measurements however
included the losses in the readout optics (polarizing beam splitter, shear plate and imaging lenses)
for which the throughput efficiency was independently measured to be 0.85. The remaining losses
can be divided into two separate parameters: losses due to the optical disc medium (limited
recording layer reflectivity, air-substrate interface reflection loss and diffraction from grooved
substrates) and loss due to the data pattern itself, which involves the shape and size of the written
bits (efficiency factor, fill factor of bits, and diffraction losses due to limited numerical aperture).
The optical disc medium losses are mainly determined by the reflectivity of the recording layer,
which was 40% for the ablative medium and 13% for the bump forming medium. In another
experiment, the bump forming medium was also coated with a 30 nm aluminum layer, which
boosted the reflectivity to 86% and the total throughput efficiency to 5.8%. The total data pattern
efficiencies were approximately the same for both media (0.11 for the ablative and 0.08 for the
bump forming). The relatively low data pattern efficiency for the bump forming medium is due to
the non-ideal shape of the bumps and a slightly lower fill factor of - 0.40 versus 0.63 for the
ablative medium. By increasing the fill factor and the numerical aperture of the readout optics, and
by optimizing the AR-coatings, the (complex valued) recording layer reflectivity (e.g. by using
separate write and parallel read wavelengths) and the bump shape (if applicable), the total
throughput efficiency can be substantially increased.
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Figur I&. Bit patter on an optical disc. Figure lb. Corresponding output image.
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