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ABSTRACT

The use of a kinematic constraint as a pseudomeasurement in the tracking of constant speed, maneuvering targets is considered in this report. The kinematic constraint provides additional information about the target motion that can be processed as a pseudomeasurement to improve tracking performance. The kinematic constraint for constant speed targets is $A \cdot V = 0$, where $A$ and $V$ are the target acceleration and velocity vectors, respectively. In previous publications, the measurement equation for processing the kinematic constraint as a pseudomeasurement was derived by a direct application of Taylor's theorem for a first order linearization of that pseudomeasurement equation. A new formulation of the constraint equation that provides significantly better tracking performance than the previous formulation is presented along with the rationale for the new formulation. The filter using the kinematic constraint for constant speed targets is shown to be unbiased and stochastically stable. Simulated tracking results are given to show the potential for further improving the performance of a track filter through the use of the proposed kinematic constraint. Simulation studies are presented for various data rates, levels of measurement errors, and deviations in speed.
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CHAPTER 1
INTRODUCTION

The problem of tracking maneuvering targets has been studied extensively since the mid 1960s. One of the first works to have a significant and lasting impact on the problem was [1] where a target motion model with an acceleration that is exponentially correlated in time was introduced. In that work, a Kalman filter was utilized to estimate the position, velocities, and accelerations of the target. The rationale for the time-correlated acceleration was derived from inertial systems in that a target accelerating at time $t$ is likely to be accelerating with similar acceleration at time $t + \tau$ for sufficiently small $\tau$. However, the assumptions of exponentially correlated, zero-mean accelerations of [1] produced a motion model with an acceleration that decreases in magnitude during each state extrapolation. Thus, when the actual target acceleration is constant or increasing, large errors occur in the state estimates.

In the early 1970s, decision-directed tracking of maneuvering targets was introduced in [2] to respond to the demand for algorithms that could provide better tracking of targets performing high $g$, fast maneuvers. These decision-directed algorithms monitor the tracking errors to detect a maneuver and respond by increasing the process noise covariance and/or the dimension of the target motion model as described in [2,3,4]. While these algorithms provide good tracking performance before and after the maneuver, their performances during and immediately following the maneuver are poor. The problem with these algorithms is that the accelerations during a maneuver are not easily modeled in the sensor reference frame because they often vary irregularly with time in that frame. In [5] the accelerations were modeled in a target-oriented reference frame to reduce the problems associated with modeling the time-varying accelerations. While the algorithm in [5] provides relatively good tracking performance, the modeling and transformations that must be estimated produce a complicated algorithm.

The two-stage Kalman estimator was applied to the tracking of maneuvering targets
in [6], and a significant reduction in the convergence time after a maneuver was achieved. However, the two-stage Kalman estimator of [6] is limited to a constant acceleration model with additive white noise. Input estimation and multiple model algorithms presented in [7,8,9,10] were developed to address the problems of time-varying accelerations and convergence time after a maneuver. However, the input estimation and multiple model algorithms require significantly more computations than the previous techniques. A kinematic constraint can be utilized as additional information about the target to improve the tracking of the time-varying accelerations with a small increase in computations.

When a target's trajectory satisfies a kinematic constraint, the kinematic constraint provides additional information about the target's motion. Using the constraint removes some of the uncertainty of the time-varying accelerations and tends to force the acceleration estimates to change in a manner that is consistent with the dynamics of the target. However, including the kinematic constraint in the motion model produces a state equation with nonlinear dynamics. The use of a nonlinear state equation significantly increases the computations involved in an extended Kalman filter because the state transition must be computed on-line. Recently, the idea of introducing a kinematic constraint into the tracking process through a pseudomeasurement was proposed in [11] because nonlinearities are easier to accommodate in the measurement equation of the extended Kalman filter. The use of the constraint was shown to improve the performance of a given track filter. The improvement in the tracking performance can be attributed primarily to the reduced errors in the acceleration estimates. The constraint tends to reduce the bias or lag in these estimates when the actual acceleration is time-varying. However, using the kinematic constraint as formulated in [11] results in marginal improvement in the performance of the track filter, poor transient performance at initialization, and a track filter for which a guarantee of stability may not be achievable. In this report, a new formulation of the kinematic constraint is presented for constant speed targets, along with the rationale for the new formulation. The new formulation provides significantly better tracking performance than the one given in [11], and simulation results are given to demonstrate the relative improvement. Also, a track filter utilizing the new formulation of the kinematic constraint is shown to be unbiased and stochastically stable.

This report is organized as follows. In Chapter 2, the general problem of tracking maneuvering targets is discussed, and the kinematic constraint for constant speed targets is derived. The previously published and new formulations of the pseudomeasurement equation for the kinematic constraint are presented in Chapter 3. The bias and stability of a filter
using the new formulation are considered in Chapter 4. In Chapter 5, simulated tracking results are presented to demonstrate the improved tracking performance achieved with the kinematic constraint and document the sensitivity of the filter to data rate, measurement errors, and deviations in speed. In Chapter 6, a summary and conclusions are given along with suggestions for future research.
CHAPTER 2

BACKGROUND

In this chapter, the general problem of tracking maneuvering targets is discussed and the kinematic constraint for constant speed targets is derived. The dynamic system model of a maneuvering target in track is given by

\[
\dot{X} = f(X, u, w) \\
Z_k = h(X_k, v_k)
\]  

(2.1)  
(2.2)

where \( X \) is the state vector, \( u \) is the control vector, \( w \) is the process noise vector representing possible deviations in \( f(\cdot) \) and external disturbances, \( Z_k \) is the discrete-time measurement vector at time \( k \), and \( v_k \) is the measurement error vector. The dynamics of the target is a continuous-time process as shown in Eq. (2.1) where \( f(\cdot) \) is a dynamical constraint that defines the motion for the target in the form of a differential equation. The dynamical constraint, which is usually unknown to the tracking system, can differ significantly between targets and change for a common target during the tracking process. As indicated by Eq. (2.2), the measurement process is discrete-time because most sensors used for target tracking record the position and/or radial velocity for a given instant in time.

While \( f(\cdot) \) is usually unknown by the tracking system, the major problem with tracking maneuvering targets is that the control vector is not directly observable by the tracking system. When the target applies a control, a bias or lag develops in the estimates of the target state. The methods proposed in [8] and [9] process the position tracking errors to estimate the control vector \( u \) which produced the observed bias in the position estimates. However, for an input estimation algorithm to be effective, an extensive and usually computationally expensive maneuver detection algorithm as in [9] is required. The control can be included as acceleration in the dynamical constraint \( f(\cdot) \), but the acceleration most often varies with time in such a manner that a filter model cannot be clearly identified during tracking. Thus, the target dynamics are most often modeled as linear in a Cartesian coordinate frame to simplify the filtering and reduce the computational requirements. Also, for convenience the
continuous-time dynamics are converted to a discrete-time system. As a result, the dynamics model commonly assumed for a target in track is given by

\[ X_{k+1} = F_k X_k + G_k w_k \]  

(2.3)

where \( w_k \sim N(0, Q_k) \) is the process noise, \( F_k \) defines a linear constraint on the dynamics, and \( G_k \) is the process noise input matrix. The target state vector \( X_k \) contains the position \((x, y, z)\), velocity \((\dot{x}, \dot{y}, \dot{z})\), and acceleration \((\ddot{x}, \ddot{y}, \ddot{z})\) of the target at time \( k \) as well as other variables used to model the time-varying acceleration. When the target applies a control and the time-varying accelerations are modeled incorrectly, a bias or lag develops in the estimates of the target state. While multiple dynamics models can be used as proposed in [7] and [10] to identify the best model available in the filter, identifying the exact model is not feasible because the target can apply many different control vectors to evade the tracking system. Also, since Eq. (2.3) is a linear function of \( X_k \), the motions in the \( x, y, \) and \( z \) coordinates are often modeled as independent, while these motions are very seldom independent in the coordinate frame chosen for tracking. Therefore, additional information would be helpful to reduce the modeling error of the time-varying accelerations.

A kinematic constraint can be utilized as additional information about the target to reduce the errors in the state estimates due to time-varying accelerations and model uncertainty. Using the kinematic constraint tends to force the acceleration estimates to change in a manner that is consistent with the dynamics of the target. A kinematic constraint can be developed for use in tracking constant speed, maneuvering targets. The speed of a target is given by

\[ S = (\dot{x}^2 + \dot{y}^2 + \dot{z}^2)^{\frac{1}{2}} \]  

(2.4)

For a target moving at a constant speed,

\[ \frac{dS}{dt} = 0 \]  

(2.5)

or

\[ \dot{x} \ddot{x} + \dot{y} \ddot{y} + \dot{z} \ddot{z} = 0 \]  

(2.6)

Eq. (2.6) can be written as

\[ V \cdot A = 0 \]  

(2.7)

where the target velocity \( V \) and acceleration \( A \) are given by

\[ V = [\dot{x}, \dot{y}, \dot{z}]^T \]  

(2.8)

and

\[ 2.2 \]
This kinematic constraint for constant speed targets is useful information that can be incorporated into the system state in Eq. (2.1) or used as a pseudomeasurement in conjunction with Eq. (2.2). While both approaches are conceptually feasible, the second approach is more attractive because the first restricts the state equation to be nonlinear. In the implementation of the extended Kalman filter, including nonlinearities in the measurement equation is computationally less expensive than in the state equation [11]. If the state equation is nonlinear, the transition matrix for propagating the state from time $k$ to time $k+1$ must be computed on-line at each propagation because the transition matrix will be highly dependent on the state of the target. Computing the transition matrix on-line greatly increases the computational cost of implementing the extended Kalman filter. Thus, incorporating the kinematic constraint into the filter as a pseudomeasurement as suggested in [11] is the focus of this report.

In this report, the measurement process of Eq. (2.2) will be assumed to be linear. While most sensors used for target tracking measure the target position in spherical coordinates, the spherical measurements can be transformed into a Cartesian coordinate frame for processing as a linear function of the target state. Thus, the measurement process is given by

$$Z_k = H_k X_k + v_k$$  \hspace{1cm} (2.10)

where $Z_k$ is the target measurement in the Cartesian coordinate frame, $H_k$ is the input matrix, and $v_k \sim N(0, R_k)$ is the measurement error. While the measurement errors in spherical coordinates are usually assumed to be Gaussian and uncorrelated in range, bearing, and elevation, the transformation to the rectangular coordinate frame causes the components of $v_k$ to become non-Gaussian and correlated.

A Kalman filter is often employed to filter the measurements for estimating the state of the target. When the target motion and measurements are linear and the measurement and motion modeling error processes are Gaussian, the Kalman filter provides the minimum mean-square error estimate of the target state. When the target motion and measurement models are linear, but the error processes are not Gaussian, the Kalman filter is the best linear estimator in the mean-square error sense. The Kalman filtering equations associated with the state model of Eq. (2.3) and the measurement model of Eq. (2.10) are given by the following equations.
Time Update:

\[ X_{k+1|k} = F_k X_{k|k} \quad (2.11) \]
\[ P_{k+1|k} = F_k P_{k|k} F_k^T + G_k Q_k G_k^T \quad (2.12) \]

Measurement Update:

\[ X_{k|k} = X_{k|k-1} + K_k [Z_k - H_k X_{k|k-1}] \quad (2.13) \]
\[ P_{k|k} = [I - K_k H_k] P_{k|k-1} \quad (2.14) \]
\[ K_k = P_{k|k-1} H_k^T [H_k P_{k|k-1} H_k^T + R_k]^{-1} \quad (2.15) \]

where \( X_k \sim N(X_{k|k}, P_{k|k}) \) with \( X_{k|k} \) and \( P_{k|k} \) denoting the mean and error covariance of the state estimate, respectively. The subscript notation \((k|j)\) denotes the state estimate for time \( k \) when given measurements through time \( j \), and \( K_k \) denotes the Kalman gain at time \( k \).

The measurement update of the Kalman filter can be viewed as a weighted least-square estimation problem as discussed in [11]. For the system in Eqs. (2.3) and (2.10), the objective function to be minimized in the least-squares sense with respect to \( X_k \) is

\[ J(X_k) = \frac{1}{2} [(X_k - X_{k|k-1})^T P_{k|k-1}^{-1} (X_k - X_{k|k-1}) \]
\[ + (Z_k - H_k X_k)^T R_k^{-1} (Z_k - H_k X_k)] \quad (2.16) \]

where \( X_{k|k-1} \) is the predicted state estimate for time \( k \) based on measurements through time \( k - 1 \), and \( P_{k|k-1} \) is the covariance of \((X_k - X_{k|k-1})\). The resulting estimate of \( X_k \) that minimizes \( J(X_k) \) is denoted as \( X_{k|k} \). This cost function will be utilized to explain and justify the inclusion of the kinematic constraint as a pseudomeasurement. The formulation of the pseudomeasurement equation for the kinematic constraint used in [11] is presented in the next chapter along with the new formulation of the pseudomeasurement equation.
CHAPTER 3
FORMULATIONS OF THE KINEMATIC CONSTRAINT

The kinematic constraint of Eq. (2.7) can be incorporated into the Kalman filter as a pseudomeasurement through direct linearization of the constraint equation or through a modified formulation of the constraint. In this chapter, both the direct approach and the new formulation of the constraint are presented.

DIRECT LINEARIZATION

Since the kinematic constraint is a nonlinear function of the target state, it is first linearized about the predicted state $X_{k|k-1}$ as

$$V_k \cdot A_k = V_{k|k-1} \cdot A_{k|k-1} + \tilde{C}_{k|k-1}(X_k - X_{k|k-1})$$

(3.1)

where

$$X_k = [x_k \ y_k \ z_k \ \dot{x}_k \ \dot{y}_k \ \dot{z}_k \ \ddot{x}_k \ \ddot{y}_k \ \ddot{z}_k]^T$$

(3.2)

$$\tilde{C}_{k|k-1} = [0 \ 0 \ 0 \ \ddot{x}_k \ \ddot{y}_k \ \ddot{z}_k \ \dddot{x}_k \ \dddot{y}_k \ \dddot{z}_k]$$

(3.3)

Since

$$\tilde{C}_{k|k-1}X_{k|k-1} = 2V_{k|k-1} \cdot A_{k|k-1}$$

(3.4)

and $V_k \cdot \sigma_k = 0$, Eq. (3.1) can be written as

$$V_{k|k-1} \cdot A_{k|k-1} = \tilde{C}_{k|k-1}X_k$$

(3.5)

Since the constraint has been linearized and the target motion may deviate slightly from a constant speed, the linearized constraint is modeled with an additive error as

$$V_{k|k-1} \cdot A_{k|k-1} = \tilde{C}_{k|k-1}X_k + \mu$$

(3.6)

where $\mu \sim N(0, R_\mu)$ relaxes the constraint. With this final modification, the nonlinear kinematic constraint is in the form of a linear measurement. The cost function of Eq. (2.16)
can be augmented with Eq. (3.6) to obtain
\[ J'(X_k) = \frac{1}{2} ((X_k - X_{k|k-1})^T P_{k|k-1}^{-1} (X_k - X_{k|k-1}) + (Z_k - H_k X_k)^T R_k^{-1} (Z_k - H_k X_k) \\
+ (V_{k|k-1} \cdot A_{k|k-1} - C_{k|k-1} X_k)^T R_k^{-1} (V_{k|k-1} \cdot A_{k|k-1} - C_{k|k-1} X_k)) \] (3.7)

After augmenting the measurement with the kinematic constraint, the cost function is given by
\[ J^a(X_k) = \frac{1}{2} ((X_k - X_{k|k-1})^T P_{k|k-1}^{-1} (X_k - X_{k|k-1}) \right. \\
+ (Z_k^a - L_k X_k)^T (R_k^a)^{-1} (Z_k^a - L_k X_k)] \] (3.8)

where
\[ Z_k^a = \begin{bmatrix} V_{k|k-1} \cdot A_{k|k-1} \\ C_{k|k-1} \end{bmatrix} \] (3.9)
\[ L_k = \begin{bmatrix} H_k \\ C_{k|k-1} \end{bmatrix} \] (3.10)
\[ R_k^a = \begin{bmatrix} R_k & 0 \\ 0 & R_\mu \end{bmatrix} \] (3.11)

A Kalman filter can be implemented to minimize \( J^a(X_k) \) in the least-squares sense with respect to \( X_k \). For the filter, Eq. (2.3) serves as the state model and the measurement model is given by
\[ Z_k^a = L_k X_k + v_k^a \] (3.12)

where \( v_k^a = [v_k \ \mu]^T \). This formulation closely parallels the one given in [11]. A new formulation for including the kinematic constraint in the filter as a pseudomeasurement is given in the next section.

NEW FORMULATION

Examining the formulation for the kinematic constraint in Eq. (3.6) shows that several modifications can be made to improve the formulation. The kinematic constraint can be linearized about the filtered state estimate \( X_{k|k} \) instead of the predicted state estimate \( X_{k|k-1} \). By processing the measurement \( Z_k \) before linearization, a more accurate linearization can be achieved because the filtering of \( Z_k \) reduces the error in velocity and acceleration estimates used in \( C(\cdot) \). Also, analyzing Eq. (3.5) shows that the acceleration estimates are used in \( C(\cdot) \) to observe the target velocities and the velocity estimates are used to observe the target accelerations. Since the acceleration estimates are usually less accurate than the
velocity estimates, using the acceleration estimates to observe the velocities may be counterproductive. Thus, from the first two points, the kinematic constraint of Eq. (2.7) is written as

$$V_{klk} \cdot A_k = 0$$  \hspace{1cm} (3.13)

where

$$V_{klk} = [\dot{x}_{klk} \dot{y}_{klk} \dot{z}_{klk}]^T$$  \hspace{1cm} (3.14)

and

$$A_k = [\ddot{x}_k \ddot{y}_k \ddot{z}_k]^T$$  \hspace{1cm} (3.15)

The $V_{klk}$ is the filtered velocity estimate, and $A_k$ is the actual target acceleration at time $k$. The kinematic constraint of Eq. (3.13) is a linear function of the elements of state vector. Since

$$V_{klk} \cdot A_k = |V_{klk}| |A_k| \cos \theta$$  \hspace{1cm} (3.16)

and errors in $V_{klk}$ can produce $\theta \neq \pi/2$, $V_{klk} \cdot A_k$ can be rather large when the magnitude of the velocity or speed is large. Thus, in order to remove the dependence of the constraint equation on the target speed, Eq. (3.13) is written as

$$\frac{V_{klk}}{S_{klk}} \cdot A_k = 0$$  \hspace{1cm} (3.17)

where

$$S_{klk} = (\dot{x}_{klk}^2 + \dot{y}_{klk}^2 + \dot{z}_{klk}^2)^{1/2}$$  \hspace{1cm} (3.18)

Since the constraint may not be satisfied exactly and $V_{klk}$ is an estimate of the velocity, Eq. (3.18) is modeled with additive white noise to relax the rigidity of the constraint. The resulting kinematic constraint equation is

$$\frac{V_{klk}}{S_{klk}} \cdot A_k + \mu_k = 0$$  \hspace{1cm} (3.19)

where $\mu_k \sim \mathcal{N}(0, R_k^\mu)$. The $\mu_k$ is a white Gaussian process that accounts for the uncertainty in $V_{klk}$ and the constraint. Since the initial estimates of $V_{klk}$ may be very poor, $R_k^\mu$ is initialized with a large value and allowed to decrease as

$$R_k^\mu = r_1(\delta)^k + r_0$$  \hspace{1cm} (3.20)

where $r_1$ is chosen large for initialization and $r_0$ is chosen for steady-state conditions.

The filtering equations for the new formulation of the kinematic constraint are given in the following equations where $\hat{X}_{klk}^c$ denotes the state estimate after the constraint has been applied, and $P_{klk}^c$ is the associated state error covariance. The filtering equations are

3-3
Time Update:

\[ X_{k+1|k} = F_k X_{k|k} \]  
\[ P_{k+1|k} = F_k P_{k|k} F_k^T + G_k Q_k G_k^T \]  
\[ S_{k-1} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \end{bmatrix} \]  
\[ \dot{X}_{k|k-1} = \dot{X}_{k|k-1} \]  
\[ P_{k|k} = [I - K_h H_k] P_{k|k-1} \]  

Measurement Update:

\[ X_{k|k} = X_{k|k-1} + K_k [Z_k - H_k X_{k|k-1}] \]  
\[ P_{k|k} = [I - K_k H_k] P_{k|k-1} \]  

Constraint Update:

\[ X^c_{k|k} = [I - K_k^c C_k] X_{k|k} \]  
\[ P^c_{k|k} = [I - K_k^c C_k] P_{k|k} \]  

where

\[ K_h = P_{k|k-1} H_k^T (H_k P_{k|k-1} H_k^T + R_k)^{-1} \]  
\[ K_k = P_{k|k} C_k^T (C_k P_{k|k} C_k^T + R_k)^{-1} \]  
\[ C_k = \frac{1}{S_{k|k}} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \dot{x}_{k|k} \dot{y}_{k|k} \dot{z}_{k|k} \end{bmatrix} \]  

Simulation results demonstrating the tracking performance of a filter using this formulation of the kinematic constraint are given in Chapter 5. The stability of the filter is considered in the next chapter.
CHAPTER 4
STABILITY AND BIASNESS ANALYSIS

The filtering problem consists of estimating the state of a stochastic dynamical system from noisy observations. One of the requirements of the estimation problem is that the system be stochastically observable. If the system is not completely observable, part or all of the state may not be extracted from the measurement information. The confidence level of the state estimates is measured by its error covariance matrix. If the error covariance matrix is not bounded, one would have no confidence in the estimates. Another issue of importance is the filter bias. A biased filter provides rather poor estimates. The purpose of this chapter is to analyze the stability and biasness of a filter using the kinematic constraint for constant speed targets as a pseudomeasurement. If including the kinematic constraint as a pseudomeasurement produces an unstable or biased filter, using it in this manner would be an inappropriate technique for improving the performance of a tracking filter.

First, some background information on the stability of stochastic systems is given. Then stochastic stability of the filter with the kinematic constraint is considered along with the biasness of the filter.

BACKGROUND ON STOCHASTIC STABILITY

This section reviews some of the definitions and theorems related to stochastic controllability, stochastic observability, and stochastic stability for linear systems. First, consider the dynamical system of a target in track as

\[ X_{k+1} = F_k X_k + G_k w_k \]
\[ Z_k = H_k X_k + V_k \]

where \( w_k \sim N(0, Q_k) \), and \( v_k \sim N(0, R_k) \).

**Definition 1** [12]: The system of Eq. (4.1) is called **Controllable** in a stochastic sense.
at time \( k > l \) if no linear combination of the elements of the state at time \( k \) can be estimated perfectly (with no error) given only perfect knowledge of \( X_l \). If the system is controllable for all \( k > l \) then it is called Completely Controllable.

**Theorem 1** [12]: The system of Eq. (4.1) is **Controllable** at time \( k > l \) if and only if the matrix

\[
\varphi(k, l) = \sum_{i=l}^{k-1} \Phi(k, i + 1) G_i Q_i G_i^T \Phi^T(k, i + 1)
\]

is positive definite at time \( k \), where

\[
\Phi(k, i) = \prod_{j=i}^{k-1} F_j
\]

and \( \varphi(k, l) \) is the system controllability matrix at \( l \).

**Proof:** [12] The system state at time \( k \) is given by

\[
X_k = \Phi(k, l) X_l + \sum_{i=l}^{k-1} \Phi(k, i + 1) G_i w_i
\]

Let \( c \neq 0 \) be an arbitrary constant vector, then \( c^T X_k \) is an arbitrary linear combination of the elements of the state at time \( k \). The linear minimum variance, unbiased estimate of \( c^T X_k \) based on \( X_l \) is

\[
c^T \hat{X}_k = c^T \Phi(k, l) X_l
\]

Its estimation error is given by

\[
e_k = c^T \sum_{i=l}^{k-1} \Phi(k, i + 1) G_i w_i
\]

The variance of the estimation error is

\[
V A R[e_k] = E[e_k e_k^T] = E \left[ c^T \sum_{i=l}^{k-1} \sum_{j=i}^{k-1} \Phi(k, i + 1) G_i w_i w_j^T G_j^T \Phi^T(k, j + 1) c \right]
\]

\[
= c^T \left[ \sum_{i=l}^{k-1} \Phi(k, i + 1) G_i Q_i G_i^T \Phi^T(k, i + 1) \right] c
\]

An element of the estimate of \( X_{k|k} \) can be perfect if and only if the variance \( V A R[e_k] \) is zero for \( c \neq 0 \) and the matrix \( \varphi(k, l) \) of Eq. (4.3) in this case is not positive definite. Therefore,
for the system to be controllable, $\varphi(k, l)$ must be positive definite. Since each term in the summation of Eq. (4.8) is non-negative definite, once the sum becomes positive definite it remains positive definite for all future times.

Q.E.D.

**Definition 2** [13]: The system in Eqs. (4.1) and (4.2) is Uniformly Completely Controllable if there exist a positive integer $N$ and positive constants $\alpha_1, \beta_1$ such that

$$0 < \alpha_1 I \leq \varphi(k, k - N) \leq \beta_1 I$$

**(Lemma 1** [13]: If the dynamical system in Eqs. (4.1) and (4.2) is Uniformly Completely Controllable and $P_0 \geq 0$, then $P_{k|k} > 0$ for any $k \geq N$, where $P_0$ is the initial covariance matrix, and $P_{k|k}$ is the covariance matrix of the Kalman filter using the system model Eqs. (4.1) and (4.2).

**Proof:** See [13] pp. 238-239.

Next, the definition of stochastic observability is given along with an explanation of the requirement that the information matrix has to be positive definite in order for a stochastic system to be observable.

**Definition 3** [12]: The system in Eqs. (4.1) and (4.2) is Observable in a stochastic sense at time $l$ if there exists a matrix $S_j$ such that at some $k \geq l$

$$\hat{X}_l = \sum_{j=l}^{k} S_j Z_j$$

(4.10)

where $\hat{X}_l$ is a minimum variance, absolutely unbiased estimate, which can be stated as

$$E[\hat{X}_l|X_l] = X_l$$

(4.11)

If this is true for all $k$, then the system is called Completely Observable.

**Theorem 2** [12]: The system of Eqs. (4.1) and (4.2) is observable at $l$ if and only if

$$\Theta_1(k, l) = \sum_{i=l}^{k} \Phi^T(i, l) H_i^T R_i^{-1} H_i \Phi(i, l)$$

(4.12)
is positive definite for some \( k > l \), where \( \Theta_1(k, l) \) is the information matrix of the system.

**Proof:** Using Eqs. (4.1) and (4.2) with \( w_k = 0 \),

\[
Z_l = H_l X_l + v_l \\
Z_{l+1} = H_{l+1} F_l X_l + v_{l+1} \\
Z_{l+2} = H_{l+2} \Phi(l + 2, l) X_l + v_{l+2} \\
\vdots \\
Z_k = H_k \Phi(k, l) X_l + v_l
\]  
(4.13)\hspace{1cm} (4.14)\hspace{1cm} (4.15)\hspace{1cm} (4.16)

Eqs. (4.13)-(4.16) can be written as

\[
Y_k = M_k X_l + \bar{V}_k
\]  
(4.17)

where

\[
M_k = \begin{bmatrix} H_l \\
H_{l+1} \Phi(l + 1, l) \\
H_{l+2} \Phi(l + 2, l) \\
\vdots \\
H_k \Phi(k, l) \end{bmatrix}
\]  
(4.18)

\[
Y_k = [Z_l \ Z_{l+1} \ \ldots \ Z_k]^T \\
\bar{V}_k = [v_l \ v_{l+1} \ \ldots \ v_k]^T
\]  
(4.19)\hspace{1cm} (4.20)

and

\[
E[\bar{V}_k \bar{V}_k^T] = \text{diag}[R_l, R_{l+1}, \ldots, R_k] = \bar{R}_k
\]  
(4.21)

If an unbiased minimum variance estimate exists, it is given by in [13] as

\[
\hat{X}_l = [M_k^T \bar{R}_k^{-1} M_k]^{-1} M_k^T \bar{R}_k^{-1} Y_k
\]  
(4.22)

which exists if and only if

\[
M_k^T \bar{R}_k^{-1} M_k > 0
\]  
(4.23)

For \( \bar{R}_k > 0 \), Eq. (4.23) is valid if \( M_k \) is a full rank matrix. Note that the system information matrix is given by

\[
M_k^T \bar{R}_k^{-1} M_k = \sum_{i=l}^{k} \Phi^T(i, l) H_i^T \bar{R}_i^{-1} H_i \Phi(i, l)
\]  
(4.24)

Q.E.D.

**Definition 4:** [13] The system in Eqs. (4.1) and (4.2) is **Uniformly Completely Observable** if there exist a positive integer \( N \) and positive constants \( \alpha_2, \beta_2 \) such that

\[
0 < \alpha_2 I \leq \Theta_1(k, k - N) \leq \beta_2 I
\]  
(4.25)
Lemma 2: If the system in Eqs. (4.1) and (4.2) is uniformly completely observable and uniformly completely controllable, and if $P_0 > 0$, then $P_{k|k}$ is Uniformly Bounded from below for all $k \geq N$,

$$P_{k|k} \geq [\varphi^{-1}(k, k-N) + \Theta_1(k, k-N)]^{-1} \geq \left( \frac{\alpha_1}{1 + \alpha_1 \beta_2} \right) I, \quad k \geq N \quad (4.26)$$


Lemma 3: If the system in Eqs. (4.1) and (4.2) is uniformly completely observable and uniformly completely controllable, and if $P_0 \geq 0$, then the error covariance matrix $P_{k|k}$ is Uniformly Bounded from above for all $k \geq N$,

$$P_{k|k} \leq [\varphi(k|k-N) + \Theta_1^{-1}(k, k-N)] \leq \left( \frac{1 + \alpha_2 \beta_1}{\alpha_2} \right) I, \quad k \geq N \quad (4.27)$$


Theorem 3: If the system in Eqs. (4.1) and (4.2) is uniformly completely controllable and uniformly completely observable, and if $P_0 \geq 0$, then the Kalman Filter of the system is Uniformly Asymptotically Stable.


STOCHASTIC STABILITY

This section discusses the stability of the filter that uses the kinematic constraint as a pseudomeasurement. As indicated by Theorem 3, if the system with kinematic constraint is uniformly completely controllable and uniformly completely observable, then the system is uniformly asymptotically stable.

Consider the kinematic constraint of Eq. (3.19)

$$\frac{V_{k|k}}{S_{k|k}} \cdot A_k + \mu_k = 0, \quad (4.28)$$

where $\mu_k \sim N(0, R^\mu_k)$. Eq. (4.28) may be rewritten as

$$0 = X_{k|k}^T D_k X_k + \mu_k \quad (4.29)$$

where


\[ X_k = [x_k \ y_k \ z_k \ \dot{x}_k \ \dot{y}_k \ \dot{z}_k \ \ddot{x}_k \ \ddot{y}_k \ \ddot{z}_k]^T \]  

(4.30)

\[ D_k = \frac{1}{S_{ij,k}} \begin{bmatrix} 0_{3\times6} & 0_{3\times3} \\ 0_{3\times6} & I_3 \\ 0_{3\times6} & 0_{3\times3} \end{bmatrix} \]  

(4.31)

with \( 0_{m\times n} \) represent the null matrix with \( m \) rows and \( n \) columns, and \( I_n \) is an identity matrix with \( n \) rows. Eqs. (4.2) and (4.29) may be rewritten as

\[ \begin{bmatrix} Z_k \\ 0 \end{bmatrix} = L_k X_k + \begin{bmatrix} v_k \\ \mu_k \end{bmatrix} \]  

(4.32)

where

\[ L_k = \begin{bmatrix} H_k \\ X_k \end{bmatrix}, \quad \bar{R}_k = E \left\{ \begin{bmatrix} v_k \\ \mu_k \end{bmatrix} \begin{bmatrix} v_k^T \\ \mu_k^T \end{bmatrix} \right\} = \begin{bmatrix} R_k & 0 \\ 0 & R_k^\mu \end{bmatrix} \]  

(4.33)

Lemma 4: If the system in Eqs. (4.1) and (4.2) is uniformly completely controllable, then the system with kinematic constraint in Eqs. (4.1) and (4.32) is also Uniformly Completely Controllable.

Proof: Both systems have the same controllability matrix.

Lemma 5: If the system in Eqs. (4.1) and (4.2) is completely observable, then the system with kinematic constraint is also Completely Observable.

Proof: The information matrix associated with the system with kinematic constraint is given by

\[ \Theta(k, k_0) = \sum_{i=k_0}^{k} \Phi^T(i, k) I_i^{-1} L_i \Phi(i, k) \]  

(4.35)

The system is completely observable if and only if

\[ \Theta(k, k_0) > 0, \quad \text{for all } k > k_0 \]  

(4.36)

Using Eqs. (4.1), (4.33), and (4.34),

\[ \Theta(k, k_0) = \sum_{i=k_0}^{k} \Phi(i, k) \begin{bmatrix} H_i^T & D_i^T X_{i|i} \end{bmatrix} \begin{bmatrix} R_k & 0 \\ 0 & R_k^\mu \end{bmatrix}^{-1} \begin{bmatrix} H_i \\ X_{i|i} D_i \end{bmatrix} \Phi(i, k) \]

\[ = \sum_{i=k_0}^{k} \Phi^T(i, k) H_i^T R_i^{-1} H_i \Phi(i, k) + \sum_{i=k_0}^{k} \Phi^T(i, k) D_i^T X_{i|i} (R_i^\mu)^{-1} X_{i|i} D_i \Phi(i, k) \]

\[ = \Theta_1(k, k_0) + \Theta_2(k, k_0) \]  

(4.37)
where $\Theta_1(k, k_0)$ is the information matrix of the system without kinematic constraint. The $\Theta_1(k, k_0)$ is positive definite for $k > k_0$ since the original system is assumed to be completely observable. Since each term of the summation in $\Theta_2(k, k_0)$ is positive semidefinite, $\Theta_2(k, k_0)$ is positive semidefinite. Therefore,

$$\Theta(k, k_0) = \Theta_1(k, k_0) + \Theta_2(k, k_0) > 0 \quad (4.38)$$

for all $k > k_0$ and the system with pseudomeasurement is completely observable. Q.E.D.

Define

$$\bar{D}_k = \frac{1}{S^2_{k|k}} \begin{bmatrix} \Phi_{6 \times 6} & 0_{3 \times 3} \\ 0_{3 \times 6} & V_k V_k^T \end{bmatrix} \geq 0 \quad (4.39)$$

where $V_{k|k}$ is the filtered target velocity vector at time $k$.

**Assumption:** Assume there exists a positive $\gamma > 0$ such that for all $k$

$$0 \leq \frac{1}{R_k} \bar{D}_k \leq \gamma G_k Q_k G_k^T \quad (4.40)$$

**Theorem 4:** Under the assumption of Eq. (4.40), if the system in Eqs. (4.1) and (4.2) is uniformly completely observable and uniformly completely controllable, then the system with kinematic constraint is **Uniformly Completely Observable**.

**Proof:** Using Eqs. (4.37) and (4.39),

$$\Theta(k, k_0) = \Theta_1(k, k_0) + \Theta_2(k, k_0)$$

$$= \Theta_1(k, k_0) + \sum_{i=k_0}^{k} \Phi(i, k_0) \frac{\bar{D}_i}{R_i} \Phi(i, k_0) \quad (4.41)$$

Now, if the system in Eqs. (4.1) and (4.2) is uniformly completely observable, then using Eq. (4.25),

$$0 < \alpha_2 I \leq \Theta_1(k, k - N) \leq \beta_2 I \quad (4.42)$$

Using Eq. (4.42) in Eq. (4.41)

$$0 < \alpha_2 I + \Theta_2(k, k - N) \leq \Theta(k, k - N) \leq \beta_2 I + \Theta_2(k, k - N) \quad (4.43)$$

which implies that

$$0 < \alpha_2 I \leq \Theta(k, k - N) \leq \beta_2 I + \Theta_2(k, k - N) \quad (4.44)$$

4.7
Using Eq. (4.40),
\[
\Theta_2(k, k - N) = \sum_{i=k-N}^{k} \Phi^T(i, k - N) \frac{\bar{D}_i}{R_i^k} \Phi(i, k - N)
\]
\[
\leq \gamma \sum_{i=k-N}^{k} \Phi^T(i, k - N) G_i Q_i G_i^T \Phi(i, k - N) \tag{4.45}
\]

Thus
\[
\Theta_2(k, k - N) \leq \gamma \varphi(k, k - N) \leq \gamma \beta_1 I \tag{4.46}
\]

Using Eq. (4.46) in Eq. (4.44),
\[
0 < \alpha_2 I \leq \Theta(k, k - N) \leq \beta_2 I + \gamma \beta_1 I \tag{4.47}
\]

Define
\[
\beta = \beta_2 + \gamma \beta_1. \tag{4.48}
\]

Then, Eq. (4.47) can be rewritten as
\[
0 < \alpha_2 I \leq \Theta(k, k - N) \leq \beta I \tag{4.49}
\]

which indicates that the system with kinematic constraint is uniformly completely observable.

Q.E.D.

Lemma 6: If the system in Eqs. (4.1) and (4.2) is uniformly completely observable, $P_0 > 0$, and the assumption of Eq. (4.40) holds, then the error covariance matrix of the filter with kinematic constraint $P_{k|k}$ is **Uniformly Bounded** from below for all $k \geq N$,
\[
P_{k|k} \geq \left[\varphi^{-1}(k, k - N) + \Theta(k, k - N)\right]^{-1} \geq \left(\frac{\alpha_1}{1 + \alpha_1 \beta}\right) I, \quad k \geq N \tag{4.50}
\]

Proof: Using Lemma 4 and Theorem 4, the system with kinematic constraint is completely uniformly controllable and completely uniformly observable. For such a system Eq. (4.50) holds by Lemma 2. Note that the lower bound of $P_{k|k}$ is a function of $\beta$, which is a function of $\gamma$.

Lemma 7: If the system in Eqs. (4.1) and (4.2) is uniformly completely observable and uniformly completely controllable, and if $P_0 \geq 0$ and assumption of Eq. (4.40) holds, then the error covariance matrix $P_{k|k}$ of the filter with kinematic constraint is **Uniformly Bounded** from above for all $k \geq N$,
\[
P_{k|k} \leq \left[\varphi(k|k - N) + \Theta^{-1}(k, k - N)\right] \leq \left(\frac{1 + \alpha_2 \beta_1}{\alpha_2}\right) I, \quad k \geq N \tag{4.51}
\]
Proof: Follows from Lemma 3.

**Theorem 5:** If the system in Eqs. (4.1) and (4.2) is uniformly completely controllable and uniformly completely observable, $P_0 \geq 0$, and the assumption of Eq. (4.40) holds, then the kinematically constrained filter is Uniformly Asymptotically Stable.

Proof: Follows from Theorem 3.

It is worth noting that the condition of Eq. (4.40) is not very restrictive in practice. Given the block diagonal structure of $D_k$ and the fact that it is normalized, for a given $R_k^p$, a large enough $\gamma$ almost always exists so that Eq. (4.40) is satisfied.

**BIASNESS OF KINEMATICALLY CONSTRAINED FILTER**

This section considers the bias of a filter using the kinematic constraint as a pseudomeasurement. Define

$$e_{k|k} = X_k - X_{k|k}^c,$$  \hspace{1cm} (4.52)

$$e_{k|k-1} = X_k - X_{k|k-1}$$

$$= F_{k-1}X_{k-1} + G_{k-1}w_k - F_{k-1}X_{k-1|k-1}$$

$$= F_{k-1}e_{k-1|k-1} + G_{k-1}w_k - P_0, \quad \text{(4.53)}$$

where $X_{k|k}^c$ is the filter state estimate after the kinematic constraint has been applied. Using Eqs. (4.32)-(4.34),

$$e_{k|k} = X_k - X_{k|k-1} - K_k \left\{ \begin{bmatrix} Z_k \\ 0 \end{bmatrix} - \begin{bmatrix} H_k^T \\ X_{k|k}^c D_k \end{bmatrix} X_{k|k-1} \right\}$$

$$= e_{k|k-1} - K_k \begin{bmatrix} H_k \\ X_{k|k}^c D_k \end{bmatrix} e_{k|k-1} - K_k \begin{bmatrix} v_k \\ u_k \end{bmatrix}$$

$$= \left[ I - K_k L_k \right] e_{k|k-1} - K_k \begin{bmatrix} v_k \\ u_k \end{bmatrix}, \quad \text{(4.54)}$$

$$e_{k+1|k} = F_k (I - K_k L_k) e_{k|k-1} - F_k K_k \begin{bmatrix} v_k \\ u_k \end{bmatrix} + G_k w_k$$

$$E \left[ e_{k+1|k} \right] = F_k (I - K_k L_k) E \left[ e_{k|k-1} \right]$$

(4.55)

If $E \left[ e_{k|k-1} \right] = 0$, then $E \left[ e_{k+1|k} \right] = 0$.

**Lemma 7:** The kinematically constrained filter is unbiased if the system in Eqs. (4.1) and (4.2) is uniformly completely controllable.
Proof: Define the Lyapunov function

\[ V_k = E \left[ e_{k|k-1}^T P_{k|k-1}^{-1} e_{k|k-1} \right] \] (4.57)

It can be easily shown that

\[ V_k = \text{tr}(P_{k|k-1}^{-1} E[e_{k|k-1}] E[e_{k|k-1}^T]) \] (4.58)

Note that

\[ P_{k|k} = (I - K_k L_k) P_{k|k-1} \]
\[ = (I - K_k L_k) P_{k|k-1} (I - K_k L_k)^T + K_k R_k K_k^T \] (4.59)
\[ P_{k+1|k} = F_k P_{k|k} F_k^T + G_k Q_k G_k^T \] (4.60)

If the system in Eqs. (4.1) and (4.2) is uniformly completely controllable, then the system with kinematic constraint is uniformly completely controllable, and \( P_{k|k} > 0, \ k \geq N, \) by Theorem 2. Using Eq. (4.60), \( P_{k|k-1} > 0, \) therefore \( V_k > 0 \) and \( V_k \) is a Lyapunov function.

Define the differential

\[ \Delta V_{k+1} = V_{k+1} - V_k \]

Using Eqs. (4.56) and (4.57),

\[ \Delta V_{k+1} = E \left[ e_{k|k-1}^T \right] ((I - K_k L_k)^T F_k^T P_{k+1|k}^{-1} F_k (I - K_k L_k) - P_{k|k-1}^{-1}) E[e_{k|k-1}] \] (4.61)

Using the matrix inversion Lemma, and assuming \( R > 0 \) and \( G_k Q_k G_k^T > 0; \)

\[ (I - K_k L_k)^T F_k^T P_{k+1|k}^{-1} F_k (I - K_k L_k) - P_{k|k-1}^{-1} \]
\[ = (I - K_k L_k)^T F_k^T (P_k P_{k|k} F_k^T + G_k Q_k G_k^T)^{-1} F_k (I - K_k L_k) - P_{k|k-1}^{-1} \]
\[ = (I - K_k L_k)^T (P_{k|k}^{-1} + P_{k|k}^{-1} (I + P_k P_{k|k} F_k^T (G_k Q_k G_k^T)^{-1} F_k)^{-1} F_k)^{-1} (I - K_k L_k) - P_{k|k-1}^{-1} \]
\[ = (I - K_k L_k)^T (P_{k|k}^{-1} + P_{k|k}^{-1} (I + P_k P_{k|k} F_k^T (G_k Q_k G_k^T)^{-1} F_k)^{-1} F_k)^{-1} \]
\[ P_{k|k}^{-1} (I - K_k L_k) - P_{k|k-1}^{-1} \]
\[ = (I - K_k L_k)^T (P_{k|k}^{-1} + P_{k|k}^{-1} (I + P_k P_{k|k} F_k^T (G_k Q_k G_k^T)^{-1} F_k)^{-1} F_k)^{-1} \]
\[ = (I - K_k L_k)^T (P_{k|k}^{-1} + P_{k|k}^{-1} (I + P_k P_{k|k} F_k^T (G_k Q_k G_k^T)^{-1} F_k)^{-1} F_k)^{-1} \]

\[ = L_k^T (L_k P_{k|k-1} L_k^T + \tilde{R}_k)^{-1} L_k - P_{k|k-1}^{-1} (P_{k|k}^{-1} + P_k^T (G_k Q_k G_k^T)^{-1} F_k)^{-1} P_{k|k-1}^{-1} \] (4.62)

Eq. (4.62) is the sum of one negative semidefinite matrix and one negative definite matrix, respectively. This indicates that \( \Delta V_{k+1} \) is negative definite. Hence \( V_k \to 0 \) as \( k \to \infty. \)
Therefore $E[\epsilon_{k|k-1}] \to 0$ as $k \to \infty$, and the inner with the pseudomeasurement is unbiased.

Q.E.D.
CHAPTER 5
SIMULATION RESULTS

This chapter presents simulation results that demonstrate the potential for improving the tracking performance of the constant acceleration Kalman filter through the use of the kinematic constraint. The simulation results are presented to document the benefits of the kinematic constraint for various data rates, measurement error variances, constraint error variances, and deviations from constant speed. This chapter is divided into four sections. The first section describes the simulation procedures employed for comparing the kinematically constrained filter with the standard unconstrained constant acceleration filter. The second section presents the target trajectories used in this study. The third section presents the simulation results for the unconstrained and kinematically constrained filters under a variety of tracking conditions. The final section summarizes the simulation results.

SIMULATION PROCEDURES

The system models used for the simulation studies are discussed in this section. A constant acceleration motion model was used since it is often used for tracking maneuvering targets. The discrete-time dynamics model for constant acceleration motion is given by Eq. (2.3) with

\[
F_k = \begin{bmatrix}
A & 0 & 0 \\
0 & A & 0 \\
0 & 0 & A
\end{bmatrix} \tag{5.1}
\]

\[
G_k = \begin{bmatrix}
B & 0 & 0 \\
0 & B & 0 \\
0 & 0 & B
\end{bmatrix} \tag{5.2}
\]

where

\[
A = \begin{bmatrix}
1 & T & \frac{T^2}{2} \\
0 & 1 & T \\
0 & 0 & 1
\end{bmatrix} \tag{5.3}
\]
\[ \mathbf{B} = \begin{bmatrix} \frac{T^3}{6} & \frac{T^2}{2} & T \end{bmatrix} \] \\
\[ \mathbf{X}_k = [x_k, \dot{x}_k, \ddot{x}_k, y_k, \dot{y}_k, \ddot{y}_k, z_k, \dot{z}_k, \ddot{z}_k]^T \] 

(5.4)

(5.5)

The state, \( \mathbf{X}_k \), contains the positions, velocities, and accelerations of each coordinate. For this simulation study, the data rate was periodic with period \( T \) being the time between successive measurements. To complete the time update portion of the Kalman filter, \( \mathbf{Q}_k \) must be established. Since the output of the filter is in Cartesian coordinates, the model error \( w_k \) of Eq. (2.3) was modeled as a derivative of an acceleration and was assumed to have the same variance for each coordinate. Thus, with \( E[w_k] = 0 \), \( E[w_i w_j^T] = \mathbf{Q}_k \delta_{ij} \),

\[ \mathbf{Q}_k = \begin{bmatrix} q^2_k & 0 & 0 \\ 0 & q^2_k & 0 \\ 0 & 0 & q^2_k \end{bmatrix} = q^2_k \mathbf{I}_3 \] 

(5.6)

To define the measurement equation, the measurement equation for range, bearing, and elevation, which is a nonlinear function of the state \( \mathbf{X}_k \), must be linearized. The measurement equation as a function of the actual target state is given by

\[ \mathbf{Z}_k = \begin{bmatrix} r_k \\ b_k \\ e_k \end{bmatrix} = \begin{bmatrix} \left( x_k^2 + y_k^2 + z_k^2 \right)^{1/2} \\ \tan^{-1} \left( \frac{y_k}{x_k} \right) \\ \tan^{-1} \left( \frac{z_k}{\sqrt{x_k^2 + y_k^2}} \right) \end{bmatrix} + \begin{bmatrix} v_k^r \\ v_k^b \\ v_k^e \end{bmatrix} \] 

(5.7)

where \( r_k, b_k, \) and \( e_k \) are the measured range, bearing and elevation at time \( k \), respectively. The \( v_k^r, v_k^b, \) and \( v_k^e \) are the measurement errors for time \( k \). The measurement errors are characterized by \( E[v_k] = 0 \) and \( E[v_i v_j^T] = \mathbf{R}_k \delta_{ij} \);

\[ \mathbf{R}_k = \begin{bmatrix} \sigma_r^2 & 0 & 0 \\ 0 & \sigma_b^2 & 0 \\ 0 & 0 & \sigma_e^2 \end{bmatrix} \] 

(5.8)

Let

\[ \mathbf{h}_k(\mathbf{X}_k) = \begin{bmatrix} \left( x_k^2 + y_k^2 + z_k^2 \right)^{1/2} \\ \tan^{-1} \left( \frac{y_k}{x_k} \right) \\ \tan^{-1} \left( \frac{z_k}{\sqrt{x_k^2 + y_k^2}} \right) \end{bmatrix} \] 

(5.9)

5-2
Using a first order Taylor series to linearize Eq. (5.7) about the predicted state estimate $X_{k|k-1}$ gives

$$
\ddot{Z}_k = H_k X_k + v_k
$$

(5.9)

where

$$
\ddot{Z}_k = Z_k - h_k(X_{k|k-1}) + H_k X_{k|k-1}
$$

(5.10)

$$
H_k = \left. \frac{\partial h_k(X_k)}{\partial X_k} \right|_{X_k = X_{k|k-1}}
$$

(5.11)

The $H_k$ matrix is given by

$$
H_k = \begin{bmatrix}
\frac{x_{k|k-1}}{R_{k|k-1}} & 0 & 0 & \frac{y_{k|k-1}}{R_{k|k-1}} & 0 & 0 & \frac{z_{k|k-1}}{R_{k|k-1}} & 0 & 0 \\
-\frac{y_{k|k-1}}{R h_{k|k-1}} & 0 & 0 & \frac{x_{k|k-1}}{R h_{k|k-1}} & 0 & 0 & 0 & 0 & 0 \\
-\frac{z_{k|k-1} x_{k|k-1}}{R h_{k|k-1} R^2_{k|k-1}} & 0 & 0 & -\frac{z_{k|k-1} y_{k|k-1}}{R h_{k|k-1} R^2_{k|k-1}} & 0 & 0 & \frac{R h_{k|k-1}}{R^2_{k|k-1}} & 0 & 0
\end{bmatrix}
$$

(5.12)

where

$$
R_{k|k-1} = (x_{k|k-1}^2 + y_{k|k-1}^2 + z_{k|k-1}^2)^{1/2}
$$

(5.13)

$$
R h_{k|k-1} = (x_{k|k-1}^2 + y_{k|k-1}^2)^{1/2}
$$

(5.14)

The kinematic constraint is incorporated into the track filter with the pseudomeasurement equation given in Eq. (3.19). The state estimate, $X_{k|k}$, and associated error covariance, $P_{k|k}$, from the measurement update portion of the filter are used in the constraint update process. The constrained state estimate $X_{c|k}$ and associated error covariance $P_{c|k}$ are given by

$$
X_{c|k} = \left[ I - K_k^c C_k \right] X_{k|k}
$$

(5.15)

$$
P_{c|k} = \left[ I - K_k^c C_k \right] P_{k|k}
$$

(5.16)

where

$$
K_k^c = P_{k|k} C_k^T (C_k P_{k|k} C_k^T + R_k^m)^{-1}
$$

(5.16)

$$
C_k = \frac{1}{S_{k|k}} \begin{bmatrix}
0 & 0 & \dot{x}_{k|k} & 0 & \dot{y}_{k|k} & 0 & \dot{z}_{k|k}
\end{bmatrix}
$$

(5.17)

$$
S_{k|k} = (\dot{x}_{k|k}^2 + \dot{y}_{k|k}^2 + \dot{z}_{k|k}^2)^{1/2}
$$

(5.18)
The only parameter involved in implementing the kinematic constraint that can be manipulated by the user is the constraint variance $R_k^\mu$. As discussed in Chapter 3, the constraint variance has the form

$$R_k^\mu = r_1 (\delta)^k + r_0$$

(5.19)

where $k$ is the iteration number of the filter, $r_1$ is chosen to provide the initial constraint variance, $r_0$ is chosen to provide the steady state constraint variance, and $\delta$ provides the decay rate of the constraint variance. For a constant acceleration track filter, Eqs.(4.40), (5.2) and (5.6) give a relationship for determining $r_0$. For the case of the total target velocity being in one coordinate, Eq. (4.40) can be reduced to

$$r_0 \geq \frac{1}{\gamma T^2 q_k^2}$$

(5.19)

where $\gamma$ is selected by the filter designer. Note that for this case with $G_k$ having the form given by Eqs. (5.2) and (5.4), $r_0$ is dependent on the sample period. The parameter $\gamma$ allows the user to "tune" the constraint variance to achieve a desired reduction in the state error covariance as discussed in Chapter 4.

DESCRIPTION OF TARGET TRAJECTORIES

This section describes the three target trajectories to be used in the simulation study. The first target trajectory, Trajectory 1, shown in Figure 5.1 is a constant speed, 3 g circular trajectory that will be used to assess the tracking performance during a maneuver. In the second trajectory, Trajectory 2, shown in Figure 5.2 the target moves with constant velocity for the first 15 sec, makes a 90 degree, constant speed turn during the next 15 sec, and moves with constant velocity during the last 12 sec. The first two trajectories maintain a constant height and constant speed so that they are ideally suited for the constant speed kinematic constraint. The third target trajectory, Trajectory 3, shown in Figure 5.3 makes a constant height turn while the speed decreases at a rate of 2 m/sec$^2$. This trajectory will be used to assess the sensitivity of the performance of the filter utilizing the kinematic constraint to deviations in speed.

RESULTS

This section presents the simulation results for the kinematic constraint. The results for each track filter are an average of 100 Monte Carlo experiments. The Root-Mean-Square Errors (RMSE) in position, velocity, and accelerations will be used as the measure to assess
Figure 5.1 Profile of Trajectory 1
Figure 5.2 Profile of Trajectory 2
Figure 5.3  Profile of Trajectory 3
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the accuracy of the filters. The parameters $r_1$ and $\delta$ for implementing the constraint were fixed with $r_1 = 200$ and $\delta = .9$ throughout the simulation study. The parameter $\gamma$ will be adjusted to manipulate $\tilde{R}_k^\mu$ by its steady state value $r_0$.

First, simulation results will be presented to demonstrate the improvement in tracking performance provided through the use of the kinematic constraint. For this part, the data rate is 4 Hz with $\sigma_r = 8$ m and $\sigma_b = \sigma_e = 2$ mrad. The results for tracking Trajectory 1 with a kinematically constrained and an unconstrained track filter are given in Figure 5.4. The model error was $q_k = 3$ m/sec$^3$ for both filters and $\gamma = 2$ for the kinematically constrained one. Notice the significant improvement in position, velocity, and acceleration estimates gained through using the kinematic constraint. More improvement is achieved during filter initialization and when the target is further from the radar where the sensor errors are greater.

The tracking results for Trajectory 2 are given in Figure 5.5. The kinematically constrained filter provides improved state estimates when compared to its unconstrained counterpart for this maneuver. By using the kinematic constraint, improved target state estimates are obtained during the maneuvering portion of the flight with improvement in tracking accuracy before and after the maneuver. The model error was $q_k = 12$ m/sec$^3$ for both filters and $\gamma = 8$ for the kinematically constrained filter. The greatest amount of improvement occurs for the velocity and acceleration estimates.

The accuracy of the tracking results is highly dependent on the rate at which the measurements are received with higher data rates yielding better state estimates. The effects of data rate on the performance of a track filter using the kinematic constraint is considered with simulation results for data rates of 2 Hz, 4 Hz, and 10 Hz. The measurement errors are fixed with $\sigma_r = 8$ m and $\sigma_b = \sigma_e = 2$ mrad. The model error is $q_k = 3$ m/sec$^3$ for both filters and $\gamma = 1$ for the constrained filter. Figures 5.6, 5.7 and 5.8 give the tracking results for Trajectory 1 at data rates of 2, 4, and 10 Hz. The kinematic constraint provides about the same level of improvement in the state estimates at each data rate.

Figures 5.9, 5.10, and 5.11 give the tracking results for Trajectory 2 at 2, 4, and 10 Hz. The motion model error is $q_k = 12$ m/sec$^3$ for both filters and $\gamma = 1$ for the constrained filters. At all three data rates, the constrained filter outperformed its unconstrained counterpart. Note that data rate has less of an adverse effect on the performance of a kinematically constrained filter than the unconstrained one.
Figure 5.4 Tracking Results for Trajectory 1 With 4 Hz Data, \( q_k = 3 \text{ m/sec}^3 \), \( \gamma = 2 \), \( \sigma_r = 8 \text{ m} \), and \( \sigma_x = \sigma_\delta = 2 \text{ mrad} \)
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Figure 5.5 Tracking Results for Trajectory 2 With 4 Hz Data, $q_k = 12 \text{ m/sec}^3$, $\gamma = 8$, $\sigma_r = 8$ m, and $\sigma_c = \sigma_b = 2$ mrad
Figure 5.6 Position Error Results for Different Data Rates for Trajectory 1 with $q_k = 3$ m/sec$^3$, $\gamma = 1$, $\sigma_e = 8$ m, and $\sigma_b = \sigma_s = 2$ mrad
Figure 5.7 Velocity Error Results for Different Data Rates for Trajectory 1 With $q_k = 3$ m/sec$^3$, $\gamma = 1$, $\sigma_r = 8$ m, and $\sigma_k = \sigma_e = 2$ mrad
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Figure 5.8 Acceleration Error Results for Different Data Rates for Trajectory 1 With $q_k = 3 \text{ m/sec}^3$, $\gamma = 1$, $\sigma_r = 8 \text{ m}$, and $\sigma_\theta = \sigma_\phi = 2 \text{ mrad}$
Figure 5.9 Position Error Results for Different Data Rates for Trajectory 2 With $q_k = 12$ m/sec$^3$, $\gamma = 1$, $\sigma_r = 8$ m, and $\sigma_b = \sigma_e = 2$ mrad
Figure 5.10 Velocity Error Results for Different Data Rates for Trajectory 2 With $q_k = 12$ m/sec$^3$, $\gamma = 1$, $\sigma_r = 8$ m, and $\sigma_b = \sigma_e = 2$ mrad
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Figure 5.11 Acceleration Error Results for Different Data Rates for Trajectory 2 With $q_k = 12 \text{ m/sec}^3$, $\gamma = 1$, $\sigma_r = 8 \text{ m}$, and $\sigma_b = \sigma_e = 2 \text{ mrad}$
The kinematically constrained track filters outperformed their unconstrained counterparts for each of the data rates considered. The tracking performance has not been maximized, but the value of the kinematic constraint is clearly demonstrated. The use of the kinematic constraint in a filter which receives its data at a low rate can track as accurate and sometimes more accurate than an unconstrained filter receiving data at a much faster rate. If a system is limited in its data rate due to hardware or other restrictions, the kinematic constraint can improve the accuracy of the state estimates of the target. Improvement in tracking accuracy for the constrained filters when compared to the unconstrained filters occurred at all the data rates considered in this part.

The effects of the constraint variance on tracking performance is of considerable importance for filter design. Steady-state variance of the constraint error is examined because the variance at initialization can be made to decay very quickly with the formulation of $R_k^0$ as given in Eq. (3.20). The effects of the constraint variance on tracking performance will be analyzed by varying $\gamma$ in the formulation of $r_0$ given in Eq. (5.19). The effects of $\gamma$ are assessed for Trajectories 1 and 2 being considered at data rates of 4 Hz and 10 Hz with $\sigma_r = 8 \text{ m}$ and $\sigma_\alpha = \sigma_\beta = 2 \text{ mrad}$. As shown in Figures 5.12 and 5.13, the effects of the constraint variance on the tracking results for Trajectory 1 were small for a data rate of 4 Hz with $\gamma = 0.5, 1, 8$ and $q_k = 3 \text{ m/sec}^3$. The RMSE in position, velocity, and acceleration estimates are fairly similar for each value of $\gamma$. A slight degradation in acceleration estimates can be seen as $\gamma$ decreased because the steady-state variance was increasing. However, this is only a small degradation in performance in this case. Decreasing the constraint variance could provide slight increases in tracking performance, but simply applying the constraint is sufficient to provide improved tracking results.

For the circular trajectory with a 10 Hz data rate and $\gamma = 0.5, 10, 20$, varying $\gamma$ has a significant effect on the performance of a kinematically constrained filter. This point is shown in Figure 5.13. The steady-state constraint variance increases and becomes too loose as $\gamma$ is decreased. There is a distinct separation in the accuracy of the velocity and acceleration estimates. The best performance occurred when $\gamma = 20$; slight increases in performance could occur if $\gamma$ was increased to tighten the constraint variance. Notice the position and velocity estimates beginning to diverge toward the end of the maneuver when $\gamma = 0.5$ and the data rate is at 10 Hz. This is again a result of setting the constraint variance too large.

The effects of the constraint variance are considered for the target making a 90 degree turn. The model error is again $q_k = 12 \text{ m/sec}^3$, with $\gamma = 1/16, 8$. The results for a 4 Hz data rate are shown in Figure 5.14. Changing the value of the steady state constraint has
Figure 5.12 Results for Different Constraint Variances for Trajectory 1 With 4 Hz Data,
$q = 3 \text{ m/sec}^3$, $\sigma_r = 8 \text{ m}$, and $\sigma_e = \sigma_b = 2 \text{ mrad}$
Figure 5.13 Results for Different Constraint Variances for Trajectory 1 With 10 Hz Data, \( q = 3 \text{ m/sec}^3 \), \( \sigma_r = 8 \text{ m} \), and \( \sigma_e = \sigma_b = 2 \text{ mrad} \)
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very little effect on the overall performance of the track filter. The position and velocity estimates are quite similar for each value of \( \gamma \) with a slight difference in results occurring for the position estimates. Decreasing \( \gamma \) loosened the constraint variance and improved the tracking of the position. The tracking performance is essentially insensitive to the constraint variance in this case. However, the position estimates from the kinematically constrained filters are highly sensitive to the constraint variance for a data rate of 10 Hz. In Figure 5.15, the position estimates improved as the constraint variance was loosened by decreasing \( \gamma \). There are also slight changes in the velocity results, but the changes are not obvious due to the amount of error incurred at the beginning and end of the turn.

The steady-state constraint variance can be very critical to the tracking accuracy of a kinematically constrained filter. If the target is in a maneuver, the variance should be tightened by increasing \( \gamma \) in order to track the target more accurately. However, if the target is going through a complete maneuver, the constraint should be applied very loosely by decreasing \( \gamma \) to attain greater accuracy. Increasing the variance allows the kinematic constraint to track a wider range of maneuvers more accurately. It is important to know the data rate and model error when choosing \( \gamma \). An improper choice of \( \gamma \) may not provide the most accurate results. The constraint variance should be based on the data rate and model error so that tracking improvement can occur for the maneuver with the largest change in acceleration.

The effects of measurement error on the performance of the kinematic constraint are discussed next. The two trajectories have three different amounts of measurement error added to them to simulate different sensor accuracies. The three noise levels are denoted as low, medium, and high. Low noise has \( \sigma_r = 4 \text{ m} \) and \( \sigma \alpha = \sigma \beta = 1 \text{ mrad} \), medium noise has \( \sigma_r = 8 \text{ m} \) and \( \sigma \alpha = \sigma \beta = 2 \text{ mrad} \), and high noise has \( \sigma_r = 12 \text{ m} \) and \( \sigma \alpha = \sigma \beta = 3 \text{ mrad} \). The filters operate at a 4 Hz data rate with \( \gamma = 1 \) for the constrained filters. A comparison is made between the kinematically constrained and unconstrained track filters for each noise level.

The effects of measurement error on tracking performance for the target performing a circular maneuver are presented first. The tracking results of the unconstrained filter are highly dependent on the amount of measurement and process error as shown in Figure 5.16. As expected, the accuracy of the state estimates increases as the amount of error decreases. The results for the constrained filters are shown in Figure 5.17. The tracking accuracy for the constrained filters at the different noise levels is much better than the unconstrained filters. The acceleration tracking accuracy for the constrained filters is somewhat insensitive
Figure 5.14 Effects of Constraint Variance for Trajectory 2 With 4 Hz Data, $q_k = 12$ m/sec$^3$, $\sigma_r = 8$ m, and $\sigma_\gamma = \sigma_\beta = 2$ mrad
Figure 5.15 Effects of Constraint Variance for Trajectory 2 With 10 Hz Data, \( q_k = 12 \) m/\( \text{sec}^3 \), \( \sigma_r = 8 \) m, and \( \sigma_e = \sigma_b = 2 \) mrad
to the size of $\sigma_r$, $\sigma_v$, and $\sigma_e$ for this maneuver. The velocity tracking accuracy is slightly sensitive with the most sensitivity shown in the position estimates. The constrained track filters are less sensitive to the amount of measurement noise than the unconstrained filters for this circular maneuver.

The effect measurement error has on tracking accuracy for the 90 degree turning target is not as obvious as the target maneuvering in a circle. Both types of filters appear to provide the same tracking estimates. The unconstrained filter results are shown in Figure 5.18. As expected, an increase in tracker accuracy occurs when the error decreases, with the most improvement in the position and velocity states. When compared to its constrained counterparts as in Figure 5.19, most of the improvement using the kinematically constrained filter occurs in the maneuver portion of the target trajectory. The kinematically constrained filters did provide better state estimates than their unconstrained counterparts for the different noise levels used in the study.

This part of the simulation results is devoted to deviations in target speed. The previous parts involve tracking targets maneuvering at constant speed. The kinematic constraint is designed to track this type of maneuver. However, if the target deviates from constant speed, can the kinematically constrained track filter provide better results than an unconstrained one? What must be done to ensure that the tracking is accurate throughout the maneuver? This is the focus of the following simulation results.

Trajectory 3 includes a maneuver with a deviation in speed. The target has a constant height of 200 m and is making a circular-type maneuver. The duration of the turn is 40 sec and has an initial and final speeds of 330 m/sec and 250 m/sec, respectfully. The total acceleration also changes from an initial magnitude of 3 $g$ to 2.3 $g$. As a result, the general trend of the target is to spiral in on itself. There are two sets of simulation results for this part. The first set has a data rate of 4 Hz and the second a data rate of 10 Hz, but both have a model error of $q_k = 3$ m/sec$^3$ and measurements errors of $\sigma_r = 8$ m and $\sigma_v = \sigma_e = 2$ mrad. The kinematically constrained filters are compared to their unconstrained counterparts. Various values of $\gamma$ were used to tighten or loosen the constraint variance.

The tracking results for the 4 Hz data rate shown in Figure 5.20 indicate that the kinematic constraint can be employed to improve the estimation accuracy even if the target does not maintain constant speed. The constraint variance must be very loose throughout the entire maneuver for improvement in tracking to be maintained. When $\gamma$ is set to large, the state estimates eventually degrade to a point where the unconstrained filter outperforms the
Figure 5.16 Effects of Measurement Errors on Unconstrained Filters for Tracking Trajectory 1 With 4 Hz Data, $q_k = 3$ m/sec$^3$, and $\gamma = 1$
Figure 5.17 Effects of Measurement Errors on Constrained Filters for Tracking Trajectory 1 With 4 Hz Data, \(q_k = 3\ m/\text{sec}^3\), and \(\gamma = 1\)
Figure 5.18 Effects of Measurement Errors on Unconstrained Filters Tracking Trajectory 2 With 4 Hz Data, $q_k = 12 \text{ m/sec}^3$, and $\gamma = 1$
Figure 5.19 Effects of Measurement Errors on Constrained Filters Tracking Trajectory
2 With 4 Hz Data, $q_k = 12 \text{ m/sec}^1$, and $\gamma = 1$
constrained one. This is highly evident in the position and velocity estimate results. However, when the constraint variance is set loosely, improved state estimates can be achieved through the entire maneuver.

The tracking results for 10 Hz are very similar to the 4 Hz data rate results. As shown in Figure 5.21, the constraint must be set extremely loose for improvement to occur throughout the entire duration of the maneuver. If the constraint variance is set too tightly, the state estimates begin to diverge during the maneuver. The constraint must be applied loosely if the target is not maneuvering at constant speed. Thus, non-constant speed targets can be tracked with improved accuracy with the constant speed kinematic constraint if the constraint variance is set properly.

SUMMARY OF THE SIMULATION RESULTS

The formulation and implementation of the constant speed kinematic constraint as a pseudomeasurement can improve the tracking accuracy of maneuvering targets. The simulation results clearly demonstrate that the kinematic constraint is a useful technique to improve tracking accuracy. The effects of data rate, measurement error, and constraint variance were all investigated. For each of these variants, the kinematically constrained filter outperformed its unconstrained counterpart. The sensitivity to increases in measurement noise of the tracking results for the constrained track filters is substantially less than that of the unconstrained filters.

The performance of kinematically constrained filters can be tuned using the constraint variance. In most cases, simply applying the kinematic constraint in the track filter using an arbitrary constraint variance is enough to provide improved tracking results. However, the type of maneuver, data rate, and model error must be considered before the value of \( \gamma \) is chosen. An improper choice of \( \gamma \) can yield tracking results which do not provide the most improvement in performance. The constraint variance is a very significant parameter the user can manipulate to achieve the degree of improvement desired.

The formulation of the kinematic constraint was designed to improve tracking performance by reducing the error in the acceleration estimates of the target. The simulation results support this point. The increase in acceleration estimate accuracy provided much needed improvement of the velocity estimates. The improvement in estimating the target state, especially the velocity and acceleration, is important for weapons and fire control.
Figure 5.20 Effects of Deviations in Speed on the Kinematically Constrained Track Filter With 4 Hz Data, $q_t = 3 \text{ m/sec}^3$, $\sigma_r = 8 \text{ m}$, and $\sigma_b = \sigma_e = 2 \text{ mrad}$
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Figure 5.21 Effects of Deviations in Speed on the Kinematically Constrained Track Filter With 10 Hz Data, $q_k = 3 \text{ m/sec}^2$, $\sigma_r = 8 \text{ m}$, and $\sigma_b = \sigma_z = 2 \text{ mrad}$.
The improved state estimation accuracy obtained by including the kinematic constraint as a pseudomeasurement to a track filter has been demonstrated using the simulation results of this section. Improvement has been achieved for a variety of tracking conditions. The amount of improvement can be set by varying the constraint variance under the conditions described above. The target maneuvers chosen for the simulation results demonstrated that the kinematic constraint is useful in increasing tracking performance. Other targets similar to the decreasing speed target should be explored in depth to determine the amount of improvement that the kinematic constraint can provide and under which conditions when compared to its unconstrained counterpart. The accuracy of state estimates for maneuvering targets can be greatly improved by employing the kinematic constraint with this formulation.
CHAPTER 6
SUMMARY AND CONCLUSIONS

A new formulation of the kinematic constraint was presented, and the use of the kinematic constraint was shown through simulation results to improve the tracking of constant speed, maneuvering targets with a constant acceleration Kalman filter. Under the assumption of Eq. (4.40) the system with kinematic constraint was shown be uniformly completely controllable and uniformly completely observable which implies that the kinematically constrained filter is uniformly asymptotically stable. As discussed in Chapter 4, the sufficient condition of the assumption in Eq. (4.40) is not very restrictive in practice. The kinematically constrained filter was also shown to be unbiased. In addition, the lower bound of the covariance matrix of the kinematically constrained filter was shown to depend on a parameter \( \gamma \) defined in Eq. (4.40). In the filter design process, the parameter \( \gamma \) may be chosen so that this lower bound does not violate the Cramer-Rao lower bound.

While improvement in tracking performance was obtained with the kinematic constraint, a quantitative measure of the benefits gained by using the kinematic constraint as a pseudomeasurement are not clear at this time. The kinematic constraint used in this work is valid when the target is moving through a constant speed trajectory. While the parameter \( \mu_k \) was introduced to relax the constraint, procedures for selecting the statistics of \( \mu_k \) for the case of a variable speed target are not available at this time. As indicated by the simulation results, the use of the kinematic constraint improves the tracking performance only when the target is moving at a constant (or nearly constant) speed. An important issue is to identify the benefits of this constraint when the target is moving at a rather variable speed. While this issue has not been thoroughly addressed at this time, the Interacting Multiple Model (IMM) algorithm [10] provides a technique for utilizing a kinematically constrained filter for constant speed maneuvering targets in conjunction with other filter models for targets that maneuver with variable speed. Thus, additional research is needed to show the benefits and refine the method of implementation of the kinematic constraint. Also, methods for selecting \( R_k \) \textit{a priori} and during the tracking process are also needed.
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The use of a kinematic constraint as a pseudomeasurement in the tracking of constant speed maneuvering targets is considered in this report. The kinematic constraint provides additional information about the target motion that can be processed as a pseudomeasurement to improve tracking performance. The kinematic constraint for constant speed targets is $A \cdot V = 0$, where $A$ and $V$ are the target acceleration and velocity vectors, respectively. In previous publications, the measurement equation for processing the kinematic constraint as a pseudomeasurement was derived by a direct application of Taylor's theorem for a first order linearization of that pseudomeasurement equation. A new formulation of the constraint equation that provides significantly better tracking performance than the previous formulation is presented, and the rationale for the new formulation is discussed. The filter using the kinematic constraint for constant speed targets is shown to be unbiased and stochastically stable. Simulated tracking results are given to show the potential for further improving the performance of a track filter through the use of the proposed kinematic constraint. Simulation studies are presented for various data rates, levels of measurement errors, and deviations in speed.
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