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THE NEED FOR GPS STANDARDIZATION

W. Lewandowski, G. Petit and C. Thomas
Bureau International des Poids et Mesures

Pavillon de Breteuil
92312 S~vres Cedex

France

Abstract

A desirable and necessary step for improvement of the accuracy of GPS time comparisons is the
establishment of common GPS standards. For this reason, the CCDS proposed the creation of a special
group of experts with the objective of recommending procedures and models for operational time transfer
by GPS common-view method.

Since the announcement of the implementation of Selective Availability at the end of last spring,
action has become much more urgent and this CCDS Group on GPS Time Transfer Standards has now
been set up. It operates under the auspices of the permanent CCDS Working Group on TAI and works in
close cooperation with the Sub-Committee on Time of the CGSIC.

Taking as an example the implementation of SA during the first week of July 1991, this paper illus-
trates the need to develop urgently at least two standardized procedures in GPS receiver software: moni-
toring GPS tracks with a common time scale and retaining broadcast ephemeris parameters throughout
the duration of a track. Other matters requiring action are the adoption of common models for atmo-
spheric delay, a common approach to hardware design and agreement about short-term data processing.
Several examples of such deficiencies of standardization are presented.

INTRODUCTION

In recent years the operational GPS worldwide time transfer by C/A code receivers in common-
view mode [1] has seen significant progress in both precision and accuracy [2]. The accuracy
of GPS time links within continents now approaches two nanoseconds on an operational basis.
Between continents, the accuracy of operational links is between 10 and 20 nanoseconds. Some
recent studies, however, have shown that, when using an accurate homogeneous reference frame for
antenna coordinates, ionospheric measurements and post-processed precise satellite ephemerides,
these long-distance time comparisons can be achieved with an accuracy of a few nanoseconds [3].

But when approaching such a level of accuracy other problems arise. These are mainly due to the
lack of standardization in the software and hardware of commercial receivers which, for example,
process raw data differently or treat the input signal to the antenna in different ways. There is, in
addition, a need to remove the effects of SA degradation of GPS signals.

The first section of this paper presents an analysis of the effects of SA with the example of its
implementation during the beginning of July 1991. We show here the absolute necessity of strict



common views and of data post-processing with precise satellite ephemerides to overcome SA effects.

There is a consequent need for unified procedures in the design of GPS time receivers.

The second section deals with some other deficiencies of GPS time transfer which could be reduced

in the framework of an international standardization. Several examples are given and are illustrated
by the diversity of GPS time receiver types now in operation at the BIPM and national centers.

The third section of this paper briefly reports on the roles of the formal bodies concerned with GPS
standardization: the CGSIC Subcommittee on Time and the CCDS Group on GPS Time Transfer
Standards.

IMPLEMENTATION OF SA, JULY 1-4 1991

The GPS system was designed with an optional facility to degrade the GPS signals available to
non- cleared users. The degradation is called 'Selective Availability' (SA). In addition to SA, there
is also Anti-Spoofing (AS).

The activation of SA and AS makes the GPS Precise Positioning Service (PPS), which contains the
full accuracy of GPS, inaccessible to those without encryption keys (authorized users). However,
the Clear Access (C/A) 1.023 MHz code on Li frequency remains available for all users and provides
the GPS Standard Positioning Service (SPS). In case of SA, the SPS has a stated 95% accuracy in
two dimensions of 100 meters in position and 167 ns in time [4].

According to the information available to the civil community, the degradation brought about by SA
concerns only Block II satellites and consists of a phase jitter in the satellite clock and a changeable
bias in the broadcast ephemerides. For the civil users, SA causes peak-to-peak inaccuracies of
several hundreds of nanoseconds in the direct extraction of GPS time from Block II satellites [5].

This was observed for four consecutive days at the beginning of July 1991. Figure 1 shows an
example of raw GPS data taken at Paris Observatory (Paris, France): a time modulation as high
as 200ns is added to the usual noise affecting the GPS data.

Use of post-processed precise ephemerides

The effect of a changeable bias in the broadcast ephemerides can be overcome if precise post-
processed ephemerides are available. Such precise ephemerides are produced by the Defense Map-
ping Agency (DMA) and the National Geodetic Survey (NGS) [6]. They are received on a regular
basis at the BIPM, the delay before access being several weeks. Their estimated accuracy is of
order 3m.

In practice, computations with precise ephemerides require knowledge of the broadcast ephemerides
used by the receiver software in order to apply differential corrections [7], so it is necessary to collect
regularly GPS broadcast ephemerides, at least at some sites in the world. Another difficulty is the
possible change of ephemeris parameters during the usual 13-minute tracking period. This makes it
necessary to modify the software of current GPS receivers in order to retain a single set of ephemeris
parameters for the full duration of the track.

At the BIPM the software of one commercial GPS receiver has been modified to permit a 13-minute
freezing of ephemeris parameters and the recording of broadcast ones. We are thus in position to

2



Figure 1. [UTC(OP) - GPS time]
1.5 - Raw data from Block I&lI satellites
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correct raw GPS data for precise satellite ephemerides [8].

The raw data taken at Paris Observatory at the beginning of July 1991 are repeated in Figure
2-a for Block I satellites and in Figure 2-b for a selection of Block II satellites, those for which we
can effectively process an ephemeris correction. The results of this correction process are shown
in Figures 3-a and 3-b, together with the smoothed values [UTC(OP) - GPS time] obtained from
Block I satellites only, through a Vondrak smoothing with a cut-off period of about 3 days [9].

The use of precise ephemerides improves the precision of time extraction from Block I satellites, and
removes major errors from Block II satellites. For the 4- day period (1-4 July 1991) the root mean
square of the residuals to the smoothed values [UTC(OP) - GPS time] is equal to 15.4ns for Block
I satellites and to 29.9ns for Block II satellites. Such a high value for the Block II satellites implies
that the specific implementation of SA used in this period consists not only in the degradation of
satellite ephemerides but also in the activation of on-board clock jitter.

It is interesting to make a quantitative evaluation of the amount of noise brought about by SA
during these four days:

* The degradation of ephemerides can be estimated from the root mean square of the differential

time corrections between broadcast and precise ephemerides. From the values computed at
the BIPM for the period 1-4 July 1991, we obtain about 39ns. However, this value is probably

3



an under-estimate as the differential corrections for satellite 21, one of those most affected by
SA, is unavailable (no recording of its broadcast ephemerides at that time).

* The noise observed for Block II satellites corrected for precise ephemerides (Fig. 3-b) comes

both from clock jitter brought about by SA and from the usual noise of time extraction. This
latter can be estimated from data taken from Block I satellites (Fig. 3-a). Thus this gives a
rough estimation of the root mean square of the clock-jitter deviation of about 26ns.

Computation of strict common views

It is possible to eliminate on-boai~ clock jitter in the comparison of remote clocks on the Earth.
This supposes that strict common-view observations are available [1,5], that is observations having:

* same track length (780s),

* same start time (within Is).

These conditions on timing express the need for a common reference time scale for monitoring
tracks. This is not always the case at present: the BIPM international schedule refer to UTC time
but some commercial receivers refer to GPS time or even mix UTC time and GPS time.

To complete the example of SA described here, we have computed the long-distance time compar-
isons [UTC(OP) - UTC(NIST)] for 21 consecutive days covering the period 1-4 July 1991. The
residuals to smoothed values (Vondrak smoothing with a 3-day cut-off period [9]) are shown in
Figure 4-a from strict common views. They show that on- board clock jitter noise is canceled, but
ephemerides degradation is still present. After applying corrections for precise ephemerides (Fig.
4-b) the effect of SA become indiscernible: the root mean square of the residuals to smoothed values
drops to 5.2ns for the 21- day period. Figure 4-c, where correction for measured ionospheric delay
on both branches of the link is applied [8], is yet more striking: the precision of the time transfer
(root mean square of the residuals) is a remarkable 2.7ns.

Conclusions

The particular example of SA chosen here does not correspond to the full specification of SA given
in official documents [4]. The civil community must be then prepared to face even more serious
problems. At least we know how to overcome SA in a post-processed mode: we use precise satellite
ephemerides and strict common-view observations.

The impact on the need for GPS Standardization is now very clear: local GPS time receivers
should, at least, use the same reference time for monitoring track start time and retain ephemeris
parameters over the 13- minute duration of a track. It may also be wise to follow, strictly, the
international schedule for common- view time transfer issued by the BIPM.



EXAMPLES OF DEFICIENCIES IN GPS TIME-TRANSFER
CAUSED BY A LACK OF STANDARDIZATION

In this section we give some examples of deficiencies in GPS time transfer caused by a lack of
standardization. We report briefly on recent progress and underline residual difficulties. Some of
these points have already been discussed in [10] so we have chosen here to focus on topics pointed
out more recently.

Homogenization of antenna coordinates

At one time, errors in antenna coordinates contributed one of the largest terms to the global error
budgets of GPS time links [2]. These errors were first reduced for continental links [11,121, then,
in 1990, a global homogenization of coordinates was realized in one of the most accurate reference
frames, the ITRF (IERS Terrestrial Reference Frame) [13]. The BIPM continues this effort of
homogenization by providing accurate coordinates in ITRF (uncertainties range from 10cm to lm)
to new laboratories equipped with GPS time receivers and contributing to TAI. The last GPS
antenna position determined by the BIPM is installed near Moscow in the VNIIFTRI: it is the first
ITRF point in USSR, the uncertainty of the determination is im [14].

Receiver hardware

A recent study [15] has shown one particular GPS time receiver type to be sensitive to external
temperature. This sensitivity has been shown to depend on the length of antenna cables. With a
100m antenna cable the peak-to-peak deviations can reach 20ns.

Recently a sensitivity to signal power has been discovered at the NIST (National Institute of
Standards and Technology, Boulder, Colorado) [16]: when a 10dB pad is added to the antenna,
the measured receiver delay is modified. Generally this change is of order lns, but for one receiver
tested at the NIST the change was much higher.

At present time, the reasons for such discrepancies are not completely understood but it is already
clear that a standardization in hardware design may be necessary.

Receiver software

A typical example

Colleagues from the Laboratoire Primaire du Temps et des Fr6quences (LPTF, Paris, France),
responsible for the production of TA(F) and UTC(OP), have recently drawn the attention of the
BIPM to an example of non-uniformity in the treatment of GPS signals by different GPS receivers
operating in France.

Figures 5-a, 5-b and 5-c summarize the situation. The LPTF operates on site three receivers from
different manufacturers A, B and C. Raw GPS data [UTC(OP) - GPS time] obtained by receivers
A and B are in good agreement except for satellite 19 (Fig. 5-a) which provides raw values with a
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spread of about 15ns. Raw GPS data obtained by receivers C and B are in good agreement even
for satellite 19 (Fig. 5-b).

The CNES (Centre National d'Etudes Spaciales, Toulouse, France) operates one receiver of type
A. When computing the time link [UTC(CNES) - UTC(OP)] with receiver A in CNES and B in
LPTF, values given from observing satellite 19 are too small by about 15ns (Fig. 5-c).

It may be that receivers of type A perform an incorrect treatment of data from satellite 19 for some
reason at present unknown, while receivers of types B and C handle it correctly. But there is an
alternative: satellite 19 data may be treated correctly by receiver of type A, while all other values
are wrong.

Sampling of short-term GPS data

For most of GPS time receivers, short-term data are taken every 15s. For others short-term data
are taken every 6s but offer an option which allows the choice of 6s or 15s for basic observations.
Another receiver, recently put in operation at the BIPM, uses ls intervals short-term measurement.
In addition short-term raw data are not treated identically. This could make it difficult to define
the actual start trnes of tracks when strict common views are necessary.

Sampling of short-term measurement is one important element of receiver software which is not
standardized, but other points are questionable, among them the models which are used for esti-
mation of the ionospheric and tropospheric delays of GPS signals, and also the regular updates of
constants used in receiver software.

GPS data format

At present time most GPS receivers use the so-called 'NBS format' initially developed for 'NBS
type' receivers in 1983.

Until early 1990, this standard format has fully played its role. The problem of defining a new
format for GPS data files arose when ionospheric measurement systems began to operate in tandem
with current time receivers. The automatic correction of GPS data by ionospheric measurements
raised several questions, in particular the need to provide additional data columns for ionospheric
measurements and the corresponding statistical parameters. The values of the tropospheric model
should also be present in the output files.

In addition to these new questions, there is an incoherence in the usual data format: the quantities
issued are not referenced to the same instant of the track. 'START TIME' is given for the beginning
of the track while 'ELEVATION' and 'AZIMUTLI' of the satellite refer to its position at the end
of the track. The useful data 'REF-GPS' is referenced to any of the beginning, the mid-point or
the end of the track, among which, statistically, the mid-point value is the most reliable. In fact
all the values given in GPS data files should be referenced to the mid-point of the track.

The choice of unit is also questionable. It has become necessary to specify time values in tenths of
nanoseconds rather than in nanoseconds. The elevation and azimuth of the satellite should also be
given in tenths of degrees.

Finally, it must be remembered that the arrangement of the columns is only the visible part of the
work. It is also necessary to agree on and to distribute the corresponding software. Setting up a
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new format also means that users need to be informed about its meaning for the best use of data.

Most discussion about the GPS data format is now opened. Receiver manufacturers and the Otaff
of the national time laboratories are invited to give their opinions and suggestions. Agreement on
the format may constitute the first concrete output of the official bodies set up to deal with the
problem of GPS standardization.

FORMAL BODIES FOR GPS STANDARDIZATION

Two formal bodies are concerned with GPS coordination and standardization, they are the CGSIC
Subcommittee on Time and the CCDS Group on GPS Time Transfer Standards [11].

The Subcommittee on Time of the Civil GPS Service Interface Committee (CGSIC) is mainly a
forum for the exchange of information between military and civilian elements. It cannot undertake
formal decisions. On the one hand, the Subcommittee provides up to date information to the
civil timing community , as presently reports on progress in the computation of precise satellite
ephemerides and their availability. On the other hand, it promotes the needs of the civil community,
especially about SA. during general meetings of the CGSIC.

The CCDS Group on GPS Time Transfer Standards (CGGTTS) operates under the auspices of
the permanent Working Group on TAI of the Comit6 Consultatif pour la D6finition de la Seconde
(CCDS). This Group can initiate formal procedures as the CCDS could choose to submit its rec-
ommendations and standards to the approbation of the Comit6 International des Poids et Mesures
(CIPM) and then to the Conf6rence G6n~rale des Poids et Mesures (CGPM). The Group on GPS
Time Transfer Standards was set up during the summer of 1991. Its first formal meeting was held
on 2 December 1991 during the 23rd PTTI meeting in Pasadena, California.

The CGSIC Subcommitee on Time and the CCDS Group on GPS Time Transfer Standards are
indispensable and are complementary.

CONCLUSIONS

Accuracy of a few nanoseconds in GPS time transfer is now possible even for long-distance links
using post- processed corrections. Further improvements are feasible through international coordi-
nation and standardization of receiver hardware and software. Joint action is required to overcome
the SA degradation of GPS signals. Two complementary formal bodies are concerned with these
matters, the CGSIC Subcommitee on Time and the CCDS Group on GPS Time Transfer Stan-
dards. At the end of 1991, the prime activities of these two committees are, respectively, providing
information on SA to the civil timing community and initiating a widespread debate on GPS data
format.
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U.S. COAST GUARD
GPS INFORMATION CENTER (GPSIC)

AND ITS FUNCTION WITHIN THE
CIVIL GPS SERVICE (CGS)*

Lieutenant Luann Barndt

Chief, Global Positioning System Information Center Branch
U.S. Coast Guard Omega Navigation System Center

Abstract

The Global Positioning System Information Center (GPSIC) was created to provide civil users of
the Global Positioning System with timely system status and other GPS satellite information. The GPSIC
began providing basic services on a test and evaluation basis in March 1990. Since then we have improved
these services, formah'zed the information gathering processes, and expanded GPIC operations to meet
GPS user needs.

The GPSIC serves as a central point of contact for civil users to make their interests and needs known
to the system operator, the Department of Defense (DOD) under the management of the U.S. Air Force.
The GPSIC provides GPS information to civil users through Operational Advisory Broadcasts (OAB)
containing GPS performance data. The OABs are disseminated through numerous sources including 24
hour access to a voice telephone recording and a computer bulletin board system (BBS). The GPSIC staff
also responds to individual uscr inquiries, comments, or concerns about civil access to and use of the GPS
during normal working hours.

This paper provides an overview of the Civil GPS Service as well as the details of the type of informa-
tion and services that are available through the GPSIC and how they can be obtained. It will also address
the future expansion of GPSIC responsibilities.

THE GLOBAL POSITIONING SYSTEM
INFORMATION CENTER

The mission of the Global Positioning System Information Center (GPSIC) is to:

* gather,
* process, and
* disseminate

'The views expressed herein are those of the author and are not to be construed as official or reflecting the views
of the Commandant or of the U.S. Coast Guard.
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timely GPS status information to civil users of the global positioning satellite navigation system.

Specifically, the functions to be performed by the GPSIC include the following:

* Provide the Operational Advisory Broadcast Service (OAB)
* Answer questions by telephone or written correspondence

* Provide information to the public on the GPSIC services available

* Provide instruction on the access and use of the information services available

* Maintain tutorial, instructional and other relevant handbooks and material

for distribution to users
* Maintain records of GPS broadcast information, GPS data bases or relevant

data for reference purposes
* Maintain data bases of users by category, receiver manufacturers, providers

of various services which use GPS, and other information sources
* Maintain bibliography of GPS publications

* Maintain and augment the computer and communications equipment as

required
* Develop new user services as required

OVERVIEW OF THE CIVIL GPS SERVICE (CGS)

In 1987, the Department of Defense (DOD) formally requested the Department of Transportation
(DOT) assume responsibility for establishing and providing an office that would respond to non-

military user needs for GPS information, data, and assistance. In February 1989, the Coast Guard

assumed the responsibility as the lead agency within DOT for this project. Three areas requiring

interaction was were identified:
* Near real-time operational status reporting

* Distribution of the precise satellite ephemerides
* Civil use of the precise positioning service

In 1988, the U.S. Space Command (USSPACECOM) invited the U.S. Coast Guard to assist in

the development of the DOD Operational Capability (OPSCAP) reporting system. Since that

time, the U.S. Coast Guard Radionavigation Division has worked with USSPACECOM to develop

requirements and implement a plan to provide the requested interface with the nonmilitary GPS

community. Most of these civil GPS services are now in place; others are planned to be ready by

the time GPS is fully operational.

As the Department of Transportation (DOT) operational agency, the U.S. Coast Guard is respon-

sible for the oversight and management of the Civil GPS Service. The function is implemented by

the following organizational elements:
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Chief, Office of Navigation Safety and Waterway Services (G-N), located at Coast Guard Headquar-
ters, provides top-level oversight and management of the CGS program. The primary responsibility
is the provision of broad, high-level policy guidance. This direction is provided in support of:

* DOT positions
* Congressional mandates
* Federal Radionavigation policies

This office is the focal point for information feedback from the Civil GPS Service Interface Com-
mittee. Members of this staff interface with the heads of other Federal agencies with an interest in
the Civil GPS Service program.

Chief, Radionavigation Division (G-NRN), also located at Coast Guard Headquarters, is the pro-
gram manager responsible for the activities of the PPSPO and the GPSIC operations. This office
assists with the budgetary planning for for these services.

The Civil GPS Service consists of four main elements:

GPS Information Center (GPSIC) is the operational entity of the CGS which provides GPS status
information to civilian users of the Global Positioning System based on input from the:

* GPS control segment
* Department of Defense (DOD)
* Other sources

PPS Program Office (PPSPO) is responsible for administering the program which will allow qual-
ified civil users to have access to the Precise Positioning Service (PPS) signal. This program office
is currently under development in the Radionavigation Division of the Office of Navigation Safety
and Waterways Service (G-NRN-2) located at Coast Guard Headquarters in Washington, D.C.

Civil GPS Service Interface Committee (CGSIC) was established to identify civil GPS user technical
information needs in support of the Civil GPS Service program. Its purpose and goal is of an
information exchange nature only.

Differential GPS (DGPS) was established to develop an extension of GPS to enhance the Standard
Positioning Service for civil users in the maritime regions of the United States.

The DOT Navigation Council and the DOT Radionavigation Working Group will continue in their
traditional roles in the oversight of navigation including radionavigation.

Two other DOT agencies have Civil GPS Service functions:

The Federal Aviation Agency (FAA) handles aviation issues, including Notices to Airmen (NO-
TAM), the National Aviation Standard for GPS, and GPS integrity as it relates to aviation.

The Research and Special Programs Administration (RSPA) handles intermodal navigation issues
and planning.

Although the DOT has assumed the principal oversight and management responsibilities for the
Civil GPS Service, other federal agencies will play a role. The involvement of Federal agencies,
other than those under DOT, will be particularly appropriate with regard to users outside of the
navigation community.
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THE GLOBAL POSITIONING SYSTEM
INFORMATION CENTER (GPSIC)

The GPSIC began providing basic services on a test and evaluation basis in March 1990.

Since then, the GPSIC has improved these services, formalized the information gathering processes
and expanded GPSIC operations to meet GPS user needs.

The GPSIC serves as a central point of contact for civil users to make their interests and needs
known to the system operator, the Department of Defense, under the management of the U.S. Air
Force.

Operated and maintained by the U.S. Coast Guard for the Department of Transportation, the
GPSIC is a branch within the U.S. Coast Guard Omega Navigation System Center (ONSCEN)
located in Alexandria, Virginia.

The development of the GPSIC is evolving as an extension of the Coast Guard's existing involvement
in providing information on worldwide Radionavigation systems. The GPSIC will continue to be
responsive to the needs of the user and remain flexible in its implementation plan to ensure that
the user's needs are considered when implementing new services or changing existing ones.

The overall implementation effort consists of three phases:

Phase I has been completed: The GPSIC was established at ONSCEN and began operations on a
test and evaluation basis in March 1990.

Phase II will coincide with the completion of working level agreements which detail the information
passing responsibilities between ONSCEN and the Master Control Station (MCS). We expect to
realize a sharp increase in users as the number of satellites increases. In anticipation of this, the
GPSIC accomplished the following tasks:

* Obtained additional personnel
* Produced user documentation
* Developed and implemented the GPS Road Show

Phase III will occur when DOD declares the system operational. (Expected in 1993, refer to FRP
for details). The increase in the number of satellites as well as users may increase the amount of
available information and demand for it. If these major increases occur and we realize a worldwide
GPS reference network/interface, the GPSiC may implement a second watch position in order to
increase the hours personnel are available to provide real-time information.

The GPSIC is currently in a test and evaluation phase which means:

* Some services are not on line yet
* Details of information content and format have not been finalized
* Changes may be made without prior notice
* Operational standards have not yet been established for continuity of oper-

ation, and allowabl- time delays

Users of GPS are also cautioned that the Global Positioning System is not yet fully operational.
Signal availability and accuracy are subject to change without warning due to an incomplete satellite
constellation and operational test activities.

In general, the GPS Information Branch personnel are responsible for the day-to-day operations of
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the GPSIC. This includes collecting the information and data required to create the Operational
Advisory Broadcast (OAB) and then transforming this information and data into required formats
for the various information services accessed by the GPSIC. The GPSIC branch consists of the
following personnel:

* Branch Chief

* Operations Officer
* Navigation Information Specialist
* Telecommunications Specialist
* Navigation Information Clerk

GATHERING GPS INFORMATION

A Memorandum of Agreement (MOA) establishes policies and procedures for the exchange of GPS
status information between the U.S. Space Command (USSPACECOM) and the Coast Guard.
This agreement addresses elative roles and responsibilities of each organization. A similar MOA
is being drafted between the Air Force and the Coast Guard.

The U.S. Air Force Second Satellite Control Squadron (2SCS), which operates the GPS Master
Control Station (MCS) in Colorado Springs, provides the following GPS information for the GPSIC:

Notice Advisory to NAVSTAR Users (NANU) are near real-time operational status capability
reports. NANUS are issued to notify users of future, current, or past satellite outages, system
adjustments, or any condition which might adversely affect users. NANUS are generated by 2SCS
as events occur.

GPS Status Message contains general information that is downloaded daily from the 2SCS's bulletin
board. The message contains information about the satellite orbit (plane/slot), clocks, and current
or recent NANUS. Status Messages are generated by 2SCS once a day Monday through Friday.

Almanacs contain the orbital information and clock data of all the satellites. The almanac for all
satellites can be obtained from downloading the continuously transmitted data stream from any
satellite.

In addition to receiving information from the MCS, the GPSIC works with representatives of

National Geodetic Survey (NGS) to offer NGS computed precise GPS orbit data to the public via
the GPSIC bulletin board.

NGS provides data products "SP3" (in ASCII format) and "EF18" (in binary format). In the past
NGS distributed this information to some users on diskettes by mail.

Precise ephemeris data describes the orbit of each satellite as observed by numerous g!ound stations.
It is useful in making a refined determination of where the satellites were at some time in the past.
For more information about Precise Ephemeris Data contact:

National Geodetic Information Branch (N/CG174)
Charting and Geodetic Services
National Ocean Service
National Oceanic and Atmospheric Administration
Rockville, MD 20852
Telephone: (301) 443-8631
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Features of the GPSIC services are created and improved in response to suggestions from our
users. The GPSIC will continue to work with GPS organizations to ensure the continuation and
development of the best possible user services. Specifically, the GPSIC will:

Maintain liaison with other U.S. Government agencies as necessary to sustain

GPS system status, technical information exchange and resource availability
Maintain liaison with the Civil GPS Interface Committee and international
civil GPS organizations to establish the requirements for GPS information
exchange.

DISSEMINATING GPS INFORMATION

The GPSIC sends GPS status information to civil users through Operational Advisory Broadcasts
(OAB). These broadcasts contain the following general categories of GPS performance data:

* Current constellation status
* Recent outages
* Scheduled outages
* Almanac data

The Operational Advisory Broadcast (OAB) consists of textual matter containing the GPS perfor-
mance data listed above. Conditions that impair the GPS for navigational purposes receive special
attention and wide distribution.

The Operational Advisory Broadcast is updated by the GPSIC staff at a minimum of once per day
Monday through Friday except Federal Holidays. OAB's are updated more frequently if information
on changes in the constellation are received prior to 4:00 p.m. EST. The following table outlines
the update schedule for sources of GPS information received by the GPSIC:

SOURCE UPDATE SCHEDULE
NANU The GPS staff processes NANUS received during GPSIC

working hours as soon as possible. NANUS received after
hours or on weekends are processed immediately the next
normal working morning.

STATUS The GPSIC watchstanders access this information at 1300
MESSAGE EST Monday through Friday except Federal Holidays.
ALMANAC The almanac is distributed once a week or when changes that

appr, "ably affect system coverage occur.
NGS NGS p- ,iWes the precise ephemeris data to the GPSIC two

weeks aler the period it describes. Data will be updated
weekly. Data sets from at least the last six weeks will be
posted on the GPSIC BBS.

The Operational Advisory Broadcast is disseminated through the following media:
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* GPSIC Computer Bulletin Board System (BBS)
* GPSIC 24-Hour Status Recording
* WWV/WWVH worldwide high-frequency radio broadcasts
* Coast Guard Marine Information Broadcasts (MIB)
* DMAHTC Broadcast Warnings
* DMAIITC Weekly Notice to Mariners
* DMA Navigation Information Network (NAVINFONET)
* NAVTEX Data Broadcast

Some of these services have limited time or space available for CPS information. The following
paragraphs describe each service and the CPS information available.

GPSIC BULLETIN BOARD SYSTEM (BBS)

The GPSIC Bulletin Board System (BBS) provides information in data format via telephone mo-
dem. The only costs associated with the service are the fees charged by the user's phone company
for the telephone call.

The GPSIC BBS connection information is contained in the following tablc:

PHONE NUMBER SPEED PROTOCOL MODEM
(703) 866-3890 300 Bell 103 Supra-

1200 P ll 212A Modern
2400 CCITT V.22bis 2400

(703) 866-3894 1200 CCITT V.22bis Digicom
CCITT V.22 Systems,
Bell 212A Inc.

2400 CCITT V.22bis 9624
4800 CCITT V.32
9600 CCITT V.32

The main body of information within the bulletin board is contained in Subject Information Groups
(SIGS). These are a collection of bulletins, some of which have attached files. T'ley contain all of
the GPSIC's information about GPS. The following table provides a description of the SIGS:
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SIG DESCRIPTION
HELLO Short introduction to the SIGS, Plus background and mis-

cellaneous information, CGSIC announcements, Road Show
schedule.

SUMMARY Summaries of recent events, outages.
NANU Notice Advisory to NAVSTAR Users messages. 30 most re-

cent NANUS messages maintained on BBS.
ALMANAC Data describing the orbit of each satellite. Previous 3 months

data maintained on BBS.
SEM Almanacs formatted for use by the System Effectiveness

Model (SEM) software V 3.5.
STATUS Contains excerpts from Operational Control's stsu. message.
OMEGA U.S. Coast Guard weekly status summaries for the Omega

radio- navigation system. (An independent system, not part
of GPS.)

NGS Precise ephemeris data from NGS. Contains 8 day segments.

The size of the GPSIC data files are as follows:

* NANU (batch of 10) 7K
* NANU (single) (estimated) 1K
* Status Message 2K
* Almanac (16 batellites) 10K
* Almanac (24 satellites) 15K
* SEM Almanac (16 satellites) 4K
* SEM Almanac (24 satellites) 6K
* Precise Ephemeris SP2 274K
* Precise Ephemeris SP3 371K
* Precise Ephemeris EF13 80K
* Precise Ephemeris EF18 110K

The GPSIC BBS has 8 incoming phone lines with the capability to expand up to 64. The BBS
is also accessible via SprintNet. SprintNet is a major public data network (X.25) which enables
high-speed, error-free data transfer to most major cities within th6 United States and a number of
locations abroad. The GPSIC BBS net address is: 202 1328.

In order to use SprintNet, an account must be established with Sprint. This involves a connection
charge and monthly billing for the service. To obtain more information about setting up an account:

Telephone: U.S. (800) 736-1130
International (913) 541-6876

An account with a similar network may be able to "gateway" over to SprintNet and access the
GPSIC BBS without establishing an account with Sprint. Consult your network representative
about how to use the gateway and resulting billing. The more complete gateway net address is:
311020201328.

Users may connect with the GPSIC BBS using the U.S. domestic telephone network or any other
dial-up voice grade telephone system that interfaces with it. To connect with the GPSIC BBS,
users need:
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* Personal computer

* Modem
* Communications software package

The GPSIC BBS can accommodate baud rates from 300 to bits per second (bps). The user has
the option of a modem rate setting of 300, 1200, 2400, 4800 or 9600 bps. Regardless of the baud
rate selected, the modem should be configured as follows:

* Asynchronous communications
* 8 data bits
* 1 stop bit
* No parity
* Full duplex

First time bulletin board users can register on line. Users must provide their names and addresses
and establish a user ID and password. The BBS also has a Page System Operator (SysOp) function
which allows the user to page the system operator for on line assistance during normal working
hours.

GPSIC 24-HOUR GPS STATUS RECORDING

The 24-hour status recording provides information in voice format. The amount of information is
strictly limited since the maximum tape length is 92 seconds long.

The telephone number for the status recording is:

(703) 866-3826

The following information is available on the 24-hour status recording depending on the space
available. The information is prioritized as listed below:

* Cautionary
* Current system status
* Forecast outages
* Historical outages
* Other changes in the GPS

OTHER DISTRIBUTION MEDIA

GPS information available from each of these additional sources is prepared and assembled at the
GPSIC. These sources were chosen because they were already established to provide other types of
information. Most of these service are already used by a portion of the GPS user community, pri-
marily marine navigators. These services offer significant advantages in coverage and accessibility.
The following section provides:

* Description of each information source
* Type of GPS information available
* How the user can obtain the GPS information

WWV/WWVH: Since 1923, the National Institute of Standards and Tc-hnology (NIST), formerly
National Bureau of Standards, has provided a highly accurate time service to the national and
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international time and frequency community. NIST currently broadcasts continuous signals from

its high frequency radio stations. Services provided by WWV/WWVIt include:

* Time announcements

* Standard time intervals
* Standard frequencies
* Geophysical alerts
* Marine storm warnings

* Omega Navigation System status reports
* Universal Time Coordinated (UTC) time corrections
* BCD time code

* GPS information

GPS information is broadcast in voice on WWV/WWVH at the following times and frequencies:

STATION LOCATION FREQUENCY TIME

WWV Fort Collins, 2.5, 5, 10 Minutes

Colorado 15, 20 MlIz 14 and 15
WWVH Kauai, 2.5, 5, 10 Minutes

Hawaii 15 MHz 43 and 44

The time for the WWV/WWVH GPS broadcast is strictly limited. Depending on the space avail-

able the GPS information is prioritized as listed below:

* Cautionary
* GPSIC operating hours and phone number

* Current system status
* Forecast outages

* Other changes in GPS Status

USCG AND DMA MIB: USCG Marine Information Broadcasts and DMA Broadcast Warnings are

methods by which important maritime navigation information is disseminated in the most expedient
manner. This system covers a variety of topics of interest to mariners including:

* Status of navigation aids
* Weather
* Search and Rescue (SAR) operations

* Military exercises
* Marine obstructions
* Ice reports
* Changes in channel conditions

* Important bridge information

Within the United States, the U.S. Coast Guard and the Defense Mapping Agency Hydrographic-

Topographic Center (DMAHTC) are responsible for broadcasting navigation information described

above. Each agency has a particular geographic area of responsibility:
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AGENCY AREA OF RESPONSIBILITY
USCG Local and coastal navigation information broadcasts from sources within the

U.S and its possessions.
DMAHTC Long-range navigation broadcasts from countries within the NAVAREA IV

and NAVAREA XII.

NAVAREA IV Covers the Atalntic coast eastward
to 35 degrees W.

NAVAREA XII Covers the Pacific coast westward
to 172 degrees E.

The Coast Guard provides vital maritime information in voice format via an established system of
VHF and HF radio broadcasts. These Marine Information Broadcasts (MIB) include the following
types of messages:

Urgent Messages concern the safety of a person, ship, aircraft or other vehicle.

Safety Messages contain important navigational or meteorological warnings that cannot be delayed
because of hazardous conditions.

Scheduled Broadcasts include:
* Notice to Mariners (NTM)
* Hydrographic information
* Storm warnings
* Advisories
* Other important marine information
* Safety and urgent messages which remain in effect

Cancellation Messages are sent by the originator to cancel previous broadcast when action is no
longer necessary.

USCG Marine Information Broadcasts are issued via voice and continuous wave (CW) transmis-
sions. The following table outlines the MIB frequencies:

STATION COVERAGE
VHF-FM Information that applies to inland
Cha 16 waters seaward to 25 nautical
Ch 22A miles.
MF Duplicate VIF-FM broadcasts and
2182 kHz additionally covers waters out to
2670 kHz 200 nautical miles.
tIF-CW Info that applies for waters from
500kHz the coastline to 200 nautical

miles.

Broadcasts are scheduled several times a day depending on the location of the broadcasting site.
Stations designated to make regularly scheduled broadcasts are listed in the Coast Guard Radio
Frequency Plan. The length of messages broadcast is kept to a minimum.

25



DMAHTC is responsible for broadcasting navigation information concerning the "'high seas" Infor-
mation is provided in message format via an established system of message dissemination. DMA
broadcasts are known as NAVAREA, ItYDROLANT, or IIYI)ROPAC and are generally geared to
the deep draft mariner.

DMAHTC also publishes a weekly Notice to Mariners (NTM) containing USCG Marine Information
Broadcasts and DMA Broadcast Warnings for a seven day period.

GPS status information is found in Section III of the Notice to Mariners, which summarizes voice
or data broadcast warnings.

Additional information on the DMA Notice to Mariners Information is available from:

Director, Defense Mapping Agency
Hydrographic/Topographic Center
Attention: MCNM
6500 Brokes Lane
Washington, DC 20315-0030
Telephone: (301) 227-3126

DMA NAVINFONET In carrying out its mission to produce Notices to Mariners, DMA has devel-
oped a data base called Automated Notice to Mariners System (ANMS). This data base contains
information dealing with navigational safety. It is a supplemental source of up-to-date maritime
information for the user. The software developed for this data base provides remote query ca-
pabilities which DMA makes available to the entire maritime community through the Navigation
Information Network (NAVINFONET). NAVINFONET provides information in data format via
telephone modem. Information includes:

* Chart Corrections
* Broadcast Warnings

* MARAD Advisories
* DMA List of Lights
* Anti-Shipping Activities Messages
* Oil Drill Rig locations
* Corrections to DMA ttydrographic Product Catalogs
* U.S. Coast Guard Light Lists & GPS

The following CPS information is available from the DMA NAVINFONET under item 8 in the
bulletin board menu:

* Cautionary
* Current system status
* Forecast outages
* Historical outages
* Almanac data
* Civil CPS Service information

Users must register for the NAVINFONET bulletin board off-line before they will be granted access
to the system. For a user ID and information book contact DMA at the address listed above:

Attention: MCN/NAVINFONET
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Telephone: (301) 227-3296

NAVTEX: NAVTEX is a an internationally adopted radio telex system used to broadcast marine
navigational warnings and other safety related information to ships. This system assures world-
wide coverage by transmitting on an international frequency of 518 KlIz. Vessels' NAVTEX re-
ceiver/teleprinters are permanently tuned to the worldwide frequency and remain on standby to

receive and print out all the messages automatically. Navigation information broadcasted through
NAVTEX includes:

* Notices to mariners
* Weather warnings and forecasts
* Ice warnings
* Other marine information

Coast Guard Atlantic and Pacific Area Commanders coordinate NAVTEX broadcasts transmitted
by all Coast Guard Communications. NAVTEX messages are normally broadcasted four times a
day which may be increased to six broadcasts with a maximum duration of -10 minutes.

NAVTEX messages are categorized by subject area. GPS status messages are currently available
in NAVTEX category -K"; Other Electronic Navaid System messages. GPS information available
from NAVTEX includes the following:

* Cautionary

* Current system status
* Forecast outages
* Other changes in GPS Status

ADDITIONAL GPSIC SERVICES

The GPSIC publishes documents which provide detailed information about GPS, other radionavi-
gation systems, the GPS Information Center and how to obtain these services. The following table

describes the GPSIC publications available:

PUBLICATION DESCRIPTION
GPSIC Describes information services
BROCHURE provided by the GPSIC

GPSIC Provides detailed instruction
USERS' on the access and use of the
MANUAL services available at the GPSIC

GPS/RA Lists publications available on
POS I CAR DS a self addressed postcard
(;PS Describes the system, its

FACTS & concept, accuraccies and
FIGURES applications
OMEGA FACTS Describes the Omega
& FIGURES radionavigation system

LORAN-C Describes LORAN-C
FACTS & FIG

PADIOBEACON Describes Radiobeacons.

Facts & FIG
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The GPSIC distributes documents provided by other GPS interested organizations. The following
table describes other GPS publications available through the GPSIC:

PUBLICATION PUBLISHER DESCRIPTION
NAVSTAR GPS JPO Describes the system, equipment
USER EQUIPMENT applications & capabilities
GPS NAVSTAR JPO Provides general information
OVERVIEW about GPS
GPS A GUIDE Trimble Describes what GPS is
TO THE NEXT Navigation and how it works
UTILITY

The GPSIC no longer distributes copies of the ICD-200. The revised Public Release Version of this
document is available through the GPS Joint Program Office. For more information contact:

CDR Dennis McLean, USCG
Space Division MZT
PO Box 92960 WPC
Los Angeles, CA 90009-2960
Phone: (213) 363-0354
Fax: (213) 363-2930

In an effort to make the public aware of the services offered by the GPSIC, the GPSIC sets up
a GPS display at trade shows throughout the United States. The display includes a model of a
satellite and rocket loaned by GE Astrospace and McDonnell Douglas respectively. The GPSIC
staff distributes brochures and answers questions about GPS in order to educate users about the
system.

The GPSIC responds to individual user inquiries, comments, and concerns about civil access to,
and use of the GPS. The GPSIC fields requests for information Monday though Friday from 8:00
a.m. to 4:00 p.m. Eastern Standard Time. Most inquiries can be answered immediately over the
phone. Some technical questions or requests are referred to a more authoritative source.

If you would like to comment on any of these services or ask questions about present or future
services write to:

Commanding Officer (GPSIC)
US Coast Guard Omega Navigation System Center
7323 Telegraph Road
Alexandria, Virginia 22310-3998
Or call (703) 866-3806

Ai answering machine records messages after working hours. Messages are normally returned the
following workday.
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FUTURE PLANS FOR GPSIC

The Coast Guard plans to evaluate the possibility of expanding the GPS Information Center into a
Radionavigation or Navigation Information Center. As such, the Information Center would provide
navigation information on all navigation systems involving the Coast Guard both nationily and
internationally.

Information concerning other radionavigation systems the Coast Guard is involved with would be
posted on the BBS. As a first step in this direction, the GPSIC currently provides the Omega
weekly status message on the BBS.

DIFFERENTIAL GPS (DGPS)

Consistent with its role as the civil interface for GPS, the U.S. Coast Guard has a research and
development project to develop an extension of GPS, known as differential GPS (DGPS). This is
an enhancement to the Standard Positioning Service which should achieve accuracies of 10 meters
or better for civil users in the maritime regions of the United States.

Based on encouraging results of operational testing of a prototype reference station, a project has
been initiated to implement DGPS in U.S. near-coastal areas to improve upon current harbor and
harbor-approach navigation accuracy. Project plans are being formulated. Additional prototypes
began operation during September/October 1991. If fully funded, an operational system is expected
by the end of 1995.

For additional information on DGPS, contact:

Commandant (G-NRN)
U.S. Coast Guard
2100 2nd Street, S.W.
Washington, DC 20593
Telepnone: (202) 267-0283
Fax: (202) 267-4427

PRECISE POSITIONING SERVICE
PROGRAM OFFICE (PPSPO)

The Precise Positioning Service Program Office (PPSPO) will administer civil applications and
collect fees fo access to encoded PPS capabilities.

The Government Awill publish detailed guidance for users interested in requesting access to PPSPO
once policy is established for the following:

* Submitting applications
* Granting approval for user access
* Establishing operational procedures and compliance requirements for accessing data from

the GPS PPS

The Federal Radionavigation Plan (FRP) contains general criteria for qualified civil use of PPS.

29



Access determination will be made on a case by case basis. The following criteria may be refined
as Government policy is developed:

* Access is in the U.S. national interest
* Security requirements can be met
* There are no other means reasonably available to the civil

user to obtain a capability equivalent to that provided by the
GPS PPS

For additional information on the PPSPO, contact Commandant (G-NRN) at the address listed
above or call:

Telephone: (202) 267-0298

CIVIL GPS SERVICE INTERFACE COMMITTEE (CGSIC)

The roles of the Civil GPS Service Interface Committee (CGSIC) are to:

* Provide a forum for exchanging technical information in the

civil GPS user community regarding GPS information needs
Identify types of information and methods of distribution to
the civil GPS user community
Identify any issues that may need resolution by the CGS pro-
gram office

The CGSIC will work with the following organizations:

* U.S. Coast Guard Office of Navigation Safety and Waterway

Sevices (Civil GPS Program Office)
* DOT Navigation Working Group
* Joint DOD/DOT Radionavigation Working Group

The Civil GPS Service Interface Committee is comprised of representatives from relevant private,
government, and industry user groups, both U.S. and international.

The CGSIC consists of:
* General Committee
* Five Subcommittees

The Committee is jointly chaired by the U.S. Coast Guard and the DOT Research and Special
Programs Administration (RSPA). The joint chair is based on the USCG being DOT's lead agency
for the civil GPS service which includes the government's interface with civil GPS users, and RSPA's
responsibility to coordinate intermodal navigation planning with DOD.

The Civil GPS Service Interface Committee may create subcommittees to identify specific areas
of civil GPS user information needs and facilitate technical information exchange as required.
Slanding subcommittees have been established for:
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* Surveying and Positioning Information

* Timing Information
* International Information
* Reference Station, Technology, and Applications
* Real-time Carrier Phase Applications

The International Information Subcommittee (IISC) of the Civil GPS Service Interface Committee
is investigating the feasibility of a regional international information media. The GPSIC would
provide the OAB into an electronic mailbox designated, controlled, and financed by the IISC.

The Civil GPS Service Interface Committee meets as necessary to exchange technical information
regarding civil GPS information needs.

For additional information on the CGSIC, contact:

Volpe National Transportation Systems Center (VNTSC)

55 Kendall Square
Cambridge, MA 02142-1093
Telephone: (617) 494-2432
Fax: (617) 494-2628

FEDERAL RADIONAVIGATION PLAN (FRP)

The Federal Radionavigation Plan contains the official statement of government policy on civil use
of GPS. This plan covers other government operated radionavigation systems in addition to GPS.

Information provided includes:

* Policy and plans for the future radionavigation systems mix
* GPS System description
* Table of SPS and PPS signal characteristics
* Various other topics

In order to obtain the user's perspective on Federal policies and future plans for U.S. Government
provided radionavigation systems, the DOT conducts open meetings for all interested persons.
Users are encouraged to attend FRP conferences to provide inputs for the 1992 edition. FRP Con-
ferences are scheduled for Alexandria, Virginia in November and Seattle, Washington in December.
For more information on these conferences, contact: Volpe National Transportation Systems Center

(VNTSC) at the address listed above attention:

Conference Office (DTS-930)
Telephone: (617) 494-2307

Navigation systems that will be discussed at these conferences include:

31



* Loran-C
* Omega
* Transit
* Radiobeacons
* VOR/DME
* MLS/ILS

* GPS
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THE GPSIC QUICK REFERENCE OAB DISTRIBUTION

The GPS Information Center provides the Operational Advisory Broadcasts through the following
services:

SERVICE AVAILABILITY INFO TYPE CONTACT NUMBER
GYPSIC WATCHSTANDER 8AM-4PM Monday USER INQUIRIES (703) 866-3806
WATCH- through Friday FAX (713)866-3825
STANDER
GYPSIC 24 hours STATUS (703) 866-3890
COMPUTER FORE/HIST 300-2400 BAUD
BULLETIN OUTAGES (703) 866-3894
BOARD NGS DATA UP TO 9600 BAUD
SERVICE OMEGA/FRP Sprintnet (x.25)

MISC INFO 202-1328
GYPSIC 24 hours STATUS (703) 866-3826
VOICE TAPE FORECASTS
RECORDING HISTORIC
WWV Minutes STATUS 2.5, 5, 10, 15

14 & 15 FORECASTS and 20 MHz
WWVH Minutes STATUS 2.5, 5, 10

43 & 44 FORECASTS 15 MHz
USCG MIB When STATUS VtlF Radio,
MIB broadcasted FORECASTS marine band
DMA BROADCAST WARNINGS When STATUS
BROADCAST broadcasted FORECASTS
WARNINGS OUTAGES
DMA Published STATUS (301) 227-3126
WEEKLY & FORECASTS
NOTICE TO mailed OUTAGES
MARINERS weekly
DMA 24 hours STATUS (301) 227-3351
NAVINFONET FORECASTS 300 BAUD
AUTOMATED HISTORIC (301) 227-5925
NOTICE TO ALMANACS 1200 BAUD
MARINERS (301) 227-4360
SYSTEM 2400 BAUD

FOR MORE
INFO CALL (301) 227-3296

NAVTEX When STATUS 518 kHz
DATA broadcasted FORECAST
BROADCAST 4-6 times/day OUTAGES
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Evaluation of GPS/UTC Steering Performance

W. A. Feess, H. Holtz, A. L. Satin, C. H. Yinger
The Aerospace Corporation, El Segundo, CA

Abstract

The Global Positioning System (GPS) is required to maintain GPS time to UTCto an accuracy of one
microsecond and broadcast to the user the offset between GPS and UTCto an accuracy of 100 nanoseconds
( sigma). On June 25, 1990, an automatic steering algorithm was implemented to control GPS time to
synchronize it with UTC. The description of the steering laws and predicted performance results were
presented at the 1989 PTTI conference, while preliminary performance results were presented at the 1990
PMTI conference. The initial performance was not as predicted, resulting in an in-depth analysis of the
observed performance and a more thorough sensitivity analysis. In addition, responses to anomalies were
investigated. This paper will describe these analyses and results, and evaluate actual steering performance
from June 1990 to November 1991. Although anomalies were observed during the initialphase ofsteering,
recent experience is more in line with expectations.

1.0 Introduction

The Global Positioning System (GPS) is a Department of Defense space-based navigation and
time dissemination system. When fully deployed it will consist of a constellation of 21 operational
satellites (Blk Il/IIA) plus three active spares. The current constellation consists of nine Blk II
and two Blk IIA satellites. In addition, five Blk I development satellites are still functioning.

As a navigation system, each satellite is required to deliver to a user a timing signal and information
relative to the satellite vehicle (SV) position and time offset with respect to system time (GPS time)
to an accuracy of six meters (20 nanoseconds) one sigma. Given this accuracy of time signals to
four SV's with appropriate geometry, an authorized dual frequency user can navigate in three
dimensions to an accuracy of 16 m SEP. A user who knows his location in the reference coordinate
system of GPS (WGS84), can synchronize his time to GPS time. The accuracy of this time transfer
is al dependent on the user's ability to remove propagation effects (ionospheric and tropospheric)
and when applicable the effects of selective availability (SA).

GPS is also required to synchronize GPS time to Universal Coordinated Time (UTC) maintained
by the U.S. Naval Observatory (USNO) and to broadcast to the user the time difference between
these two timing systems. The requirement is to synchronize to one microsecond (1000 ns) and to
broadcast the difference to an accuracy of 100 nanoseconds (one sigma). This paper evaluates the
performance of these functiors.
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2.0 Steering Performance

To meet these requirements, USNO is equipped with GPS receivers to monitor GPS time and
the broadcasted GPS-UTC time difference. Reference 1 describes in detail the equipment and
tracking schedules used to perforn these functionq. Tho data collected is processed by USNO and
available for transmission to the Operational Control Segment (OCS) daily via secure telephone
lines. The OCS operates with this data to control GPS time. This operation is pictorially and
schematically presented in Figure 1. Early in the program, the control was manual in that the
operator would observe the time history of the timing difference and periodically effect a magnitude
and time duration command to steer the GPS time offset towards zero. The command is a frequency
drift command (second derivative of time) whose magnitude is limited. The limit was set to
protect the navigation user in the event the OCS was rendered inoperable due to hostile or natural
causes. More recently (June of 1990) steering was automated to ease the operator function and to
improve performance. Several control laws were considered for automation of the control function.
Reference 2 described and analyzed these control laws, and presented predicted performance. In
addition to steering, the GPS time reference was changed from a GPS master clock to a GPS clock
ensemble configuration (composite clock). Reference 3 presented the preliminary performance of
these changes after initial turn on. To put steering performance in prospective, Figure 2 shows the
time history over the past five years.

The steering law implemented is that designed by the Control Segment contractor (iBM) which
is described in Reference 2. It is a three state controller, i.e., plus, minus or zero command. The
command rate is the limiter value of 2E-19 s/s 2 (- 1.5 ns/day2 ). The anticipated steady state
performance after initial transients have subsided was 10 ns one sigma (Reference 2). Automatic
steering was initiated June 25, 1990 (MJD=48067). Figure 3 presents the GPS/UTC time difference
and steering command from turn on to November 1, 1991 (48561). The initial overshoot was
expected, however the large undershoot was much larger than expected and the magnitude of the
second overshoot was not anticipated at all. Concern was raised with the initial undershoot and
analyses were initiated after the second overshoot. Automatic steering was turned off for 9 days
following the initial undershoot (48120 to 48129) and turned off from 48160 to the end of 1990
(MJD 48256). Occasional manual steers were introduced during this later period.

The observed performance was of particular concern to us, because the concepts for steering here
are being applied to a more difficult task for the Blk IIR SV's currently being designed. The task
there will be to synchronize two GPS clock ensembles, the Blk IIR SVs ensemble operating in their
autonomous navigation mode and the current OCS clock ensemble of all SV's and monitor stations.
The GPS/UTC synchronization will also be required.

To investigate the situation, a set of OCS filter data covering the first 22 days of October, 1990
(MJD 48165 to 48187) were obtained and analyzed. At this point in time, it was not known
whether the problem existed with the steering or the OPS clock ensemble since both were initiated
about the same time. Prior to this analysis the steering algorithm was checked and found to be
producing the correct steering commands for the phase and frequency offsets observed by USNO.
Two major phenomenon were observed from the filter data. First, estimates of aging on two of the
SV's with rubidium frequency standards (PRN's 3 and 16) had large estimation errr,-s. Second, it
was observed that Nay 16 had a large uncompensated frequency jump (Af/f ,- 4E-12) causing a
change in frequency estimates of the other clocks in the ensemble of opposite polarity and about one
fifteenth the size. During this period, the frequency standard at the Colorado Springs monitoring
station was switched to the NRL's hardware ensemble (48167). Although the frequency of the two



standards were considerably different, the transition was handled correctly by the filter with no
detectable changes in ensemble frequency.

Simulations of the steering loop to aging and frequency jumps led to the conclusion that the
first undershoot problem was due to the filter mismodeled aging and the second overshoot was
a combined effect of NAV 16 frequency jump and a change in aging. Based on these findings it
was concluded that the problem was in the clock ensembling process and not in the steering loop
design. It was therefore recommended that all SV rubiduim clocks and any other SV which was
experiencing estimation problems of clock or ephemeris be removed from the GPS ensemble process.
This was done in December and automatic steering was again initiated January 1, 1991.

The performance since January 1 still reflects spurious responses which can be associated with
monitoring station clock problems. It should also be noted here that it is not necessary that SV
rubiduim clocks be excluded from the GPS ensembling process; however, it is necessary that the
filter be tuned properly to estimate the aging state.

3.0 Stability of GPS Time

The common measure of time stability is the Allan Variance of the sample function. This is
presented in Figure 4 for the time history of the GPS time offset presented in Figure 3. This
represents the composite of the GPS time ensemble and the steering function. When the steering
command is integrated twice and removed from the sample function of Figure 3, a measure of the
GPS ensemble time is obtained. This is also presented in Figure 4. These are rather complex
functions to make any quantitative statements; however, certain qualitative observations can be
made. The one day value ( 2.8 E-14) is a reasonable assessment of the GPS ensemble time
since its value is not affected by the contribution of steering. Also included in this number is the
accuracy of the measuring system which includes the SV clocks, therefore it can be concluded the
GPS ensemble is performing better than 2.8 E-14 at one day. In the interval of 1 to 100 days, the
GPS time ensemble response suggests a significant component of aging noise. Beyond 25 days, the
steering loop significantly removes the effects of this noise as evidence by the intersection of the
open and closed loop curves.

4.0 Time Dissemination Performance

The time dissemination relates to how well a GPS user can determine his time offset with respect
to UTC. USNO monitors this function by correcting the observed GPS time offset by the offset
broadcast by OPS in subframe 4. The phase, computed frequency and reference time received
from USNO for steering is also used at the OCS to prepare the subframe 4 data. USNO then uses
what it receives in the message to arrive at the GPS (UTC) error. What is computed by USNO
and presented here in Figure 5 is the daily mean and the one sigma value about the mean for the
interval when steering was turned on to November 1, 1991. Observing Figure 5 it is seen that early
in the steering interval, June to October 1990 (MJD 48067 to 48165), the pattern and magnitude
of error was larger than the rest of the interval. Initially a three day least squares polynomial fit
was done at the OCS using a subset of the total data collected by USNO. Problems associated
with this procedure resulted in the change to the current procedure (see Section 5) and associated
improved performance.
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The RSS value of the mean and sigma is more the intent of the 100 ns requirement. Table I
summarizes the performance of these quantities over the total interval and over the interval covering
this year.

Table 1. Disseminated Time Accuracy RMS Statistics over each interval (ns)

Interval Mean Sigma RSS Max RSS
June 25 '90 to Nov 1 '91 8.3 11.8 14.5 52.6
Jan 1 '91 to Nov 1 '91 4.9 10.9 12.0 23.6

5.0 Sensitivity Study

Because of the anomalous performance initially experienced, a re-examination of the steering loop
was initiated. The new simulation depicted more closely the USNO to OCS interface and the OCS
to satellite interface system than was used in the original study (Reference 2). Figure 6 presents
the new simulation diagram. As in the original study the OCS Ephemeris and Clock Kalman
filter is represented as a simple two stage clock model. In the simulation, the steering command is
integrated twice to reflect schematically the response while in the OCS the steering command is fed
directly to the Kalman filter and the filter performs the integration. This schematic representation
has the advantages that more realistic representations of the Kalman filter could be implemented
without changing the steering diagram. The difference of these two outputs (filter and steering)
represents GPS time and is used as the reference for uploads to the satellite system. Each SV in the
constellation of N satellites is also modeled as a two stage clock with phase and frequency outputs
being reset daily to represent the upload function. For most studies, N was set to 12 ,nd the rotary
switch would reset a different SV clock every two hours. On the other end of the SV simulation is
another rotary switch sampling one of the SV's in the constellation every 15 min representing the
operation at the USNO. Noise is added to these samples to represent errors in the USNO caused
by receiver and correction errors. The current procedure since Oct 1990 has been for USNO to
collect 38 hours of data (0 hrs GMT to 14 hrs the next day) and to perform a least squares linear
fit o- the data to produce a phase and frequency offset of GPS time to USNO time. The time tag
for this data is 24 hour into the fit interval. For our simulation, an hour delay is incorporated to
allow time for transmitting and entering the data into the OCS system. The OCS uses the first
difference of the daily phase error data to represent frequency error. This output is fed daily to
the steering law. The IBM steering law operates on this command every 15 minutes to determine
an output steering command. The steering law is described in Reference 2 with a change to the
TOL value (error tolerance from 1 to 10 ns) which was recommended by IBM. For comparison, the
linear law of Reference 2 was also simulated where steering commanda are computed once per day
subject to the output limit.

The main inputs to this simulation for steady-state performance analysis are the performance pa-
rameters of the ground ensemble, the performance of the SV clocks, and the noise level of the
measurement process. Figure 7 presents Allan Variance curves for the clock models and defines the
nominal values used for stochastic parameters in this study. Other inputs of initial conditions, en-
semble aging and/or frequency jumps, limiter level, data dropouts, number of SV clocks simulated,
measurement filtering intervals, and delay variations were also investigated but not reported here.

One of the characteristics noted in this simulation was the non-repeatability of statistical results
with changes in the seed to the random number generator. It was initially thought that simulation
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intervals of 3 to 5 time constants (100 to 200 days) would be adequate to portray performance for

a particular set of inputs. However, it was found that significant changes in results occur even for

simulation intervals of 1000 days. Figure 8 is a typical example where the first 300 days exhibits
large excursions (parasitic oscillations) with a significant change in apparent performance over the
remainder of the interval. For the same input conditions (except for a change in the random
number seed) a completely different response results. Similarly for the same seed, but a change in

the magnitude of one of the input noise levels, results in a complete change in apparent performance
over time. For this reason, it is difficult to conduct a sensitivity analysis on a non-linear controller.

To a lesser extent, the linear controller also suffers when noise levels are sufficient to cause frequent
limiting action. The nonlinearity violates laws of superposition and stationarity enjoyed by linear
systems and makes the analysis for stochastic inputs more difficult to predict.

With this characteristic noted, a sensitivity study was run simulating both the current controller
and a linear controller. Table II defines the parameters and values used and presents results in
terms of RMS phase and frequency errors for each case. Figure 9 graphically summarizes the phase

errors for each class of input and variation used.

It is seen from these results that the loop performance is most sensitive to the performance of the
ground clock ensemble and relatively insensitive to measurement noise at USNO or to individual
SV clock performance.

Table II Sensitivity Study Parameters and Results
Input RMS Results

Noise Meas.
Seed Ground Clock SV Clocks Noise (ns) IBM Linear

Phase Freq Fhase Freq
Symbol REP WIE W2E WIS W2S MNZ (ns) (ns/day) (ns) (ns/day)
Nominal 3 3 1 9 3 10 22.1 4.6 14.7 3.3

1 . 15.9 4.0 12.7 3.0
Seed 2 .. . 12.3 3.8 11.1 3.0

4 .. .. .. .... 15.5 3.7 14.5 3.1
5 . ... 20.4 4.2 15.1 3.2
3 6 .. .. .... 36.1 6.0 27.1 4.9

Grd Clk " 1.5 .. 17.0 3.6 11.9 7.6
" 3 2 .. 56.8 7.1 53.2 6.8

.5 10.2 3.1 9.8 2.5
.. .. 1 27 .. 20.0 4.3 19.8 3.8

SV Clk . . . 3 ".. 14.2 3.7 13.8 3.1
.. .. .. 9 9 " 21.8 4.5 14.9 3.3

.. .. . .. 1.5 19.2 4.2 14.7 3.3
Meas. '" ... 3 20 21.8 4.4 16.0 3.4
Noise " . 1 ." 5 18.8 4.3 14.4 3.2

6.0 Performance Improvements

Although the current performance (both in control of GPS time and dissemination of the GPS/UTC
time difference) are well within required accuracies, improvements are always possible. The major

perturbation to control accuracy is detection of and compensation for individual clock anomalies. To

this end, an enhancement to the control segment software, called Performance Visibility, is currently
in the design stage by IBM (Reference 4). This enhancement will examine the Kalman filter
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products to automatically detect anomalous magnitudes, trends, etc. so that operator intervention
and correction can be applied before anomalies spread into the GPS system and the constellation
of satellites.

Cur:ently, the clocks contributing to ensemble time are all equally weighted. The Colorado Springs
monitor station has the NRL hardware ensemble as its reference and could be weighted so as to
enhance stability of GPS time with corresponding improvement in control of GPS time. This
requires no software changes. Converting to a linear controller in contrast to the IBM controller
offers some improvement, particularly if the limits were increased so higher gains could be used.

Time dissemination improvement is harder to achieve. The accuracy is primarily dictated by the
SV clock performance in prediction and the update rates involved. Update rates, e.g., twice a
day could offer perhaps a factor of two improvement and perhaps would not be that difficult to
implement. Relative to SV clocks, our experience with Blk II rubiduim clocks (NAV 16) is limited
and its performance plagued with frequency jumps not necessarily inherent in the standard design.
In the absence of frequency jumps and with proper modeling of aging in the Kalman filter, the
stability of Nav 16 standard over one day was excellent. The Blk 11R rubiduim clocks could offer
improved performance, while the autonomous navigation feature will offer enhanced accuracy of
SV broadcast time.

7.0 Conclusions

Both control and dissemination of GPS time with respect to USNO time have been demonstrated to
exceed performances requirements by at least an order of magnitude. The performance of the GPS
Composite clock demonstrates an accuracy better than 3E-14 frequency stability at one day. Every
indication is that this will improve with enhanced anomaly detection and filter tuning. The lesson
learned is to evaluate system design under anomalous performance as well as nominal performance.
Also, not all clocks perform equally and should not be weighted equally. For questionable clocks,
zero weights are much preferred to equal weights. Finally, the techniques to evaluate performance
are valid and should carry through to designs of the Blk IIR constellation synchronization and
GPS/USNO control and dissemination. Anomaly studies of the Blk 11R has been an integral part
of the design activity and experience here reinforces the need for anomaly analysis during the design
phase.
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Figure 1. GPS/UTC Steering Diagram
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Figure 2. GPS-UTC Steering Performance
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Figure 4. Allan Variance of GPS Time
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Figure 7. Allan Variance Clock Models
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Figure 9. Sensitivity Study Summary
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QUESTIONS AND ANSWERS

David Allan, NIST: In your previous chart, where you showed the state of the steering law,
plus or minus or zero, during the period where it was operating well, it was almost never at zero.
Where it was operating poorly, it was often at zero. Intuitively, one would say that, since it is
almost never at zero during that last period, there could be something done to make it work even
better, even though it is as good as you need. Statistics says that it should be often at zero, rather
than always at the limit.

Mr. Feess: If the two are synchronized, and have no driving force, that is true. Simulation
shows that it is usually in this state, unless you are responding to some transient. The system
is essentiaHy driven by random processes. It would be nice if we didn't have random processes,
because then we would expect it to remain at zero.

Mr. Allan: Intuitively it seems that, with improved digital design, one could spend part of the
states at zero, instead of at the hard limit.

Mr. Feess: That is the way that it is designed, to be either plus or minus. If you used a linear
law, you would operate most often at one-half or one-quarter of this level, but never at zero during
the active steering mode.

Dr. Gernot Winkler, USNO: I share David Allan's concern. In other words, we are constantly
steering, and that is the consequence of the principal of bang-bang steering. A three-state control...

Mr. Feess: It is a three-state controller with zero, but it very seldom stays at the zero point.

Dr. Winkler: I think that this can be incorporated by allowing for a dead-band. Then, when
you are in the dead-band, you are not steering. I have another comment; in your chart where
you showed the assumed Allan Variance for the ground clocks as compared to the space clocks,
the space clocks are about three dB above the ground clocks. My question is: is that a result of
the Kalman filter which puts all sorts of errors into the clock states, which would, of course, be
erroneous. Why are they higher by three dB?

Mr. Feess: The space clocks were assumed to be three dB higher than the ground clocks because
the specifications are higher.

Dr. Winkler: Yes, but that is not necessarily realistic in terms of performance. David Allan has
shown repeatedly that the satellite clocks are performing very well, and in fact may be better than
the ground clocks.

Mr. Feess: The satellite clocks that we have assumed here are better than specification by a
factor of two to four. We know that the clocks are performing better than specification. The
specification on the ground clocks is better, but are they really performing to -pecification? We
think that they are not. and probably are performing no better than the satellite clocks, except for
the one at Colorado Springs. We have measures that indicate that it is performing much better,
and we should weight that clock more if we really wanted to optimize the system.

David Allan, NIST: I think that one of the problems with the Kalman Queuing is that they
have only one set of queues distributed uniformly across all clocks.

Mr. Feess: No. there is a separate queue for each clock in the system.
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Mr. Allan: Appropriate to its performance?

Mr. Feess: No, it is set by an operator.

Mr. Allan: There is the problem because the statistics that we observe on the clocks are different
than what is queued in.

Mr. Feess: Right. That is one of the things that could improve the performance. We could tune
the clocks for better timing performance.

Mr. Allan: An ensemble would work much better.

Mr. Feess: The system is designed more for the NAV user than the timing user and there is
some reluctance to change anything. If it ain't broke, don't fix it.

Dr. Claudine Thomas, BIPM: I would like to make one comment: what you are doing is
steering on UTC(USNO) and not on UTC.

Mr. Feess: That is true. We regard USNO as UTC. That is our requirement. Whether Dr.
Winkler agrees with that...

Dr. Winkler: Let me comment on that. You are absolutely correct. Of course, UTC(USNO) is
steered, in very long term, with respect to UTC. At the moment the offset is somewhat like eight
nano)econd.. It i,, ur intent tu keep that as small as possible within the constraints: the delay
of 45 to 70 days to receive BIPM information, and additionally you do not want steering changes
that exceed one part in 1014 maximum, you do not want to make changes frequently-there are a
number of boundary conditions within which you want to follow the principle that, in the long run,
the offset should be as small as possible. That is our policy and therefore we must take reference
to one physical clock and in fact, it is also dictated by the regulations of the DoD, that that clock
should be used as an operational reference. In the interest of international coordination, we have
to be as close to BIPM as we can.

We do not have a bang-bang controller!

Mr. Feess: I am not recommending the bang-bang, in fact I would recommend not the bang-bang.

Dr. Henry Fliegel, Aerospace: We have long considered the effect of the bang-bang steering
and have in fact discussed the possibility of introducing a dead-band. Obviously, there is a trade
off between maintaining frequency stability and timing stability. As you can clearly see from Bill's
graphs, what we have opted for is the smallest mean offset of GPS minus UTC in time. We realize
that makes a very busy situation in frequency. The frequencies are continually going up and down.
We would appreciate arty response from actual users who may want more in the way of frequency
stability even at the cost of having larger swings in the time domain. We are open for suggestions
at this point, at least at Aerospace, and we will try to convince our Airforce colleagues accordingly.
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GPS Orbit Determination at the National Geodetic
Survey

Dr. M. S. Schenewerk
Ocean and Earth Sciences

NOAA, Rockville, MD 20852

Abstract

The National Geodetic Survey (NGS) independently generates precise ephemerides for all avail-
able Global Positioning System (GPS) satellites. Beginning in 1991, these ephemerides have been pro-
ducedfrom double-differenced phase observations solely from the Cooperative International GPS Network
(CIGNET) tracking sites. The double-difference technique combines simultaneous observations of two
satellites from two ground stations effectively eliminating satellite and ground receiver clock errors, and
the Selective Availability (S/A) signal degradation currently in effect. CIGNET is a global GPS tracking
network whose primary purpose is to provide data for orbit production. The CIGNET data are collected
daily at NGS and are available to the public Each ephemeris covers a single week and is available within
one month after the data were taken. Verification is by baseline repeatability and direct comparison with
other ephemerides. 7pically, an ephemeris is accurate at afew parts in 107. This corresponds to a 10 me-
ter error in the reported satellite positions. NGS is actively investigating methods to improve the accuracy
of 4s orbits, the ultimate goal being one part in 108 or better. The ephemerides are generally available to
the public through the Coast Guard GPS Information Center or directly from NGS through the Geodetic

Information Service. An overview of the techniques and software used in orbit generation will be given,
the current status of CIGNET will be described, and a summary of the ephemeris verification results will
be presented.

CIGNET

The Cooperative International GPS Network, or CIGNET, was created to make available re,.,ble

and continuous GPS tracking data from a global network of fiducial stations. The tracking site
positions are defined in the International Earth Rotation Service (IERS) reference frame, and the

sites are maintained for crustal motion studies and as a common starting point for GPS satellite

ephemerides generation. The National Geodetic Survey (NGS) has been an active participant in

CIGNET since its inception and serves as the CIGNET Information Center (CIC). Figure 1 shows

the distribution of CIGNET tracking sites. Facilities at each site are provided and run by the
sponsoring organizations. All sites are equipped with a personal or mini computer and power backup

systems for automated routine operation. External frequency standards are available at most sites
providing superior receiver clock performance. Data are taken continuously at 30 second intervals

and surface meteorological measurements taken hourly. A minimum satellite observation elevation

of 10 degrees is imposed. Many sites are equipped with high speed modems making possible remote
receiver control. Table I contains a list of the CIGNET locations displayed in Figure 1 with their
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dates of installation, current receivers, and sponsors. Four future sites, indicated with crosses in
Figure 1, are also listed.

Distribution of CIGNET stations (Nov. 1991)
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Figure 1

Data retrieval at the CIC is accomplished, where possible, via modem or computer network. Upon
receipt, the raw data are converted into an ASCII exchange format. The reformatted data are then
processed to provide receiver health, station clock health, satellite coverage, Selective Availability
(S/A) status, cycle slip evaluation, and meteorological summary information. The entire operation
is fully automated and completed each morning before 7:00 AM Eastern Time. The raw and
reformatted data are archived on 9-track tape or magneto-optical disk. Occasionally, situations
require the data to be copied onto floppy disks at each site and shipped to the CIC via express
mail services. Upon receipt these data are processed manually and are typically available within
one week.

The reformatted ASCII and raw data files are available through the CIC. The most recent data
may be accessed directly through ARPAnet from an HP9000/825 computer with UNIX operat-
ing system. The network address is gracie.grdl.noaa.gov or 192.64.68.199; the system guest login
name and password are anonymous. Individual data files are stored in subdirectories branching
off /users/ftp/dist/cignet. The subdirectories are named d###a or d###b where ### is the
day-of-year of the data. d###a contains the reformatted ASCII, and d###b, original binary
files. Large quantities of data are transferred on 9-track, 6250 bpi tapes. Smaller requests may
be sent via IBM compatible floppy disks or 9-track tape at the user's discretion. All users are
urged to retrieve the data over the computer networks if possible. Requests, questions, or problems
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can be directed to Miranda Chin, N/OES13, NOAA/NOS/OES, Room 418, 11400 Rockville Pike,
Rockville, MD 20852, USA; phone: 301-443-8798 or 301-443-0139; FAX: 301-443-5714; ARPAnet:
ernieagracie.grdl.noaa.gov.

GPS SATELLITE EPHEMERIDES

The growing use of GPS has motivated NGS to take an active interest in the production GPS
satellite ephemerides. In addition, NGS agreed in April 1990 to be responsible for providing GPS
ephemerides through the Civil GPS Service. The participation in CIGNET has made possible
an effort to produce these ephemerides at NGS. Typically, the NGS ephemerides are available
one month after the data were taken. These ephemerides can be gotten, via modem and free of
charge, through the Civil GPS Service Interface Committee (GPSIC) bulletin board operated by
the United States Coast Guard. Only the most recent ephemerides will be available because of
space limitations. The GPSIC bulletin board may be reached by dialing 703-866-3890 for 300 -
2400 bps modems, or 703-866-3894 for 9600 bps modems. The communication parameters are
asynchronous, 8 data bits, 1 start bit, 1 stop bit, no parity, full duplex, and XON/XOFF. Both
Bell And CCITT protocols are recognized. In addition to the GPSIC bulletin board, all NGS
ephemerides are available through the NGS Geodetic Information Branch. There is a $50 (US)
charge for each week requested plus a 25% surcharge for distribution outside the United States.
F'r aldit;r,] infarrnatirn, the Information Branch may be telephoned directly at 301-443-8631.

Production is composed of three primary tasks or stages: the creation of a priori ephemeris, data
pre-processing, and orbit adjustment. The a priori ephemerides are created with ARC, an orbit inte-
grator program, provided by the Massachusetts Institute of Technology. ARC employs an eleventh
order Adams-Moulton predictor-corrector to produce satellite positions and partial derivatives to
the initial conditions -t 22.5 minute intervals. The constants used in the program were defined in
the IERS standards (McCarthy, 1989) with an 8x8 gravity fil-d taken from the GEM-T2 model
(Marsh et al. 1989). A simplified ROCK4 model (Columbo, 1989) for the satellite radiation pres-
sure, ad hoc Y-bias, and the related partial derivatives are currently in use. Conversion between
inertial and Earth-centered fixed coordinates uses polar motion and UT1-UTC values determined
from VLBI observations, and nutation values generated from IAU 1980 Theory of Nutation (Seidel-
mann, 1982: Wahr. 1981). In routine production, initial conditions taken from the previous week's
adjusted ephemeris are used although any precise or broadcast ephemerides can provide these.

Pre-processing involves the creation of databases, and the identification and removal of cycle slips.
Both tasks are accomplished with the OMNI software developed at NGS; however, human inter-
vention is required to verify and complete the cycle slip removal. Cycle slip correction, being the
most intensive and time consuming task, is the current limiting factor in ephemeris production.

The program PAGE2 combines the a priori ephemerides from ARC with the tracking data in a
least-squares adjustment to produce tile corrected ephemerides. Designed for background or batch
operation, PAGE2 can process observations of 24 satellite from 20 sites. Dual frequency data
are combined to produce an ionosphere-free, double-differenced observable. Double-differencing
effectively removes all clock errors. S/A, which manifests itself a satellite clock error, is therefore
also removed with this technique. A neutral atmosphere path length correction derived from the
Saastamoinen dry atmosphere (Saastarnoinen, 1972) plus the Chao wet atmosphere (Chao, 1972)
zenith corrections combined with the Center for Astrophysics 2.2 mapping function (Davis et al.,
1985), and an Earth tide correction (Melchion, 1978) for the tracking sites are applied. Data from
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a GPS week plus one day before and after are used to create the weekly ephemerides. The two
additional days are included to help smooth discontinuities between subsequent ephemerides. Typ-
ically, adjustments to all satellite positions and velocities, scale factors for the radiation pressures,
Y-biases, and tropospheric delays, and phase bias values are determined. The site coordinates are
not adjusted in normal operation. Currently, time and physical limitations allow only sub-networks
in the U.S., Europe, and Australia to be processed for orbit determination. Planned software and
hardware improvements, and the continued growth of CIGNET will allow other sites to be included
in the near future.

Ephemeris verification is performed using two methods. The first is direct comparisons with inde-
pendently produced ephemerides. Through the advent of continuous S/A in the Block II satellites,
agreement between all sources has been at a few parts in 107. Although this method is valuable
for long term improvement of the techniques and models used in the ephemerides adjustment, it
does not satisfy the strict time constraints of routine production. To address the problem in a
timely fashion, a repeatability study using tracking sites not included in the orbit solution was
proposed. Three permanent tracking sites equipped with P-code receivers in southern California
were used in the example shown here. The three sites, designated JPLMESA, PIN1, and SIO1, are
part of the Permanent GPS Geodetic Array, a NASA pilot project operated by the Scripps Insti-
tution of Oceanography and the Jet Propulsion Lab with the assistance of the California Institute
of Technology, the Massachusetts Institute of Technology, and the University of California at Los
Angeles. The relative positions of these sites is shown if Figure 2. Data from August 18 through
September 28, 1991 were processed. These data span GPS weeks 606 - 611, days-of-year 230 -
271. The position of SIO1 was held fix as the reference position. The variation of the estimated
positions for the other two sites could then be used to judge the quality of the input ephemerides.
The resulting baseline lengths were 171.2 km for JPLMESA to SIO1, and 110.9 km for PIN1 to
SIO. Consistency required that similar observing scenarios be used each day. If substantial data
were missing from more than one site, the day was eliminated from consideration. Thus, days
236, 239, 257, 258, and 267 are not included in the subsequent discussion. In addition, PIN1 data
were unavailable for most of GPS week 611. The week 611 results for PINI are included for com-
pleteness and should not be considered a reliable diagnostic for that ephemeris. Ionosphere-free,
double difference phase measurements of the baselines were made using the OMNI software and
NGS generated ephemerides. Hourly tropospheric path length scaling factors were estimated to
minimize tropospheric modelling errors. The data were edited automatically, but only down to
the few cycle level. Examination of randomly selected days revealed that several small cycle slips
remained in the data after the editing. Undoubtedly cycle slips of this magnitude exist in each
set of data. Although these cycle slips will worsen the repeatability, in essence giving a worst case
evaluation, the slips are not large or frequent enough to prevent an evaluation of ephemeris quality.
A single set of coordinates for all three sites were adopted to simplify comparisons.

Figures 3 through 6 show the estimated offsets from the a priori positions. Lines connect points
that belong to the same GPS week. Table II summarizes the weekly and overall RMS deviations
from the mean for these offsets. Two extreme cases appear in the weekly results. GPS week 608
shows a large variation in the east component for the PIN1 - SIO1 baseline. This variation is not
seen in the JPLMESA - SIOl baseline and probably results from missing or improperly edited data
from the PIN1 site. GPS week 607 is more troubling. Both baselines show similar large variations.
Again, missing or improperly edited data, this time from the common reference station SIO1, is the
likely source. Although an ephemeris error can not be completely ruled out, the north components
do not show a similar variation which implies a specific event rather than a more global ephemeris
error. Weekly RMS variations are typically 1 - 3 cm in the horizontal. 4 - 6 cm in the vertical
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Figure 2: Relative location of sites used in the repeatability
study.

components of the baselines. Limitations of satellite geometry and coverage, errors in tropospheric
modelling, and signal multipathing generally manifest themselves most strongly as errors in the
vertical component of a baseline solution. The weekly results are consistent with these effects.
These results imply NGS ephemerides are internally consistent at 1 part in 107. The overall RMS
values are siriificantly larger for the east and vertical components indicating possible week-to-week
ephemeris variations. Such week-to-week variations are expected and efforts are taken to minimize
them. The overall RNIS values indicates the "worst case" accuracy of slightly better than 1 part
in 106; however, the repeatability in the north component implies results an order of magnitude
better.

Table II: RMS variations of the baseline components.
All values are in meters.

JPLMESA - SIO1 PIN1 - SIO1
GPS WEEK EAST NORTH UP EAST NORTH UP
606 0.0184 0.0105 0.0252 0.0213 0.0090 0.0307
607 0.0861 0.0114 0.1345 0.0621 0.0259 0.1503
608 0.0435 0.0081 0.0345 0.1299 0.0099 0.0436
609 0.0278 0.0139 0.0534 0.0221 0.0122 0.0404
610 0.0081 0.0061 0.0460 0.0256 0.0104 0.0669
611 0.0160 0.0102 0.0308 0.1391 0.0148 0.0104
OVERALL 0.1350 0.0130 0.0910 0.0972 0.0183 0.0927
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Conclusion

CIGNET is a global GPS tracking network whose data are generally available for geodetic and
geophysical studies, and ephemeris generation. The data are retrieved and available through the
CIGNET Information Center daily. In turn, these tracking data are used in GPS ephemeris gen-
eration at National Geodetic Survey. Each ephemeris covers a single GPS week and is available
one month after the data were taken. Direct comparisons with independent sources and baseline
repeatability studies indicate the accuracy of the NGS ephemerides to be roughly 1 part in 107.
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Figure 3: JPLMESA - SIO1 estimated daily horizontal offset from the
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QUESTIONS AND ANSWERS

G. Petit, BIPM: Is the processing to produce the ephemeris a global process? This means that
all satellites are equivalent?

Mr. Schenewerk: At this point in time that is correct. I am sure that it is something that
you can sympathize with and occasionally it is something that I am embarrassed about. A binding
force in the universe is the establishment of a procedure for operations. We do have set procedures
so that we have traceability of our ephemerides. We use equal weighting for all satellites and all
stations that are involved. It varies of course from week to week depending on the availability of
the data. Roughly, eight or ten stations, scattered around the globe, go into these ephemerides.

Mr. Petit: Did you get a chance to compare your three station network with the other positions?
From VLBI or other?

Mr. Schenewerk: For this particular experiment, which is in actuality an attempt to establish
a procedure for our verification project, all the sites, both in the orbit production and SIO for
this experiment were held fixed. In other work that we have done, we have estimated the position
of the tracking sites as well as the orbit when we do the solution. In those cases, we have fairly
consistently got a correspondence with the VLBI and other locations at about one part in 108.
Given the limitations of an incomplete constellation this is very good.
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PRECISE GPS EPHEMERIDES
FROM DMA AND NGS

TESTED BY TIME TRANSFER
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Pavilion de Breteuil
92312 S~vres Cedex, France

Abstract

It has already been shown that the use of DMA precise ephemerides brings a significant improve-
ment to the accuracy of GPS time transfer. At present a new set of precise ephemerides produced by the
NGS has been made available to the timing community. This study demonstrates that both types of pre-
cise ephemerides improve long-distance GPS time transfer and remove the effects of SA degradation of
broadcast ephemerides. The issue of overcoming SA is also discussed in terms of the routine availability
of precise ephemerides.

INTRODUCTION

Among the many challenges faced by the timing metrology community two of immediate concern
are:

* improving the accuracy of routine intercontinental GPS time transfer from the 10-20ns level
(a large part of which is due to broadcast ephemerides) to a few nanoseconds,

9 overcoming the SA degradation of GPS broadcast ephemerides.

It appears that the best way to progress is to tackle both problems by correcting raw GPS data
with post-processed precise ephemerides. Other improvements of GPS common-view time trans-
fer [1], such as adoption of more accurate antenna coordinates, introduction of double-frequency
ionospheric measurement systems, differential calibrations of receivers are progressively being in-
troduced [2,3,4].

Previous papers showed the improvements brought about by use of the post-processed precise e-
phemerides produced by Defense Mapping Agency (DMA) [5,3]. At present the National Geodetic
Survey (NGS) provides publicly available precise ephemerides. The purpose of this study is to
test both types of ephemerides by long-distance GPS time transfer. Also removal of the effects of
degradation of broadcast ephemerides, in case of Selective Availability (SA), is investigated. The
issue of overcoming SA is also discussed in terms of the routine availability of precise ephemerides.
We present here an experiment of 38 days duration in which three long-distance time links are
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computed using both types of ephemerides. The precision of time links is estimated from the
residuals of the smoothed common-view values. In addition we use the accuracy test of the closure
around the world [3], which is the combination of these time links: the three independent time
links should add to zero. The laboratories involved are the Paris Observatory (Paris, France), the
National Institute of Standards and Technology (Boulder, Colorado, USA) and the Communications
Research Laboratory (Tokyo, Japan). First we present briefly DMA and NGS precise ephemerides.

DMA PRECISE EPHEMERIDES

The United States Defense Mapping Agency (DMA) produces GPS precise ephemerides in support
of its operational geodesy requirements [6]. From the beginning of 1986 until July 29, 1989 precise
ephemerides were provided to the DMA by the Naval Surface Warfare Center (NSWC). Since July
30, 1989 they have been computed at the DMA. Since January 1990 Block II satellites have been
included in the computations.

The pseudo-range measurements used for the computations of DMA precise ephemerides are per-
formed at ten tracking stations. Five of the stations are operated by the United States Air Force
and five by the DMA. The ten stations are quite evenly spread on the Earth surface.

The software system currently used, called OMNIS, includes a multisatellite Kalman filter/smoother
that estimates a set of parameters including satellite orbits, satellite clocks, station clocks, and
Earth orientation. Each precise ephemeris consists of the Earth-fixed position and velocity of the
satellite center of mass at 15-minute intervals given in the WGS 84 reference frame. Estimates of
the offsets between each satellite clock and GPS time and frequency at one-hour intervals are also
generated. Over the years improvements have been made both to processing procedures and to
the OMNIS software system with a view of improving the accuracy of the products and making
them more compatible with the IERS standards within the framework of the WGS 84. Estimated
uncertainty of the DMA precise ephemerides ranges from 1m to 5m. The DMA precise ephemerides
are available for some research purposes with a delay of about 2 months.

NGS PRECISE EPHEMERIDES

The National Geodetic Survey (NGS) independently generates precise ephemerides for all avail-
able GPS satellites [7]. Beginning in 1991, these ephemerides have been produced from double-
differenced phase observations solely from the Cooperative International GPS Network (CIGNET)
tracking sites. The double-difference technique combines simultaneous observations of two satellites
from two ground stations effectively eliminating satellite and ground receiver clock errors, and the
Selective Availability signal degradation currently in effect.

CIGNET is a global GPS tracking network whose primary purpose is to provide orbit parameters.
At present there are twenty- two CIGNET sites which are located mainly in the northern hemi-
sphere. In addition, time and physical limitations allow only sub-networks in the United States,
Europe, and Australia to be processed for orbit determination. Planned software and hardware
improvements, and the continued growth of CIGNET will allow other sites to be included in the
near future.

Each ephemeris covers a single week and is available within one month after the data were taken.
Each is expressed in the ITRF reference frame. Checking is performed by baseline repeatability
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and direct comparison with other ephemerides. The estimated uncertainty of NGS ephemerides is
10m.

The NGS is actively investigating methods to improve the accuracy of its orbits and to reduce
the delay in availability [8]. The ephemerides have been available to the public since July 1, 1991
through the Coast Guard GPS Information Center or directly from NGS through the Geodetic
Information Service.

THE EXPERIMENT

The three long-distance time transfers UTC(OP)-UTC(NIST), UTC(NIST)-UTC(CRL) and
UTC(CRL)-UTC(OP) were computed by the common-view method [1] using both types of ephe-
merides. At the time of processing, the DMA and NGS precise ephemerides, made available to the
BIPM, covered a 42-day period, from June 2, 1991 (MJD=48409) to July 13, 1991 (MJD=48450).

The GPS data taken at the three sites corresponds to the international schedules No 16 and 17,
issued by the BIPM. These schedules include Block I and Block II satellites. For one part of
the period under study (July 1 to 4, 1991), the intentional degradation of GPS signals, known as
Selective Availability (SA), was turned on for Block II satellites. This application of SA consisted
of phase jitter degrading the readings of satellite clocks, which can be removed by strict common
views [9], and of broadcast ephemerides degradation by a bias which changes frequently. It should
be noted that one Block II satellite, PRN18, was removed from the tests for the period of SA: both
types of precise ephemerides failed to correct it.

In our experiment only common views with the same starting time and the same track length were
kept. Time comparison values UTC(Labl)-UTC(Lab2) were obtained for each observed satellite at
the time Tmid, of the midpoint of the track. About 7 common views were available daily for each
of the three time links.

The GPS receivers used at the OP and the NIST come from the same maker and use the same
software to treat the short-term data. This enhances the symmetry of the experiment for the time
link OP-NIST. This is not the case for the the NIST-CRL and CRL-OP links, the GPS receiver in
regular operation at CRL coming from another maker.

For this experiment the measurements of ionospheric delays were used. They were provided at the
OP and the NIST by similar dual-frequency GPS receivers of the NIST type [10] (NIST Ionospheric
Measurement System) and at the CRL by another type of dual-frequency GPS receiver designed
by the CRL [11] (Realtime TECmeter). Detailed procedures for the application of ionospheric
measurements to GPS time transfer can be found in [3].

The antenna coordinates of the three laboratories involved are expressed in the ITRF88 reference
frame with an uncertainty of 50cm for OP, 30cm for NIST and 10cm for CRL.

APPLICATION OF PRECISE EPHEMERIDES
TO TIME TRANSFER

In practice, computations with precise ephemerides require knowledge of the broadcast ephemerides
used, during the observation, by the receiver software in order to apply differential corrections
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[5,3]. For our three time links which encircle the Earth we needed access to recorded broadcast
ephemerides on at least two correctly situated sites. We have used the broadcast ephemerides
recorded at the BIPM (Sbvres near Paris, France) and recorded by the NGS in Mojave (California,
USA).

The precise ephemerides, PEi, are provided in cartesian coordinates (expressed in WGS 84 reference
frame for DMA and in ITRF88 reference frame for NGS) at time Tj corresponding to round quarters
of hours: hOO UTC, 0h15 UTC, 0h30 UTC etc. It is then necessary to compute, from the broadcast
Keplerian elements of the observed satellite, its positions BE,, BE 2 and BE 3 at three times T 1 ,
T2 and T 3, such that:

T1 < Tstart < Tstop < T3

where Tstrt and Tstop are the starting time and the stopping time of the usual 13-minute track-
ing. The ephemerides corrections PEi-BEi for i = 1,2,3, are transformed in a frame linked to
the satellite (On-track, Radial, Cross-track) and a quadratic polynomial in time is computed to
represent each component. A quadratic representation is also computed in the same frame for the
vector satellite-station. The inner product of these quadratic representations provides the correc-
tions to the GPS measurements each 15 seconds. A linear fit over 13 minutes on these short-term
corrections gives the corrections at the middle-time, Tmid, of the track.

CONDITIONS OF TESTING

To test the precise ephemerides we have analyzed the precision and accuracy of three long-distance
time links with each of two available sets of precise ephemerides. We have considered three different
cases for each time link and for the closure, which is the sum of the three links:

* non-corrected values.

* values corrected by DMA ephemerides and ionospheric measurements.

* values corrected by NGS ephemerides and ionospheric measurements.

For each case, a Vondrak smoothing [12] is performed on the values UTC(Labl)-UTC(Lab2). The
smoothing used acts as a low-pass filter with a cut-off period of about 4 days. For the closure, the
smoothed values are interpolated for Oh UTC of each day and the interpolated values are simply
added.

PRECISE EPHEMERIDES TESTED BY
PRECISION OF TIME LINKS

For the estimation of the precision of the time links we have used the standard deviations of the
residuals to the smoothed values. These standard deviations for the complete period of the study
are given in Table 1.
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TABLE 1. Standard deviation, in nanoseconds, of the residuals to the
smoothed values UTC(OP)-UTC(NIST), UTC(NIST)-UTC(CRL) and
UTC(CRL)-UTC(OP) for the period of the study with application or
not of the corrections.

OP-NIST NIST-CRL CRL-OP
(7388km) (8522km) (8816km)

non-corrected 19.5 19.6 26.3
DMA ephem.+iono. 2.9 4.2 4.2
NGS ephem.+iono. 6.7 9.0 7.4

We observe a clear improvement of the precision of the time links for both types of precise
ephemerides with, however, a better performance for DMA ephemerides. This improvement is
linked to the length of the baselines involved. For such long baselines, common-view observations
are mostly at low elevations and so are more sensitive to ionospheric effects and to satellite positions.

The improvements brought by the corrections of ephemerides and ionosphere are also illustrated
by Figures 1 to 3. The figures represent individual common views without smoothing. Both, DMA
and NGS precise ephemerides, perform very well, in particularly for the removal of the effects of
the SA ephemerides degradation.

PRECISE EPHEMERIDES TESTED
BY THE ACCURACY OF TIME TRANSFER

A test of accuracy for GPS time transfer can be performed by computing the closure around the
world via OP, NIST and CRL. Daily values of UTC(OP)-UTC(NIST), UTC(NIST)-UTC(CRL)
and UTC(CRL)-UTC(OP) were estimated from the smoothed data points. The resulting daily
values of the deviation from closure, for the period under study, are shown in Figure 4. This test
shows an evident gain in accuracy brought by DMA ephemerides. One can see an improvement
for the NGS ephemerides in the last part of the experiment, although the period is too short for a
definitive conclusion. Detailed studies of the closure around the world with the DMA ephemerides
are provided by [3] and [13].

CONCLUSIONS

The DMA and NGS precise satellite ephemerides improve the precision and accuracy of long dis-
tance GPS time transfer. Further improvements of the quality of these ephemerides are expected,
mainly for NGS after amelioration of the coverage of the globe by CIGNET stations.

Both types of precise ephemerides remove the SA degradation of GPS broadcast ephemerides.

Post-processed precise ephemerides can resolve the problem of SA degradation for TAI computation,
provided that the BIPM nas accebs to these ephemerides with a delay not exceeding two weeks.
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ACRONYMS

BIPM Bureau International des Poids et Mesures, Sbvres, France
CIGNET Cooperative International GPS Network
CRL Communications Research Laboratory, Tokyo, Japan
DMA Defense Mapping Agency
GPS Global Positioning SSystem
IERS International Earth Rotation Service
ITRF IERS Terrestrial Reference Frame
NGS National Geodetic Survey
NIST National Institute of Standards and Technology
NSWC Naval Surface Warfare Center
OP Paris Observatory, Paris, France
TAI International Atomic Time
SA Selective Availability of GPS
UTC Coordinated Universal Time
UTC(CRL) Coordinated Universal Time as realized by the CRL
UTC(NIST) Coordinated Universal Time as realized by the NIST
UTC(OP) Coordinated Universal Time as realized by the OP
WGS World Geodetic System
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QUESTIONS AND ANSWERS

Professor Leschiutta, Politechnico Di Turino: Both DMA and NGS precise , plomeris
correct for the ionospheric effects. Can you elaborate concerning a couple of questions? Do they
use the same model, the same receiver, tie same algorithm in order to correct for the ionospheriC
effect s?

Mr. Lewandowski: I am not sure how they produce the corrections. I can only tell You what
we are doing for the ionosphere. We use an ionosphere calibrator which was developed at the BIPM|
alld i used also it- Tokyo. NIST has produced another type which is used in Boulder. So. for this
work. the same type of calibrators were use(l for all the data. Each of them should, theoretically.
give a one nanosecond ac-uracy, but it is probably a few nanoseconds.

Samuei Ward, ex-JPL: Does that NGS offset that appears to be a bias occur because of a
seasonal effect and the data span is too short?

Mr. Lewandowski: This is a short period so it is (lifficult to talk about seasonal effects. It is
Mlhiv a 3S (lay period. It could be. why not?
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Abstract

For about one year the time scales UTC(OCA) and UTC(TUG) were compared by means of GPS and
two-way satellite time transfer. At the end of the experiment both links were independently "calibrated" by
measuring the differential delays of the GPS receivers and of the satellite earth stations by transportation
of a GPS receiver and of one of the satellite terminals. The results obtained by both methods differ by about
3 ns, but reveal a seasonal variation of about 8 ns peak-to-peak which is likely the result of a temperature-
dependence of the delays of the GPS receivers used. For the comparison of both meth, Js the stabilities
of the timescales are of great importance. Unfortunately during the last three months of the experiment a
less stable clock had to be used for the generation of UTC(TUG).

INTRODUCTION

The GPS common-view technique presently provides the best operational means for comparing
remote time scales with high precision and nanosecond accuracy [1], In the future this will change
with Selective Availability (SA) turned on. The degradation caused by SA can only be overcome by
strict procedural standardization, and if necessary, the use of post-processed ephemerides. Of great
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importance for "he obtainable accuracy is the knowledge of the receiver delays. The differential
delay of the receivers can be measured by receiver transportation.

Two-way time transfer via communication satellites using spread-spectrum technioues is capable
of 100 ps precision but needs transmit and receive satellite terminals at both stations which have
to work together in pairs [2]. Accuracies of nanosecond or even subnanosecond level are expected
by calibration of the station delays by means of portable satellite terminals.

Through the cooperative efforts of several laboratories both methods have been implemented at the
Observatoire de la Cote d'Azur (OCA), Grasse, France, and the Technical University Graz (TUG),
Austria, allowing the comparison of these two state-of-the-art techniques over a period of nearly
one year. Apart from other reasons OCA and TUG were chosen because at that time these stations
were the only ones able to work with LASSO (Laser Synchronization from Stationary Orbit), the
third technique capable of nanosecond accuracy. Due to various reasons no time transfer with that
accuracy could be obtained despite successful LASSO sessions at both stations [3].

First results of the comparison between the GPS and two-way links have already been published [4].
The experiment was concluded by an independent "calibration" (measurement of the differential
delays) of the GPS receivers and two-way stations by transportation of a GPS receiver and one of
the satellite terminals. In the following the final results including the "calibration" will be given.

BASICS OF TWO-WAY

The two-way technique is used for point-to-point time transfer of highest precision and accuracy.
Both laboratories need receive and transmit stations in order to exchange timing information via
communication satellites employing pseudo noise (pn) coded signals and code division multiple
access (CDMA). The measurement consists of simultaneous time interval measurements at both
sites in which the one-pulse-per-second (1 PPS) generated by the local clock starts both the local
time interval counter and, transmitted via the satellite, stops the remote time interval counter. The
time difference TI - T2 between the clocks of both stations is given by the following equation [2]:

TI -T2 = 1/2(Cl -C2)

+ 1/2[(dlU + d2D) - (d2U + diD)]

+ 1/2(d12- d21) (1)

+ dR

+ 1/2[(dlTX - dlRX) - (d2TX - d2RX)]

The first term of the right hand side of equation ( I ) is given by the difference of the counter readings
of station 1 and 2 which have to be exchanged to compute the clock differences. The second term
contains the differences of the sums of the signal delays in the uplink and downlink for both signal
directions. Under the assumption of path reciprocity this term cancels out. This assumption is
likely to hold to better than 100 ps for simultaneous transmissions at Ku-band frequencies [5]. The
third term contains the difference of the transponder delays in both directions and is also zero when
employing the same transponder in both signal directions. In the case of different transponders
for both signal directions, the transpond-r delay difference has to be known. The fourth term is
a correction for the path nonreciprocity caused by the earth rotation (Sagnac effect). It can be
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computed from the positions of the earth stations and the satellite without requiring the knowledge
of these positions with high accuracy. The last term is given by the difference of the differential
delays of the transmit part and receive part (station delays) of earth station 1 and 2. The knowledge
of these station delay differences mainly determines the accuracy of the time comparison.

The delay difference of both stations can be measured by means of a third station used as a transfer
standard or by collocation of both stations involved. For the latter case one obtains [6]:

(dlTX - dlRX) - (d2TX - d2RX) = C2 - C1 (2)

with the right hand side of equation (2) being the difference of the counter readings obtained during
collocation of the stations.

EXPERIMENT CONFIGURATION AND EQUIPMENT

Each of the time scales UTC(OCA) and UTC(TUG) is generated by a single atomic clock. Fig.
1 shows the frequency and time distribution and measurement set-up at OCA and Figs. 2 and
3 present the same for TUG. UTC(OCA) has been generated by a HP 5061A opt. 004 (CS 560)
using the internal clock module. UTC(TUG) was first generated by a HP 5061A opt. 004 (CS
1654) and after its sudden break-down (January 14, 1991) by a HP 5061A (CS 524) and using an
external clock module (DDC 6459) for the generation of the 1 PPS.

The on-site GPS receiver at OCA has been an Allen Osborne TTR-5 SN053 and at TUG an original
NBS receiver (NBS SN03) has been operated together with a Stanford Telecommunications Inc.
TTS-502B SN04. At the beginning of the experiment TTR-5 and NBS 03 differed concerning the
use of Block II satellites but this effect was removed by a software update which has been in use
since December 12, 1990. An Allen Osborne TTR-6 SN0262 was used as a portable receiver in order
to measure the differential delay of the on-site receivers, thus enabling an absolute comparison of
UTC(OCA) and UTC(TUG) by means of GPS. For this purpose in both stations also the delay
between UTC(Lab) and the 1 PPS used as time reference (1 PPS Ref) for the portable receiver
has to be measured.

In the beginning the two-way measurements were carried out via the SMS (Satellite Multi-Service)
transponder of the European communication satellite EUTELSAT I-F2 and since October 16, 1990
via the SMS transponder of EUTELSAT I-F4 both at a nominal position of 7'E.

The satellite earth stations used were the permanent station of TUG at the Observatory Lustbiihel
Graz and a temporary station at OCA of the VSAT type [6], which was then used as a portable
station to measure the differential delay of the stations necessary for the absolute two-way compar-
ison of UTC(OCA) and UTC(TUG). The main characteristics of both stations are given in Table
1.

To obtain a nominal carrier-to-noise power density ratio (C/N 0 ) of 55 dBllz at both stations,
according to EUTELSAT link budget calculations OCA transmitted with its maximum EIRP and
TUG with about 2 dB more than OCA to compensate for the smaller G/T of the OCA station.
A block diagram of the two-way set-up employed at OCA and of that at TUG including the
transported OCA station and thus also showing the configuration used for the measurement of
the differential delay, is given in Figs. I and 3, respectively. Because of the allocated frequency
of 14022.0 MHz for transmission and a frequency of 12522.0 Mllz for reception resulting from the
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nominal satellite translation frequency of 1500 MHz, which turned out to be very stable, no problem
was caused by the limited frequency agility of the VSAT [6,7].

TUG OCA
Location 150 30'E 060 55'E

470 04'N 430 45'N

480 m MSL 1260 m MSL
Usage various experiments time transfer only
Antenna:

Diameter 3 m 1.8 m
Mount steerable fixed
Max. EIRP 72 dBW 49 dBW
G/T 23 dB/K 21 dB/K

Frequency agility:
Independence of
up and down
conversion yes no

Synthesizer step-size 100 Hz 1 MHz

Table 1 Main characteristics of the TUG and OCA earth stations.

At both stations MITREX modems [8,9] of the original type were used. The modems require
5 or 10 MHz as a reference frequency to internally generate the 1 PPS which is then modulated
onto the pn-sequence (derived from the same reference frequency) for transmission. The internally
generated 1 PPS (PPS TX) can be synchronized with the reference 1 PPS (1 PPS Ref) by an internal
synchronization circuit or by employing an external device as done at TUG [10]. In contrast to
the basic two-way procedure outlined in the previous chapter where the 1 PPS generated by the
station clock starts the local counter and is transmitted to the remote station, in the actual set-up
the local counter is started by a 1 PPS generated by the station clock the so-called reference 1 PPS
(1 PPS Ref), but the transmitted pulse (PPS TX) is generated by the MITREX modem. Therefore
in each station the delay between UTC(Lab) and the 1 PPS Ref and the delay between the 1 PPS
Ref and the PPS TX have to be measured in addition to the actual time transfer measurements,
during which the counter is started by the 1 PPS Ref and stopped by the received 1 PPS called
PPS RX. Using this procedure the start input of the counter is always connected to the 1 PPS Ref
and the stop input is connected to a PPS coming from the MITREX thus the configuration of each
counter input can be set to best fit the employed signals and does not have to be changed. The
stability of the 1 PPS Ref is given by the stability of the frequency standard, the clock and the
time distribution system and that of the PPS TX by the stability of the frequency standard, the
frequency distribution system and the divider and synchronization circuits of the MITREX. Both
stations first used counters of the type HP 5370A, later (from March 20, 1991, on) a HP 5370B
was used at OCA until the end of the experiment.

MEASUREMENTS

Two-way comparisons began on a regular basis on June 22, 1990, ended on October 10 and restarted
on November 9 lasting to April 17, 1991. The interruption resulted from a break-down of the
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receive part of the OCA station caused by humidity in the transmit reject filter oozing through
an improperly sealed waveguide connection and required disassembly and reassembly of the driver
unit.

A schedule of three sessions per week (Monday, Wednesday and Friday) each lasting from 12:00 to
12:30 UTC was used. Initially each session consisted of two measurement blocks of four minutes
duration, each consisting of 240 individual measurements 1 s apart, starting at 12:15 and 12:20
UTC, respectively, and from July 30, 1990, of two minutes duration starting at the same times.
Two minutes of data have been found sufficient in earlier experiments to obtain good average values
of the time transfer [11]. Since November 9, 1990, a third two minutes block was performed starting
at 12:27 UTC whereby the counter at OCA was started by the PPS TX instead of the 1 PPS Ref. In
this measurement scheme the stability of the start pulse does not depend on the stability of the clock
module, but on that of the MITREX divider and synchronization circuits. On the other hand it
requires trigger level adjustment of the start input of the counter. This additional measurement was
introduced because it turned out that the jitter of the clock module used to generate UTC(OCA)
was rather large (700 ps). Before and after the time transfer measurements several measurements
were carried out to determine the delay between 1 PPS Ref and PPS TX. Furthermore also the
MITREX P-signal and Delta-f-meter readings were recorded giving an indication of changes in the
received signal power and the deviation of the center frequency of the received signal from the
nominal 70 MHz, respectively [10]. However no deviations were recorded which would cause a
modem delay change exceeding 200 ps. In order to study the stability of the measurements over
longer periods on August 20, 22 and 24, 1990 and March 27 and 29, 1991 only one block per session,
but lasting about twenty minutes, was carried out [4]. The measurement of the differential delay
of the stations was performed on April 23 and 24, 1991, with one measurement block (12:25 to
12:28 UTC) on the first day and on the second day three measurement blocks lasting four minutes
ad starting at 12:05, 12:10 and 12:15 UTC and a fourth block of 19 minutes duration beginning
at 12:40 UTC.

The delay between UTC(Lab) and the 1 PPS Ref for the two-way measurements and the delay
between UTC(Lab) and the 1 PPS Ref for the GPS measurements were measured at TUG at the
boeinning of the experiment and during the MITREX and GPS delay comparisons and at OCA
the final measurements of these delays were carried out after the experiment.

At TUG the same trigger level was used for the start and stop channel of the counter throughout
the experiment and also at OCA until September 19, 1990. Then OCA changed the start and stop
trigger levels after using a different stop trigger level on September 21 and 24. During the third
session both trigger levels were the same. During the collocation of the stations on April 23 and
24 the OCA counter was adjusted for the usual start and stop trigger levels, but for the last block
another start trigger level was used.

GPS measurements have been carried out for years at OCA and TUG using the European common-
view schedules issued by the Bureau International des Poids et Mesures (BIPM). Thus at the
beginning of the experiment schedule No. 15 issued on June 12, 1990, was used. This schedule
includes Block I and Block II satellites. The daily distribution of the 13 minutes tracks (32 per
day) is shown in Fig. 4 revealing the changing and gradually degrading configuration of tracks
around the two-way measurements. Therefore starting with December 19 for OCA and TUG a
special schedule (48 tracks per day) including the European schedule No. 16 was introduced and
used until the end of the experiment (see Fig. 5).

The delay comparisons between TTR-5 and NBS 03 by means of TTR-6 were carried out in the
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time frame March 30 until May 21 starting (March 30 to April 8) and ending (May 16 to May 21)
with comparisons between TTR-6 and the on-site receiver (TTR-5 SN051) of the Paris Observatory
(OP). The comparisons at OCA were performed during the period April 11 to 19 and April 30 to
May 15 and that at TUG during the period April 22 to 27.

DATA PROCESSING AND RESULTS

Nearly all GPS data were common-view data in the strict sense but also tracks with a maximum
tolerance of 4 minutes were used. All time comparisons were referred to the midpoints of the tracks
and restricted to tracks with elevation angles greater than 100 and a standard deviation below 20 ns.
Furthermore all satellites reported as unusable by the U.S. Naval Observatory (USNO) including
Block II satellites v .ti SA [1] on were discarded and also all tracks between August 5, 7:22 and
August 10, 8:06 were not used because they were not valid due to receiver problems at OCA. The
average standard deviation of the 13 minutes tracks for OCA and TUG was about 5 ns and 4 ns,

respectively.

In order to derive the two-way time differences UTC(TUG) - UTC(OCA), in a first step for each
measurement block the expected value - referred to the midpoint of the block - of a linear re-
gression through the second-to-second differences divided by two and the standard deviations were
computed.

Fig. 6 depicts the standard deviations of allbsessions including the sessions performed at TUG in
order to measure the differential delay. The values which are higher than the usual ones (on average
0.8 ns until February) for a given period of time are caused by outliers in the measurements of OCA
and TUG or in several cases of OCA only because of the rather large jitter of the 1 PPS Ref at
OCA. This can be seen from the data of each station by computing a second order regression and
studying the residuals and also from the generally smaller standard deviations of the third block
(at OCA PPS TX starts the counter) until the change over from the high performance clock to
the standard clock at TUG (dashed vertical line in Fig. 6). The larger standard deviations of all
measurement blocks on December 10 are explained by the presence of an unknown carrier within
the allocated two-way frequency band. The gradual increase of the standard deviations beginning
with February is probably due to a degradation of the performance of the satellite link. For the
data actually used outliers were eliminated from the two minutes sessions using a window of ±3
ns around the expected value. But using all data of a measurement block or only the data with
outliers removed yielded at a maximum a difference of 0.16 ns for the expected value of the block.

The midpoint value was corrected by the differences (I PPS Ref - PPS TX) measured in both
stations. For each session a mean of the (1 PPS Ref- PPS TX) measurements each consisting
of a block of hundred measurements 1 s apart was computed. The average standard devia-
tion of these blocks of hundred measurements at TUG and OCA was 0.06 ns and 0.7 ns, re-
spectively. The higher standard deviations at OCA results from the poor performance of the
clock module use,' at OCA. For the first two blocks of a session this correction is given by
1/2[(1 PPS Ref- PPS TX)TUG - (1 PPS Ref- PPS TX)OCA] and for the third block (counter
started by PPS TX at OCA) the correction is [1/2(. PPS Ref - PPS TX)TUG - (1 PPS Ref
- PPS TX)OCA]. No further correction for the third block is required because the cable which was

used between the start input of the counter and the PPS TX of the modem was of the same length
as that used between the stop input and the PPS RX.
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Using the data thus obtained Fig. 7 shows the difference UTC(TUG) - UTC(OCA) obtained by
GPS and two-way (without corrections for the GPS and two-way differential delays) after removing
all time steps (OCA: Oct. 20, 20 ps; TUG: Dec. 19, 9 p s and Jan. 14, 274 ns) and a slope of
117.88 ns per day before the clock change at TUG and a slope of 159.88 ns per day after the change.
The dashed vertical lines in this and following figures indicate the change of the schedule and of
the clock at TUG.

The result of the GPS receiver delay comparisons performed at OP, OCA and TUG is given in
Table 2 [12].

Laboratory Date No. of tracks Meani Std. Dev.
ns us

OP Mar. 30 - Apr. 7 292 -0.9 2.3
OCA Apr. 12 - Apr. 15 154 17.6 2,0
TUG Apr. 23 - Apr. 26 158 10.3 2.0
OCA May 1 - May 12 452 15.7 1.6
OP May 17 - May 20 147 -1.8 2.2
'This is the mean of [UTC(Lab) - GPS-time]TTR-6 - [UTC(Lab) - GPS-time]Lab given
by the single tracks.

Table 2 Results of the differential delay measurements obtained
by transportation of GPS receiver TTR-6.

According to the values given in Table 2 (using the mean of the data obtained at OCA) the difference
UTC(TUG) - UTC(OCA) obtained from the uncorrected GPS data has to be corrected by -6.4 ns.
The uncertainty estimated from the repeated comparisons at OP and OCA is 1.5 us [12].

The result of the delay comparison of the two-way stations performed at TUG is given in Table 3.

Date No. of Measurements Mean Std. Dev.
us ns

Apr. 23 128 -81.37 1.2'
Apr. 24 (Block 1 - 3) 720 -81.04 1.0
Apr. 24 (Block 4) 1140 -81.412 1.0
tVSAT not optimally pointed
2 This value is already corrected for the different trigger levels used (see chapter
MEASUREMENTS)

Table 3 Differential delay of the two-way stations obtained by sta-
tion collocation at TUG. The overall mean is -81.3 ns.

In order to obtain UTC(TUG) - UTC(OCA) via two-way the data already corrected by (1 PPS Ref
- PPS TX) have to be corrected further by the differential delay of the stations being -81.3 ns and
by the difference (UTC(Lab) - 1 PPS Ref) of both stations being 307.7 ns. Finally the correction
for the Earth rotation (Sagnac effect) amounting to -22.2 ns has to be applied. This results in a
total two-way correction of 204.2 ns.

Considering the change of the trigger level of the counter at OCA (se,, chapter MEASUREMENTS)
a correction of I ns has to be applied to the data of September 21 and 24 and oiie of 3 us to the
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data before September 21. Unfortunately these offsets caused by the change of the trigger levels
were not measured but can be estimated from the shape of the pulses involved with an uncertainty
of about 0.5 and 1 ns, respectively.

Fig. 8 shows UTC(TUG) - UTC(OCA) via GPS and via two-way for a period of five days after
applying all of the above corrections. Evidently the GPS data have to be smoothed and interpolated
to get GPS time transfer results concurrent with the two-way measurements.

In order to find the degree of smoothing to be applied to the GPS data to smooth the measurement
noise without smoothing out the clock noise, Allan variances from the data shown in Fig. 7 were
computed (see Fig. 9). The MITREX points with two minutes sampling time were computed from
two minutes smoothed data obtained from the long measurement blocks performed in August 1990
and March 1991. Also shown in Fig. 9 are the Allan variances computed from the data presented in
Fig. 11 (difference between [UTC(TUG) - UTC(OCA)] measured by two-way and GPS). The data
were further analysed by computation of the modified Allan variance [13] revealing white-noise PM
for the data marked by slope = -1. For the two-way minus GPS measurement results this applies
to an averaging time of about 60 days. The smoothing time obtained for the period comparing
the two high performance clocks (CS 1654 and CS 560) is about 8 hours and that for the period
comparing the standard clock with the high performance clock is about 1 hour. For appropriate
sections of the data different smoothing and interpolation techniques including Vondrak smoothing
combined with Lagrange interpolation - routinely used at BIPM for GPS data processing - were
applied, but gave about the same results. The problem is that before the change of the tracking
schedule there were stable clocks, but for most of the time there was only a small number of GPS
tracks near the time of the two-way measurements and that after the change very soon at TUG
one had to switch over to a less stable clock. Thus only a short intermediate period represents the
ideal situation of stable clocks and many GPS tracks near the time of the two-way measurements.
Considering the facts given above the GPS data were smoothed by the computation of the means
for the given smoothing periods of eight hours and one hour around the two-way measurements,
using the data with the mean difference of the clock rates already removed. The result obtained
for [UTC(TUG) - UTC(OCA)]MITREX - [UTC(TUG) - UTC(OCA)]GPS is given in Fig. 10. The
lower trace in this figure indicates the number of tracks per smoothing period. The choice of the
smoothing periods used was confirmed by using other smoothing periods which gave a larger scatter
of the data especially for longer smoothing times during the period with the standard clock.

After the repair CS 1654 was reconnected to the measurement system on January 17, 1991. This
means a comparison with the other TUG clocks every hour and at GPS measurement times and
a continuous phase recordirg (0.5 ns resolution) with CS 524. It was thus possible to replace CS
524 by CS 1654 in the computations of the two-way and GPS differences. Using CS 1654 and eight
hour smoothing (from January 22, 1991) instead of CS 524 and one hour smoothing shows the same
long term behaviour of the data as in Fig. 10, but less scatter (see Fig. 11).

At TUG temperature, humidity and air pressure are recorded every hour and for all GPS measure-
ments. The daily outside temperature at TUG for 12 UTC is shown in Fig. 12 and that at OCA
for the days of two-way measurements is shown in Fig. 13. Also given (Fig. 14) is the differential
delay of the two GPS receivers permanently operated at TUG.
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ANALYSIS OF RESULTS AND CONCLUSION

The data presented in Figs. 10 and 11 show the agreement between UTC(TUG) - UTC(OCA)
obtained by two-way and UTC(TUG) - UTC(OCA) obtained by GPS after having independently
"calibrated" (measurement of the differential delays of the two-way and GPS equipment) both
comparison methods at the end of the experiment.

Estimates of the time comparison accuracy obtained by GPS can be found in the literature [1]. For
distances up to 1000 km and station coordinates known to better than 30 cm and no difference in
receiver software one obtains for a single common-view track about 9 ns and for 10 common-view
tracks (one day average) about 3.4 ns assuming an uncertainty of the relative receiver delay of 2 ns,
but without considering contributions caused by the noise of the station clocks and the rise time of
the reference pulses. The OCA-TUG baseline is about 800 km and the GPS antenna coordinates
of both stations are known with an uncertainty of 10 cm in the ITRF-88 [14].

An attempt of an error budget for the two-way time transfer is given in Table 4.

UTC(Lab) - 1 PPS Ref 0.5 ns
Counter 0.5 ns
MITREX 1.0 ns
Earth station delay (relative) 1.2 ns
Transponder delay (relative)' 0.0 ns
Satellite link (Ku-band) 0.1 ns
Sagnac effect 0.1 ns

Total 1.7 ns
1 The same frequency band of one transponder is used
for both signal directions

Table 4 Error budget for the two-way time transfer (about 100
measurements 1 s apart). Possible contributions due to coherence
among signals are not considered here [15].

Because the two-way minus GPS differences exhibit white-noise PM up to an averaging time of
about 60 days (see chapter DATA PROCESSING AND RESULTS) the computation of the mean
is justified for data intervals up to this length. The means of the last 28 and 56 days computed
from the data shown in Figs. 10 and 11 are given in Table 5.

Data Date No. of Measurements Mean Std. Dev.
ns ns

Fig. 10 Mar. 20 - Apr. 17 28 3.3 4.3
Feb. 18 - Apr. 17 59 3.2 3.4

Fig. 11 Mar. 20 - Apr. 17 28 3.7 3.2
_ Feb. 18 - Apr. 17 59 3.1 2.5

Table 5 Difference of [UTC(TUG) - UTC(OCA)] measured by two-
way and GPS after having independently "calibrated" both links.
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The result is in good agreement with the total uncertainty estimate of the GPS and two-way delay
comparisons. The mean computed over the full data length is 3.6 ns for both data sets.

Comparing Figs. 10 and 11 with Figs. 12 and 13 reveals an obvious correlation between the long
term behaviour of the difference of [UTC(TUG) - UTC(OCA)] obtained by two-way and GPS and
the outside temperature recorded at TUG and OCA. For the duration of the experiment the data
given in Figs. 10 and 11 can well be approximated by third order polynomials. The residuals from
these polynomials fitted to the data (solid line) have a standard deviation of 3.3 ns (Fig. 10) and
2.6 ns (Fig. 11), respectively. The peak-to-peak variation is about 8 ns.

Different contributions causing the temperature-dependent behaviour are conceivable, but the main
contribution is most likely explained by a different temperature behaviour of the GPS receivers
used. This becomes even more evident from Fig. 14, which shows the differential delay of the two
GPS receivers permanently operated at TUG. Using TTS-502B instead of NBS 03 for the time
comparison between TUG and OCA reduces the temperature dependence by about 20 percent (see
dashed line in Fig. 10).

The experiment allowed to compare the accuracies of the two most accurate time transfer methods
nowadays in operation and demonstrated the feasibility of earth station delay comparison by means
of a portable station. The main problem in the comparison of both methods resulted from the clock
noise and therefore for future experiments addressing this question the most stable clocks and a
well balanced GPS tracking schedule should be used. Furthermore all equipment employed should
be checked carefully before the experiment to detect a possible systematic behaviour affecting
the measurement accuracy. Concerning the temperature-dependence of the delays of the outdoor
units (antenna, preamplifier/mixer, cable) of the CPS receivers this could be done in a temperature
chamber using a GPS signal simulator. CPS receiver delay comparisons by receiver transport should
be repeated in course of the experiment in order to check the consistency of the measurements and
it would be advisable to operate more than one GPS receiver at each site. Also the delays of the
two-way systems should be compared several times and the satellite terminals should preferably be
adapted to detect delay variations by use of local means such as a satellite simulator. By selecting
appiopriate equipment and careful operation the first four contributions to the error budget given
in Table 4 may be reduced by at least a f:.cLOi of three leading to a two-way accuracy of about 0.5
ii-;. Similar accuracies are expected for GPS using geodetic receivers and ultra-precise ephemerides
[1.
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Abstract

interferometric spacecraft tracking is accomplished by the NASA Deep Space Network (DSN) by
comparing the arrival time of electromagnetic spacecraft signals at ground antennas separated by base-
lines on the order of 8000 km. Clock synchronization errors within and between DSN stations directly
impact the attainable tracking accuracy, with a 0.3 ns error in clock sync resulting in an 11 nrad angular
position error. This level of synchronization is currently achieved by observing a quasar which is angu-
larly close to the spacecraft just after the spacecraft observations. By determining the differential arrival
times of the random quasar signal at the stations, clock synchronization and propagation delays within
the atmosphere and within the DSN stations are calibrated. Recent developments in time transfer tech-

niques may allow medium accuracy (50-100 nrad) spacecraft observations without near-simultaneous
quasar-based calibrations. Solutions are presented for a global network of GPS receivers in which the
formal errors in clock offset parameters are less than 0.5 ns. Comparisons of clock rate offsets derived
from GPS measurements and from very long baseline interferometry and the examination of clock closure
suggest that these formal errors are a realistic measure of GPS-based clock offset precision and accuracy.

Incorporating GPS-based clock synchronization measurements into a spacecraft differential ranging
system would allow tracking without near-simultaneous quasar observations. The impact on individual
spacecraft navigation error sources due to elimination of quasar-based calibrations is presented. System

implementation, including calibration of station electronic delays, is discussed.

1. Introduction

NASA's )eep Space Network (DSN) supports spacecraft navigation for an international conilInilnity
of users. In order to complete most missions successfully, the location of the spacecraft must be
determined with very high accuracy. This is done 1)y comparing the arrival lime of a signal broadcast

by the spacwraft as it is recei'ved at two widely separate( I)SN stations. The delay obse'rvahle thus
fo*r,,id provides some of the (ata from which the spacecraft's orbit is deterinie(l.

*The work described in this paper was carried out by the Jet Propulsion laboratory, California Instilute of
Technology, under contrart with the National Aeronautics and Space Administration.

89



Most of the observed time delay between two stations is due to tho geometry of the spacecraft and
receiving stations; however, delays due to solar plasma, the atmosphere of the earth, ground station
instrumentation, and general relativity also play a rcle. This measurement technique is shown in
Figure 1 and is called very long baseline interferometry (VLBI). In order to determine the angle,
0, giving the direction to the spacecraft to an accuracy of 60, the error in determining the delay,
6t, can be no more than:

t <D (1)
C

where D is the separation of the stations and c is the speed of light. Clearly, it is advantageous
to use the longest baselines possible. Currently there are three DSN complexes at Goldstone,
California; Madrid, Spain; and Canberra, Australia. Thus, a typical DSN baseline is 8000 km.
A typical medium-accuracy tracking requirement is 50 nrad. Using equation (1) we arrive at a
maximum error of 1.33 ns. In order to keep the total error in delay within this limit, the effective
VLBI clock synchronization must be much better than 1 ns. Sub-nanosecond time transfer is
a difficult problem, yet 50 nrad accuracy of spacecraft angular position in the radio reference
frame is routinely obtained, and 5 nrad accuracy is achieved in special cases. This high level
of performance is accomplished by using the signals from an extra-galactic radio source (quasar)
to calibrate spacecraft observations. The radio signal from the quasar is essentially wide-band
random noise, so when the recorded signals from the two stations are cross-correlated, significant
correlation amplitude arises only when the quasar delay is precisely matched. This has the effect of
measuring the station clock offset as well as differencing out many of the errors which are common
to the quasar and spacecraft observations. The spacecraft signal spectrum contains tones which
are used to measure a one-way range from the spacecraft to the earth station. An observable
formed by subtracting the quasar delay from the spacecraft one way range, difference between
stations, determines one component of the geocentric angle between the spacecraft and quasar.
Measurements must be made on two baselines to determine both components of angular position.

An error budget for spacecraft-quasar differential VLBI delay measurements is given in Table
1. This error estimate is based on expected DSN receiver performance and calibration systems
capabilities in the late 1990's. [4]. The root-sum-square error is 0.22 ns. By contrast, systems
operating today provide an accuracy of about 0.67 ns. [3].

Error Source Magnitude
(ns)

Quasar SNR 0.11
Spacecraft SNR 0.033
Quasar Position 0.066

Clock Offset 0.030
Phase Ripple 0.10

Station Location 0.033
Earth Orientation 0.056

Troposphere 0.080
Ionosphere 0.010

Solar Plasma 0.017
RSS: 0.22

Table I: Spacecraft-Quasar differential VLBI error budget
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Although this method provides accuracy sufficient to carry out (lee) space missions, it has some
drawbacks. In order to be useful, the quasar observations must be made as close in time as possible
to !he spacecraft observations. In order to view the quasar, the antenna must be phYsically pointed
at the quasar and is unable to receive signals from tihe spacecraft. As a. result, the phase data from
the spacecraft is not continuous, which results in a weaker orbit solution and a gap in spacecraft
telemetry while the quasar is being observed.

Quasar observations also complicate the hardware otherwise required to track a spacecraft. The
quasar is a wideband radio source, and so a wide bandwidth is required to record an( process the
quasar data. If the quasar could be dispensed with, only tlie phases of the received spacecraft
signals at each time point would need to be recorded. In the quasar-less system proposed here, 50
nrad observables could be available in near-real-time. The number of bits resulting from spacecraft
tra king would be reduced from 10 9 to 105.I1 this paper. we will examine medium-accuracy deep
space tracking as an application of sub-nanosecond clock synchronization. We will begin by defiiing
the requirements 50 nrad tracking accuracy places on the clock synchronization system. \WVe will
then discuss recent results obtained using the U. S. Global Positioning System (GPS) satellites for
clock synchronization which indicate this level of accuracy may be possible oi an operational basis.
Finally. we will discuss the hurdles remaining before this technology can be implemented.

2. Clock Synchronization Requirements

Time-transfer aided spacecraft tracking will never be able to achieve the accuracy possible using
quasar-based differential VLBI. This is because in difrerencing the quasar signals, many of the media
errors affecting the signal are differenced out as well. Without quasar differencing, the errors due
to station location, earth orientation, troposphere and ionosphere would increase by a factor of 2 to
.1. The (PS solution from which the VLBI clock offset will be derived can also be use(d to provide
calibrations for earth orientation and troposphere and ionosphere delays. We will assume that
these errors increase by a factor of three compared to quasar calibrated VLBI. Of the remaining
errors, those pertaining to quasar SNR and quasar location are eliminated with the elimination
of ihe quasar. The errors due to spacecraft SNR, phase ripple, and solar plasma would remain
unchanged. If GPS is used to estimate clock offsets every six minutes during the spacecraft pass.
the clock instability error remains roughly the saiie. The RSS of all errors excluding the clock
is 0.531 ns. This leaves 1.2 ns maximum allowable clock synchronization error, which includes
instrumental errors incurred in tying C PS time to VLBI time. A reasonable system allocation is
0.5 ns for clock synchronization errors.

3. Achieving Sub-Nanosecond Clock Synchronization

Since the inception of the Global Positioning System in 1978, the possibility of using it for high
accuracy clock svinchronization has matured rapidly. The number of CPS satellites has recently
reached 16, and. in addition. capable p-code receivers have proliferated. For this reason, the

possibility of achiieving us and better clock synchronization using the ( PS systen has been studid
[5,1,9,16,6].

In order to investigate the feasibility of meeting the requirements posed in section 2. tlie autrrs
investigat ed clock offset solutions for a global network of Rogue [10] GPS receivers whichli was
;assemlbled for the ILR S GIG-'91 campaign in January and February of 1991 [11]. ('lock olkets
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% ere calculated for the three DSN sites and compared with clock data derived from VLBI quasar
measurements. A closure measurement was made to verify the internal consistency of the method.

3a. Comparison With VLBI

The (;IG-'91 data from the 21 global Rogue sites were processed with the Jet Propulsion Lab-
oratory's GIPSY software. A general description of the square-root Kalman filtering algorithms
used for determination of timing and geodynamical parameters simultaneously along with GPS
orbits is described in detail by Lichten [7,8, and references therein]. Estimated parameters
included: GPS positions and velocities, three solar pressure coefficients per satellite, GPS carrier
phase biases, non-fiducial station coordinates, variations in Earth rotation (UTI-UTC), random
walk zenith troposphere delays for each site, and white noise transmitter/receiver clocks. The only
significant constraint imposed on the estimated parameters was the random walk constraint for
the tropospheric delay, 1.2cm// hr (the random walk model adds process noise to the system such
that in the absence of data, the uncertainty for the parameter increases as the square-root of time).
All other estimated parameters, including the clocks, were essentially unconstrained. The white
noise [8,2] clock model for the station and satellite clocks corresponds to estimation of a new and
independent clock offset for each receiver/transmitter (one ground clock was held fixed as reference
for all the other clocks in the system) at each measurement time (every six minutes in this case).
This approach is very conservative, since most of the GPS clocks and many of the receiver clocks
were running off atonuic standards (high quality hydrogen masers for the three Deep Space Network
sites) and it would be quite reasonable to apply constraints based on known stable behavior of such
clocks. lowever, we wishe(l to test the capability of GPS to independently and completely char-
acterize all the clocks in the system without a priori knowledge and therefore used the white noise
mno<lel. Coordinates for two fiducial sites, Goldstone (California) and Kootwijk (Netherlands), were
held fixed (not estimated) to their SV5 values. SV5 is a reference frame defined primarily by VLBI
measurements of baselines and satellite laser ranging determination of the geocenter [12]. Three
geocenter parameters were also estimated, representing a translation estimated from the GPS data
for the Earth center of mass relative to the nominal SV5 origin. The GPS data were initially filtered
in 2 1-hr increments, with new solutions for the orbits determined for each day. Since the computed
formal errors for the estimated clock offsets appeared to be well below 1 ns (typically several tenths
of ns). in some cases we used 12-hr solution arcs in order to shorten the processing time.

The nominal time series for both polar motion and UTI-UTC was from the International Earth
Rotation Service (IERS) Bulletins B37 and B38, which contain a smoothed time series from VLBI
measurements separated by 5 days. The GPS data were used to estimate variations in UTl-UTC
twice per day relative to this nominal time series. These Earth rotation estimates had only an
insignificant effect on the clock estimates. In order to tie GPS data to the DSN station clocks,
the Rogue GPS receiver was fed a 5 MHz reference signal generated by the station hydrogen
miaser frequencv standard. The time tags of the data are derived from this reference, subject to
( vlavs within the interconnection an(l the receiver. The highly digital nature of the Rogue receivei
eliiiinates most of the (llav variations which arise from variability of analog components [14]. Th 2
remaining receiver instrumental delays have been shown to remain constant on a day-to-day basis
to within 0.7 ns [17]. This insures that the receiver clock and the station clock run at the same
rate within -. 7 ns/day.

Currentlv there exists no system to measure the offset between the station clock and the receiver
clock. As a rsult. we assume a constant offset an(d compare clock rates derived from GPS with
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those (lerved fOrii \ IBI. This prohlerr "111 be dliscussed further hii sectn 1l .

[or this experimrent, G PS selective availab~ility ( SA ) was niot tirriw( il. lecai lie t lie lre;cuirerflui?.

inivolve only (lillereilced dlata involving Iiiaiiv receivers anid satellites, %it 1 (1,viairica~l *v est iriiat ed
orb~its and spacecraft clocks, this technique is iiiseiisitivye iio SA*. [his slatelrierit is h;Ised onI (oll
limrited experience fromi the p~ast t \.'() years. \\lr SA was ative. H Ie accuiracy' aid precisionl()
ground station position est iriiat es were insenisit ive to SA. If thle p-code is, ericrvp ed withI ali

spooifirig (AS), hi over. our- results would be sonlewhat dlegradled. fitcalrse t li Rolgiie re'eivor is
able to Petrac iorisllieric TF( by ('ross coirelat ing thle P~I arnd P2 signals, h ovr' ven in thli

event of AIS we expect to mnaint aini sub-nanosecond clock syntch roizat ion.

Date '1VLB 1~ (GP S
1 991) Baseliine iis/d av) (uns/day)

.Jaii 23 ( 'ariberra (Acddstorie -1I0.0) ± 1 .6 -9.0 ± 0. 9
Jan 27 Nlad~ridl Goldstone -13 ±2.2 -2.7 ±0.5
J1an 3I0 ( anberra ( ildstone - 7.9 ±3.1I -9. 1 ±0.9
Feb 06 ('ariberra GIoldstonie 16A6 = 1.3 -16.1 IA1.
Feb 10 M~adrid Coldstoii ;, ± . 2.8 ±1. I

Table 2: Clock rate estimates

Ta ble 2 presents a dntpaisori of thp CPS clock rates withI VLI c.1 lock rates oii days whlen VI. ll
solutions were available ( (PS sO = tin were available nearly continuously (liriog the 3-wveek exper-
iniat ).Thle ci ui ii a befled V L il presenit s thle clock freq riericy offs et bet ween i thespoci fred D.SN

sites as defrii ned 1) 'v ihe D5N F EM P0 [13] service. Thsemeasurremenits a-ire miadle byv olbservinig
a set ot()iusar., over a three hour interval (centered on the isted t lin tag. Thti columr labelle
-GCPS- was prod iicd by tvi ng clock esti mates origin ally coinpu ted at a 6-ruin Oiiuncte interval
to a 60- rii interval and thlen fit ting six or seven of these poi nt s to a Ii rue. The hourly points are
selected to be ceniteredl as closely as possible on the V1L131 t imre tag. An exanl pe of one oif thiese fits
is siown in Graph I. The typical RXMS scatter in these WI S clock fits was 0.1- 0.3 ns.

V 1.11 is probably, thle most accurate established inidependlent technique fOr mneasuriring (clock di f-
feronces between tracking sites separated by, intercontinental (distances. Yet the formial errors for
het( (f) fits are simiilar. and i ri most cases, lower than thle WllH formal errors. The reduced \ 2

statist ic for the C PS fits, which basically rieasuires the ratio of the 1iost-fit scatter to the formal
clock estimnate errors, wvas generally 0.5-1.0. Thie agreemtent between the GPS and] V LBI clock rate
estimates shown above in t he table is at the -~ ns/dav level and can iii all except oiie, case be
exp lai ned by the V LBHI formal errors in est imratinrg thle clock rates ( thle one- except ion on Feb 10
shiows at dlifference of about 1.5 VL 11 standard (]eviations ) .Notpe that some aspects of our conscr-
vati ye PS fitt intg prmod nrc (decimation of dlata by a fact or of 30. and fi rg a line to thle (dock
oiffset tinie series instead of hol intg explicitly for the rate parameter with thli originral data) t end to
irake thie W S formal errors (arid presumably the actual errors) larger. A more aggressive analysis
st rat egv coiiuld e-sil be devised to firrt her repl rce the C PS clock rat, siaineros l eut
slupggest in anly case. that thle (f)5 observations can be 51 raightforwardly used to faithIifully t rack
cI uck variatlins at 1 imiii aiid frequnieicy stand(ardls se partd by thlouisa nds oif kinl. Ouiir comiparison

with the i'i'epeudelit VLIII technriqrue app)ears to be liMtd by the uncePrtainties in the VLIII dlata.
nit by rio ertainuties in the~ (PS data.
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3b. Clock Closure

Iii li~l'st i'2ato ftlet iiit(rlia1l cottistew-t o'i',(f our e'stiiiiates. wve chose ;I typical day ( F-ebruary D andi
oIti o t't I lie doi ick offEt bet weeli eachI pir I of 1)SN statlio I s with I Ihe (Ilatti frortIII I lIe re IIiai Ii Ii

s t aIt ail exil titoed for tI twelve hour p~eriodl. IPl Sitill of t liese Iliiiners was Ilien forilied, which we
rj'r I1 'J." t Ie( clock closulre. If the' receiver clock-; have the saint, estimiat ill each of' the tills. 'he
ilotk ihtistre , l e zero. 'Ilii' cloc1k clostro is shown ats aI fiinctioni of tiiie li Graph 2. 'ifie( foriiial

er'ispro-ofit el mre calcullated assuitlillig each ft ilie six estimiates has ait indepenidenit randomi error.
lii iiie10d Ill (illdrat irle. anid all' thits prohahlv oil Ill coniservative side.

l~ltuiiviigti' Lla lroi a sgl st'j l lioildd have at vety sitiall effect oil the resultI N on- zero
Ic k closuire is, im Indication of svsteIiiatjc e1'ror's inl the calcuilation (if the offse,(t of' the reniailiilig

1Wi hock,. 1111 ovIiim th lck c losii l, we hiope P0 do tf error sources a, well as yerify thfat
ilt iti'-) i>, 'tuuusI Wititi With our esttiltilltvs.

I Ite curve Ill ( rapi '2 has several ilitorestilio featutres. W\e believe the large, slow. variation ill tie(

cic k ciiireltIs dule to el-mrs ili our estimated GP~S satellite orbit .lo test this, wve Inlitialized
I It,(rhIt ~d pa railieters with vallies e-oiniiated from data. collected iTn Lit( prev'iotis 2-1h iourl period.

iu-uiit s;iiuus Tile resulting i ock ch( sure is shown lin Graph :3. 'Ihe( large scale variation is
alt li 11 t li ias hieeli replaced with i a 0.2 ms bias. This (-;Ali be explainied becautse tie( orbits

i t rau il l bY lie pirtioiis 2 1hlots of dlata. andl therefore are less setisit ive to dat a iioise. Oii
tn hw11it lil etd. ~vt'iaH orhh' errors (Ilie, to dynamiic models are itiore imtportant. for loniger data

,litl nivv be'(itsti tite 0.2 its biais.

Alnt herll, Ilt lisi', feat tires is tie( smtall (0.1 us) jumtp occurring just before 2 amiii l Graph 2. We
Ilvethli s due to all abrupt cliatige inl ti, satellite golletry. with most satellites eithler rising"

or ;Ii Cii. a ll bii e Iiiferred fromi tie( chiange inl size of thle formal error b~ars. 'hue, st 2p seen (it
211 .1ii ;11 ii niialion of ani error lii clock ifeterliliation (file, to poor sattelite ,vonietry before 2

;Ilii t, ' 1liirt dhita ;ii-s reslilig from sat telites setting. Thmjullil tiear' noon appear~ls to be duie to
nifillh fal i t i i "41~jilie vf tri iletiis. as we'll as, aI short (fat a on tage.

I 1w (;P I'Siis1titji lin ';irlv l1991 consisted ofl oll 15 operational satellites. There are short
flit il if toe 4wh11 (;I"-, visibility is poo r fro it gi vei grouinid site, Ithus )eading to Iiigh sellt ivit v

t4, -~Id fit' if il'rv;I1t ntis atid data gapis sill-l ais de(scrib~ed a. _e. lIe expect that illti t fttrie.
\kh~ ilie ti liv por~il ionitl 21 -satellite colist l lilt ioll . suich evenits would cause less error.

Ill i t ther test for if ita f-i tisistol 'i v. we clialiged t ie efrec clock. Vor fil. 23. we compared
Ilw click solutis wt Gdi ( t ;l 5 O wtil rl'lrllce i-ock andt( with Kokee ( lfawaii) the( reference ('lock.

lf'iueoth Ii(locks. we're ivifrogeli niasers. no appreclable differen~ce li solutions should oculii
Ili' i-litk ,ll' oltitiois diff'ref hv (1.03 its/ifav anud (1.01 li5/(1 av respectivelY for the t cases, a
-l;itI i (ally i ilsig~lfc l if ipi

:1- D - Avaliifiitififreie

nit liii- itifilurtalt v-sill' til' his'if) boadL'd1 whtethier higph (lialitY (P5 clock estinuaes c-an be

fItl duci-u nil "I. iuiiig tio hev tie inraitioriafhv. lDirilit t thle hiFRS (Gf(-91 catcnain it wvas
piIid tli )m aI chiock if11se with foirmtal e'rror,, less t han I its for 7-hX of theii hourly e"tilflates

fill Ow ( d~tm\haidriid h;lit'ite 111(1 79V' oftfii timne ott1 thev Golstoti-'- C anblerra b~aselinie. This
miiluili-, 1tti' lit whih lhere was, ilistlifficietit (cutlommo viewx to ofbtaml ;it accurate cilick ouffset., as
WI! ;I- 1ui'u-io ill wlili ll ii (f tlti' twko re eivers wsnot t rackillcv atlfites.
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With the fill 21 -satellite C PS conistellat ion and with (lata from app roxiiriately six to ninle glolball ,v
distributed stat ions inl add(itlion to tie( 1)5 N st ationis, it should be possible to cont inuousil; pro'-ide
sub- naniosecond (lock offset estimates for the "DS.N comlpexes. It is cu rrenit ly possible toseve
su ch a. network and p rovi le one( day t iirnarou ind of clock estIimates [personaid coriimn icat ioni G.
Blewet tJ. WithI t lie develop!iienlt of forward-runiiin rg Kalman filters and( a read- t inw data-,e rieval

svystem. it v dcnevbyb possible to provide onie its, hydrogen maser, (lock offset s inl as
little as 5 rinutes. Somewhat better offsets cold oe provided within a few hours. More stlid(1 v is

yleVde( t,~) determine tile mii mal configuration nlecessatry to p~rovide ntear- real- ti iel clock estimlates.

Note that because the DSN stations are equip~pedl with Ii drogen luasers, errors inl estimatedl clock
offsets grow grad lallv, so that short G PS dat a otitages at-e miore li kelv to result iii deg-raded svstemi

PerformanIuce rat her t han cat ast roplir system faililire.

/1. Inipliementation

Iliordr t iii~r mntan operationial GPS~ aide X111 sytm the receiver ('lock syiichronization
disciusseu above mutst be transferred to thli V [HI clock. Thiis canl be (dile by using a time interval
cimiter l(W) to -iieasu re the 'ifference inl the I pps signals ge',, erat ~d bY Rogue and( V LI'I ti Ae.
It is not (Iifficutlt, to obtaini t imte interval (coilntters accumrate to 100 psec, which would( not severely
iiipact otir level of' accilracy* . T his TIC would be machi ne readab~le to allow real-ti me calibrationl
at at rat i imilar to the frequency of clock offset estimates available from the GPS soltitionk

Thle (c [ciiat ed c lo-k offhset bet ween receiver time ai-id C PS time i ncluides the delays and phase shifts

iut ro(l iced byV Ihle analog ele t rotlics between the CPS antenna and( the Rogue receiver. The, only
relmin11g liicali hrat ed delys are bet ween internal receiver time and the resultant 1 pps signal. and
ihe cmil Tmiiiildlhg defl av in: thle V LlR system. .JP1 experiment s have shown that thiese comlblined

dela ' s ill thle rccet ver remain constant over four days period to within 0.~3 to 0.7 ns [17]. These delays
call lie calib)rated by iii- killigq iasar V L H ok -ervations arid comparing tihe clock synchronizations
ilet erilij ted by this mletlhod with iiGPS clock syiichironization. Two- way satellite time transfer is also
a pproaichinig tOw accuracy necessary' to calibrate C PS instrumental errors. Quasar observations are
clirreiit lY derforined eeklv onl each baselinte to deteriine earthI orientation and clock ofib-ts all(I
rat,,,. 1If receiver delays -a ii be held conistanut to withbin thle 0.5 ns limit given ili section 2, it
a p pea r th[at ii. sItni irental errors inl GPS clock sy' nch ronuizat iou can be (dealt withI by weekly piuasar
calibia ttion. If t his is not possible. t wo-way satellite time t ranisfers on a more frequent basis may
lie nlecessar.

5. Conclusion

A\ siii ii iii iscmiid clock sy itch roitizat lonl capabli itvwould be of great. benefit to (lee) space trackinl.

V iiileve 1)t ,y t-liron i/atin ii d xoi d alow spacecraft antgilIa r posit ion to be inst'mt aneouisly mnlea-
siilto alli accuracY of Au nrad by idifferential raniging at two widhely separated trackirng stations.

Q ia~a r- hasil( iiiflevrent i l \ LBH . w Ii cli is cirteittly' ulse(i for this purpose, might, he reserved ['or oinly
the iii id (eitiniiili niavigat ion challenges. ('lock offsets betweeno 1)SN" st ationls with formlal errors

ifa p i xiita ly0.75 us ii ave beenl (let eril Inl ed from G PS nieasu renment s. k. outparisolis of VI. I an d
I'S clm ik ral" m~aill I tll vsis 4 clock ('1(1511re suicgest t hat t hiese formial errors are a realist ic imeasu re

iif flu' preciot? (of thle (WS clock soiiioiis. The caliblrationt of absolute statioii Iiistrumtental dela v;
I tI (I I )I th I Ilke F t he t weet VO 1.111 t ue ( u s ed( t itie- t ag -Iiffe r emi t I aI spa cvc ra ft .i ige i mevas i ireite pn ts
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and G PS receiver timie appear to be tractable implementation tasks.
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QUESTIONS AND ANSWERS

Dr. Gernot Winkler, USNO: Your results are outstanding. What is the reason for that.
Your orbit determinations appear to be much better than anything else that I have seen. Have you
had an opportunity to compare your orbits cx post facto with DMA or NGS orbits?

Mr. Border: I am not an expert on the orbits. If you care to talk to me afterwards, I can give
you some names of people that could give you better information. I know that, within our section,
we believe the orbits are good to 50 nanoseconds. That comes from comparing with baselines from
VL13, daily repeatabilities. and comparisons of our orbits with other peoples orbits.

Dr. Winkler: You must also have a better signal-to-noise in your receivers. Which antennas are
you using?

Mr. Border: We are using ROGUE Receivers with Dorne-Margolin (sp?) antennas. The
receivers are highly digital receivers, so they produce high quality data with very few cycle slips.

Mark Veiss, NIST: I am curious about the feasibility of using techniques like this for time
transfer in a near-real-time mode. Even a week after fact would be useful. I am wondering about
cycle slips, does the GYPSY software automatically detect and correct for cycle slips?

Mr. Border: GYPSY software automatically handles cycle slips and things like that. With
ROG('E receivers, cycle slips are not generally a very significant problem. The strategy that I
preseite(d here was the standard estimation strategy used for geodetic measurements. GYPSY
handles orbits, cycle slips and things like that. The other question that you asked was about near-
real-time results. More software development will be needed to develop a forward-running filter,
so that we can incorporate data as it arrives. Right now we have about a days turn around on our
numbers. Reducing that is one of the future goals.

Mr. Weiss: So you are saying that we can do time transfer at the sub-nanosecond leave using
ROGUE receivers, with a days turn-around.

Mr. Dunn: Yes, that is what I am saying.

Mr. Weiss: But we would have to have ROGUE receivers spread around the world to be able to
do the orbits.

Mr. Dunn: Certainly to duplicate our results. We are using 21 receivers around the world, but
we think that is overkill for doing time transfer. You would need a number of sites.

G. Petit, BIPM: Is your processing with the GYPSY software with all the satellites all the
imne?

Mr. Dunn: It is with all satellites, all the time. For a given estimate, the clocks necessarily
closo. II order to produce clock offset estimates that don't necessarily close, we remove the data
from one of the DSN stations and produce a clock offset estimate for the remaining two. We do
this throe tinmes, for the different stations, and sum the offsets. Because most of the stations are
still in, we expect the errors to be highly correlated. As a result, this is probably an underestimate
of wur total error. This particular closure method is a good diagnostic tool in terms of seeing what
mtnagitudlo of effect w- can expect from orbit error. However, I would like to point out that, when
pople use broadcast ephemerides, they are essentially using correlated information, so those clock
closure measurements have a very similar interpretation.
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David Allan, NIST: I have two questions. First, on the same chart, do have any explanation

about the steps in the data near the end, and second, what do you do about SA?

Mr. Dunn: There were a number of satellites that rose and set about the same time and also
some of the equipment was turned off at that time. We aren't entirely sure what caused the step.
The large errors near the ends of the run are due to the fact that, for this data set, we used 12
hour data arcs to reduce the processing time. When a satellite rises near the end of the arc or sets
near the beginning of the arc, then you have fairly low data weight for that satellite. As a result,
you can see that the formal errors blow up quite a bit. In routine processing this will be less of

an issue, since there will be more satellites in the constellation and we will be able to run over
longer periods. In geodetic work, we have found mat we are fairly insensitive to SA. You can see

the effect in the results, however it is very small. We believe that this is due to the fact that these
measurements are essentially a differenced data type. We solve for a'l of the clocks at each epoch

and so SA should tend to difference out. AS, on the other hand, could be a significant problem.
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LORAN-C DATA REDUCTION
AT THE U.S. NAVAL OBSERVATORY

Harold Chadsey
U.S. Naval Observatory

34th & Massachusetts Avenue, NW
Washington, DC 20392-5100

Abstract

As part of its mission and in cooperation with the U.S. Coast Guard, the U.S. Naval Observatory (USNO)
monitors and reports the timing of the LORAN-C chains. The procedures for monitoring and processing
the reported values have evolved with advances in monitoring equipment, computer interfaces and PCs.
This paper discusses the current standardized procedures used by USNO to sort the raw data according
to GRI rate; to fit and smooth the data points; and, for chains remotely monitored, to tie the values to the
USNO Master Clock. The results of these procedures are the LORAN time of transmission values, as
referenced to UTC(USNO) for all LORAN chains. This information is available to users via USNO
publications and the USNO Automated Data Service (ADS).

Introduction
On 1 June 1961, the U.S. Naval Observatory (USNO) began monitoring the LORAN-C signal of the
East Coast chain transmitting from Carolina Beach, North Carolina [1]. The time difference values
were taken manually at 14:00 Local Standard Time (LST) (this particular time was chosen in view of
the diurnal shift of the signal). A few years later, time corrections were needed for the West Coast and
other LORAN chains. USNO in Washington, DC, is located outside the groundwave coverage of these
LORAN chains; therefore, a need to develop remote monitoring stations was created. This also meant
that methods to tie the remote reference clock to the USNO Master Clock (MC) had to be developed.
In the beginning, the readings were taken manually. A portable clock from the Observatory visited each
remote monitoring site to determine the difference between the station reference clock and the USNO
MC.

With the advent of microcomputers, many of
the manual operations could be done auto- "
matically. This included the taking of readings, /
sending data to USNO for analysis, and /
adjustment of local time standard to USNO / !-- _ :2>
Master Clock. These automated monitoring ,
systems require little or no human intervention I .
except in the cases of equipment failure or the
encountering of an error that cannot be pre- .

dicted, e.g., data corruption by noise on the
phone line.

Data Collection Methods

The LORAN Time-of-Arrival data (TOA),
from which the Time-of-Emission (TOE)
information found in the USNO Series 4 Pub-
lication is derived, are collected by
microcomputer-controlled Data Acquisition
Systems (DAS) located at USNO and Figure I - Approximate location of LORAN transmit-
throughout the United States. ters ( ) and USNO DASs ( x )to monitor the LORAN

timing signal.
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USNO and most of these remote DAS units monitor both LORAN and GPS signals. The LORAN
chains outside the U.S. are monitored and data analyses are performed using other methods not covered
in this paper.
Each morning, HP1000 computers begin a scheduled sequence of events (see flowchart 1). Each of
the remote DAS units receives a phone call from a computer. The LORAN and GPS data are down-
loaded into the HP1000 and the DAS starts collecting data again. Because of the amount of data
collected at some locations, this data transfer can take several minutes to complete. The phone calls
are made early in the morning because of the long data collection time slowing computer processes and
the needs to have the completed results available by certain deadlines, to reduce telephone costs, and
to obtain the highest data transmission quality possible. Once all the collectable DAS data are in the
USNO HP 1000 computers, it is transferred to a UNIX work station environment, where all data analysis
is performed. The work station was chosen because it processes data more than 30 times faster then
the HP1000. Its versatility allows for data collected in numerous ways to be centrally processed, and it
provides an extra level of security. The software that is commercially available or is custom written at
USNO allows the data, once they are entered, to remain in the same computer (albeit in different forms)
until the final reports are created and sent out. The work station runs a single master set of data analysis
programs rather than an individualized set for each DAS's data. This makes program maintenance and
system operations considerably easier.

Data Analysis

The raw data are received from the HP1000 computers into the work station via inter-computer file
transfers (USNO has DAS systems on two independently running HP1000 computers. This allows for
increased reliability and system checks). Once the data are located in the work station's file system, a
series of programs are executed by means of script files (similar to PC batch files). In many instances,
one script file calls another, which in turn calls a third. By having the processes controlled by a series
of script files, any segment or group of segments of the data reduction process can easily be reprocessed
if necessary.

48520.8333333
99600.5
.02665509

48520.8750000
89700.1
.07449299

48520.9166667
89700.3
.01639081

48520.9583333
9960G.1
.06952863
###########

3 1991263235248 1991264000006 69 +2.80E-01I +186.516E-010 +15.4E-009 -15
12 1991264000306 1991264001300 100 +5.18E-012 +320.117E-010 +12.OE-010 -15
12 1991264001312 1991264002306 100 -5.58E-012 +314.471E-010 +12.4E-010 -15
12 1991264002318 1991264003312 100 +2.30E-011 +222.160E-010 +13.8E-010 -15

Figure 2-A sample of LORAN and GPS data as received at USNO from a DAS

The first program in the script files sorts and reformats the data. The data must be sorted because, at
some locations, the LORAN data are in the same file as the GPS data (at other locations, the two
data types arc in separate files). Whether the data need to be segregated or not, this same program
also reformats the data into a standardized form for the analysis programs and makes a copy for the
history files (there is one master set of analysis programs requiring a standardized input data format).
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These history files are used to reprocess data covering long periods of time. Once the LORAN and
GPS data have been standardized in format and copies made for the record books, they can be
reduced to more meaningful values.

The LORAN data-processing program MJD TIME 8970-M 8970-X 9960_M 9960-Z
analyzes all the data per block of time
(usually 24 hours) during each pass through 48500.250 -0.13 -0.15 -0.08 -0.11
theinput file. It will process the file as many 48501.250 -0.15 -0.18 -0.13 -0.14
times as needed to insure that all days with 48502.250 -0.08 -0.10 -0.08 -0.11
complete sets of data present are analyzed 48503.250 -0.04 -0.07 0.02 -0.01
before terminating. As the data are read, 48504.250 -0.04 -0.09 0.05 0.07
the program sorts the data points into a 48505.250 -0.10 -0.14 0.02 0.05

large array according to the Group Repeti- Figure 3-Processed LORAN. A sample of LORAN
tion Interval (GRI) of the LORAN chains data after linearfilprocessingforfour LORANsta-
monitored at the particular site. The data lions.
points falling more than 750 nanoseconds
away from the previous day's processed value are automatically disregarded. This filtering eliminates
obviously bad values. After all data for the period in question have been entered into the array, all
the GRI data points are linearly fit to a point of 01:00 local standard time. (The change from 14:00
LST to 01:00 LST was due to requirements of the U.S. Coast Guard for steering of the LORAN
chains' TOE. It was also found that the data were much more reliable and consistent at this early
morning hour.) While computing the linear fit, a sigma value of the fit is also calculated. One-and-a-
half times this sigma value is then used as a filter for a second pass through the linear fit solution.
This second result is then smoothed to remove the extreme effects from the environment and filed
for later use. From previous research, it was found that no LORAN chain jumps more then 30
nanoseconds from one day to the next under normal circumstances. When a value does jump more
than thirty nanoseconds from one day to the next, the filed value is the previous day's processed
value plus half the jumped amount [2].

Date USNO DAS USNO-
M,|D MC-GPS Slope RMS N SC-GPS Slope RMS N DAS Slope

48500.0 0.013 0.000 0.011 77 -0.004 -0.006 0.011 222 0.017 0.007
48501.0 0.023 0.012 0.009 74 0.010 0.012 0.012 223 0.014 0.000
48502.0 0.036 0.013 0.009 71 0.020 0.012 0.012 226 0.016 0.001
48503.0 0.041 0.004 0.010 75 0.027 0.010 0.010 224 0.013 0.001
48504.0 0.043 0.001 0.009 75 0.034 0.011 0.011 227 0.009 -0.007
48505.0 0.045 0.003 0.011 75 0.041 0.014 0.014 229 0.003 -0.004

Figure 4-A sample of GPS data after linearfit processing

The GPS data processing works much the same way as the LORAN data processing program. The
data points from each monitoring site and USNO are entered into a large array. All data points out-
side a reasonable value are automatically disregarded. These data points are linearly fitted, two-
times-sigma filtered, and linearly fitted a second time. These USNO versus monitoring site clock
difference results are filed for later use. The present philosophy at USNO is to reduce all of the time
values from the various satellites as though they were from one. This is referred to as the "melting
pot" method of reduction. This linear fit method works well for a large number of data points or
when only a very few data points are available from a consistent satellite from day to day.

In other cases, it is better to use the GPS common-view method. This method requires the monitor-
ing site and USNO to be looking at the same satellite at exactly the same time in order to determine
the reference clock time difference. As a result of the large number of variables present to perform
the reduction of data, it is difficult to automate this process; therefore, it is only used at a few excep-
tional locations where automatic DAS units are impractical or unusable for technical reasons. In the
case of remotely-monitored LORAN chains, the results from the LORAN data analysis are finally
corrected to a value of USNO-MC minus the various chains by applying the GPS difference calcula-
tion. It is this corrected value from the remote DAS units and the values directly monitored at
USNO that appear in the USNO Series 4 publication.
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A separate program uses the reduced MJD TIME 8970-M 8970-X 9960-M 9960-Z
GPS values of the monitoring sites and
the reported values for the various U.S. 48500.250 -0.07 -0.09 -0.02 -0.05
LORAN chains to calculate microstep- 48501.250 -0.09 -0.12 -0.07 -0.08
per corrections. These corrections are 48502.250 -0.02 -0.04 -0.02 -0.05
applied to the remote station clocks and 48503.250 0.02 -0.01 0.08 0.05
the LORAN transmitter units respec- 48504.250 0.02 -0.03 0.11 0.13
tively. The monitoring site microstepper 48505.250 -0.04 -0.08 0.08 0.11
corrections keep each remote site's Figure 5-Results. A sample of the processed LORAN value
clock approximately set to the USNO after correction of station clock via GPS for four LORAN
MC. The LORAN microstepper set- stations.
tings assist the U.S. Coast Guard in
meeting Public Law 100-223,
which states that "each master transmitter shall be synchronized to within approximately 100 nano-
seconds of universal time" [3]. The accompanying graphs are examples of how well this data analysis
and microstepper corrections provided to the LORAN transmitting sites are keeping the LORAN TOE
values within tolerance.

Summary

By means of automated Data Acquisition Systems and time-scheduled data analysis programs, the U.S.
Naval Observatory is disseminating UTC time via LORAN-C transmissions to a greater accuracy then
ever before. USNO is continuing its efforts in researching new analytical methods. It will also be
investigating various methods by which users can increase the accuracy of their timekeeping relative to
UTC time via LORAN timing signals.
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QUESTIONS AND ANSWERS

David Allan, NIST: S-omie work at. \ 1BS Atowed t hat ' vou can look at tlit ii (ex of reofract it ias
thaIallt 0... mihe able to get some niominal weathor (hata and~ do somie

iiodtilliw li2 o see \Vli' t hise delay, v-ariatiotis coii,o. (lue to these storms ati fronts. etIc.. ati(l account
ho sr 1 it' (df lie \'ariai loris tihat are causing you these tracking. problems.

MIr. C hadsey: One ofthli thIings that we are looking- at is lie U SNO( is workiri oti a pr-oject
%%I itie I( 1)tst ( iird at tw 9i96!)0( trauinittiug site at Seiieca. \\e will b)e (loingy Iwo-way t1 1e

raier'q %kit h that t raiistittinig sit,. their clock will be set precisely to USNO. with aI very smiall
(r r'I. We, willI lin tuoni or Ilial r( i.-.u. recev ed v-al ues, and plot that ro, rsns thle various weat her

t'(tI~dl im it tItht we call ilolitor, ,,itch as temiperature, liii nudity, barometric 1)ressuire, etic. Ill order
t t rv to) iitdtl sotiie of thoise effl'tct . Tis will Ilie first titme that we call (do it onl a fairly acc(iit-ate

MI r. "llHan: W\h at 11iean t t o say wa;s t h at t I e said Ithat t hie st rotigest effect was gra (lielit rat hier
11at11 lit h'riiperit 'o it self. Yot Mi nighit keep t hat in miind as work oil the meddling.

MIr. Clia(Isey: ThFal Is toie of lie thin gs t hat wi ll hav'e to comte into t his. As we do thle w ,eat her

ll I k w' will havef to ')('t w'ei Iher., tiot otlvl, fr-om thle local re(ceiver atid t ransmiit ter sites. bu11t also
fI'' 111i pi t t11 tri tl o l ie Ill( av ;it1id plot ou1t t lie vaiouIs lines.

110
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Abstract

Operation of deep space missions requires stable frequency references and clocks to perform sev-
eral mission critical functions. Theve references are used in generating the telecommunication links to
maintain communications between earth and spacecraft, in generating accurate doppler, range and VLBI
observables for determining the spacecraft's time varying position, and to generate on-board timing in-
formation for clocking out timed commands and time tagging instrument data. In addition, science ap-
plications exist particularly those utilizing radio instrumentation which can require additionalfunctions
and levels of performance. The design necessary to support these functions affects both the spacecraft and
the ground tracking stations. This paper provides a brief description of these functions and some of the
key requirements needed to support them.

I. Introduction

The operation of deep space missions require the utilization of stable clocks and frequency references
to perform several mission-critical functions both on-board the spacecraft as well as at the ground
tracking stations. The telecommunications link needed to maintain communications between earth
and the spacecraft is derived from these oscillators. They play a role in the following functions: on-
board timing, telemetry, navigation, and science. Though there is potentially substantial overlap,
these functions are typically supported by distinctly different clocks on-board the spacecraft. The
design necessary to support these functions affects the ground tracking stations as well. Navigation
data observables as well as certain radio science experiments require ground-based hydrogen maser
clocks to provide superior stability (in terms of Allan deviation at longer integration times) over
crystal oscillators.

II. C -Board Timing

As part of the spacecraft's command an( data handling subsystem, the on-board clock haF the
function of generating timing information for clocking-out stored commands and time tagging

payloa(d data. The on-h)oard timing clock provides tinting signals needed to time tag events observed

,[his work was carried out at the Jet Propulsion Laboratory, California Institute of Technology, under a contract
with the National Aeronautics and Space Administration.
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by the different spacecraft engineering subsystems and science instrument payload. The time-tagged
data is either transmitted to earth in real-time or recorded onl data storage units for telemetry
transinission during some period following the flyby.

Typicallv based on redundant crystal oscillators operating at or near 5 MHz. the data handling
clock is stable to 5x 10- 9 over any one minute. The oscillator signal is divided into clock frequencies
ranging from 0.25 Hz to 640 kHz which are then distribited to engineering and scientific subsystem
users. The clock provides a time code that is inserted in the data packets. The time code may
contain 40 bits divided into a coarse and fine time segments and is transmitted once every secoiid.
The coarse time code. 32 bits, is a straight, continuous binary count of seconds with the LSB being
I second. Its period is 232 seconds, or 136 years. The fine time code, 8 bits, is a straight count of
binary fractional subseconds with the LSB being 1/256 seconds.

Execution of complicated sets of stored commands is required to successfully operate a complicated

planetary mission particularly in the outer solar system. As Voyager 2 approached Neptune, the
time delay from command transmission to reception at the earth of the spacecraft command con-
firmation was more than eight hours. The magnitude of this delay was comparable to the entire
close-up flyby period making autonomous spacecraft operation an absolute necessity. In general
for plaietary missions, the spacecraft must act as a robot executing a precisely timed series of pre-
programmed command sequences by relying on an on-board clock to determine proper execution
time. These commands are carefully designed on earth, up-linked and stored on-board the space-
craft as much as a year prior to the flyby (subsequent modifications are up-linked as necessary).
During a close flyby, the required accuracy of command execution timing can be a fraction of a
secoidi. To achieve this precision during the long Voyager mission the clock was seldom corrected;
instead. the clock drift was continually monitored during the months prior to each flyby, the off-
set estimated and the execution times of command sequences then shifted to compensate for the
anticipated clock error.

The tightest requirements on execution time accuracy occur when the spacecraft flies very close
to al object of interest causing the geometry to change very rapidly. In the case of the Voyager
Neptune flyby, the tightest requirement was driven by the "limb-tracking" maneuver executed
during the radio occultation observations of the planet's atmosphere. This maneuver is executed
while the spacecraft flies behind Neptune as viewed from the earth. It maintains the spacecraft
orientation such that the three meter telecommunications antenna is pointed at the location in the
planet's atmosphere where the image of the earth appears in order that the spacecraft's signal can
be received on earth throughout the occultation period. The narrowness of the spacecraft antenna
beam and the rapidly changing geometry required an execution accuracy of approximately one
secoid. The combination of the clock drift and navigation uncertainties required this command
sequence to be updated about one week prior to the encounter.

III. Telemetry

lit de I) space coinnimunications. the design chosen to get science and engineering data from the
spa cecraft to th ie earth phase modulates the data onto a video frequency subcarrier which is modu-
lated otn a microwave, carrier signal [1]. This requires three oscillators: one to generate the carrier
sigMnal. Oe to drive tle subcarrier signal, and the data rate clock. Thesp oscillators are separate
and iiid,,pendeit of one another to avoid coherent spurious signals which can severely degrade the

cc iramY of the (hat a recovered in the (emodulation process. The oscillator from which the carrier

112



signal is derived is a crystal oscillator either free running or voltage controlled to maintain phase-

lock with the up-link signal from earth. The free running type is either an auxiliary oscillator.

provided as part of the spacecraft's standard transponder, or an "ultra-stable- oscillator ('SO).
which is available on certain deep space missions as instrimientation for radio science experiments

and will be discussed further inder the role of clocks in science. Free running oscillators are used

when communication is in the "'one-way" doppler mode where no uplink from the ground is either

necessary or available. The voltage controlled oscillator (VCO) is used when the spacecraft is in

two or three-way mode of communication with ground stations and the uplink signal is used as

the phase reference for the downlink carrier signal. The one-way mode is simpler and more robust

whereas the VCO mode is typically used when range and doppler navigation data is also required.

The second clock which drives the subcarrier is a free running crystal oscillator in the telemetry

modulation unit. The third clock, the data rate clock is a crystal oscillator residing in the con mand

and data handling subsystem discussed in tile previous section.

Front a telemetry standpoint, the primary requirement is that these oscillators be phase coherent

over the time scales important to phase modulation and demodulation. This is required in order that

the phase modulation be readily detected in the presence of the natural variability of the reference

signal phase. Deep space data rates generally range from a few bits per second to hundreds of

kilobits per second implying time scales ranging from microseconds up to a second. This type of

requirement leads to frequency stability requirements on tile order of 10- 1l at 1 second for the

carrier signal oscillator. In practice, the auxiliary oscillator, the telemetry modulation unit clock

and the command an( data handling clock are all of comparable stability.

IV. Navigation

Oscillators and clocks are used in navigation to generate accurate doppler, range, an( very long

baseline i terferomet ry (VLBI) observables for determining the spacecraft's position as a function

of timle. )eep space missions are generally navigated via radio tracking where signals are typically

referenced to ground-based clocks such as hydrogen masers in two or three-way coherent doppler

miodles. Optical navigation is used on some missions when the spacecraft is sufficiently close to an

object that pictures are useful indetermining its position relative to the object.

l'here, are three categories of radio navigation data. types: range. range rate (doppler) and VLBI.

Hlange and ranmge rate are nmeasu renments of pat i length and change in path length along tile line of

sight between 1e earlh and spacecraft. By observing tile change in tie path length as the earth

rotates one can also letermine the spacecraft angular position in the plane of the sky [2]. VLBI

directly mieasures the spacecraft angular position and its rate of change. The range andl VLBI type

measurements are orthogonal and therefore complementary in determining spacecraft position.

Fllowi ug tihle discussion of [2]. a range observable is a, measure of round trip light time (RTLT) as

recrdedd by the station clock

1'k ST(tk) - 5T(tk - ITLT) (I)

where Sl( ,. ) is 11 lime as kept b ,.v ie station clock at true time fk.. A doppler nmeasu remnent dk

Is delitned iu teims (iof differenced range by-.
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dk - 7k (2)

where T,. = tk+1 - t k is the doppler count time.

It is clear from these simple expressions that two of the relevant time scales are the signal integration
time (on the order of seconds to minutes) and the RTLT (minutes to hours). The duration of the
station's tracking pass (z-12 hours) is also important particularly for determining the angular
position. With the present performance of hydrogen masers used in the DSN, the clock is generally
not the limiting error source in two and three way doppler or range measurements. A more detailed
description of the error budget in the navigation observables is given in [2].

One-way doppler measurements are seldom used at present because of the instability of spacecraft
oscillators. However, as spacecraft oscillators contlimue to improve one-way doppler may be used
more frequently. One obvious scenario is the case where a number of spacecraft are in orbit around
a planiet or residing on its surface. It would be desirable to have a navigation system which did
not require separate stable uplink signals to each vehicle. If sufficiently stable oscillators could be
placed on each vehicle, then all navigation could be done utilizing one-way links with a single ground
t:'acking antenna dramatically reducing the complexity of the ground equipment requirements and
operatiou.

In VLBI. the relative delay between the arrival of a signal received at a small set of widely spaced
sites is measured. This delay is a function of the angular position of the spacecraft. Because the
receive sites are so widely separated, independent clocks must be used at each site. Any clock
errors cause an error in the measured delay creating an error in the inferred angular position. This
would cause clocks to be a major error source in VLBI measurements except that a differential
observational technique is used to remove many of the instrumental effects including that of the
clocks. The technique is simply to sequentially observe the spacecraft and a natural radio source
whose angular position is well established. In this way the spacecraft's angular position is measured
relative to the radio source and many of the common mode error sources such as clocks simply
ca tc el.

V. Science

Scivitilic experiments utilizing radio instrumentation have evolved largely out of the navigation
capability and can require additional clock functions and levels of performance. These experiments
can largely be broken into two classes. The first measures gravity and celestial mechanics related
paratioters. Two and three-way coherent doppler measurements are used to study gravity fields cf
plai ,ts as well as search for very low frequency gravitational waves. Two-way ranging measurements
to the, spacocraft as the spacecraft flies by the target body are used to derive a more accurate orbital
'pitmneris of that body .

The second class of observations measures the effects of media on the telecommunications signals
as t hey propagate bet ween t lie earl h and spacecraft. The various media probed includes planetary
at inosphieros. ionospheres. magnetospheres and ring systems as well as interplanetary plasma gener-
ated by the sun. A particularly thorough overview and discussion of these propagation experiments
i" given it) [3].

Ih,' dife'Urent oxperimnionts each have their own desires and needs. [4] discusses three of the exper-
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iments which have tended to drive the performance of the ground tracking station and spacecraft
oscillator performance. The celestial mechanics experiments are typically operated in the two and
three-way coherent doppler modes and utilize the station's clocks for frequency reference. Oc-
cultation and some relativity experiments are conducted in the one-way mode and utilize a USO
on-board the spacecraft. The USO is used as a reliable frequency reference in the one-way mode
when intervening media or solid bodies degrade or block the uplink to the spacecraft. The first
such device was implemented on the two Vyager spacecraft and was very much responsibl for
manity u" the impressive set of results achieved by the Voyager radio science experiments.

The USO's implemented to date have consisted of a single quartz crystal oscillator operating near
5 MHz which is multiplied to the desired microwave signal frequency (e.g., X-band). The most
recent USO's built for Mars Observer and TOPEX have demonstrated performance around one
part in 10- 13 from 1 up to 1000 seconds. These crystal USO's are highly sensitive to the ambient
environment and are, as a result, contained in temperature controlled single or dual oven dewars;
thermal coefficients can then reach 10- 12 per degree centigrade. Depending on the mission some
USOs must be radiation hardened and some must be shielded against stray magnetic fields generated
by adjacent equipment on the spacecraft. Despite the environmental sensitivities, these oscillators
are well suited to planetary missions. small, light weight and consume a small amount pf power
(primarily for the oven) and have optimum performance (in terms of the Allan deviation) in the 1
to 1000 second regime which is the typical regime of interest for occultation type measurements.
Unlike all the other oscillators on a deep space spacecraft, the USO is considered a science payload
and is, therefore, designed to less stringent requirements in terms of reliability and redundancy.

REFERENCES:

[1] Deep Space Telecommunications Systems Engineering, J. H. Yuen, Ed., JPL Publi-
cation 82-76, April 1983
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TIMING SYSTEM FOR FIRING WIDELY
SPACED TEST NUCLEAR DETONATIONS

Ralph E. Partridge
Los Alamos National Laboratory

P.O.Box 1663, M/S P947
Los Alamos, New Mexico 87545

The national nuclear weapons design laboratories (Los Alamos National Laboratory and Lawrence
Livermore National Laboratory) test fire nuclear devices at the Nevada Test Site (NTS), which is
spread over an area of over 1200 square miles (a bit larger than the state of Rhode Island). On
each test there are hundreds of high time resolution recordings made of nuclear output waveforms
and other phenomena. In order to synchronize these recordings with each other, with the nuclear
device, and with offsite recordings, there is a requirement that the permanent command center and
the outlying temporary firing sites be time tied to each other and to UTC to permit firing the shot
at a predetermined time with an accuracy of about a microsecond. The system is so designed that
this can be reduced to about 100 nanoseconds if it should prove necessary in the future.

New firing sites are created about every month. A year or so lead time is needed to drill and
prepare each ground zero emplacement hole and its associated trailer park in the forward area. A
few weeks before the nuclear device is brought in, the recording stations and trailers are emplaced
in the trailer park and interconnected, and dry runs begin. By this time the trailer park timing
station has been linked to the control room at the command center control point by fiber optics or
microwaves. The timing station and the control room are synchronized by travelling clocks, by the
communication links, and by GPS receivers. The control room can be linked simultaneously with
lip to four forward area sites in various stages of preparation.

Fig. I shows the location of the NTS and its relationship to other facilities of interest as seen from
a GPS satellite. The layout of the NTS is illustrated in Fig. 2. Test area one is in the flat desert.
Areas two and three are on the Pahute plateau, which is raised one to two thousand feet above the
flats. In area two shots are fired in tunnels bored a mile or so northwest into the plateau. Area
three is used for the larger yield shots that require greater depths of burial. Livermore fires shots
in other test areas not marked on this map. In Fig. 3 we see some of the desert terrain and the
results of thirty years of underground shooting. The depressions are subsidence craters where the
earth has fallen in to fill the void left after a shot has vaporized and compressed the surrounding
rock. Three trailer parks under construction can be seen in the background. In Fig. 4 are seen the
connections between the primary facilities of the system. Timing signals are sent from the control
point to the timing station by fiber optics or microwaves and thence signals are coupled to the
"Red Shack" (where some of the nuclear device firing ciruits are located), many recording stations,
and the downhole equipment rack by coaxial cables and fiber optics. Signal waveforms come back
up from detectors in the rack to be recorded in the trailers.

A typical experiment rack is shown in Fig. 5. It is about six feet in diameter and 100 feet long.
The canister containing the nuclear device will be attached at the lower end, which is facing us in
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this picture. Note the large number of cables attached to the upper end. The largest cranes can lift
1,000,000 pounds (500 tons). Fig. 6 shows a typical trailer park. The tower in the background is
where the rack is suspended while the detectors and nuclear device are being installed. Einanating
from the tower is the loop of cables that eventually will go downhole. Next to the cables is a train
of carts that carry the cables to the hole during the trip downhole. The timing station and red
shack are on the right side, and the microwave antennas can be seen on the short white towers.

Currently the primary time reference for the test site is maintained in an EG, G laboratory in North
Las Vegas. EG&G and we collaborate in 0- veloping the time system. The North Las Vegas location
is now used only for historical reasons, anc, ve plan to move it to the control point soon. Time is
obtained from NIST by common view of GPS satellites and a modem connection. NIST provides
is with a monthly record of our clock's performance with a resolution of about ten nanoseconds.
This timie is transferred by a portable rubidium clock from North Las Vegas to the control point
about 85 miles northwest. Transfer is accomplished monthly, weekly, or daily, depending on the
current level of activity at the NTS. A separate GPS receiver at the control point maintains an
independent check. The control point clock and this receiver continuously monitor each other, and
we watch this comparison by modem from Los Alamos when we are not at the NTS.

The major components of the system are diagrammed in Fig. 7. The master clock for the NTS
resides in the control room. Time is transferred from there to the forward area trailer park timing
station clock either by the portable rubidium clock or by the forward area clock synchronizer

(FACS). The latter equipment sends the basic one pulse per second (1 pps) signal to the forward
area over fiber optics or a microwave link and measures the time required for it to be returned from
the timing station. Subsequent pulses are then advanced in time and are sent out early by half of the
round trip delay time so that they arrive a.t the timing station on time. The resolution of the time
advance is twenty nanoseconds when the signals are sent over fiber optics or baseband microwave,
and about 800 nanoseconds when they are multiplexed with other signals on the microwave links.
The portable clock can check the setting of the forward area clock with a resolution of twenty
nanoseconds. A (,PS receiver is sometimes used in the timing station for an independent check.

Two of the available 1 pps sources (clock. FACS, or GPS receiver) in the timing station are chosen
to be redundant trains from which a single pulse will eventually be selected to fire the nuclear
explosive. Currently GPS is in disfavor for this use because its system integrity is not sufficiently
assured to inspire confidence that the pulse train will not experience sudden jumps. Such jumps
have indeed been observed. When the system achieves an integrity level such that the FAA will
approve it, for terminal area aircraft navigation, it probably will become the source of choice. An
alternative mnay be to use two receivers that look at different groups of satellites, with an oversight
circuit that requires that the independent sources agree on the time to within a suitable tolcrance.
This approach may be feasible as soon as a few iiore satellites are in orbit. Microwave channel
noise could cause the FACS to generate pulses at incorrect times. For the time being this possibility
is bi ng minimized by only opening a short time window in which pulses will be accepted. On the
drawing board we have a flywheel circuit to be inserted between the microwave system and the
FA('S interface. Both rubidium and crystal oscillators are being investigated for use in the flywheel.

In the control room the I pps train and standard frequencies from the master clock are sent along
with an IRICH-B time code to the master signal programmer. The programmer contains a series
of elctrically progranmable read-only memory chips (EPROMs) into which have been burned
Ibe nImn ie, critical control signals that are to be sent out for this particular nuclear test. As
tie couintmiiown progresses. the signals are encoded andl multiplexed and sent over the fiber optic
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or microwave channels to the timing station in the forward area, where they are deinultiploxed,
decoded, and converted to contact closures sent to the recording stations. A number of signals
also go to the red shack and perform several preliminary operations that are needed to prepare the

device for firing.

Near tile end of the countdown the programmer sends the fire enable signal just before the second
on which the device is to be fired. This closes a relay that lets the ORed I pps trains pass through
to the device firing circuits, and the first immediately succeeding pulse fires the device. There is a
plethora of precautions, procedures, and circuits to ensure that an inadvertent firing can not take

place. In addition, there are a number of interlocks in series with the fire enable line to ensure that
the firing circuits and a number of the more critical recording facilities are ready. There may be

an additional arbitrary delay added between the I pps train and the actual firing pulse. This is
somewhat analogous to the Selective Availability (SA) used by DoD on the (PS satellite signals

to deny their full accuracy to unauthorized users.

The largest array of equipment is used to provide more accurate timing signals to those users who
require them. One of the signals emanating from the signal programmer is ar countIdown time code.
This contains a bit stream enumerating the countdown time at the last 1 pps tick and the time
for the next tick. The starting time for the countdown can be anywhere from minus a few minutes
to minus 99:59, depending on requirements of the test. This countdown time code is sent to the
timing station over fibers or microwaves and there it is pulse width modulated on a one megahertz
carrier along with other control signals and is distributed with the I pps via fiber o.tics to the
recording stations.

In each station there is a "tuser box" that receives the code and into which the user enters up to
eight desired times for events related to recording or downhole control to occur. Typical functions
that a user might want to perform are opening of camera shutters, triggering of digitizers, turning
on power supplies, starting a calibration sequence, or operating downhole vacuum valves. Fig. 8
shows the front panel of a prototype unit. The countdown time and status are displayed in the
tipper left corner for the convenience of the operators during dry runs. In the lower right portion of
the panel is where the desire(] event times are entered. Above it the stored times can be displayed.
An in station dry run can be performed using the controls in the lower left corner, without the
need for a systemn-wide run.

The event times are stored in nonvolatile memory with a resolution of one microsecond. As tile
comntdown reaches each of these preselected times, its associated channel generates a selectable-
width pulse, a dc level shift, and a form C relay contact actuation. The user can reprogram his
choices of times up until shortly before the final dry run, but a flag is sent back to the control room
when he does so, in order that the test director and control room personnel know that there have
been changes made. Any channel can be used to turn off the dc level shift and contact actuation

from a previous channel. This provides a start-stop mode of control for experiments that need such
ii capability. The user can also decide whether or not a dc level shift or contact actuation should
he dropped in tie event of a hold in the countdown after that particular event time has occurred.

Offsite users who are not directly connected into the timing system use (PS receivers or independent
clocks to keep time. They t Ihen have their equipment continuously subtract the predicted firing time
from the ciirrent tiume to obtain countdown time. In the event of a hold, information to update lie
firing time can be transmitted as time offsets by VIIF radio or modems, or by ordinary telephone
conversations if the remote station is lmanned.
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At Los Alamos we maintain a time laboratory that we use in developing systems for use at the
NTS. There we keep two cesium oscillators, various rubidium and crystal oscillators, GPS receivers,
a countdown signal programmer, and simulated multiplexed microwave and fiber optic links.
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Naval Space Surveillance Center Uses of
Time, Frequency and Phase

Carroll C. Hayden and Stephen H. Knowles
Naval Space Surveillance Center

Dahlgren, Va. 22448-5180

The Naval Space Surveillance Center (NAVSPASUR) is an operational naval command that has
the mission of determining the location of all manmade objects in space and transmitting informa-
tion on objects of interest to the fleet. NAVSPASUR operates a 217 MHz radar fence that has 9
transmitting and receiving stations deployed in a line across southern CONUS. This surveillance
fence provides unalerted detection of all satellites overflying CONUS. NAVSPASUR also maintains
a space catalog of all orbiting space objects, including payloads, rocket bodies and debris, and
distributes information on satellite orbits to the fleet and other users by means of Navy tactical
communication circuits and other means. NAVSPASUR plays an important role as operational
alternate to the primary national Space Surveillance Center (SSC) and Space Defence Operations
Center (SPADOC) located in Colorado Springs, Colorado. In executing these responsibilities,
NAVSPASUR has need of precise and/or standardized time and frequency in a number of applica-
tions. These include maintenance of the radar fence references to specification, and coordination
with other commands and agencies for data receipt and dissemination. Precise time and frequency
must be maintained within each site to enable proper operation of the interferometry phasing tech-
nique used. Precise time-of-day clocking must exist between sites for proper intersite coordination.
After 'time tags' are attached to the data at the receiver sites, proper referencing and standardiza-
tion are necessary at the Dahlgren, Va. operations center to ensure proper data synchronization
and communications with the fleet and other agencies.

Time as such is not required at the transmitters as presently configured because of the continuous
wave (AO) modulation used. If possible plans to make the entire phase-coherent for VLBI operation
are implemented, this requirement Time is required at the receiver sites with an accuracy at the
millisecond level. The basic timing accuracy needed is controlled by satellite kinematics that result
in a near-earth satellite velocity of about 7.5 kilometers per second. Planned sensor improvements
are expected to result in an achievable sensor accuracy of about 50 meters. To avoid adding error
the station timing should be at least 1OX more precise. This results in a required timing accuracy
of ±0.5 millisecond for an equivalent position error of less than 5 meters. While this accuracy
is well within the current state of the art, it is not achieved by the HF WWV receivers used at
present. HF timing suffers from unreliable propagation and can have errors of several milliseconds.
The planned installation of GPS timing will result in a timing accuracy more than sufficient for
NAVSPASUR's needs.

Frequency is presently precisely controlled. Frequency at both transmitter sites (three) and receiver
sites (six) is controlled by cesium beam frequency standards, which maintain the 216.980 MHz.
carrier frequency and all local oscillators within ±0.001 Hz. Spurious control on the transmitter
emissions is -80 dBc or better.
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Phase may be considered a derivative of time and frequency. Its control within each transmitter or
receiver site is of great importance to NAVSPASUR because of the operation of the sensor as an
interferometer system, with source direction angles as the primary observable. Determination of
the angular position of a satellite is dbrectlv dependent on the accuracy with which the differential
phase between spaced subarrays can be measured at each receiver site. Interferoineter lobe width
is about II arcminutes on the sky. The high signal to noise ratio for many satellites means that
angular accuracies of 0.1 arcininutes or less can be achieved. This corresponds to a phase angle
accuracy of about 2 degrees. Since one 217 MHz wavelength is equivalent to about 5 nanoseconds
of time, a 2 degree phase accuracy requires about 25 picoseconds relative time control. Thus,
NAVSPASUR has a requirement for very precise time control within the up to 2 mile confines
of each site. If VLBI techniques are instituted in the future, between-sites phase control to this

precision will also be necessary.

NAVSPASUR also attaches great importance to minimizing a quantity that may be called timeli-
ness. Timeliness refers to the time interval required for processing and communication in analyzing
an( transmitting data to customers. While not customarily thought of as precise time, uinimiza-
tion of processing delays is of great importance to the utility of NAVSPASUR's perishable data
product.

Figures 1 and 2 show simplified views of time/frequency/phase usage at NAVSPASUR receiver and
transmitter sites. Installation of dual-frequency GPS receivers at all sites is planned. This will serve
several purposes. It will eliminate the timing errors of up to 5 milliseconds that presently reduce

accuracy on fence observations. It will allow better calibration and monitoring of the performance
of our cesium beam frequency standards. It will allow a direct correction for the effect of the
ionosphere, which causes a significant uncalibrateable refraction error in our measured direction
angles at l)resent.

Another important application of innovative technology is in the use of fiber-optics cables to pro-
vide within-site phase calibration. As mentioned above, NAVSPASUR requires maintenance of
carrier phase to within ±25 picoseconds throughout each site over a wide variety of environmental
conditions. The current technique, implemented when the radar system was first constructed 30+
years ago, uses air-dielectric coaxial calibration cables, and has proven unsatisfactory because of
well-known coaxial cable stability deficiencies. This problem is especially crucial at our main Lake

Kickapoo, Texas transmitter site, so a fiber optics calibration design was developed for installation
there [1]. Although use of fiber optics for digital data, transmission is well developed, phase-stable
(list ribution of an analog signal required development of state- of-the-art techniques. The basic
c(m'ifiguration of the fiber optics system is shown in Figure 3. The physical layout of the Kickapoo
transmitter consists of a two-mile long array of dipoles, each with its own power amplifier. For
control purposes, this array is divided into 18 bays. The phase calibration is applied at the bay
level. The basic requirement for the fiber optics system is that it maintain a phase stability within
±2 degrees across all bays, over the expected range of environmental variations at this north Texas
site. It must be reliable. easily maintainable and have an expected service life of at least 15 years.
Several operating modes were considered, including active (closed loop phase compensation) and
passive (open 1oo1) operator adjusted) and comparison at the central site or at each bay. The pas-
sive central site approach was chosen as providing adequate performance at minimum cost. It will
itilize existing phase monitor and control equipment an(l software. A loose-tube single mode opti-

cal fiber manufactured by Siecor was chosen. Transmitters at each bay are temnperature-controlled
to minrim mizo variations with temperature.
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The above two projects are two items being undertaken as part of a comprehensive effort being
undertaken under the direction of the Commanding Officer, Capt. H.W. Turner IV, to optimize
the performance of our sensor . Figure 4 shows the overall plan. Emphasis is placed on utilizing in-
house capability to the maximum extent possible. The overall plan includes emphases in improved
communications with other sensor sites and users, on improved sensor electronics and on improved
reliability/maintainability. Areas of particilar importance to precision time/frequency/phase in-
clude improved use of time/frequency standards and improved site phase control. There are also
several new initiatives being undertaken in the central operations center software that are of im-
portance. These include optimization of the software used to reduce observations, compensation
for the space environment, improvement of the propagator used for observation comparison, and
an improved sensor performance monitoring system.

The present complex routine used to determine angular position, known as ADR, is being rewritten
to provide proper time synchronization between sites used to form a triangulated position. This
will eliminate a differential timing error that could result in the worst case in up to 50 milliseconds
misalignment between observations. In addition, this rewrite will result in an optimized extraction
of all possible information from each pass, and should result for the first time in significant single-
pass capability for NAVSPASUR. Increased attention is also being paid to calibration of the system
phases via software. We are using certain precision orbits that are seen by the fence on a regular
basis to calibrate system constants including antenna separations and station parameters.

The ionosphere perturbs the apparent direction of arrival, especially near the horizon, by up to
several arcminutes in a way that cannot be modeled well a priori. Use of dual-frequency GPS
receivers should greatly reduce errors from this source. Use of calibration satellites with accurately
known positions can also provide a somewhat less effective alternative.

The largest single error source for most low-altitude satellite orbits is the uncertainty in the atmo-
spheric drag. NAVSPASUR is implementing a procedure using a Kalman filter sequential estimator
technique for real-time measurement and compensation of this effect. This should result in signif-
icantly better performance and fewer lost satellites (UCTs), especially tinder worst case or solar
storm conditions.

A final area of improvement is in the propagator used. NAVSPASUR presently uses an orbital
propagator developed by Dirk Brouwer in 1959. This propagator has an expected accuracy of only
about 500 meters for near-earth orbit. An improved propagator when installed should result in a
significantly improved accuracy. Standardization of the propagators is an equally important issue.
The surveillance community has suffered from the existence of different software at different instal-
lations that, while each capable of providing an adequate representation of the motion of a body,
produce discordant results when using another group's elements. The United States Space Com-
mand (USSPACECOM) is presently undertaking an initiative to standardize these astrodynamic
codes and constants, in which NAVSPASUR is participating. This work when completed should
have significant impact on the precision GPS orbits used in much PTTI work.

These initiatives when fully implemented should result in an improvement in our observational
accuracy from the present 400 meters nominal to a goal of between 50 and 100 meters.

In summary, time and frequency referencing will play a critical role in NAVSPASUR's meeting
future operational requirements. NAVSPASUR is working together with other DoD organizations,
including USSPACECOM, our parent Naval Space Command, SPAWAR, the Naval Observatory,
the Naval Research Laboratory and other naval commands, as well as with such non-DoD groups
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as NASA and the AIAA. to ensure optimum use of time, frequency and phase in engineering our
svstemn.
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Precise Time and Time Interval
Applications to Electric Power Systems
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Abstract

There are many applications ofprecise time and time interval (frequency) in operating modern elec-
ric power systems. Many generators and customer loads are operated in paralleL The reliable transfer

of electrical power to the consumer partly depends on measuring power system frequency consistently
in many locations. The internal oscillators in the widely dispersed frequency measuring units must be
syntonizei

Elaborate protection and control systems guard the high voltage equipment from short and open
circuits. For the highest reliability of electric service, engineers need to study all control system operations.
Precise timekeeping networks aid in the analysis of power system operations by synchronizing the clocks on
recording instruments. Utility engineers want to reproduce events that caused loss of service to customers.
Precise timekeeping networks can synchronize protective relay test-sets.

For dependable electrical service, all generators and large motors must remain close to speed syn-
chronism. The stable response of a power system to perturbations is critical to continuity of electrical
service. Research shows that measure- ment of the power system state vector can aid in the monitoring
and control of system stability.

If power system operators know that a lightning storm is approaching a critical transmission line or
transformer, they can modify operating strategies. Knowledge of the location of a short circuit fault can
speed the re-energizing of a transmission line. One fault location technique requires clocks synchronized
to one microsecond (As). Current research seeks tofind out if one microsecond timekeeping can aid and
improve power system control and operation.

I. INTRODUCTION

At previous meetings of this and other conferences, engineers and scientists have discussed precise
time and time interval (PTTI) applications to electric power systems [1,2,3,4]. One application
was the time synchronizing of recording instruments. The accuracy was 1 millisecond (ms) accuracy
with respect to Coordinated Universal Time (UTC). One millisecond was the design goal because
a recording instrument called a sequential events recorder (SER) had 1 ms resolution. Moderately
priced "range timing" equipment developed for missile tracking was used without extensive changes
[1,3].

Frequency plays an important role in power systems operations. Alternating current (AC) circuits
transmit most of our electrical energy. There are two basic requirements for the successful operation
of AC systems:
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1. Large generators and (synchronous) motors must remain in close speed synchronism,

2. Voltages must be kept near their rated values [5].

A power system is a dynamic non-linear structure that uses feedback control to maintain these
requirements. For example, a feedback loop regulates generator voltage by varying the voltage on
the field winding [6]. A feedback technique called "net interchange tie line bias control" controls
the balance between generation and consumption (load) over a utilities service area.

A closely related concept is the idea of power system stability. A power system is stable if, after
a disturbance, the response is dampened and the system settles to a new operating condition in
finite time [7]. Instability is when some generators lose speed synchronism and go "out-of-step."
We will discuss this idea in a later section.

The electric power system of the United States, Canada and northern Baja California, Mexico
is divided into nine regional reliability councils. Examples are the Electric Reliability Council of
Texas (ERCOT) and the Western Systems Coordinating Council (WSCC). Through the North
American Electric Reliability Council (NERC) these councils coordinate policy issues. One issue
is the reliable operation of generation and transmission facilities and the adequacy and security of
member electric systems 18].

A large interconnected power system is divided into many "control areas." Usually one utility
operates a control area that serves a particular geographical region. During eiiergencies control
areas share on-line standby generation (called "spinning reserve") [9]. The larger structure is called
an inter-connection or grid. A disadvantage of an inter-connection is stability is harder to maintain
[101.

The word "synchronize" has different meanings in different parts of this paper. Synchronous gen-
erators produce most electrical power and energy. Here synchronous refers to a particular type of
electrical machinery. When we say generators must remain in synchronism for successful opera-
tion, we mean speed synchronism. Many applications discussed in this paper require accurate clock
synchronizations. In this instance, we mean time synchronism.

II. MORE INFORMATION
FOR POWER SYSTEM OPERATORS

Modern electric power systems use very high voltage to send large blocks of power over long
distances. A lightning strike to an energized conductor causes a voltage impulse that usually jumps
across the electrical insulation. Faulted pieces of equipment or transmission lines must be quickly

isolated from all sources of power.

A protective relay is specialized equipment designed to detect short-circuit faults. When a relay
detects a fault, it sends a signal to a power circuit breaker. A relay may be inactive for several
years before having to respond to a power system fault. A transmission line relay may have to
estimate the distance to a fault and decide if the fault is internal or external to the transmission
line [11]. The time interval from fault inception to the opening of the PCB may have to be one or
two electrical cycles to maintain system stability.

The protection system may mis-operate occasionally. These improper responses significantly affect
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system operations and can lead to power system instability. Years could pass before engineers find
errors in relay applications or settings. Records kept by NERC show that relay mis-operations play
a large role in the major power system disturbances and blackouts [12].

The number of faults on a typical transmission line ranges from 1 every few years to 15 per year.
Light beam or digital oscillographs record selected voltage and current waveshapes for later analysis
[13]. Some protective relays can produce time synchronized event reports [14]. A millisecond
timekeeping network can turn isolated recorders and relays into a system-wide analysis tool. Many
utilities have wisely synchronized to UTC so any recorded event can be related to any other time-
tagged event.

Information from a digital oscillograph, a SER, and relays in some cases can be remotely retrieved
and processed in a "master station" [15]. It is my experience that the master stations do not
synchronize the recording instruments. Recording systems need a separate timekeeping network.

Information about lightning activity can aid system operation. If a lightning storm is raging near a
critical transmission line or substation, the system operators may start contingency measures. The
amount of power transported along a key transmission line may be decreased. Say a lightning strike
was detected near a transmission line at about the same time the protection system de-energized the
line. With this information the control system or power system operator could quickly reenergize
this line (see the section on fault location).

One commercial lightning detection network uses a time of arrival technique. Time synchronization
is presently by LORAN-C. The network may use GPS in the future [16]. Orville and Songster [17]

discuss a lightning detection network developed by the State University of New York at Buffalo.

III. POWER SYSTEMS OPERATIONS

The measurement of power system frequency plays an important role in the operation of an inter-
connected system. At the 1986 PTTI meeting Dr. Giles Missout pointed out that electric utilities
operate the largest frequency dissemination system. As shown on Table 1 the accuracy of this
frequency has been decreasing. The reason for this is economic. When the power system frequency
can vary within wider bounds, the power output of large generators do not have to changed as
often. Steady power output is the most efficient operating mode for thermal generation plants.

System frequency is a sensitive indicator of the health of the power system. Frequency reflects
the balance between real (active) power generation and consumption [6]. Frequency measurements
between different control areas need to be accurate and syntonized.

An instrument called a power system time and frequency monitor measures four quantities: stan-
(lard frequency, standard time (UTC), power system frequency, and power system time. Time error

is the difference between UTC and power system time. To standardize measurernents the histor-
ical source of standard time and frequency synchronization has been low frequency radio station
WWVB [18]. A utility can now purchase equipment that uses WWVB, GOES, OMEGA or GPS

for synchronization.

Operators control the frequency of the power grid to roughly ±0.05 Hz of the nominal frequency.
Beyond good operating practice, there is no formal requirement on frequency deviation. Operators
monitor time error, the integral of frequency deviation and corrected over a longer period. Table I
lists acceptable time errors within three different North American inter-connections [19].
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TABLE 1. Time Error Correction Practices.

Time Error Time of Initiation Termination
Day

0000-0400 -4 -2 -3 0 ±0.5 ±0.5
SLOW 0400-2000 -8 -2 -3 -4 ±0.5 ±0.5

2000-2400 -4 -2 -3 0 ±0.5 ±0.5
0000-0400 +8 +4 +3 +4 ±0.5 ±0.5
0400-1200 +4 +2 +3 0 ±0.5 ±0.5

FAST 1200-1700 +8 +2 +3 +4 ±0.5 ±0.5
1700-2000 +4 +2 +3 0 ±0.5 ±0.5

2000-2400 +8 +2 +3 +4 ±0.5 ±0.5
Note: The entries refer to Eastern US, Western US and Texas

Within an interconnection one control area acts as timekeeper. Periodically the timekeeper trans-
mits its measured time error so other control areas can reset their measurements. When the time
error exceeds the listed amount the timekeeper directs all members of the interconnection to raise
or lower the "scheduled" system frequency. The entire interconnection is then operated at this
higher or lower frequency. System frequency is returned to 60 Hz when the time error is reduced
to the values shown on Table 1.

IV. POWER SYSTEM CONTROL

Many power systems are operated in an "open loop" manner. For an example, assume that lightning
strikes a transmission line that is not automatically reclosed. The protective relays will detect the
fault and trip the power circuit breakers. These events are displayed at a centralized control center.
If there is no sign of trouble, a power system operator closes the power circuit breakers to return
the line to service. The time interval is typically one-half to two minutes. This procedure has
worked well for slowly changing system events.

Present power system protection is divided into discrete and slightly overlapping domains of mea-
surement and control called zones of protection. Equipment assigned to one zone of protection is
mostly unaware of events outside that zone. The state of the power system can change, but pre-
programmed settings fix the response of most relays. Changing the settings on an electromechanical
relay is a multi-hour task.

Modern microprocessor based relays offer new possibilities. Through communications ports, relays
can have their settings changed in response to changes in the high voltage system. This is called
"'adaptive" relaying [20,21]. Nested in the idea of adaptive relaying is the move toward a hierarchy
of control and protection equipment. The digital relay communicates with computers that monitor
and control the entire substation. In turn, the substation computer communicates with another
computer at the dispatch or control center.

Stability The thermal capacity of the conductors is usually not the limiting factor for the power
that can be sent over a transmission line. Often the limiting factor is power system stability. Above
a certain level, any additional transmitted power causes some generators to loose speed synchronism
and go 'out of step.' Protective equipment would remove these generators from service, possibly
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causing an imbalance between generation and consumption. Loss of generation in one control area
could cause an overload on a transmission line or transformer. Soon the relays may remove this
equipment from service possibly leading to a blackout [22].

There is a limit to the dynamic performance of an isolated protective rela. that uses local infor-
mation only. Hansen and Dalpiaz point out:

... it seemed that with each new line installation, the task of coordinating the OOS
(out-of-step) relays grew more difficult. This difficulty was eventually found to
stem from a fundamental problem: OOS relaying (or any other impedance based
relaying) is not always the best tool for instability protection, but it is usually the
most convenient. Often OOS relaying is adequate, but as a power system grows

more complex, OOS relaying's weakness is revealed. This weakness is that, being
impedance based, OOS relaying is "line oriented" rather than "system oriented".
And instability problems in a power system are really system problems. [23]

These researchers found that the fastest and most global indicators of imminent power system
instability are: voltage phase angles, power flow through key lines or units, voltage magnitude,
network status, and time [24]. We will discuss voltage phase angles shortly.

In addition to the work just discussed, other researchers are using PTTI techniques for stability
enhancement. An out-of-step relaying system th uses the utility's digital communications system
for synchronizing voltage sampling has recently been reported [25]. The level of synchronization is
that of the digital communications system. 50 ps. At the recent Power Engineering Society Summer

Power Meeting several engineers from France discussed a new loss of synchronism system. As with
similar systems, the objective is to isolate the fault and prevent propagation of the disturbance.
They built several "phasemeters" synchronized by a GPS receivers. The system is presently exper-

imental with the first portion going into service in 1994 [26]. There are reports of similar work in
mainland China and the island of Taiwan.

State Vectors and Estimators A state vector shows the actual condition or state of a system.

The complex voltages of all substation busses are the state vectors of the power system. Complex
voltage means the magnitude and the relative phase angle of that voltage with respect to a system-

wide reference. The present practice in many control centers is to calculate the voltage angles from

other measurements. This is called state estimation. The purpose of state estimation is primarily
to detect, identify, and correct gross measurement errors and to compute a good estimate of the
voltage angles. Knowledge of the state vector helps in evaluating power system security. The

disadvantage to state estimation is the time interval required to compute the phase angles. The
state vector is not available in "real-time."

Measuring voltage magnitude is routine but measuring the voltage phase angle is more difficult

[27]. The phase angle is measured by comparing the zero crossings of the voltage waveform with
a system-wide reference time marker. See Figure 1 for a conceptual explanation. A better m.thod

is to measure the positive sequence voltage [28]. One electrical degree of the 60 Hertz waveform
equals about .16 /s. Across short transmission lines (less than 50 kni), measurements may need to
be made to 0.1 electrical degree. This translates to a clock synchronization of roughly 5 its [29].

Fault Loation Operators can use knowledge of the relative location of transmission line short
circuit faults to improve system control. Most line faults are temporary and rapid circuit bieaker re-
closing usually can help maintain system stability. However, rapid circuit breaker reclosing presents

a risk to stability and fault location techniques can lower this risk.
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Immediately after a fault some generators may be oscillating relative to a 60 (or 50) Hz frame of
reference. Reclosing a breaker into a nearby permanent fault may further perturb some generators
and lead to ii-,tability. Generally the risk of instability decreases as the distance between generation
and the fault increases. If the location of the fault is accurately known, the control system or the
operator can make bettor re-closing decisions. If the fault is permanent, line maintenance crews
can go to the exact location.

Either "time domain" or impedance techniques can locate transmission line faults [30,31]. As
discussed by M. Street at the 1990 PTTI meeting, time domain techniques need microsecond clock
synchronizations [32]. Please see Figure 2. Fault-induced waves travel at the speed of light,
300 meters per microsecond. By time-tagging the arrival of fault-induced pulses at each end of
the transmission line to within one microsecond, the fault can be located to within 300 meters.
Three hundred meters is the typical tower spacing on a high voltage transmission line. Time
domain techniques must be used on lines with series compensation. On the other hand, impedance
techniques are accurate to about 1 or 2 % of the length of a line or roughly one kilometer, whichever
is larger [30]. This is true for 90% of all faults.

Protective Relay Testing It has long been the relay engineer's desire to test the protection system
under conditions that are as close to actual conditions as possible. When a critical transmission
line falsely trips, engineers need to find the reasons for this mis-operation. A good method of
analysis would be to retest the whole protection scheme with a recorded reenactment of the fault
or disturbance that produced the problem. Field testing based on either a recording or a computer
generated simulation requires a means to synchronize the test signals. In this application, the

needed synchronization may be 10 uis [33].

V. WHAT T&F SERVICES DO UTILITIES USE?

Radio station WWVB has been a popular source of time and frequency information at the utility
control center. Receiver specifications of 1 ms on equipment suggests that WWVB would be a good
source for oscillograph and SER synchronization at the substations. Wright reported on one utility
in Colorado successfully constructing a disturbance recorder synchronization system using WWVB
[34]. WWVB receivers were less expensive than other alternatives and worked well in substations
and power plants.

Other utilities have experienced difficulties receiving WWVB. Burnett reported reception problems
in the state of Georgia [1] where the receiver lost the signal twice daily at local sunrise and sunset.
Corona and other substation generated noise made reception difficult. Missout experienced similar
difficulties iii Quebec, Canada [35]. In some cases United Kingdom station MSF, which also
transmits on 60 kilohertz, produces interference.

LORAN-C promises microsecond timekeeping. Burnett reported unsatisfactory reception by a
portable automatic receiver in a 500 kilo-volt substation. On the other hand, he used LORAN-C
at the utility control center [1]. Missout temporarily used LORAN-C for manually synchronizing
a phase angle measuring system [36]. An informal survey has produced no known LORAN-C
substation usage.

In 1981 Missout experimented with using the GOES system in a phase angle measurement sys-
ten. 1 he requirement was for clock synchronization of 40 Its [37 but the GOES system proved
unsatisfactory [38].
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Burnett used a centralized approach to timekeeping for most of his timekeeping needs (1]. In
this approach, UTC is received at the control center then a serial time code is broadcast over a
utility voice-grade microwave radio channel. At the substations, time code generators correct for
propagation delay. Where a utility microwave radio channel was not available, GOES clocks were
installed. The difference between a GOES clock and a substation time code generator recorder was
at most 500 ps [39]. 1 constructed a similar system [3].

For their work on stability assessment and global relaying, Hansen and Dalpiaz initially selected
the GOES system for synchronization [40]. Here the required level of synchronization between
clocks was one electrical degree of 60 Hz (46 ps). Clocks were synchronized via the "common
view" mode. GPS clocks will replace the GOES equipment for the substation encoders. For time
tagging of disturbances, the centrally located master decoder was synchronized to UTC via GOES
equipment.

Arun Phadke, who spoke at the 1990 PTTI meting, is using GPS clocks to synchronize digital
sampling between different sites [41]. Two measurement systems under development were tested
in a laboratory experiment [42]. The Bonneville Power Administration, U.S. Department of Energy,
has installed several GPS clocks for phase angle measurement using a encoding system developed
by Phadke. Data are telemetered back from several substations to the control center for project
evaluation. Please refer to the paper by Ken Martin in these Proceedings.

VII. CONCLUSIONS

The accuracy requirements of the power industry are relatively modest when compared with other
applications. An important consideration is the continuity and availability of any time and fre-
quency broadcast service. For power system operations all components must be available always.

Table 2 Summary of Applications

Application Accuracy Source
Time & Frequency Monitor 1 ms & 1 E 5 WWVB, GOES,

GPS

Recording Instruments I ms GOES or utility
SERs & Oscillographs system
Relay Test-Sets 10-20 IL GPS
Phase Angles & Phasemeter 4.6-46 /is GPS
Short-Circuit Fault Location 1.X is GPS or custom

A major advantage to satellite based timekeeping is saving of limited bandwidth on the utility mi-
crowave radio communications network. The communications network will be needed for moving
data between the control centers and the substations. If the timekeeping network or the commu-
nications fails, the control system must revert to a secure operating mode. Some of the futuristic
coaccpts discussed here are for the very high voltage transmission systems that are the "super
highways" of our power systems. It is unlikely that you will see GPS synchronized measuring units
in lower voltage substations.

Standardized frequency measurements and millisecond time-keeping is a proven and accepted part
of operating many electric utilities. Fault location is gaining acceptance as a valuable tool. At
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the present, the estimated distance to the fault is displayed but -Aot programmed into automatic
control schemes.

Think Green! That was on, message I took away from the IEEE Power Engineering Society
(PES) Summer Meeting. The message was the health of our planet is becoming more important
to the consuming public. At the Student-Faculty-Industry Luncheon Mr. Bernie Palk of the Los
Angeles Department of Water and Power pointed out that:

"The dominant mind-set of our industry for the previous three decades has been
growth-oriented. How much new (generator and transmission line) cp.pacity will we
need, and when will we need it? Today the question is more likely to be, how can
we stretch the capacity we've got?"

Valid environmental, financial and biological concerns, make new high voltage transmission lines
difficult to build. On the other hand, society is demanding more electrical energy. One possibility
is that the advanced control techniques discussed here will allow heavier usage of the existing
transmission system. An issue is whether this can be done without any real loss of reliability. If
there is an incremental loss in reliability, will the utility industry and society accept this loss of
reliability in exchange for fewer new transmission lines?
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QUESTIONS AND ANSWERS

David Allan, NIST: If it would be of help, the Department of Transportation has a real time
output of all lightning strikes across the United States.

Mr. Wilson: More and more utilities are seeing the usefulness of this data. It varies with region.
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Abstract

The Bonneville Power Administration (BPA) uses IRIG-B transmitted over microwave as its primary

system time dissemination. Problems with accuracy and reliability have led to ongoing research into better

methods. BPA has also developed and deployed a unique fault locator which uses precise clocks synchronized

by a pulse over microwave. It automatically transmits the data to a central computer for analysis. A proposed
system could combine fault location timing and tim - dissemination into a Global Position System (GPS) tim-

ing receiver and close the verification loop through a master station at the Dittmer Control Center. Such a

system would have many advantages, including lower cost, higher reliability and wider industry support. Test

results indicate GPS has sufficient accuracy and reliability for this and other current timing requirements

including synchronous phase angle measurements. A phasor measurement system which provides phase an-

gle has recently been tested with excellent results. Phase angle is a key parameter in power system control

applications including dynamic braking, DC modulation, remedial action schemes, and system state esti-
mation. Further research is required to determine the applications which can most effectively use real-time

phase angle measurements and the best method to apply them.

Introduction

Electric power systems have evolved from a few generators connected to a load in a nearby city

to vast interconnected networks with hundreds of generators and loads spanning half the country.

Commensurately time synchronization has evolved from locally set ac clocks with second accuracy

to microwave pulse and satellite signals with microsecond accuracy. Modern power systems require

increasingly complex controls to maintain stability. Recent developments in time dissemination provide

an opportunity for major advancements in power system control, protection, and operation. Precise

time distributed over a large power system allows synchronous sampling of voltage and current for real-

time power and phase measurements as well as accurate event recording and fault location. Precise

time an( phase angle will enhance the development of regional real-time control systems.
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Time Dissemination

Early power system controls were based on power, current, and voltage measured at a terminal.
Scheduling was handled by demand, and disturbances were localized enough that time synchronization
was not required for analysis. As systems grew they became more complex and interconnected. Timing
was required to coordinate scheduling and to compare disturbance recordings made across the system.
Locally set ac clocks were adequate for the task in most cases, but created problems where distant
clocks had been set several seconds apart.

In 1974, Bonneville Power Administration (BPA) commissioned the Dittmer Control Center in Van-
couver, Washington, as the main dispatching and control center for the BPA system. A primary
feature of the control center was the SCADA computer system to allow most of the system moni-
toring, switching, and control functions to be operated remotely. The Central Time System (CTS)
synchronized to WVB was installed as BPA's primary time source. Over the next decade time
dissemination was extended throughout the system using IRIG-B over dedicated microwave channels.

The II? IG- - signal synchronized time throughout the system to at least tenths of a second 99 percent
of the time. However, it was found phase slips in multiplex equipment and channel frequency response
could cause enough distortion to make IRIG-B difficult to read, and noise could cause momentary
interruptions. When recorded directly on an oscillograph, these impairments didn't cause much prob-
lem. but they played havoc with automatic decoding equipment. They caused time miscues that could
be days off and take hours to resynchronize. In some locations automatic alarm recording equipment
recorded pages of time errors. In addition, there were several BPA substations which didn't have

direct microwave coinmunications and needed accurate time.

GOES satellite receivers were installed at several sites in an attempt to solve both problems. Success

was limited. They had trouble synchronizing, suffered from radio interference, and needed occasional
antenna ropointing. Time accuracy was no better than IRIG-B over the microwave although they did

tiot. flood the millisecond (ldelay corrections required for microwave transmission.

BP.\ has experimented with phase modulated IRIG-B and found it to be much more resistant to mi-
crowave impairments than the standard amplitude modulation. Since it is not available commercially
and re(uires special encoding and decoding hardware, it has not been implemented. Consideration is
boing, given to the whole spectrum of BPA's timing needs before developing a specialized system.

BPA is in the process of specifying a new CTS system for the Dittmer Control Center. GPS rather
Ihan kVWVB will be used to acquire UTC time in order to achieve microsecond level synchronization.

The system will employ triple redundant time generation for automatic switching and higher reliability.

It will have an independent rubidium based clock for local verifiability and better local timekeeping in
the event of (,PS signal loss. The system will upgrade the central timekeeping capabilities to support
all BPA system and Western region timing requirements for the foreseeable future.

Time Domain Fault Location

11'.\ has pioneered a. inique system for locating power line faults (short circuits) using precise timing.

Whien a fault occiurs, the instantaneous change in potential creates a voltage wave that travels along
lihe power line at nearly the speed of light. By precisely timing the arrival of the traveling waves at

each end of a pmver line section, a simple formula yields the distance to fault from the end of the line

[1,2,3].
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The original system, called Type B, had a master with a counter and several slaves that would relay
the fault pulses to the master via microwave. The system was reasonably reliable, but could only be
calibrated by known faults and needed to be interpolated by experienced personnel using informa-
tion from past readings. The present version, called FLAR for Fault Location Acquisition Reporter,
employs remote timetagging units with stable clocks at a number of substations [1]. The clocks are
synchronized every 100 seconds by a phase shift keyed 2.3 MHz tone sent over the microwave. The
remote units communicate over an automated data net with a master computer which retrieves these
timetags, calculates the fault distances, and reports to system dispatching. This system has proven to
be reliable and accurate for sites which can be linked by high frequency microwave communication. It
is easy to use and is being improved with software to sort out good readings from the many generated
by noise during a fault.

In 1989 the FLAR system was extended beyond the BPA microwave system by synchronizing the
master with a GPS receiver. A GPS receiver installed at a substation can provide sync in place of the
microwave transmitted pulse. The extension has worked well so far.

Requirements for a Combined System

The Western Systems Coordinating Council (WSCC) is a regional electric utility group which consists
of 61 interconnected utilities west of the great plains from central British Columbia to Mexico. It has
set a goal of 8 millisecond timing accuracy throughout the region. BPA has set its current requirement
for 5 milliseconds maximum throughout its system, and 1 millisecond synchronization for all systems
within a station.

Time domain fault location requires I microsecond synchronization throughout at least every area
which might be reporting the same fault. Several other uses which have not been discussed yet are
relaying, transient stability control, and state estimator. Relaying, which detects power line faults and
controls the large power circuit breakers, optimally must be able to detect fault distance within 1000
meters to function correctly. Stability control and state estimation operate relative to the 60 Hz cycle
which is 46 microseconds/electrical degree. These requirements are summarized in Table 1.

System Function Measurement Optimum Accuracy
Fault Locator 300 meters I microsecond
Relaying 1000 meters 3 microseconds
Transient Stability +1 degre 46 microseconds
control
State Estimator ±1 degree 46 microseconds
Oscillograph 1 millisecond
Event Recorder 1 millisecond

Table 1. Electrical Power System Precise Time Requirements

The most stringent accuracy requirement is fault location; any timing system with microsecond ac-
curacy throughout the region will satisfy all the needs. Less obvious is the requirement for reliability
and availability. Power systems arp expected to operate all the time. Any control, protection, or
monitoring system must be ready to operate reliably at any time. A timing system that operates
reliably or produces the required accuracy 98 percent of the time is not acceptable. BPA currently
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requires its control and communication systems to demonstrate a 99.986 percent availability for full
performance operation. Any system with required outage times that cannot be scheduled into main-
tenance intervals (i.e., will fail occasionally at random times) is not acceptable. When systems fail the
results can be dramatic-New York blackout of 1965-and destroy equipment worth millions of dollars.

IRIG-B sent over the microwave could achieve the 1 millisecond requirement using the phase modula-
tion technique. Tests have demonstrated that it will never achieve 1 microsecond reliably, even with
a steered oscillator. A Cesium oscillator at each station would achieve the required accuracy, but the
necessary calibration and costs would be prohibitive.

GOES satellite receivers have proven to be not much better than IRIG-B sent over microwave. Radio
signals such as WWVB do not give the required accuracy. Loran C is powerful in the Northwest and
accurate but does not easily yield time.

The FLAR system has the accuracy and high reliability but only provides synchronization, not time
of (lay. Incorporating time of day will require a major redesign of the hardware and software of the
remote unit, an expensive and time consuming proposition. An additional shortcoming is its reliance

on a direct high frequency microwave link which isn't available to all sites where BPA would like
accurate time of (lay. It also is not available to neighboring utilities where synchronization may be
desirable.

The GPS system can provide the I microsecond accuracy throughout the system. It is relatively new
and has unproven reliability as far as BPA is concerned. However because it does offer such a great
potential, BPA has purchased several receivers and has done extensive testing over the last 4 years.
The advantages include good manufacturer support, less expensive, inherent delay compensation, no
high frequency microwave requirement, better coordination with neighboring utilities, and an excellent
systiem failure tolerance. The disadvantages are an imperfect receiver performance record to date, lack
of knowledge of how the system will perform in a substation environment, and the uncertainty of
)epartment of Defense policy. However recent results from GPS receiver testing have been excellent.

That and policy statements by the Department of Defense have given enough confidence in the GPS
system to propose a combined timing/fault locator system based on GPS.

Closed Loop Precise Time System

It has been proposed to install at each substation a GPS receiver with an IRIG-B output, a timetag
option, and software that would allow it to communicate with the FLAR master. The receiver would

provi(le precise time locally to the substation, timetag faults, and report times to the FLAR master.
The master would additionally check the remote GPS time and operation. This system would eliminate
the need for the high frequency microwave channel and several voice grade channels presently used to
disseminate IRIG-B. It would replace the time code generator and FLAR remote unit with a single
GPS receiver. Further advantages include:

a. Manufacturer Support The current FLAR system is BPA designed and supported. A pro-
!)osd phase shift key modulated IRIG-B would also need to be designed for BPA. The proposed
system would add only two options a basic GPS receiver produced by several manufacturers.
The options are likely be used by many utilities, potentially making the configuration a standard

piece of ev(lipment.
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b. Less Expensive At today's prices, the GPS receiver unit is competitive with the two remote
units it would replace. With quantity production, and as GPS receiver technology improves, the
cost would be less. Additional savings are realized by microwave capacity not used.

c. Inherent Delay Compensation The broadcast delay from the CTS to each substation has to
be calculated and entered in each remote unit. BPA is in the process of implementing an alternate
control center from which time code could alternately be broadcast, creating two different delays
for each remote. Alternate path routing for catastrophic microwave system problems further
complicate the problem. A GPS receiver outputs time corrected for its location.

d. Closed Loop Verification The present broadcast IRIG-B has no verification that the time is
correct and the remote equipment is operating. FLAR is a closed loop system, reporting every
100 seconds any events and remote status. The proposed system would report GPS receiver
health, oscillator status, and tracking information if required. It would also report local time to
verify timekeeping within a millisecond. An additional timetag input can be added to receive
broadcast FLAR sync pulses to verify timing to a microsecond. The master could also set
the remote for daylight time changes and tracking schedules if needed. Verification of remote
operation should remove much of the uncertainty of relying on a remote clock that receives its
signals from tiny dots in space.

e. Improved Inter-utility Synchronization Even a precise central system can drift from a
common reference (UTC); when it does, all nodes drift with it. If each substation is directly
synchronized to the same source as all other utilities, the systems on the average will remain
better synchronized at all times.

f. Improved Systematic Reliability While the centralized system broadcasts from a redundant
CTS on a microwave system of very high reliability, there are common power sources, single wire
interconnections, and combined signal paths. Any interruption of this long linked chain or error
in time generation can cause multiple remote outages. GPS relies on multiple satellites, each
individually timed with extensive built in redundancy. Incorrect control signals to the satellites
could cause errors, but not likely with all satellites at once. Since several satellites are in view
at all times, receivers can be designed with logic to ignore signals from a satellite with sudden
changes or with excessive variance from the others in view. The GPS receiver itself uses an
internal oscillator which is slaved and compared with the satellite signal. If the RF input fails
for any reason, the internal time generation can carry the output accurately for some period of
time. If the internal timekeeping generates an error, it can be corrected from the GPS signal.
Communication failure interrupts fault reporting and verification, not time. Catastrophic failure
of any station does not affect the timing at any other station.

A test program is planned to deploy several units with the required software and three timetag inputs,
one for faults, one to mark the operation of the station oscillograph and the other to time the arrival
of the sync pulse. The oscillograph will typically only trigger on significant disturbances, so the FLAR
master uses its trigger to sort possible faults from the many timetags due to noise and switching.
Timing the sync pulse will allow long term monitoring of performance to the highest accuracy level.
The test program will allow BPA to develop a longer term performance and reliability record.
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Precise Time and Phase Measurement R & D at BPA

GPS Receiver Testing

In conjunction with the Phasor R &, D program, BPA has tested (PS receivers for use in timing on
the BPA system. Since continuous accuracy is the main concern, testing has focused on long term
monitoring of the output. In most GPS receivers a 1 Pulse Per Second ( 1 PPS) signal provides
internal sync for all other timekeeping signals, so it provides a simple reference for monitoring overall
performance. The I PPS output was compared against a 1 PPS signal generated locally by a Cesium
reference standard. Originally only the average between the two sources was measured and computed
periodically. It was found that un!ike an oscillator, the GPS derived signal could make sudden jumps
to another value for one to many seconds and then snap back. Testing was expanded to monitor the I
PPS signal overy second for jumps as well as take 100 second averages every 15 minutes. A 100 second
average provides reasonable noise smoothing that fits in well with the 15 minute interval, though it
may not provide the best sigma tau variance.

In the last 6 years we have seen receivers improve from units that kept time within several microseconds
only 95 percent of the time to units that typically keep tenths of microsecond accuracy 99.9 percent of
the time with less than 3 microsecond deviation at any time. The improvement is partly due to better
satellite coverage but mostly due to receiver technology development. Performance at the presen ievI
is quite acceptable to BPA. Figure 1 is a 2 week plot of the 100 second averages comparing GPS with
('esium. The drift of 1.6E-12 of the Cesium standard relative to UTC is left in the plot so the curves
for each week don't overlap.
\W\ have also compared a GPS receiver installed at the Malin Substation with the FLAR sync pulse

received at that site. Malin is in southern Oregon on the California border and about 260 air miles from
the Dit tiner Control Center. The sync pulse delay time was measured by transmitting the signal from
i)itt nier, re-transmitting it back, and measuring the round trip time. An average of 400 measurements
was divided by two to estimate a one way transit time of 1689.3 microseconds. Since the FLAR master
at l)ittiter is now synchronized by GPS, it is easy test the one way transit time with a GPS receiver at
Malirt. The transit time averaged over 15 minute intervals is around 1691.3 microseconds, very close
to the pre'viouslv calculated time (Figure 2). The 2 microsecond difference was constant over the 5
month monitoring interval and has not been investigated, but is probably due to additional cable and
transmitter equipment at Dittmner and differences in microwave system filter tuning. The effects of
the microwave system and ( PS receivers cannot be separated in this data, but even combined they
are within an acceptable performance level for the FLAR system.

While the averaged data only varied around :300 nanoseconds from the mean, of greater concern is the
worst case perfortnance. Figure :3 is a plot of the span between the maximum and minimum measured
during the interval. The time interval counter used in this test only has a 100 nanosecond resolution
so the plots appear rather quantized. The fact the difference is always less than 1.5 microseconds

is amazing, considering the plot combines the effects of two GPS receivers 260 miles apart and the
Microwave communications in between.

Synchronous Phase Angle Measurements R & D Program

BHPA installed a prototype Synchronous Phasor Measurement System developed by the Department of
l,('ctrical Engineering at Virginia Polytechnic Institute and State University in Blacksburg, Virginia on

BIPA's 500 kVA(' lacific Northwest-Southwest (PNW-SWV, Intertie. The system consists of a, remote
terininal i stalled at .John Day and Malin Substations (about 250 miles apart) and a moaster terminal
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at the BPA Laboratories in Vancouver, Washington. The two remote terminals are synchronized by
GPS receivers.

A remote unit is a microcomputer with a A/D and serial interfaces. Three phase power line waveforms
are synchronously digitized at a 720 saniple/second rate, clocked directly oy a precisely timed signal
from the GPS recoiver. After each saniple, the latest 12 samples are filtered with a Fourier transform to
extract the 60 Hz component and converted with the symmetrical component transformation t,) yield
the complex positive sequence phasor. This phasor represents the magnitude and phase of a balanced
three phase system and is a good representation of the state of a real power system in all but extreme
fault conditions. Since each phasor is computel with 12 sanples, it gives a true 60 Hz response to
changes. The precise timing makes data comparable for accurate phase angle determination over a
region of any size [7,8].

In addition to calculating phasors, the remote also computes frequency and rate of change of frequehcy.
It monitors the computed data for sudden changes and flags any that go beyond preset limits. It will
communicate these values to the master terminal on demand either as a stored table or a real time
data flow.

lit this test, data was gathered from the real time data flow using 4800 BPS modems over the BPA
microwave system. Data was transmitted at 12 Ilz (every 60th sample) in order to fit into the protocol
and data rate. The master nionitored the disturbance flags and saved a 3 minute table of raw data
(including :30 seconds of preflag data) whenever a flag was detected. The imaster also computed
continuous statistics fromt the data and recorded it ev-,v 15 minutes. The test system diagram is
Thown in Figure 1.

Phasor System Test Results

The purpose of the test program was both to evaluate the phasor neasurement system and to provide
operational infornation on the (PS receivers used for the precise timie source. The system has been
fully operational ,ince September, 1990, and 8 mo, hs of continuous data has been recorded for
analysis.

The svstem has performed very well. In 2 years of field of deployment there has only been one hard
failure in a (PS receiver and none in the phasor remote units. Data communications has less than a 1

percent erroi rate. The phas,,r data appears to have a better response with gr( ter duracy and less
noise than comparable analog telemetered data. The final test results are now being analyzed with a
report to follow in 1992.

A sample disturbance records a bus fault at the WNP-2 plant near Richland, Washington, followed by
a loss of 109-1 MW of generation at 10:10:55 on December 7. 1990. A sharp voltage dip is seer, at both
,John Day and Malin during the fault (about 30 milliseconds dturation). It is followed by a voltage
rise and decrease in phase angle between John Day an( Malin which accompanies the drop in power
transfer. The frequency traces from the two stations are nearly identical; the squared appearance is
(lite to) the algorithmim being used at the time which takes longer averages to improve accuracy near 60
liz. The syston gradually approaches its olh operating point during the 2 minutes following the fault.
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Future Applications of Precise Time and Phase Angle Measure-
ments

Precise timing enables implementation of event time-tagging, fault location, and the synchronous
measurements of key transient stability indicators such as voltage phase angle in near real time.
These measurement techniques enable the development of new protection and control schemes, some
of which are described in the following paragraphs.

Stability Control Schemes

The aim of stability control schemes is to prevent unnecessary shutdown of generators, loss of load,
separation of the power grid, and avoid blackouts and damage to power system equipment. Control
schemes accomplish this by a graduated response to system disturbances which only take effect when
the disturbance is significant enough to endanger overall system stability. When a disturbance is great
enough to cause generators to go out-of-step, the frequency to become unstable, or the voltage to
collapse, controls respond with appropriate remedial measures such as dynamic braking, generator
dropping, load shedding, and finally controlled islanding.

Existing control schemes within the WSCC service area are Type A high speed actions based on a
worst case scenario and Type B which takes slower corrective action after an event. Type A controls
tend to take ex:essive action and can only respond to preprogrammed events. Type B tend to be too
little or too late to prevent system problems to propagate as they would with no control action.

Future stability control systems based on digital phase measurement can offer significant advantages
over the systems currently employed. Phase measurements could be combined with Type A high-
speed control logic to compute an appropriate proportional response and be substituted for Type B
for longer term control actions. During a major system disturbance, control computers can sort and
process synchronous aIeld data to compute a response appropriate to the current system operating
conditions. Within a few cycles from the beginning of the disturbance, they can provide an output
response to the disturbance. If this initial high-speed action doesn't stabilize the system, further Type
B actions could be taken to taken to correct it. Considerable long range R & D is required to assess
the feasibility of such systems and develop and verify the necessary strategies, hardware, and software.

HVDC Modulation

IlVDC systems are powerful tools for improving the transient and dynamic stability of AC power
systeims. In contrast to an AC line, the power transfer over a DC link does not depend on the voltage
phase-angle between the ends of the line and can be quickly changed independently from other system
parametcrs. The control may be continuous in nature, using feedback variables, or it may be discrete,
con'isting of predetermined changes in DC power. Voltage phase angle between stations in the AC
system are powerful input parameters for this type of control. The first swing (transient) stability
can be improved by using a voltage phase angle measurement on an AC line to modulate the parallel
IIVI)C link. Damping of oscillations in the AC grid can also be achieved by using the rate of change
of voltage phase angle as an input to the DC Link control.
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Dynamic Braking

When a power line fault occurs, the current is shorted back to the generator bypassing the load.
Since power system equipment is mostly inductive rather than resistive, it absorbs little energy, so
the driving force tends to accelerate the generators. In North-central Washington BPA has a 1.100
MW resistor which serves as a dynamic brake for the many large hydro generators in the area. It is
used to prevent AC system separation by burning tip excess kinetic energy from system generators.
At present, the beginning of braking is usually triggered by the detection of a disturbance such as a
multi-phase fault or intertie separation. The brake is applied once for 30 cycles to stabilize the initial
swing. A single application may be too little or too much to stabilize the system for a particular
incident. Voltage phase angle coLid integrated into a dynamic control that could apply the brake to
maintain phase within a maximum limit using up to six, consecutive 30 cycle applications.

Subsynchronous Resonance

In a multi-machine power system the controls on the various generators will at certain operating points
with certain power grid configurations oscillate at a low frequency and amplitude, threatening operat-
ing stability and putting undue stress on generation equipment. This subsynchronous resonance is a
well known and generally controlled phenomena, but hard to eliminate entirely due to many possible
operating configurations in a large power grid. The ability to measure voltage phase angle between
key generating units would provide a means of avoiding or damping out some of these oscillations.

System State Estimation

System State Estimation is a mathematical technique that has evolved for determining stability of a
power system based on its characteristic equations. The major input requirement is knowledge of the
complex voltages at the power system busses throughout the system [8].

The present State Estimator uses a least squares algorithm to compute the complex voltages from
raw power system data like voltage magnitudes and power flows. Thus the voltage phase-angles are
derived in the estimation process rather than obtained by direct field measurement. The slow response
time (seconds to minutes) renders the system usable only for static analysis. In addition, it requires
consistent and complete sets of measurements to accurately implement the algorithm. When the
data is inconsistent or missing, system phase angles are abnormally large, or the system is in an
oscillatory condition the solutions may not converge. Line flow measurements are needed for any bus
to be included, so the contribution of neighboring power systems may be impossible to compute even
though they contribute to system stability.

A State Estimator that uses direct phase angle information measured by precise time synchronous
sampling would avoid most of these problems. The system would be fast (in the order of a few cycles)
since the complex voltages used in the algorithm would be measured rather than computed. If a
reading was in error or missing only estimations surrounding a particular bus would be thrown out.
Abnormal phase angles and system oscillations would not affect the process. State est;mation could
be incorporated into dynamnic control schemes.

Monitoring Power Flow.

The power flow across a line is equal to the prod uct of the two terminal voltages and the sine of the
phase ariglo across the Ii ne divided by the line impedance [4]. The terminal voltages are normally
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closely regulated to a fixed value and the transmission line is usually constant. Thus, the power
flow is basically determined by the voltage phase-angle difference between the busses. A maximum
phase angle can be determined based on the line and bus-generator characteristics, above which the
generators will not stay in sync. This stability limit then determines the maximum power that can be
transmitted across the power line.

Monitoring voltage phase angles rather than line loading for power system security assessment may
be a more reliable method. Generally speaking, in multi-machine systems small angles between the
regions or buses is "relatively secure" and angles approaching 90 degrees is unstable. If bus voltage
phase angles along with stability margins were displayed for system dispatchers on the power system
diagrams, the load flow and stability situation could be verified at a glance.

Monitoring Reactive Power Requirements

The reactive power injections which are required for controlling voltage magnitudes in the power
system depend basically on two factors: the load characteristics and the reactive losses in the network.
Phase-angles are important quantities in this respect because they influence the reactive losses in
transmission lines, especially for large angles.

This relationship was a major factor in" the voltage collapse and subsequent blackout in France in 1978
and the blackout in the SW region of California in 1982. Abnormally large angles produced large
power transfers. These, in turn, increased the demand for large reactive compensation and the system
became unstable when it was not available.

High speed phase measurements will allow real-time monitoring of the reactive power requirements of
the of the system or a region. Following a system disturbance it is fast enough to initiate high-speed
reactive compensation, such as shunt capacitor switching to control voltage.

Reduction of Losses

From precise synchronous field data it is possible to construct a precise computer model of the system.
By using this model, computer studies could be run to match a specific load demand at minimum
losses. Security considerations permitting, savings could be realized for example, by opening some
lines which carry essentially no load at a specific time of the day or season.

System Restoration

Following a major blackout, generating plants or regions can be reclosed rapidly if they are in phase
with one another. With remote voltage phase-angle measurements at key points, it would be possible to
synchronize and restore remote substations reliably and securely. This should make system restoration
faster andi more versatile.

Summary

'IPA is continuing research on precise timing systems and applications development for operation
and control of its electric power system. It has developed and employed an accurate and reliable
fault locator s ystein and the precise timing network that enables it to operate. GPS is being used
to extend the range of that system beyond BPA's network. Investigation also continues of better

156



methods to dissemination system time. A demonstration R & D project is being initiated to combine
time dissemination and fault location timing into a GPS receiver.

Research in system wide phase angle measurements is also continuing. The first test phase of a phasor
measurement system has been completed. A GPS receiver provides the precise timing required for the
synchronous sampling used to compute voltage and current phasors. Results have been very good,
and consequently new system deployment is being investigated.

A successful phase angle measurement system will have many applications. These include a new
generation of controls including remedial action schemes, dynamic brake and capacitor insertion,
DC system modulation, and system state estimation. As power system loading and interconnection
increase, new and more automated controls will need to be developed. High speed, real-time phase
angle measurement may prove to be a key to the next generation of controls.
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Figure 1. Typical GPS receiver performance versus a Cesium Standard.
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A HYDROGEN MASER WITH CAVITY AUTO-TUNER
FOR TIMEKEEPING

C. F. Lin, J. V. He, and Z. C. Zhai
Shanghai Observatory

Academia Sinica

Abstract

A hydrogen mawr frequency standard for amebeeping has been worked at Shanghai
Observatory. The maser employ. a fogt cariy auto--uner, which can detect and compensa e
the frequency drift of the high-Q resonant cavity with a short tiw coasta by means of
a signal injection method, so the long term frequency stability of the maser standard was
greatly improved. Th paper describe, the cavity aulo-tunog system and some maser data
obtained from the atomic time comparison.

INTMDUC'rlON

Skatgkai Observatory its very strict requirements for precise frequency aid time,
These requirements ariae fro the ioed of atomic time scale keeping as well as a variety
of radio astronomical experiments sick as UI. At tie preseit time, the kydroget maser
standards developed by Skaghai Observatory have been used for timekeepitg aid V1,1
stations in China. Tke frequety stability of tie studanrd is to parts it 10's at 1,000
seconds averagiag period of time,but thie stability degrades at longer averaging ittervals
due to the influences of eavironet and cavity aging, Tkis 1ong term stability leads to
time aid frequency errors wkick requires frequency correction to malitain clock accuracy.

To greatly reduce the requiresent for frequency adjustment aid tuning to compensate
for Ioag term cavity drift td/or environmental ckages, a continuous cavity alto- tuner
for the kydrogen maser was developed at Skaghai Observatory with good success. The auto-
toter hts beet installed it a kydroget maser aid proved t successful metkod wkick can
provide suck continuous tunig without muck perturbitg the maser skort term stability.

GENERAL DESCRIPTION

The kydrogen maser frequency standard witk the aute-tuaer is at active oscillator.
Fig. I is a picture of tke maser and Fig. 3 is a line drawig illustrating the maser
structure. Os of tke utique and importat featares of tke maser is tke incorporation of a
cavity uate-tuer to maitain tke cavity at a costant frequency relative to the hydrogen
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emission line. The uto-tuner is a stand-alone system and does not require periodic source
pressure changes or a separate frequency reference as used in the traditional spin-exchange
method of cavity tuning. Besides, the present design of all the maser standard paid more
attention to the compact configuration, so that the maser has a rugged. reliable and
transportable feature 1'0, C 2)

CAVITY AUTO-TUNER

The principle of the cavity auto-tuner is described in Fig, 3 3) , C41 when a
frequency modulated microwave signal f(t) is transmitted through the cavity, an amplitude
response signal Ait) is obtained in the output signal, then applied to varactor coupled to
the microwave cavity by a lock-in amplifier, so that the cavity resonant frequency response
is maintained to the desired solid curve throughout, A schematic diagram of the cavity
auto-tuner for the maser is shown in Fig. 4.

I. Ills Sequarewave Generator

The block diagram of the generator is shown in Fig, 5. The generator has two outputs,
The one is applied to the 20.405i fJflz switched synthesizer to modulate the frequency,
the other one is applied to a synchronous detector circuit where an 'up" or down" error
signal is generated, The phase shifter is adjusted to ensure that the cavity auto-tuner is
a negative feedback system.

2. 20. 405 fJf1z switched synthesizer

As we knew, the 20.405i f.laz signal which is mixed with 1,4001fh signal generates
a 1,420.406± f,,,Mz frequency modulated signal. To prevent interference with the maser
operation, the nearly complete carrier suppression in the injected microwave signal must
be required. At the same time, the power of the injected signal in 1,420,405+ fJHz. and
one of the signal in 1,420,405-fJ4lt must be equal, where fL!0,015z, Fig.6 is the block
diagram of the 20,406± fJflz switched synthesizer, where using PLL is to improve the
frequency spectrum of the output signal. Fig.7 (a) and (b) are the pictures of 20.405±
fJiz and 1,420.4051 f,,Hz signals, which are measured by HP8566A frequency spectrum
analyzer.

3 Lock-in Amplifier

The lock-in amplifier is described in Fig. 8, The amplitude response signal is amplified.
rectified and sent to a synchronous detector, and then an 'up" or 'down" signal is given.

162



After filted and integrated, the signal by a bias is added to the varactor in the cavity,

4 Phase-locked receiver

Some improvements were made in the phase-locked receiver. First, a narrow crystal
filter (Bt=IKh), which suppresses the injected signal, is inserted to prevent it from
interfering the phase-locked loop operation. iowever, all circuits before the crystal filter
must have a wide operating frequency band to transmit the injected signal to lock-in
amplifier without phase and amplitude loss, Second, the 405Kllz digital synthesizer adopted
a new digit direct-dividing and combining technique and avoided the adjusting complexity
of the phase-locked loop combination,

TEST RESULTS

The first series of tests were made to determine the operating characteristics of
the maser with and without the auto-tuner. Allan variance data plots, turning on and off
the cavity auto-tuner, are contained Fig. 9, and clearly show that there is only minimal
degration of the maser short term stability with the introduction of the injected signal
of the cavity auto-tuner, However, the long term stability of the maser has greatly been
improved.

These tests have been made under normal working laboratory conditions in an area
where the temperature is held to approximately 23t± 1C, The reference maser is H7 1)

112).,

In addition, the maser has been working continuously for atomic timekeeping at Shang-
hai Observatory since June, 1991. Fig. 10 shows the comparison data measured between the
maser clock and UTC by means of GPS receiver, The data illustrates the maser frequency
standards with cavity auto-tuner can be used for time keeping,

Much more stability data will be taken under different condition of operation and for
longer times. The maser is still being tested and adjusted to optimize the maser parameters,
however, the present data is quite encouraging,
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A KIND OF SMALL HYDROGEN MASER FOR
TIME-KEEPING

Z.C. Zhai, C.F. Lin, J.W. He, H.XI Huang, J.F. Lu
Shanghai Observatory

Academia Sinica

ABSTRACT

A kind of smal hydrogen maser standard for timeheeping is being developed
at Shanghai Observatory.The maser employs a cylindrical capacitively loaded cavity
construction, resulting in significant size and weisght reduction compared to a tradi-
tional hydrogen maser.The Q of the compact cavity is electronically enhanced by
a suitable positive feedback into the cavity to enable sustained maser oscillation.The
long term stability of the maser is improved by a cavity frequency stabilization servo
system. This paper describes the design and development of the maser, as wel as
photographs of the new maser system during the construction phase.

INTRODUCTION

After tie success of the first Chinese hydrogen Maser made at Shanghai Observatory
in 1972, 5 more hydrogen Masers with several improvements to the maser design were made
at Shanghai Observatory for VLBI observations aid for time-keeping. These hydrogen lasers
are conventional laboratory standards. 

- 3

To equip chinese VLBI network, a new generation of hydrogen masera integrated, ragged
ned easily transportable maser, was developed successfully in 1987. a" Aid so far 6
this kind of hydrogen msers hae been put to use it chinese VLBI network aid in mili-
tary C" 5

At present, Saaghai Observatory meanwhile is developiag the third generation of
hydrogen maser,a Q-enhanced maser, which employs a compact cavity design, resulting it
significant size and weight redactions compared to a conventional maser, The long-term
stability for this kind of maser is improved by a cavity frequency stabilization servo
system. This paper describes the design and development of the Q-enhanced hydrogen maser,
as well as photographs during the coastruction phase.
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OPERATION PRINCIPLE r'

The operation principle of a Q-enhanced maser oscillator is shown in Figure 1.
Similar to a conventional maser, a state-selected beam of hydrogen atoms is focused into
a storage bulb placed inside a compact cavity tuned to tie hyperfine transition frequency
if ground-state hydrogen atoms The interaction of the atoms with thk cavity electromagnetic
field causes the atoms to radiate.The losses in the compact cavity are such that the maser
oscillation condition is difficult to satisfy. This limitation is overcome by positive
,epdback, as iiown in Fig i A portion of Ihe externally amplified maser output is fed back
into the cavity The attenuation in the feedback loop determines the amount of feedback,
while the psase 5fifter adjusts propagation delays to ensure that the feedback signal is
in pause wits tie electromagnetic field in tie cavity. Thus, the cavity losses are effec-
tikely redced )r cavity Q-enhanced and sustained maser oscilla;ion can be obtained.

Kowever, the cavity in a Q-enhanced oscillator is not an isolated component as in a
conventional ,aierThe cavity resonance frequency is sensitive to phase shift in the feed-
back loop. 1a fact, the cavity and the feedback loop form a resonant system that is suscepti-
ble to environmental perturbations. It is therefore essential to have a cavity frequency
stabilization servo system,

MASER OSCILLATOR SYSTEM

The physics unit of the Q-enhanced maser is shown in Fig 2,The mechanical structure
except for the cavity is similar to a conventional maser The vacuum chamber is made of
aluminum and is connected to the source manifold by a titanium tube which provides mech-
anical support with low thermal leakage to the cavity interaction region. Vacuum maintenance
is provided by 701 Is ion pump, as shown in Fig 3.The source of the state-selected atomic
hydrogen beam, consisting of an rf dissociator and a hetapole magnet. is fabricated as the
conventional design. The solenoid is made of multi-layer printed circuit design, allows very
complete cancellation of spurious magnetic field and provides a ragged,close-fitting, and
simple coil iystem which is equipped with two end field gradient correction coils driven
from the same current source as the main coil.Magnetic shielding is provided by four layers
ot concentric cylindrical shields with conical end caps as shown in Fig 4,

The cavity consists of a section of !5cm 0. '5,mm wall'flcm long aluminum tubing
with aluminum end plates Input and output coupling loops as well as a varactor reactance
tuner are mounted on the bottom end plate. For tuning the freq.ency of the cavity, a big
mechanical piston inside the cavity is mounted on the top end plate. The storage bulb, 10cm
o.D. , lcm long, provides mechanical support for the cylindrical loading capacitor. The
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capacitor consists of four equally spaced electrodes fabricated from 0.5mm thick ,6cm
wide' rlcm long copper shims and attached to the bulb by epoxy The bulb is coated on the
inside surface with F46 TelIon by standard techniques The loaded carity Q is about 6000,
Fig 5 shows the cavity-sto:age b)lb subassembly

Seoa:ate toxre:atae controls are provided at the done, cyinder, and base sections
of the vacu-i cambr as well as at oitoven aluminum cylinder located the outside of the
second la~ei ui Lae magnetic shields To minimize DC stray fields, double bifilar heater
.indings at! C eater c:.rents are ased Fig 6 shows under assembling of the maser
Oscillator

ELECTRONICS SYSTEM

As TentijceJ above, the cavity and the feedback loop form a resonant system that is
iusceotible to environmentai perturbations It is therefore essential to have a cavity
irejaeacy itabilizatiun servo system, As shown in Fig 7, if the desired cavity frequency is
:o. then two test signals of equal amplitude at frequencies f, and f. symmetrically
situatea with resoect to fo and at half-power points of the cavity response will be alter-
nately injected into the cavity by square wave modulating the test signal source, If the
cavity response is represented by the solid curve in Fig 7, then the rectified test signals
have the same amplitude and there would be no error signal at the modullating frequencyOn
the other kand. if the cavity has drifted so that the response is represeated by the dotted
curve, cavity transmissions at frequency f, and f9 are quite different. The rectified test
signals produce a square wave at the modulating frequency, This error signal is synchron-
ously detected and additional gain is provided by a smoothing integrator, the output of
which is used to bias the varactor reactance tuner so that the cavity response is slewed
back to the desired solid curve.

A functional block diagram of Q-enhanced maser signal-process ing system is shown in
Fig 8,The cavity Q enhancement and frequency stabilization servo are located, respectively,
in the central portion and in the left side of the diagram.The front end microwave electr-
onics is couot to both systems After the first conversion, the signal is divided into two
channels by a power-divider. In one channel, a carrow crystal band pass filter (31=3K1Z)
passes maser oscillation %ignal to te Clock signal processing circuits In the other
channel, the signals are rectifed and svnchronouslv detected for the cavity stabilization
servo system ?o minimize interference with radiating atoms due to switching sidebands,
the test signal synthesizer is switched to generate alternately the two test frequeacies
at a :elatively low rate of ihZ The spacing of the frequencies fand f, is selected to
be 30KHz since strong maser oscillation could be obtained with an enhanced cavity width
of that magnilide
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iktwe should mention is that except for tie front-end components, the signal-
;-cessiag electronics is houied in a rack Seperate from the physics anit, A thermal

i tfL0in fis didd 60 Pgaldte 0ue temperature of &a aluminum box in wiick Ike front-ead
I~ct-,nic compoaents are mounted !hese components include the feedback loops and

t~ie irt"a thit oriips t0e reactance tuner The box location is chosen to minimize the
M ' ~: aj .. im ion line aised in maser inpat-oatgoing coupling. Fig 9 shows the maser

H-11'lnfigs ystem including the cavity stabilization servo.

FHE LASTr WORD

:a ULe seections above, we deeci ied & e des igi and develIopment of a smail Iosc ilat ing
co~pact hydrogen maser at Shanghai Observatory, as well as gome 7hotograpis during the
construction oaase At present the maser is under assembling and testing. hopefully we can
..btai ce ' ta at t 2 beginning of the next year.
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UNIVERSAL, COMPUTER FACILITATED,
STEADY STATE OSCILLATOR,

CLOSED LOOP ANALYSIS THEORY
AND SOME APPLICATIONS TO PRECISION

OSCILLATORS

Benjamin Parzen
consulting engineer

3634 Seventh Avenue
San Diego, CA 92103

Abstract

The theory of oscillator analysis in the immiltance domain was presented in Ref I which should be
read in conjunction with the additional theory in this paper. The combined theory enables the computer

simulation of the steady state oscillator. The simulation makes practical the calculation of the oscillator
total steady state performance, including noise at all oscillator locations. Some specific precision oscilla-
tors are analyzed.

PART 1 THEORY

1. INTRODUCTION
Flio tfheory consists of all tihe material in Ref 1 phis the material of Sections 3.12 throigih 3.14

presente(d in tIis paper.

3. THE REAL OSCILLATOR
3.12 The circuit noise transformation function, ('Tlrm (f), in the ZN configuration
of Fig 2 of Reference 1

EL 20. repeated here for convonience,

< t( rin 0 > < t(rrn I > < tcrm 2 >
Cv,(f ) = . h(f ) 1 RI1T /(Z t(f ) 12 (20)

may bh con siderod a special case of general Eq 25

< /rm 0 > < hru, I > < (r m 2 > (2 )

LCi(f) L>1(f) * ('TIm(f)
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Ini Eq 25. tcrin 0 is the oscillator p)hase noise at location in, where. in Eq 20. im -= Ix. Term 1
is calledI the residual phase noise [6] of the active or other device. Terni 2 is called the circuiit

t raiisformation of resid ual noise funiction at locat ion in.

'I'le junmportance of thle residual noise lies ini the fact t hat it call be uneasu red i ui(]peideuitly of'
lie oscillator. [lien, oiie, wed~s only to compute the applicable ('TRm (f) aiid then, uisinhg Eq 25.

(leternilie thle oscillator noise, at any and~ everv location.

Si iice it is stiipulat ed t hat thle noise is (IIIue to 1 'i, then

- PS- V~)/[V0)]2 (26)

L'v~f) *(V 3()/~()j 2 .(27)
where V, is thle carrier iniput voltage at which the residual phiase nioise is measured alild I, is definied
(Ii Fig 2 (iti Ref 1) and used in Eq 21.

3.12.1 The comnputation of (7Rm(f)

Fromu l'q 23:

L..=P.5r(f)/PSin(0) (28)

From E~q 1 2a

P~h(f C,~ 7 (f0 Pst77(f) (29)
C F" V"(f) C LV ,(f) V,,[d01 2  (0

From Eq 21 (:31)

-CFmVnf 0 LCRWf * (I, M)2

From Eq 27 (32)

I'm

= ROj)/j~210,, I/s(0)/PSv1,(0) (:ffl 3
I ') " ( ) , )2 0 * " (321))

( ouuhiiihig FLs 28. 31 and 321). we obtain;
C ..( f) = fl4(f) e CFjlx'?(f)/?0l, (33)

oUipariuig EqI 33 withI Eq 25, we see that:

(7'j 7 ~f) -=';~~~() , (:34)

C1',-, Is calc Jated as iii Sect. 3.9.

3.12.2 The calculation of 110~, with the BPT program.

fNot(, I hat HOt, I., iuidepeidont of In and~ d/?)

. niter Owli app1 licable Z.\ conhiguurtion of' 1 lie scillator.
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b. Set F= fc and dR= I - 9ohmi.

c. Make Vn a VIV component (white noise voltage soiurce) of convenient magnitude.

d. Execute Option C and note the magnitudes Vrn, at locations mn andl Vll .

Then

[10 1- ( 1 -"U)2 (5

or lin (I using the DB option,

1),((lB ) = I'M referred to lj ,, ( 35a)

3.12.3 Notes for Sect 3.12

a. Validlity of this sec.tion -- The reader is remninded that, for flicker noise, this section is valid
Only for Fourier frequencies, f, at which Yt(f) >> Rt(f) as stipulated lin Sect :3.1 1

1). Figure of merit -- CTR...(f) is a very useful figure of merit of the( transformiationi of' device
residuial noise into oscillator noise at all locations-.

c. If it is desi redl to ascertain the miagnit udes of the voltages and( currents at all locations at
f 0. lhen

1. Make dIR a value such as that of Step 3. 12.'2-).

2. Set tie( Magnituide of 1 'i in step 3.1 2.2.c so that 1',J(osc) hecounes equtal to V u ( residutal
measitrmeimit iniput V') by mieans of Option E.

3. I-xect-ite Option C and record the dlata.

3.13 The oscillator Q,,,( f )

Q2 I.. the oscilIlator operating Q . is generally (liwnd by

(d.r/df )f~ -0 ft/121?T (36i)

It Is swel that Q2 ,, applies only to low f.

It P, prolposod that Eq :36 he "xi eli (ed to he

Q ......(f) (dx jdf) fo/21?T (:37)
(whtichi i ilclides Q
as it will yield more in formation.

It (,an he shown t hat

I If) -J o 0 (v1,/UrT)/{2 e SQI?[CT I?,,,(f) e f} I:8

Rot It (2Q art( CT('11,, will hecornef iiiore iminport ant with I thle expand(ed use of oscilIlato(rs. wit It iiore,
toli rcat ed reson at ors, for whicht Leesori s ntoise miodelI [1]1,[5] inav, not a pply.
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3.14 Oscillator circuit configs.

Thus far thle Z anl(l _N configurations have b~eeni descrilbed. There are additional useful coiifigurations
whIiich are conid (eredl ii (letail in Ref 9. Some of' thlese are

3.11. 1 N' coufig -This is the raw complete oscillator circuit It is assignied niode numbers ali(l thien
(lli red inlt o the co'ii pulter.

:i. . . N- config - Trhis is the .' config set up by mneans of the Z config. The N config of rig 2 of'
Ref I is a Z.\ coiilig.

3.14.2 V con lig -This is the V dual of the( Z config and has dG. GV, and BV instead of dl?. RV.
adl X V.

:i.11 .: v N cmiii -This is the N config. set up by means of the V config. Ini addition. it has a

jii iier to cialle' Z mieasmlireiiits.

3A.1> I1 .\ Z cotii This is Ithe ZNV configuration which has also been lprov'idedl with BV. GV. and

V ;iid V.N configurations have the import ant advantage of having fewer nodes.

The Z coifihgirat ion is preferred over the V coiifiguration because of its much greater frequency
captiure rangev.

I' here are also mal Iiv iiore possible V. U N. and ZYN configuriations since tuning elements canl be
connlected bet weci an V 2 nodes. nodes. Chloosi ng the optimum node pair is difficult.

PART 2 SOME APPLICATIONS TO PRECISION OSCILLA-
TORS

7. INTRODUCTION
T his liar? describes some applications to the precision oscillators likely to be founid in PTTI systems.

The dat a was obtainied with program BPT as (lirected by the user guided by the above theory.
ilic circuit is entered into the comipuer as a NETLIST via a file or the keyboard. The computer
t ransilts the netlist, into a PARTIS LIST which is readily understood by any user. The user then
Ii? eract i vel (Iirects thli comnput er to generat e the desired data.

The pr (gra iii is hiasically anl elaborate ialboratorv simulator with extensive stockroom, fabrication,
list niliiieit r mili. inceasi renient . housekeeping, and recordkeeping facilities. unniniatch able in any
rfa la h ratr , inv. \t p~resenit. the p~rogram is avarilable for the IBMN PC, AT etc. and compatible

inn un er, Te uiser p~roceedls, controls andl operates the p~rogram1 as if hie or she were construct-
Ing,. testI rig,* all(1 1 henll modi lving the "-Sililulated breadboa rd circuit", as di rectedl by the user and
ieo pr gaiii ii exact I 'v thle same mlanner as in a real laborat ory, but much muore exped it iolvN-

a ccmi at clY. thioroiighly. atid wvith innuch greater unnderst atiding. The impjortanit Ii frerence is t hat
lie sli uiated brea dboa rdl i cides onlyv the in formiation as dIirected~ by thle uiser but the real bread-

bo~ardl also includes, liiririsic irnformration. uinknown to the user. such a~s parasitic componentisaiid
freq ienci(05 [his di flerericv si-lfivis t hat on ly abori 90X of t lie, real Ilaborat ory test lig c-an be
,'liiiiiiatel by. t ie ciiuiter siiioilatioii.
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From this program description, is seen that the general analysis and design niodification procedu res

consists of the following 5 steps all performed within the program envirolirnent.

1. Construction of the oscillator.

2. Trimming this oscillator to the desired operating frequency.

3. Analyzing and evaluating the oscillator performance with the aid of the extensive measure-

ment facilities within the program.

1. Modifying the oscillator to improve the performance.

5. Repeating steps :3 and 4 until the desired performance is obtained.

6. The analysis is then confirmed by constructing and testing the real oscillator to check the

correct entrance of the parts and layout data into the computer and to be alerted of important

omissions in the data.

It will be noted that above steps I to 5 are exactly those followed in the real laboratory but slightly

Modified for use with the above described theory. The effort and time required to perform these

steps will be a small fraction of those for step 6.

The main difference between the this method of analysis and the customary present methods are

1. The circuit of the device being analyzed is that of the full real oscillator and not a possibly

poor aptproxiniation incapable of producing all the important and correct data.

2. The type of data obtained closely resembles that for the real oscillator and, in addition, types,

practically. unobtainable in the real laboratory.

The dilfference is primarily due to the closed loop analysis ami(l the noise source, amplifier and filter

oscillator model, made possible by the computer and the above theory, as contrasted withi the

customiary p(en loop analysis . It should be remembered that the real oscillator operates closed.

amid [iot open, loop.

The applications are:

1. A 10 Mllz I resonator oscillator.

2. A 10 Mllz 2 resonator oscillator.

Application I bas been an( is being manufactured in very large quantities and it is difficult to

appreciate the value of a detailed analysis at th is stage in its (]esign history. Iowever, the analysis

is still useful, at this time, in tHie following respects:

1. It provides a greater understanding of the oscillator operation.

2. It clearly domonstrates the vali ditv of the complete (h,;igri basis includirg the opltirnilnii oIse
perforlin iiCe.
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3. It serves as a p) )(hictioni cont rol tool for qi~'ckly (deterinfing tie effect of chiaiiges ill part
characteristics upon01 the total oscillator perfornia Lce aiid Ib us providinrg in formiationi as to the
permiissibilityv of sli h ti tuting parts withI t hese chia iges. Such changes aic very often toil rd
rieces*.arY during produictioni.

A p) plicat loll 2 is anl exam pie of thle use of thle theory and prog-am c; a research aHnl developinont
to ol. 'I'bis oscillator has never been built and it is adIvisable to cond uct a p reliminrary comlilter
st iufv to expilore its behavior aiid desirability prior to more intensive computer studies and expei'.sive
ex per iental fforts.

Thbe dfata for thlese a pplications are p resented Hn tihe form of simiip1lified schematics, a typical net list,
a ty pica parts list. anrd plots of' the more Important, anl(l infrPejueiit!Y or lot previously p)ublished.
1 pe rating chiaract eristics. Com11menits onl the data are also inc!luded.

1h lSie siIlati r p~lot s are( for 2 quantities versuis the Fourier frequency. f.

Thie ci rciit t ranisformration of residlual noise at location in, C'R... ( f). Thel( magnitude of the closed
loop)I itiid anrce. Z,, (1). at tlie in pit terminals of thet active (device.

Thlio( CI?,, fi iction is dfescri bed iii Sect 3.12

If lie n iiseprrmeolieCoclao ... (f ), has beeti ,Ypierimn' nt ally determined and C'TR,,h I
hia>, been calcurated. thIien thle residuial noise c-an then be calculated from Eq 25.

Thle Z,, ipiant v (det ermines thle contribu tioti of the active device in put noise current. I,,.- to
lie o),cillator noise as it produlces a noise voltage, E, - I, * Zi,,. across the active device input

lermiijals. It is therefore very important. when mneasuiring the device residlual noise. t hat the device
be tenuiuatoed to sinailate the impedkances, present in t'ne closedI loop oscillator.

fit t li s u ur ection . Ili noise cuirrents mnay be dleterminedl b.w measurintg the resid ual noises at the
cal ciilated teriinat ions an t11heii calculatinrg the correspondling noise currents (see Sect 3.1I2.3f ).

8. 10 MHz 1 RESONATOR OSCILLATOR
jiI I> th lie>Ienrat n diragrani of this oscillator, called OSCi.

It Is ilie lamiiilia r C ol pit ts type with 11n SC cut 3rd overtone crystal resonator, XL, having I = 70

Olinii.. (1 2.1 E- 16 Farad and Qx = 1.0831"'6.

'111ire* are 5 addli onial comrporierits which ar-(, critical and therefore miust be carefully controlled;
(CA. LA. ("N. IN. aid( ("LI. (A and LA mnake ipl the resonator miode selector nietwork, Ni (see Ref
1i). ( N a ii d I..N iii ao 11e 1i phe resonator overtone selector network, X2. It is h)0ssi ble to coin hi lie t lie
eve rerie iiii mod e select or fiinict ii, in> t o 1 thIiree veement nietwork, eit her in NX1 or X2. However.
ill prod ,oni. ltout (')l ofI thle elemen01ts become1s very dlifficutlt.

CT1, istlie tIiiiigI- elerierit of t ilie reson ator. It niay be a cap~acit ance. indulct an ce. or a network
Siclilinig ;1 1iniri11 diode.

'Ilie us 1'f ed~lennieiits ciisliing R12 power has been mniniimrized so that the calcidlated o)scillator Q,,
I .W-MV6 iKU. very, ch >e to) Q,.. This is trim only when RI, is I Nlegohi. For IN = 10 IKilodlnis.

Q(,.. bocmiiie- 9. ~K~aild for U L I I\'lobrir. (9,,, =*l.SS5L,5 aii(l quickly decreases wit F' firitlien
red itt imi ill H I..

JiI >le' l r Ii 1 arid V,(e Sect 3.12) defined as if REI were anintga part o)f the t raiisistor
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Q I. This is done to ensure that the measurement of the residual noise, CR(f), in Q1 includes the.
well known, marked reduction in flicker noise due to RE.. Fig 5 shows ('7TRI and Zi,, plotted
versus f.

CTR data is presented for 2 locations, RL and I,. RL is the normal output location. However, t le
curves indicate that the I, noise performance is superior past f = 10 Ilz and much superior at high
values of f. Therefore consideration should be given to extracting the output from I. One iethod
of doing this withoit significant deterioration in Qop and the low frequency noise performance is
described in Ref 8.

The curves include data for both the upper and lower sidebands, +f and -f, of the spectrum since
they may not be -ynmietrical. symmetrical. The asymmetry is caused by the fact that the signal.
at the location being observed, is the sun of at least 2 signals arriving via different paths. If there
is only 1 major llator noise sourc- then the signals are correlated and must be combined as phasors.

The relative phase varies with the frequency f, and at f = f, the signals will be in phase in one
sideband and out of phase in the other sideband. The out of phase signals causes dips in time C(TR
function in the region of fa. The value of f, has a strong dependence upon Q,,. being closer to A
the greater the QIP, because the phase shifts more rapidly.

The magnitude of the dip is a function of the equality of the magnitudes of the 2 signals. C'urve
13 of Fig 5 shows a dip of about 20 db at about 20 ilz below the carrier. There is no conspicuous
(lip in the resonator current. [,, noise because of the resonator filtering action. This effect may be
of great importance in systems which require an usually low noise signal in a relatively narrow f
region close to the carrier.

A strong dip also exists in curve G, the curve for Zi, - f, at a somewhat higher magnitude f,.

The, Zi, plots show an increase of over X 100 as f varies from 100 to .1 Hz.

9. 10 MHz 2 RESONATOR OSCILLATOR
The following reports on tile result of a preliminary computer study to determine whether it merits
additional computer and experimental studies.

Fig 6 is the working but unoptimized schematic diagramn of the ac circuits of this oscillator, called
OSC2.

It is a modified Pierce type with 2 resonators, XLI and XL2, identical to XL1 of Fig 4, capacitively
cou pled by ('c.

The oscillator parts list in shown in Fig 7 and the netlist is that in Fig S.

For siimplicily. the mode selector and overtone selector networks are not included but they can
he similar to those of OSC1. It is interesting to observe that their omission is tolerable in the
cOnputvr oscillator but may be disastrous in the real oscillator.

("I.I and (-1,2 are the tuning adjustments for their respective resonators. These adjustments also
serv, to set I iie oscillator frequency, f,. and to shape the oscillator phase noise curve at low Fourier
frequencies.

A + I liz shift in the effective f, of XLI corresponds to +.3 llz shift in the oscillator f,.

.\ 4 1 Ifz shift in the effective f, of X [2 corresponds to +.55 Ilz shift in the' oscillator f,. This data
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shows that the resonators are almost equally important in determining the oscillator long term
frequency stability.

Q+,l, = 1.17E6 which is about 40 because of the 2 resonators.

At f < 8 liz the noise is identical at all locations and equal to those of OSC1 except for the 3 dB
improvement due to the higher Q,,.

:\t f > 20 ]lz the noise performance may be much superior to that of OSC1. The best performance,
that at location C2, is also plotted on Fig 5 to facilitate the comparison of the noise performance
of the 2 oscillators. It will be seen, from that figure, that at 10 Kltz, the OSC2 performance is
potentially better by about 60 (B.

The Zj, plots are appreciably better than those of OSC1.

The following carrier signal levels were calculated by BPT after setting dlR so that I, of XL1 = I
mA, corresponding to d/? =1.36E-5 ohm:

I, of XI,2 = 0.17 mA
V of C = 0.099 V., V of ('c = 0.015 V., V of C2 = 0.026 V.
The calculated ldc of Q1. is, assuming ALC limiting, 0.75 mA.

10. ADDITIONAL NOISE SOURCES
A large part of the just reported very good noise performance of OSCI and the even better
perlormance of OSC2 may be nullified by the following important additional noise sources:
Resonator noise (See Secl ion 3.3)- Resonator noise. which is mainly flicker frequency noise, produces

f- : phase noise which, in good circuit designs, swamps the circuit flicker noise and thus effectively

(let eriines the total oscillator phase noise, at low f.

Additive noise- Noises, produced by passive component thermal and other noise sources and noises
general ed in aclivo devices such as bufrer and output amplifiers, set effective limits to the total
oscillator noiwe floors.

lhos, rladers. not used to the ('TI?_ an( residual noise concepts but are familiar with the cus-
tomnarv C(f) noise data, are reminded that, since C(1E.I) of a good active device is better than
-110 di1c, the 10 Kllz point on curve E of Fig 9 corresponds to a highly improbable /CC2(1E4) of
(-1 10 -125) = -26.5 dlc.

11. CONCLUSIONS for PART 2
In spite of its rlativelv complex circuit, requiring 2 high performance resonators. the following
conclusion are reached:

III vivw of" its potentially excellent noise performance, the 2 resonator oscillator merits further
conpulter and experimental stu dy including the possibility of also using the 2 resonators as part of
a vibration noise cancellation svstmi.

M110h additional ,'ffort is desirable to decrease the effect of the noise sources described in Sect 10.
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11-18-1991 09:48:26
1 OF COMPONENTS = 20 HIGHEST NODE I = 13 I OF VOLTAGE SOURCES I

2XTALDRZ FREQUENCY: 10000003.14865001

CIRCUIT NOTE : 10 mhz 2xtal osc z config
COMPNT. CONNECTED TO NODE
I SYB Nl- +N2 TYPE VALUE PHASE ANGLE

1 cl 1 - 0 CAPACITOR 1E-010

2 JI I - 10 JUMPER, R = 9.999999999999999E-021

3 (dRI 10 - 11 RESISTOR 1.36E-005

4 {RVI 11 - 12 RESISTOR -3.917113507084587E-002

5 {XVI 12 - 13 X, REACTANCE -1.876242564109969E-007
6 (RI)XLI 13 - 2 RESISTOR 70 PO XL

7 (CI) 2 - 3 XTAL RSN'TOR Cl= 2.1E-016 fs= 10000000
8 (Co) I - 3 CAPACITOR IE-050 PO XL

9 C'L1 3 - 4 INDUCTOR 5.386228087475492E-007
10 Cc 4 - 0 CAPACITOR 1E-009
11 (R1)XL2 4 - 5 RESISTOR 70 PO XL

12 (Cl) 5 - 6 XTAL RSN'TOR Cl= 2E-016 fs= 10000000
13 (Co) 4 - 6 CAPACITOR IE-050 PO XL

14 C'L2 6 - 7 INDUCTOR 1E-006
15 C2 7 - 0 CAPACITOR 1E-010

16 mm B= 9 E= 0 C= 1 N, NPN BIP TRANSISTOR
gmo= 2.859460045734375E-002 BETA= 100 FT (MHz)= 1000

17 (rbe) 0 - 7 RESISTOR 3497.163744224225 PO BIP

18 (Cbed) 0 - 7 CAPACITOR 4.550972008524029E-012 Po HIP

19 Vn 7 - 9 VW, W NS V 3E-009 PO BhIP

20 Vins 0 - 7 TESTPOINT SET, R = 1E+020

FIG 7 PARTS LLST
2 RESONATOR OSCIL.ATOR

10 mhz 2xtal osc z config, 1
cl,C, 1 , 0 , 1E-010 , 0 , 0 , 0
{IZI,I, 1 , 10 , I , 0 , 0 , 0
(dR},R, 10 , ii , 1.36E-005 , 0 , 0 , 0
(RVI,R, 11 , 12 ,-3.917113507084587E-002 , 0 , 1 , 0
{XVI,X, 12 , 13 ,-1.876242564109969E-007 , 0 , 0 , 0

(R1)XLI,R, 13 , 2 , 70 , 0 , 9 , 0
(C1),C, 2 , 3 , 2.1E-016 , 0 , 9 , 10000000
(Co),C, 1 , 3 , 1E-050 , 0 , 9 , 0
C'L1,L, 3 , 4 , 5.386228087475492E-007 , 0 , 1 , 0
Cc,C, 4 , 0 , 1E-009 , 0 , 0 , 0
(R1)XL2,R, 4 , 5 , 70 , 0 , 9 , 0
(C1),C, 5 , 6 , 2E-016 , 0 , 9 , 10000000

(Co),C, 4 , 6 , IE-050 , 0 , 9 , 0
C'L2,L, 6 , 7 , 1E-006 , 0 , I , 0
C2,C, 7 , 0 , IE-010 , 0 , 0 , 0
mm,N, 9 , 0 , 1 , 2.859460045734375E-002 , 100 , 1000

(rbe),R, 0 , 7 , 3497.163744224224 , 0 , 7 , 0

(Cbed),C, 0 , 7 , 4.550972008524029E-012 , 0 , 7 , 0

Vn,VW, 7 , 9 ,0 0 , 0 , 0 FIGS NEILIST
Vins,TP, 0 , 7 , iE+020 0 , 0 , 0 2RRESONATOROSC IAOR
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MEASUREMENT OF PRECISION OSCILLATOR
PHASE NOISE

USING THE TWO-OSCILLATOR COHERENT
DOWN-CONVERSION TECHNIQUE

Christopher J. Pagnanelli and William F. Cashin
Ball Corporation, Efratom Division

Irvine, CA

Abstract

Thi. paper addresses the characterization of precision frequency standard phase noise and spurious
outputs using the two-oscillator coherent downconversion technique. This paper focuses on techniques for
making accurate measurements of phase noise and spurious outputs within 100 KHz of a carrier. Signif-
icant sources of measurement error related to hardware design problems and inadequate measurement
procedures are discussed, such as: measurement errors resulting from system noise sources, phase-locked
loop effects, and system bandwidth limitations. In addition, methods and design considerations for min-
imizing the effects of such errors are presented. Analytic discussions and results are supplemented with
actual test data and measurements made using measurement hardware developed at Ball Corporation,
Efratom Division.

THEORY OF OPERATION

Two-oscillator coherent (lownconversion is a process by which the noise fluctuations and spurious
outputs of a test oscillator are converted to equivalent baseband voltage fluctuations. As shown
in Figure la. the basic ideal system consists of a test osciliator, a noiseless reference oscillator.
an i(leal mixer, a noiseless amplifier. and a spectrum analyzer. The spectrum analyzer is used
to measure the power of the voltage fluctuations at the output of the coherent (lownconvertor.
Althoigh this technique is commonly used at Efratom to make phase noise and spurious outputs
measurements on precision frequency standards having output frequencies of 5 MX1z or 10 Nlllz.
coherent (lownconversion is a suitable technique for making noise measurements at any test oscillator
fre(iency.

R dn(lon voltage fluctuations, at tle output of the coherent downconverter. are pro(uced by test
oscillator phase noise and are expressed in terms of spectral density (dBc/llz or dHV/ lz). Hlowever,
making noise power measurements in a I liz band width can be inconvenient. For this reason.
ran(oi noise power is typically measured in some known handwidth an(d is thon con verte( to an
e(qivalent spectral density un(her the assu nption that the voltage fl uctialions apl)roximale white
rios' within t hfe neasucement ban(lwidth. Tl lconversion from i noise powr to nise spect ral densit v
(-an bf realiz(d by ad(ing a correction factor equal to 10]og( 1/11W) to thIw invasmred itiso w, r.
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The tern BW is noise bandwidth and is a)proximately equal to the resolution bandwidth of the
spectrul analyzer used during the measurement. Most modern low frequency, digital spectrum
analyzers can be configured to display measurements as spectral densities. Voltage-relative spectral
densines, in unit s ol d BV/Ilz, call )e converted to carrier power-relative spectral densities, in units
of d Bc/lIz, by taking into account the carrier power of the test oscillator.

Deterministic voltage fluctuations, at the output of the coherent downconverter, are produced
bl" te>i oscillator spirious outputs. Deterministic voltage fluctuations are narrowband and are,
lhereforo, expressed in terms of spectral power (dBc or dBV). Spurious outputs are generally
I&Isu red in units of dBV and are then converted to more meaningful carrier power-relative units

of dBc by taking into account the carrier power of the test oscillator.

Since. in t ie ideal case. the reference oscillator has no phase noise, its output v,(t) can be repre-
seit ed by a pure siiiusoid;

() = A, Ajn[2Wr(fr)t]. (1)

The out pt of the test oscillator differs friom a pure sinusoid in that it is modulated in amplitude,
frequency., and/or phase by random and deterministic noise. Although all these modulation com-
poll( tits contribute to the overall spectral density of the test oscillator output, treatment of each is
beyond t lie scope of this paper. Therefore. for simplicity the effects of frequency modulation and
ann plit ude modulation will be ignored. The resulting output of the test oscillator, vo(t), is given by

r,(t) = Ao si,,[2r(fo)t] = 4 (t). (2)

'li, tfrm () accounts for both random and deterministic phase fluctuations, which are typically
refor red to as phase noise. The oiutput, m(t), of the ideal mixer is the product of the reference and
lest oscillator (t)plits and is given by

m(l) = r(,,./2)A', 0 o]{sin[2,T(f,. - fo)t + D(t)] + sin[27r(f, + fo)t - 4,(t)]}. (3)

ti t,,rl K,, I i lomv noise anlplifier gain and the term A,/2 can be thought of as the conversion
giini/iss of tile ideal Iiiixer. Assuning that the reference oscillator and test oscillator are stable
et0i,1gi that they can be set to the same output frequency (i.e. f, = fo) and can be maintained in
a (iiadralure phase relationship, then the output of the ideal mixer is given by

{(t) = [(:tr/2)KAo]{sin[,f,(t)] + sin[2r(2fo)t - D(t)]}. (4)

l''e sui i teriii is filtered away via a discrete filter, or via the bandwidth limitations of the low noise
iimplifier and/or spectruni analyzer, leaving only the difference frequency term. If a small signal
aip)roxination is made for 4)(t). then

sin[4D(t)] - [(D(t)] (.5)

a;d Hie filt,rd mtput, mof(1). of the ideal coherent downconverter is approximately given by

,, (f) = [(iAl/2)K,, A0]4(t). (6)

.\ equiat ion i inii(caies, tlie output of the ideal coherent downconvorter is a baseband signal having

v, iai'i etlciiatlilnns whiilch are lprolportional to tie phase noise fluctuations of the test oscillator.
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Practical imnplemenitations of thle coherent (lowncoliverter usually differ fromi thle Ideal imivilleenta-

tion in several respects. One (diffe renice is thIiat the ideal mli xor is genlerall *v in plerionllted as a (lolublle-
bal ancedl diod e miixer to prov idle inhberent in puti/ou1t pult isolat ion. and tI 1p~rovide AM\ rejec lion and (
reject ion of some spuIirious out pults applied to the nion - i near (1.O0) port . Modern dIoil blo- hal an ced
ini':ers uise schot tk (l iodes which have an exponlenti al voltage versus" cuirrent respolise. Thie ouitlit
of the d'i ble- balanced schott k diode inixer is, therefore, a highly nonlinear fuincil conitaining

tiany high- order terms. Ili ad di tion to si ill d dIifferen ce freq iielicY prod uc ts. tIhe~ lii xor generates

harmonic interiodulation products at frequencies eual to [± Al f, ± N fu]. whewre .11 all( A' are
integers. Although dou ble balancing serves to suppress p~roduc(ts forie( by een v-aluies of Al andl
N. eveli prodlucts are( nolietheless present.

Ili addition to prodlucinug harmonic i nterniodl ation prodlucts, at (loible-bahanced dliodle mlixer has
only one hi near iniput port ( the H F p~ort ) and( its coniversioni ga ill/loss is a nionliinear function of'

el drive level applied to the nonlinear port ( thle LO0 port ). Ignioringi all 1)1l, th i6rslI-or( r miiixer

p~roduiicts, an (I assIuminig t hat the reference oscillator ou tput div es the nlonlinear miixer port. t henl

the filtered cohierenit (lown converter out put for a (loulble-lbalauiced mixer takes thle form

mfi( t) =[6.. (Ar )A,, Ao] sin[2r( ir - In)!]. (7)

Ini eq Iat ion 7, the noliinear fiunctionl Gm ( Ar ) rep~laces thle term Ar/2 in equation 6 asI lie con~versionl

loss of* thle of th li(oll hle- hal an ced mnixer.

Although Gilbert cell mnixers, such as nmodern active FET mixers, are a better aplproxilination of
the Ideal mixer (havinlg a squlare law relationship of voltage versus current response), the noise

lperformianc~e of such mixers has in the past been inferior to that of schiottky diode mnixers. It is also
mo1 re difficul t to inliplelnient dollble- balanced mixers with FV.Ts than withI schot tk v diodes, which i's

probably* why1, the, ScIlot tkv diode mixers are, used more frequently (despite their lack of conversion
gain. References 3~ all ( 4 are useful souirce(s of miore in formation on the sub', ct of mlixers.

A Secondl di frerellce between the hidea] and] non-ideal systemi is that the frequency coherence and
(juiadratulre relat ionlshipl betweeni tile reference an(I test oscillators is difficult to mainitain manually.
For thiis reason, servo electronics are tvlpicall ,v emlployedh. Since the (louble-halaicedl mixer acts as a

pliaPgr atra'r a.p -"-P'rtin11 tf ho s-ilhatur frequ~eiicv into phase).

Thlerefore, a seconrd int egrator is lisul a] v thle (oil] v adldi I ional ci rui try requi redl to imIlplenment a Ipiase-
locked servo loop. This is conivenielitl v realized uising an active lag-lead filter as shown in Figure
lb). If thle fret1 ijenc cv of the referelice oscillator is not elect ron icallv controllable. t han ad ditional
haird wa ro mnav Ilso be reqiired to prov'ide Ii is feat lie.

Idieal an li 1(11-ideal svsto ems also difer Ii t hat refe~rence osciiiatol Jphas( nise2 i-d lo-w, -m

plifher volt age 11i lse, (coit ni ht e to the overall voltage 1f1uct uationls at the oult plil of t lie cohierent
(1(1w coliventer ill lpraclical svst ems.. Althbough in somle cases the nioise conitributlitons1 of the refer-

en1CP o.scillator and1( low nise amp1)1 11r are inlsigniicant . withI regardI to the ineasuirelionlt, of precisionl

Oscillator phase liuw tliisis geierallY ino thlbe case, 0Obt amiling lower 111(1Se re'reli ce oscjillatrs was

esselial fo u I pra~iing lfratboml phase noise te~st veqliiplinli I to providle for miore accllrat e, relpeat-

abile nivasuirnellit s.

Advailit ages /D isacharit ages of the Coherenlt Dowltconversionl Technique

When )isiniig the cohlerelt dowitcollversion technInle. it is polssible to make ;wuicirate IlieasilrelllntDS

of pr~cisioni o,,crIlat or ihiase nloise and spiriois Oultji 1 s at smiall carrier offset froqulelcivs. Such
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mepasuremnts are difficult or impilossib~le w.ithi soili of I he other phlase noise iiieas"Ireinieit I iil-
iques. Direct spectrum aiialvzer titasuremits of phlase noise and~ spurious outpats. for exaiiplc.

are limited 1w tilie resolutio bOtlaiidwMA I and~ (Iviatitc riange of' the spect ruin anialyzer. 'I'( noise
power w.it hin thle retsolution handi~widlth of the iiiasu renent miust b~e large enough t) oveiroii
the dy namic ranage const raints of tilie spectra in analyzer. Thius, wide resoluation hanadwid th liare
requiired for miakinig low level noise (Iciisitv mieasureimenits using; lhe (direct sped ruin anal 'yzer tech-
niqiie. flowever, it is difficult to jiake, nneasurenits at carrier oflset freieniices, ninch less t han
several ilips the iiieasureitent resoluition b~andid~t h. Tlnerefbre ineasui niit of phase ise at
lo)w (arrier offset freqjuenicies requiires utse of a narrow resoluitiotn band~widthI. Whlen narrow resolu-

in handijdths are cimiployedl. the nise power within the resoluthio b~and~widlth iiav hoe too b wk
to) (Ivercoilie t ie dlviaiuic range coiistraiiits of thle spectrum i analyzer. These iieasiiremniiit litmtita-
t ionis, whichi are imposed by the frequency resolution attd dviiatiic range conistrainits o)f spectrit
analYzers. are avoidleol hv uising the cowltt (lowttcoiversioi technique.

IfigII- frequiciicy comminercial spectruii anialyzers have frcquiicv resoluitiotis wich ate typically- no
bet icr, t han 10 If;, and~ have (lvnattic raiigesoti the order of 8001i. Thel( 10 Ilz resolution handwu ~idth I
limiitat ion mnakes (direct spectrumn atialyzr neasuenits difficlt for carrier offsets imuichi less thaii
100 liz. Althoiuigh supplrossitig the car-rier iii direct spect ruim analyzer ivnasurcininis wit10 a cali-
lur;itedl narrowv band toicl filer cain enhance iieasuremienit (lyiatinid ranige by ats iiuich as 311 (I i.
Ii is is genucrally inisufficient imiip roveiment for making clo-iii phase iioise itieau reitiet s (i precisionl

oilIat rsAt uffset s of' 100 l1z, precision oscillator ph ase noise specifi cat ions catin~ be icr t hatii
- 15.7) ullit / Iz.* AssmiAdig a tmnasuremintt dynamic range of 110 (dB atid a freqticc resoltihn of 10)
liz. tilie lower Iii t of direct spect rum analyzer noise mepasureinetits is - 120 (1Bc /liz. In ci itipa ri-
'MI ii i. retit down con verter syst enis may hiave ineasuretnen capa bili ty whni ch is better than -1I60

(l1Il/lz at 100 Liz carrier offsets.

ilie grapihls iii Figutre 2 are plots of the noise floor of thle Efratoui 5 M liz Phase Noise Tester, and(
demioiust rate thle low- noise lineasu renent, capability of coherent dowuiconverston systemts. ITle dlat a
was genecratedl using two low ntoise 5 XI lz oscillators. For each graph, out punt voltage flurt at is .

iin unut s of d BV"/ iz. are plotted versus carrier offset frequency in liz. The diV! iiz readinigs
are,( civrt y ed to d Bc/liz readings by- su btrcdirg :36 dli to take initt accont thIle pW~er of thle
(a rrir a!thle otit piit of Thle coherent dowuiconvenrt. Therefore. according to Figure 2. ph11ase iioise

iiiasarviniui s; to tnearly - 16GO d Bc/ Hz arc p~ossib~le at carrier offsets of 100 Iz andl tteasulreiNit s to
uuca il -17 ITO c/liz are, possible at carrier off'sets of 10 1KIz.

Phase tou eanid spu ia ut qnputs itneasti rnuilts using t he coherent (Iowa consioti teciqu~ e have
Sve(ral (Iisad valiiiages . however. On- disad vantage is the intabili ty to (listingtiish lower sidclband
niii i e from uip1 e r si(d) anud iioi se Siiice cohe~rent down con verter imeas uremnits are double-sideba a (

iiia~i ruieith 1le volt age fluict uations which appear at thle outputt of the cohierentt (lowticouivemrtr
alrc duute to tilie comb i ned effects of uipper and lower sidobanto noise. Thus. mneasureiment orr-r-
ran ame ilt! if aiiiia 1ain i iili aupt ion of sidleh a syun tiety is made, in con vert inrg (lou bl-sideha 11(
ineasa ri-inpiit s to single-s (elati mIieasu remuents. Another dIisadlvantage is that coherent (lowncon-
ver Icr s vs I iis are iiiore coinplex and( require sign ifi a tly nuore hnardiware Lhtan dIirect ita su reint

>vteas.This add~edl Coinlexjity inatrodu ices va rious error souirces which must be accou rued for if
a ccuirate utia soreneut s are to h~e nm dne These MI adl vantages, however. are generahly out weigh ed
by , he ahi lii v to inake very low phase anoi se mei asu remuent c (lose to lie carrier using thle coherent

(Iiwuuouiesonutechuiniqhui.
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Conversion From Units of dBV to Units of dBc

Ili o)rder to4 convert voltdge- re~lativo spectruin aInalyz.4' n"WS'H44141114IIs 14 it)fu 11(Illrr

relative nmi ne14'1w1411414> illb o41[l ~ f the 14'sl )scil141t~r ;it Il( 144' m 444 41 1 Ow c4144'14'41 414414:

verter I tliust b4 ('10'rli144'4. ("', er amlplil liou' call 144 ac ur to v i'le 14144 by4 14l a ff-44 44 '44 y

o4f>4'1 between'44'I t 1w 4> tl i ano ivirencI4 ( ) 4>ill41441s and44 Il114i riIg I fit,' tq ()4f44 I4 144' 14'' 4l1,4I41 44',)!

If 4' he f'>t and44 r'lere'!44 oscillato4rs a4re not) at1 1144 sa41l44 fr'I41414'14V and4 if I 114' >41141 114f1w44' 14; il

lo4sf1 4 -114141 4 r o14414'41. I 1 wi'1I Ito44 4'44114'i4'1 (144\v1c4414'1 'r (41i1t put . (2i\4'li byV "(plat14 14411 31. be(44444

Ilis 44411Jput heal 444 Im kI wna4 f4'4 v4'1 stwore' c41po 1~als of 'V l~ > I I( n iii2, I 1 ,i (d I w hw

I4 114 Ii 1 r42 k411 4 I.4 II w'4 ;2~' I v44 4.11 f)'4 ~'t ~I I I 44 144 >4 i \ 4 I l ii .4 I I f k 141j I

Iu I)21 _ - 4,') 27'

I~~ ~ A,)( Il - 'II(I

2 f, fi

Un1its (d41 BVI/ Il/. 14414 flow14 powt-(i P' is usually-1v 4x1r4e(Iw illu it 41 f1 4 of Il\',

20 1,..to I tn) 12)-1/
t 2 f I

1' f 4111 444r4'4 14414CI,~iT pq14t44f ki c(14111i414 12 1444444114 ) a 1441 4(414\tilt'4411 fr ll 4141)1'541'4iml 4ic4ve 14'-

>i41414114ld and1s41'41'I cmvI ~m from4 lwa\'~j)4 1411 )'<k to4 IO IS illii )41i444 441 44Il l ~ll 1''I4'1 Al

1111' 14c4444' ill >fpiur-olf> '441 putsl inva,;454rvinvioI . "Wi-1l 1412 inl an1 44v4r4li o-ownwho1 b4411 of(14 64 t iff.

I!14w4vvir. I lit ,.xt ra 3 d1 It fo >1411114411> wit 11411 Is valIid ol'1Y if tI It( ' we sid'ba4Id "pill is> 11

Iill )ipl1 4114 4141 J141(' and44 I 1w4 upper(' >1414'1414144 >14441 It is p)44>11414 111,11 t144' lcwo"' , idv al spil.141 >144

l441w i111(14' t I" ili that1f4114 (111 4lf'r4 ' ba 14414 1111 1114' 111)11 if t il,11" '41 >1I';4l >1 . I41'll . '1114'1''1 4'4

t14at t14t' >.44444 3 4l1 (I~ 4 r(411lion fa.4414r i' 14p4pli4'4I t44 1b441h 14144>4 11441 . LI .fI. a4144 splil 44441 ll
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SOURCES OF ERROR IN PHASE NOISE/SPURIOUS OUT-
PUTS MEASUTREMENT

Slie hunt .nt iI Ir(ls iiiil)i1-ewd h prd( iial reali/di ions of the( idleal coherent dowuiconverter result iii error

>irirri '' \vll(I f 1rin iut be ar Ioririted for li ordenr to make accurate p)has5e noise rreasurierternts. Usually.
it 5 tlut (liflIcIlt to elirriirrlatr anid/or Iio comrpensate for these sources of error.

Refereitce Oscillaitor Noise

\VI II I rigirri tI lIe ( pfIIa.,( n o ise it rea:, irerrierit o f precision frequency stan d ards, tie contrib ution

1)Iwrileeut d~im lit'uneti output volt age, fluctuations; Ly tire, reference oscillator noise cannot
bc ~d. If referen'lce, irsiia ' r no),"(, coirtrihutes signific.trtlv to tihe output voltage fluctuations

id, Iu hi nrn i wunc iner el ient li rerece oscillator ou tput Cannrot be represented as a pure

Inhe miptpit'f ;t iil reference oscillator is given rbY

c,/I) =, id~~r) - 0(t)), (1:3)

~~ fnire D) ie, pha.( Tweii ise, of t lie( referenice oscillator and, for illustration, frequency and ampnllitud~e
tiii <e h ;ivi' been ignored.~ ' i i th fat the( reference oscillator drives tire, mixer nonlinear prort

iI 11t1 1 lit, re1fer ''uicc iscillatm or aid( test oscillator outlput frequencies are equal and in quadrature,
i ieci IrIt. rncoriverte-r outt plit is given bhv

iM,, ll brilt tire irst-order nliffererice terin.

I111t Ii I I iili p1 ie t Ira u tire' sign ifi canrce of reference oscillator noise dlepend(s on its power relative
tit t!Ill, teA sI 1at'Jr noise. U~eb'rerice oscillator .oise relative to reference oscillator carrier power

in por111mit aint Ire( tio t ii' nonlinear operat on of tire mixer which causes test set gain to be

re1 vlv rilpeufent 1)f reference oscillator ( arrier power. Reference oscillator noise is summed
% i I f th eot (I icjliiat or ioise toi produ rce volta ~efluctuations at the coherent downconverter output.

1,11w t'oo whIichr on t pit volt age flurctumat ions increase as a futiction of reference oscillator nlse
p i'~ir elitoti tr'st oscilhltor noise power is given in Table 1. As tire table indicates, reference

flt i j I a''triio beIrci ue significant when its power is greater thtan approximately -10 d B

lwio'f, I it) 1">t ii.siillati r pha~se noise Power. For these reasons, tire effects of reference oscillator
fl a''IsI 'Art fillm tnt litrizin xvluer tie( mrixer L0 nonlinear port is driven with tire reference oscillator

witlt ;0 at asw a level as prissi Inc to ensure on/off switching of the mixer diodes and the mixer
Ii nui'a r p it H ifrivenl wit Ii t ill test oscillator out put at as high a level as high as possible without

rf~in- riti'Lakfiw ri()k ri'gionr of Ire( mixer dIiodes.

Ni it i t fiat t hi- a ppro ach corntradfict s the normnal procedulre of (driving the LO port as hard as possible

iiil the Nri Vh 1ri ;ia lo ;ia possible, it get mininmi interniodulation products (See references 1.
1Il 6, lie, act iri oiinial (frivye levels will he a, comripromise between the requiirements for

1 mni i rig1 ref'rlerri ii>, I ato onrise an d for mi nimizing ineio uainprodu cts. These levels
ill ub in ri tfeit' isr contIri butions of tire mnixer/low pass5 filter, the test oscillator, and tile

riireriereillkitor.Nii wvhen ts i iuts withi a range, of output11 amplitudes, low nocise, variable-

a i 1 i ;ipin ivi maY b#i' itrflliYed to op~t imize mixer (rInc levels to achieve the( best overall system
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To this point, it has been assumed that either the LO nonlinear port of the double-balanced mixer
is driven with the reference oscillator output or that the reference oscillator and test oscillator
output amplitudes are equal. The first is generally a good practice because noise and spurious
outputs measurements made on a test oscillator are most meaningful to system designers when
they are expressed relative to test oscillator carrier power. As mentioned previously, to convert
voltage-relative measurements (in units of dBV) to carrier power-relative measurements (in units
of dBc) the carrier power at the output of the coherent downconverter must be determined. The
gain of the coherent downconverter is a measure of test oscillator carrier power only when the test
oscillator drives the linear port of the mixer. This is because the nonlinear (LO) port of the mixer
approximates a hard-limiter when it is driven hard to minimize unwanted intermodulation products.
For this condition, mixer output power is approximately independent of nonlinear port drive level.
Thus, if the test oscillator output drives the mixer nonlinear port, then coherent downconverter gain
becomes a measure of reference oscillator carrier power. In this case, conversion f measurements
from dBV/Hz to dBc/Hz results in the phase noise of the test oscillator being expressed relative
to reference oscillator carrier power. Therefore, driving the mixer nonlinear port with the test
oscillator output will result in measurement errors unless the reference oscillator carrier power is
exactly equal to the test oscillator carrier power, or unless the oscillator power levels are accurately
measured and the difference is taken into account. Ensuring such a condition may not be practical
in a high volume production environment without expensive automated testing equipment and
development.

Although driving the mixer nonlinear port with the test oscillator output will result in measure-
ment errors when the amplitudes of the test and reference oscillator differ significantly. - potential
advantage of this scheme is the suppression of test oscillator amplitude noise. Amplitude noise and
angle noise are indistinguishable at the coherent downconverter output. If the amplitude noise of
the reference oscillator is negligible, tten driving the mixer nonlinear port with the test oscillator
output provides a means of isolating test oscillator angle noise from test oscillator amplitude noise
(see references I and 5).

Although reference oscillator noise is typically a significant error source in the measurement of
precision oscillator phase noise, its effects can be accounted for in the phase noise measurement of
a test oscillator if a third oscillator is available. As equation 14 indicates, output voltage fluctuations
at the coherent downconverter output are approximately a linear function of the sum of reference
oscillator and test oscillator phase n( ise fluctuations. Therefore, noise measurements made on
each pair of three oscillators results in three independent linear equations which can be solved to
determine the phase noise of the reference oscillator (keeping in mind the stochastic nature of the
signals). Once reference oscillator phase noise is known, it can be subtracted from future phase
noise measurements of test oscillators. This technique is sometimes referred to as a three-corner
hat measurement [reference 1; Walls, et al.].

Low Noise Amplifier Effects

In addition to reference oscillator noise, low noise amplifier noise is another significant noise source
with regard to the measurement of precision oscillator phase noise. The noise floor of the coherent
downconverter system is a function of reference oscillator noise, mixer conversion loss and low noise
amplifier noise. Therofore, careful attention should be given to the design or selection of the low
noise amplifier.
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PLL Tracking Effects

Servo e'ectronics are typically employed in order to maintain the frequency coherence and quadra-
ture phase relationship between the test and reference oscillators in coherent downconverter sys-
tems. Phase-locked loop (PLL) tracking effects, however, produce attenuation of test oscillalor
noise at frequencies significantly below the natural frequency of the loop and can, therefore, result
in measurement errors. By examination of the block diagram in Figure lb, the closed-loop tians-
fer function from the coherent downconverter input to the coherent downconverter output can be
written:

'P0o, 2Gr (Ar)KAo 52

( in r s 2 + s2(W,, +W' (15)

where IV;, =/{4KLG,(A.)KaAo/RSCJ} and RfCfW,/2. The term K, is the modulation

sensitivity of the reference oscillator in units of hertz per volt. Equation 15 is the transfer function
of a daniped two-pole high-pass filter with a pole frequency at W,. From equation 15 it is apparent
that at frequencies much greater than 'V,, phase noise fluctuations are amplified and at frequencies
niich below IV ,, phase noise fluctuations are attenuated. The criteria for selection of the PLL filter
is covered in iany standard texts on phase-locked loops; reference 5 also includes a discussion.

Figure 3 contains plots of the measured spectral density of an Efratom commercial rubidium fre-
quency standard (model FRS-C). Figure 3a is a plot of spectral noise at carrier offset frequencies
ranging fron, 0 Ilz to 5 Hz. measured using PLLs with three different natural frequencies. The
results given in Figure 3a clearly demonstrate the effects of PLL tracking and their relation to loop
natural frequency. Note that testing at low offset frequencies with a fast PLL locp can lead to
significant errors in phase noise readings; over 18 dB at 1 Hz and 31 dB at 0.5 Hz for the measured
FRS.

Because of PLL tracking effects, the bandwidth of coherent downconverter loops are generally very
narrow (i.e., V, is a low frequency). Not only does the use of narrow band loops minimize the
errors associated with PLL tracking effects, but a secondary benefit is realized in that the noise
contributions of the loop filter are minimized. Again, by examination of the block diagram in Figure
lb. the closed-loop transfer function from the loop filter input to the coherent downconverter output
can be written

) eout 2(1i17n + W,

( ,Jn s2 + s2(W, + W," (16)

Equation 16 is a single-pole low pass filter response with a pole frequency at W,]. Therefore, the
input voltage noise associated with the loop filter is attenuated at frequencies greater than W,.

A disadvantage of narrow band servo loops is that they acquire very slowly. If the frequency offset
betweo n the test oscillator and the reference oscillator is large compared to the loop bandwidth,
acquisition may require hours. This problem is typically overcome by incorporating variable band-
width capability into the coherent downconverter servo loop design. Acquisition is achieved quickly
with a wi(le loop bandwidth and measurements are made in a narrow band mode. Measurement
systemrs at Efratorn have successfully employed variable-bandwidth phase-locked loop designs.

System Bandwidth Limitations

While I'LL effects cause low frequency noise measurement errors, system bandwidth limitations

r(sult in the attenuation of high frequenc noise, and therefore, produce measurement errors at high
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frequency. The availability of wide band, low-noise amplifiers reduces the severity of this problem,
and generally, it is not difficult to design low noise measurement systems with bandwidths in excess
of a few hundred kilohertz. For example, the latest measurement systems at Efratom typically
exhibit only fractions of a dB of amplitude variation to frequencies of 100 Kliz, as shown by the flat
noise floor performance to 100 KHz in Figures 2d, 3d, and 4d. The phase noise measurement system
at Efratom uses a Hewlett Packard model HP3561A spectrum analyzer, which has a maximum
frequency span of 100 KHz. A 100 KHz frequency span is typical of fast-fourier real time spectrum
analyzers, although Tektronix has recently introduced a 200 KHz model (model 2642).

The usable bandwidth of a coherent downconverter system can be extended by measuring the am-
plitude response of the system versus frequency, and incorporating frequency dependent calibration
factors into the equation for system gain. This compensates for the high frequency attenuation im-
posed by system bandwidth limitations. The amplitude response of a coherent downconverter can
be determined using two synchronized signal generators in place of the test and reference oscillators.

Frequency Conversion Effects

Unlike an ideal mixer, a double-balanced mixer produces harmonic intermodulation products. For
this reason, spurious outputs which are far from the test oscillator carrier, and are outside the
measurement bandwidth of the coherent downconverter, can be translated to frequencies which
are within the measurement bandwidth of the system. Although harmonic intermodulation prod-
ucts are typically many decibels below the desired first-order mixer products, high-order spurious
conversion products which fall within the system bandwidth are indistinguishable from spurious
outputs which are close to the carrier. One key to minimizing these effects is to properly terminate
the output (IF) port of the mixer. This issue is discussed in detail in reference 4.

Accurate measurement of spurious outputs using coherent downconversion requires that high fre-
quency spurious outputs first be identified and measured using a direct spectrum analyzer tech-
nique. An analysis of mixer spurious outputs, which takes into account the specified harmonic
intermodulation performance of the mixer, can then be performed to predict the location and level
of high-order spurious conversion products. However, such an analysis is generally not practical in
a large-scale production environment, and the source of spurious outputs is usually of little concern
as long as they are within specified performance limits.

Frequency conversion effects become more significant when, instead of a sinusoid, the test oscillator
output is a square wave which is rich in harmonic content. Harmonic intermodulation effects
resulting from square wave inputs can be minimized by inserting low pass filters between square
wave oscillator outputs and coherent downconverter inputs. This technique was utilized in the
measurements of the FRS-C TTL-compatible output of Figure 3.

60-cycle Interference and the Use of Batteries

Sixty-cycle interference and its harmonics couple onto system power supplies and appear in the
output frequency spectrum of the coherent downconverter. Although 60-cycle spurs are easily
identified according to frequency, 60-cycle interference can camouflage actual spurious outputs
performance. Through careful system design, 60-cycle interference can be minimized, however.
(areful attention to grounding and the use of battery supplies can virtually eliminate 60-cycle
interference from the output spectrum of the coherent downconverter.

The use of magnetic shielding around the sensitive front end of the downconverter may also be
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required, along with shielding the control voltage to the reference oscillator, in order to minimize
60-cycle interference. The use of separate batteries for the phase noise tester, the reference voltage-
controlled oscillator; and the test oscillator can prevent ground loops that cause unusual spurious
results.

A side effect of using batteries is that performance anomalies may occur as the batteries become
deeply discharged, depending on the sensitivity of the measurement system to supply voltage levels.
Battery voltage monitors and associated disconnect relays can be employed to prevent this.

FFT Windowing Effects

Because of their superior frequency resolution, digital spectrum analyzers are generally used to
measure voltage fluctuations at the output of the coherent downconverter. The choice of the
windowing function used with fast-fourier transform (FFT)-based spectrum analyzers, however,
can affect measurement accuracy. Phase noise measurements are most accurately made using
the Hanning windowing function. The Hanning window has a narrow passband and very low
sidebands, providing better measurement resolution for analyzing broadband signals like noise.
Spurious outputs are most accurately measured using a flat top windowing function. Although
the flat top window has higher sideband energy, its broad passband makes it better suited for
measurement of narrow band, deterministic signals. Errors which result from incorrect window
choice are typically less than 1 dB. Reference 8 goes into more detail on this subject.

Vibration Effects

Precision oscillators are frequently designed using quartz crystal resonators to achieve superior
phase noise and short-term frequency stability performance. The phase noise of crystal oscillators
is affected by vibration, however. The "G sensitivity" of a precision crystal is typically on the
order of parts in l0- 10 [df/f]/G to parts in 10-9 [df/f]/G; this translates into phase noise and spurs
by well established formulas. The Efratom "Time and Frequency Handbook" of reference 13 goes
into this and other related subjects in more detail. References 11, 14, 15, and 16 present a broad
overview of vibration and other effects on phase noise.

Because of vibration sensitivities, it is important to shield and dampen both the reference oscillator
and the test oscillator from shock and vibration in order to obtain accurate quiescent phase noise
readings. Otherwise, the ambient vibration levels of the test building or test table can increase the
apparent phase noise floor of the oscillator.

In addition, the capacitance of the coaxial cable often changes with vibration. This can again result
in an apparently degraded phase noise floor performance of a test oscillator due to the cable-induced
loading effects related to ambient vibration levels.

When it is necessary to measure the vibration performance of an oscillator, a number of factors
must be considered. Mechanical resonances in the fixture holding the test oscillator to the shaker
can give errors, as can the type of coaxial cable used to connect the test oscillator to the phase noise
tester. Electromagnetic interference (EMI) induced from the shaker head and the controller can
also result in measurement errors, often requiring either shielding or separation of the measurement
quipment from the shaker.
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Miscellaneous Error Sources

A number of additional error sources may be encountered in the measurement of precision os-
cillator phase noise and spurious outputs. Although not exhaustive, these error sources include:
poor grounding and intermittent grounding; inadvertent conversion of deterministic signal power
measurements from dBV to dBc/Hz; injection locking of the test and reference oscillators due to in-
adequate EMI shielding; magnetic and electrostatic susceptibility and emissions of the test oscillator
and/or reference oscillator; and failure to account for cable losses in high frequency measurements.

TEST DATA

Phase noise test performance was measured for two Efratom rubidium oscillator products for this
paper. Rubidium oscillators frequency lock a voltage-controlled crystal oscillator to the long-term
stability of the hyperfine atomic energy state transitions of the Rb s atom. They are utilized UO
provide excellent long term fhequency stability (on the order of parts in 1011/month with excellent
phase noise and spurious outputs performances.

The phase noise behavior expected from crystal oscillators is described in reference 7. The presence
of a rubidium control loop will modify the ideal oscillator behavior in a number of ways depending
on the relative phase noise of the rubidium physics package and the crystal oscillator. The rubidium
loop crossover frequency controls the hand-off between the two; an improvement in phase noise or a
lower slope below this frequency implies a good physics package phase noise relative to the crystal
oscillator used.

The first unit evaluated was a model FRS-C; a stock, economical, commercial 10 MHz TTL-
compatible rubidium oscillator. The FRS-C is specified for a phase noise of -110 dBc/Hz at 100
Hz carrier offset and -130 dBc/Hz at 1000 Hz offset. Non-harmonic spurious outputs are specified
at -65 dBc. The second unit evaluated was a stock, commercial 10 MHz sine output low noise unit
(model FRK-LN). The FRK-LN is specified for a phase noise of -120 dBc/Hz at a 10 Hz carrier
offset and -147 dBc/Hz at 100 Hz and 1000 Hz offsets. Non-harmonic spurious outputs are specified
at -70 dBc. Although units with better phase noise performance are available at Efratom, these
two products are representative.

Test data for the FRS-C is given in Figure 3 and for the FRK-LN data in Figure 4. The phase noise
test system used to make these measurements is an upgrade to that formerly used at Efratom, and
is in a final phase of development. Because the development of the system is not yet complete, the
final grounding and shielding configurations were not implemented, leaving some residual problems
in the spurious outputs performance of the system.

The HP3561A spectrum analyzer, used to make the measurements which are displayed in Figures
2 through 4, was configured to provide for automatic conversion from noise power to noise spectral
density. Thus, chart readings are dispiayed in units of dBV/Hz. The coherent downconverter
gain was measured to be roughly 30 dB for both units, including the necessary correction factors
for double-sideband to single-sideband conversion and for peak to RMS conversion. Therefore, the
chart measurements should be adjusted by -30 dB to give phase noise performance in dBc/Hz. Since
spurious outputs must be expressed in terms of power rather than spectral density, it is necessary
to convert the displayed spurious output levels from units of dBV/Hz to units of dBV. This is
done by adding a conversion factor equal to 10log(BW), where BW is the resolution bandwidth of
the measurement displayed at the bottom of each graph. Spurious output levels, in units of dBV,
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should then be adjusted by an additional -30 dB to give spurious outputs performance in units of
( Bc.

Figure 3a gives three plots of FRS-C phase noise performance within 5 Hz of the carrier. The
different PLL natural frequencies are clearly shown for each plot. The rubidium servo loop crossover
frequency is at roughly 35 or 40 Hz for this unit, as shown by the spectral leveling which occurs
in Figure 3b. Spurious outputs at the modulation frequency of the rubidium control loop are
evident in Figure 3c; the 127 Hz rubidium loop modulation spurious output is roughly -80 dBc,
after applying a correction factor of +6 dBc to convert from spectral density to power.

The noise floor of this unit is measured to be roughly -140 dBc, as shown in Figure 3d. Two plots
have been superimposed in Figure 3d. One plot drives the coherent downconverter directly with the
.square wave output of the test oscillator. In the second plot, the test oscillator drives the coherent

downconverter through a, 10.5 Mhz low pass filter, which removes harmonic frequency components.
Note tie addition of the filter changes the level and frequency of the spurious outputs, indicating
they may not be produced directly by the test oscil'ator. It is possible these spurious outputs

are related to grounding and/or shielding effects; this will be verified with the final version of the
Efratom phase noise tester being developed. Although the source of these relatively high-frequency
spurious outputs is not known, the largest shown in Figure 3d occurs at an offset frequency of about
78 Klz. Its level, using the output low pass filter, is -98 dBc after applying a correction factor of +
26 d13c to convert from spectral density to power. This is well below the -65 dBc spurious outputs

specification of the unit.

Figure 4 gives similar performance curves for the model FRK-LN, 10 MHz unit. The rubidium
servo loop crossover frequency occurs at about 2 Hz, as indicated by the spectral leveling shown
in Figure Ia. Figure 4b gives phase noise performance to a carrier offset frequency of 100 Hz,
while Figure 4c gives performance to an offset frequency of 1000 Hz. A spurious output at the
modulation frequency of the rubidium control loop is shown in Figure 4c; the level of the 127 Hz

spurious output is roughly -117 dBc, after correcting for carrier power and converting from spectral
density to power. Figure 4d gives phase noise performance to an offset frequency of 100 KHz; the
noise floor is shown to be roughly -157 dBc/Hz. Note that the noise floor is flat to the 100 KHz
range of the spectrum analyzer.

CONCLUSION

The limitations imposed by practical realizations of the ideal coherent downconverter result in error
sources which can result in inaccuracies in the measurement of precision oscillator phase noise and

spurious outputs. Phase-locked loop tracking effects, system bandwidth limitations, and system
noise can be significant sources of error. Most significant sources of error, however, can be elimi-
nate(l and/or controlled through careful system design and calibration. The measurement system
developed at Efratom has attempted to strike a balance between overall accuracy and volume test-

in- in a production environment; the accuracy and repeatability for the production measurements

)erforme(l at Efratom are on the order of 1 to 3 dB with an upgraded test measurement system
and upgraded test procedure.
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Table I. Increase in Measured Noise Versus Reference Oscillator
Noise Relative to Test Oscillator Noise

Relative Amplitude Increase in
of Ref Osc Phase Voltage Fluctuations
Noise to Test Osc at Coherent
Phase Noise Downconverter Output

-20 dB 0.04 dB
-10 dB 0.42 dB
-6dB 0.97 dB
- 3 dB 1.76 dB
-2dB 2.12 dB
-'A.dB 2.54 dB
0 dB 3.01 dB
1 dB 3.54 dB
2 dB 4.12 dB

+3 dB 4.77 dB
+6 dB 6.99 dB
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AN IMPROVED OFFSET GENERATOR
DEVELOPED FOR

ALLAN DEVIATION MEASUREMENT OF
ULTRA STABLE FREQUENCY STANDARDS*

R. L. Hamell, P. F. Kuhnle, R. L. Sydnor
California Institute of Technology

Jet Propulsion Laboratory
4800 Oak Grove Drive

Pasadena, California 91109

Abstract

Measuring the performance of ultra stable frequency standards such as the Superonducting Cavity
Maser Oscillator (SCMO) will necessitate improvement of some test instrumentation. The frequency sta-
bility test equipment used at JPL includes a I Hz Offset Generator to generate a beat frequency between
a pair of 100 MHz signals that are being compared. The noise floor of the measurement system using
the current Offset Generator (1.7 x 10 - 1 4 at I second tau and 6.2 X 10 - 1 7 at 1000 seconds), is ade-
quate to characterize stability of hydrogen masers, but will not be for the SCMO. A new Offset Generator
with improved stability has been designed and tested at JPL. With this Offset Generator, and a new Zero
Crossing Detector recently developed at JPL, the measurement floor has been reduced by a factor of 5.5
at I second tau, 3.Oat 1000 seconds, and 9.4at 10000 seconds, compared against the previous design. In
addition to the new circuit designs of the Offset Generator and Zero Crossing Detector, tighter control of
the measurement equipment environment has been required to achieve this improvement. The design of
this new Offset Generator will be described, along with details of the environment control methods used.

INTRODUCTION

Allan Deviation measurements made at the Jet Propulsion Laboratories Frequency Standards Lab-
oratory require an offset generator to test some types of equipment. The offset generator is used,
for example, to test a frequency source when neither the measurement device or the frequency
reference can be offset to obtain a I Hz beat for the zero crossing detector [1]. It is also used to
test 2-port devices. A single 100 MHz reference carrier is split into two paths, with one path to
the zero crossing detector containing the 2-port device in test, and the other path containing the
offset generator to develop the 1 Hz beat signal for the zero crossing detector. Figure 1 shows the
instrumentation used to perform these tests.

*This work was carried out at the Jet Propulsion Laboratory, California Institute of Technology, under a contract
with the National Aeronautics and Space Administration.
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OFFSET GENERATOR DESIGN

A block diagram of the offset generator is shown in Figure 2. The 1 Hz offset is generated in two
steps, using divide and mix direct frequency synthesis to first develop a -10 1Khz offset in the
input stage, then a ±9.999 KHz offset in the output stage. The input stage translates the input
frequency by a factor of 1-10', and the output stage by a factor of 1+10 - 4 so that F(out) =
F(in) x (1 - 10- 4 ) x (1 + 10- 4) = 99.999999 MHz. The output of each stage is taken from a
phase locked crystal VCO acting as a narrow band output filter to minimize the spurious frequency
products in the offset generator output.

OFFSET GENERATOR PERFORMANCE

Performance of the present day offset generator is adequate to measure stability of frequency
standards in current use in the NASA/JPL Deep Space Network. Stability of the offset generator
is compared against a hydrogen maser stability in Figure 3. Future requirements for the Deep
Space Network specify tighter frequency stability limits than these present frequency standards
(-an supply [2]. To test to these tighter standards in the future, and the very high stability fiber
optic reference signal transportation links in current use by the Deep Space Network, some design
changes have been made in the test instrumentation. A recent redesign of the zero crossing detector
has improved it's stability [3]. At the same time, a fiber optic interface to the frequency counter
and computer has been added to eliminate ground loops, and reduce crosstalk between channels in
the measurement system.

OFFSET GENERATOR NOISE

During static environmental conditions, the primary elements that establish frequency stability of
the offset generator are the local oscillator VCO and PLL elements, and the frequency dividers.
At frequencies within the phase lock loop bandwidth, the VCO tracks the signal in test, canceling
VCO phase instability, but not amplitude instability. AM to PM noise conversion that occurs in the
zero crossing detector mixer [4],[5] will generate an additive phase instability in the measurement
system.

The measured power spectral density of AM and PM noise of the 100 MHz VCO are plotted in
Figure 4a. The calculated closed loop phase noise with a 100 Hz loop bandwidth, and the AM to
PM converted noise generated in a mixer with a -30 dB AM to PM conversion coefficient are also
shown on the same figure. The AM to PM converted noise is shown to predominate over closed
loop VCO PM noise at offset frequencies below 4 Hz. Oscillator AM noise therefore appears to be
a major factor in establishing long term stability of the offset generator.

1. Oscillator Redesign

In the redesign, the original oscillator has been replaced with a low noise 5 MHz BVA crystal
oscillator followed by a X20 frequency multiplier. The plot of Figure 4b shows the measured and
calculated noise performance improvement of this new oscillator/multiplier tested under the same
(,nditions, and using the same loop bandwidth as for Figure 4a. At 1 Hz offset frequency, AM
noise and PM noise have been reduced 20 dB and 40 dB respectively, below the original oscillator.
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The oscillator/multiplier for the output frequency conversion is offset 0.05 Hz from nominal at 5
MHz, allowing use of an available, production 5 MHz VCO. The input frequency conversion requires
a 500 Hz offset at 5 MHz, well beyond the pulling range of any available high precision 5 Mt1z
VC0.

2. Single Sideband Mixer

To avoid a custom design for the input converter VCO, a single sideband mixer is used to suppress
the input carrier in place of using a phase locked VCO. The unwanted sideband and input carrier
are attenuated more than 45 dB b1-ow the output by adjusting amplitude and phase balance of the
low frequency input to the mixers. The phase lock loop of the output conversion section further
attenuates these unwanted frequency components to more than 110 dB below the output carrier of
the offset generator. Figure 5 shows the basic design of the single sideband mixer.

3. Frequency Dividers

The frequency dividers are of conventional design, using an ECL divide-by 40 for the first divider,
followed by f1C74 series TTL dividers for the remaining lower frequency division of 250.

4. Environmental controls

At long measurement times where the stability approaches parts in 10-18, the offset generator is
affected by temperatuire variations, vibration, and relative humidity that can mask any improve-
ments made in the electronics. The offset generator and zero crossing detector are both installed
in a thermoelectric temperature controlled ench sure to reduce this sensitivity. The temperature
control is set at 25 Celsius, and a thermal gain of 20 has been realized. The electronics are on a
1/2 inch thick aluminum coldplate coupled to the thermoelectric elements for heat transfer. The
large mass of the coldplate serves also to reduce the mechanical resonant frequency of the assembly,
which reduces sensitivity to shock and vibration. Further investigation is required to determine the
best approach to reduce sensitivity to humidity.

5. Test Results

Allan Deviation of the original, and the revised designs of offset generator and zero crossing de-
tector are compared in Figure 6. The new offset generator and zero crossing detector reduces the
measurement noise floor by a factor of 5.5 at a tau of 1 second, 3.0 at 1000 seconds, and 9.4 at
10000 seconds.

CONCLUSIONS

Improvements have been made in tile measurement floor of the Allan Deviation test equipment by
replacing the crystal V('Os used in the offset generator with a lower noise 5 MHz crystal VCO and
X20 frequency multiplier for one stage of the offset generator, and a single sideband mixer in place
of a phase locked V(0 to reduce spurious outputs in the other stage. Adding a thermoelectric
t(,niperature controller to the electronics has further improved stability by reducing temperature
variations of the electronics by a factor of 20.
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THE MEASUREMENT SYSTEM OF
PULSE MODULATED CARRIER FREQUENCY

STABILITY AND TIMING JITTER

Li Cheng - Fu

Beijing Institute of Radio Metrology and Measurement
P.O. Box: 3920 Beijing, China

Abstract

This paper describes the definition of pulse modulated carrier frequency
stability and timing jitter as well as the configuration and synchronous acquisition
measurement method of its measurement system.

Frequency stability of pulse modulated carrier is measured with discrimination
technique. The pulse modulated carrier under test is mixed with a reference frequency

synthesizer. A delay line is used to convert the frequency fluctuation mixed IF signal

to the voltage fluctuation. The system has the capability to make the phase noise

measurement of two port devices on pulsed carrier using phase bridge.

The noise voltage mentioned above is applied to the data acquisition and

processing unit by pc to realize stability measurement. The data acquisition is in the

form of pulse synchronization so that the measurement system accuracy is increased.
The pulse width is more than 0.3 [ts. The phase fluctuation variance a is less than 0.017.

The time interval measuring system with high resolution is used to make
interpulse timing and pulse width jitters automatic measurement. The pulse width is

less than 0.2 ns. The resolution is 0.1 ns. The system is successfully applied to radar

measurement.

INTRODUCTION

The frequency stability is one of the important qualifications of signal source.

Characterization and measurement of CW frequency stability already have been matured and united.

But there is still no unanimity in characterization of the carrier frequency stability on pulsed wave for the time
being. An application of pulse wave to the radar on the other hand is urgently needed.

The duty cycle of pulse modulated wave is smaller in general. The signal frequency spectrum is more

complex. This causes difficulty on characterization and measurement.

The CW method has been used to measure pulse modulated carrier frequency stability.
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Measurement and characterization of pulse modulated carrier frequency stability using this method

can cause the following problems. At first, the general pulse repeat frequency rate is lower. The RF pulse

sideband spectrum line is a lot and dense. Pulse noise sophistication resulting from these factors stated above

makes Fourier band noise be band is f,
2

Because of the same cases, Allan variance does not fit to characterize frequency stability in time

domain.

The other question is to acquire very small video frequency impulse train of duty cycle. By CW

acquisition, forming a lot of acquired data is useless.

The acquired data in the pulse width only is useful, and acquisition can also leak. The smaller the duty

cycle, the greater the leakage rate. The confidence of measured results is degraded.

It is only adapted to measurement under the condition of higher duty cycle. The duty cycle requiredr

in general -- is larger than 5% (to test source), -> 1% (to test dual-port devices) [6].T T

Using the synchronization data acquisition technique proposed in this paper, we have solved the

measurement problem of lower duty cycle.

This system has the capability to make frequency stability measurement of dual-port device on pulse

modulated carrier. The microwave mixed IF discrimination technique is used to test pulse modulated carrier

frequency stability.

Measurement of interpulse timing jitter is accomplished with analog interpolation and precision time

measurement technique.

I. CHARACTERIZATION FOR FREQUENCY STABILITY ON PULSE

MODULATED CARRIER

To measure pulse modulated carrier frequency stability may use for reference of CW characterization and

measurement method in principle.

Our proposed methods are: to characterize frequency stability in time domain using interpulse

variance, and to characterize phase noise sophistication efforts according to difference and practical necessary

requirement between CW band pulse modulated wave.

1. Characterization of Pulse Modulated Carrier Frequency Stability in Time Domain

Change in the statistical rate of pulse modulated carrier series adjacent in pulse modulated carrier described

by interpulse variance may be written as:

a2= <(F1 -F 2) 2 > (1)
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When we determined with the measurement system in Figure 1, A/D converter output is a form of

pulse repeat frequency at a rate as a separate digital time series, can be written as

u2NT,)=-i- fAr(i) - Af(i - I1)]: (2)a'(N.T.r) = N 1 1-(2

Where T = Pulse period

t = Pulse width

N = Measurement number of each group

fA(i) = Average value of frequency fluctuation is ith pulse.

2. Characterization of Pulse Modulated Carrier Frequency Stability in Frequency Domain

Assume,

unmodulated carrier f,(t) = Acoso) t (3)

S sinnan,

pulsed waveform f,(t)= ( +. ()T nw-
P '2

pulse modulated signal f'(t) = f1 (t) X f2(t) (5)

, sinCO -

f(t)=A "-- cosocct+A- [cos(c= + non,)t + cos(o. - no)t] (6)
T to T

the spectrum corresponding with equation (6) is shown in Figure 5.

The corresponding spectral density of phase fluctuation may be expressed as
"rr

S(=A'S.(f)+A-- ' inY_ [S(f +f)Q+ S(f -~ (7)
P 2

When ignoring the effect of the sample function, the equation (7) may be simplified as

S'.(f) = A -L S.(f + ni) (8)

the influence of spectrum superimpose to S.(f) is calculated to S,(f) in equation (81

The magnitude of the superimposition phase noise is corresponding with the following:

(a) When -c is fixed, the spectral density and supimposition of phase noise are increased with a
decrease of fp.
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(b) When fp is fixed, the superimposition of phase noise is becoming worse, with the narrow of -t.

(c) If S,(f) is composed of a broken line, S. (f) will become the level line. If S'(f) is a monotone

increasing or decreasing curve, S (f) is level line approximately. [5]

II. SYSTEM CONSTRUCTION AND OPERATION PRINCIPLE

1. Additive Phase Noise Measurement

The measurement of pulse modulated Carrier phase fluctuation can be realized by using the
measurement principle of microwave phase bridge shown in Figure 1. The CW signal is divided into two
path signals through a power splitter. The signals form a pulse modulated carrier wave throughout the PIN
modulator, respectively.

One of them passed device under test is applied to RF port of the phase detector; another passed the
phase shifter is applied to the LO port of the phase detector.

We can make a dual-channel signal to quadrature by means of adjusting the phase shifter. When the
electronic length of two path signals is equal, the phase noise of the source is cancelled, because of the
correlation act while the DUT phase noise is detected.

When the phase detector shown in Figure 1 is in quadrature, the output voltage of the phase detector
is: AV( t) = K, sinow(t) (9)

When A = << 1 rad,

AV(t) = K, "t (t) (10)
where K. =sensitivity of phase detection.

Thus, phase fluctuation under test of device is converted to voltage fluctuation AV (t). In measurement of

phase fluctuation AD(t) in time domain,

A(D(t) = AV(t)
K,

RF pulse series,. interpulse variance op is given by data acquisition system as in Figure 4, and we can
get S'(O or £'(f) through FIT.

The common source having lower phase noise is required in order to assure the measurement of the
system having low phase noise bottom, at the same time the correlation of the measurement system is required
in order to reduce the contribution of common source to output noise.

2. Interpulse Frequency Fluctuation Measurement

The measurement principle of interpulse frequency fluctuation is shown in Figure 2. Operation

models of the system are single - channel and dual channel.

At first, IF is mixed up microwave signal. When using operation model of dual-channel, we can use
IF quadrature dual-channel discrimination frequency system with a delayer as the frequency discriminator
to measure pulsed carrier frequency fluctuation. It is fitted in with the source (transmitter) to measure large
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frequency fluctuation. When using single channel operation model, the two path signals are applied to Q

phase detector,

VL(t) = A~cos[(Owt + (P, + P(t)] (11)

V.(t) = A~cos[o 0(t - r,) + (D(t - r1)] (12)

Where, 'r,=delay time, (,=shift of phase shifter, when two signals phase applied to phase

detector are quadrature, detector output is

AV(t) 1 AAKsin((t)- ((t-.T,)] (13)
2

average frequency fluctuation in (t, t-il)

1" C' (t) - (t -tr) =Aco =2irAf (4
Aco= r' | '(t)dt = (t)-Dt = rf (14)

wvhen AO(t)=(D(t)-(D(t-T)<< I rad, (14) fournula is substituted for (13)

we can aet:
AV(t) =K, "2nT,- "Af= Kd-Af (15)

whcre K, = 27trK.( as frequency discriminator constant.

3. Data Acquisition and Processing Unit

Figure 4 is a block diagram of a data acquisition and processing unit.

The output signal of phase fluctuation AD (t),frequency fluctuation Af(T) is shown in Figure 1. Figure

2 is converted to discrete digital signal with a high speed A/D converter.

It works by a pulse controlled under test. In interpulse, high speed acquisition is carried to receive

useful information.

The disadvantage of continuous sample is overcome. The system is controlled by a computer through

STD bus.

4. Time Fluctuation Measurement

The measurement of pulse width and timing jitter is accomplished by a counting unit with the analog
interpolation under computer-control. The system has high accuracry and resolution. The measurement

principle is shown in Figure 3.

111. MEASUREMENT RESULTS

The pulse width of system measurement can be narrowed down to 0.3[ts, interpulse phase fluctuation

variant, value 7 is less than 0.017. Frequency fluctuation (T is less than 50 Hz, timing jitter variance is less
than 0.2 ns, the resolution is 0.1 ns. This system has an application in measurement of radar transmitting.

The measured pattern is shown in Figure 6 and Figure 7.
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Abstract

It has been shown in previous studies that in some cesium frequency standards there exist certain
C-field settings that minimize frequency changes that are due to variations in microwave power. In order
to determine whether similar results could be obtained with rubidium (Rb) frequency standards (clocks),
we performed a similar study, using a completely automated measurement system, on a commercial Rb
standard. From our measurements we found that changing the microwave power to the filter cell resulted
in significant changes infrequency, and that the magnitude of thesefrequency changes at low C-field levels
went to zero and decreased as the C-field was increased.

Introduction

Since the passive Rb87 gas-cell frequency standard (or clock) is the most commonly used type of
atomic frequency standard, there is interest in quantifying and understanding all the factors that
affect the stability of the standard's output frequency. Earlier work by Risley [1,2] identified the
mechanisms whereby changes in microwave power cause changes in frequency. Risley concluded
that the major cause of this frequency shift was the line inhomogeneity, which is a combination of
the relatively immobile Rb87 atoms (immobilized by the use of the buffer gas in the absorption cell)
and a frequency gradient across the absorption cell; this frequency gradient is in turn affected by the
light-shift mechanism and the C-field. The Rb line inhomogeneity results in a frequency dependence
upon changes in microwave power. The frequency changes that we measure will also include any
small cavity-tuning effects that might be present as a result of any slight cavity mistuning.
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Measurements

The C-field experiment was performed in our laboratory on a commercial double-cell Rb frequency

standard. This standard was modified to allow access to the C-field coil wires and the microwave

power source. Figure 1 is a block diagram of the complete automated measurement system. Both of

the parameters that are varied, namely the C-field current and the microwave power, are computer

controlled; the current is set by a precision constant-current generator, while the microwave power

;s ch.,rged by iiqin an elPctronic switch to change the resistance of a bias resistor on the step

recovery diode. The bias resistors were chosen to change the microwave power by + 1.3, -1.1, -2.2,
and --. 0 dB with reference to the nominal, factory-set power level P0 . The 6.834-GHz microwave
power to the cell was sampled by coupling with a two-turn coil on the 6.834-GHz coaxial signal line.

The bias resistors were chosen by using a Hewlett-Packard (H-P) model 8566 spectrum analyzer to

observe the change in microwave power on this coupled signal.

The entire measurement system is controlled by an H-P series 300 computer, which also acquires

and processes the data. Figure 2 is a block diagram of the frequency measurement system. The

frequency reference for both the Fluke synthesizer and the H-P counter is an H-P model 5061A-004

cesium (Cs) frequency standard. A typical data-taking sequence consisted of the following steps:

I. Set the C-field current at some low value (typically 2 to 6 mA) and the microwave power at

some value (e.g. at the nominal value Po).

2. Measure the beat frequency over some long averaging time T (typically 1000 sec).

.3. Change the microwave power level [e.g. to (P 0 - 1.1 dB)].

4. Measure the beat frequency over T again.

5. Increase the C-field current by some programmed amount (typically 0.5 mA).

6. Measure the beat frequency over T again.

7. Change the microwave power back to the initial value.

8. Repeat steps 2 through 7 until the final C-field current (typically 14 to 20 mA) is reached.

To determine the functional relationship between the C-field current and the Zeeman frequency, the

microwave frequency is swept over approximately 1 MHz, centered about the main Rb resonance

line. The output of 'he standard's dc-coupled current-to-voltage converter is then plotted as a

function of frequency. Figure 3, for a C-field current of 4.5 mA, is a typical plot. This plot shows

the main Rb transition state, as well as the four sigma transitions and the two pi transitions (the

pi transitions are used to define the Zeeman frequency fz). We should note that the 0-to-39.53-mV

ordinate in Figure 3 rides on top of a ,5 V bias, which we buck out with a precision low-noise
floating voltage source. The Zeeman frequency is read from the plot in Figure 3. The measurement

is then repeated for different C-field currents. For this particular standard, the Zeeman frequency

is about 42.5 kllz per niA of C-field current.

Figure. I is a plot of the signal at the absorption peak as a function of microwave power. The data,
which are similar to those obtained by Risley [1], demonstrate that the manufacturer's drive-level

power PO results in i maximum signal.
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Measurement Results

Figure 5 shows the results of measurements made on the commercial Rb standard for changes in
the microwave power level of +1.3, -1.1, -2.2. and -4.0 dB. Each data point, which represents the
difference between two 1000-sec averages, is ca!culated as the difference in output frequency between
the frequency at the higher power and that at the lower power, both powers being normalized to
the nominal output. In other words,

ordiibtf = (fH - fL)/O MIIZ

where fH is the average output frequency for the higher microwave power and fL is the average
output frequency for the lower microwave power. From Figure 5 we see that the maximum frequency
change for the + 1.3 and -1.1 dB data is about 3x 10-11, that for the -2.2 dB data is about 6x 10- 11,
and that for the -4.0 dB data is about 1.4x 10-0. As a function of the change in microwave power,
the maximum frequency change is about 2.6x10- 11/dB.

The three curves have a similar shape, namely one that is fairly flat for Zeeman frequencies between
100 and 300 klIz, then decreasing monotonically for Zeeman frequencies between 300 and 850 kHz.
In separate tests, data were obtained for the region of low Zeeman frequency. Figure 6 shows the
results of those tests for the same microwave power changes as in Figure 5. From the curves in
Figure 6 it is seen that there are zero crossings at about 20 and 80 kllz. The operation of the clock
at one of these points would result in zero sensitivity of the clock frequency to microwave power
changes and may result in improved long-term clock stability, as had been observed by De Marchi
[3] in his investigations of Cs frequency standards. The manufacturer's C-field current setting for
this clock was 4.5 mA, which gave a Zeeman frequency of about 191 kHz. Operating the clock at
lower C-fields would also have the advantage of decreasing clock sensitivity to C-field current; i.e.,
a chang, in C-field current results in a smaller change in output frequency when the C-field current
is small.

We suspect that the zero crossing at 80 kHz may be explained by the mechanisms discussed by
Risley [2]. lie states that this point may be interpreted in terms of (1) the opposing effect of the
spacially inhomogeneous light shift and (2) the C-field gradient; the light shift produces a positive
frequency shift, while the C-field gradient produces a negative frequency shift.

A comparison of the results in Figure 3 with similar results for Cs standards [3,4] shows that at
the C-field setting that results in the maximum frequency change, the Rb standard is about ten
times more sensitive to power changes than is the Cs standard. This result points out the need for
a more stable microwave power source for Rb standards than for Cs standards. Most commercial
R) standards do not employ a microwave-power leveling circuit. This particular commercial Rb
standard, however, did level the power into the final step-recovery-diode multiplier.

Conclusions

We have presented experimental results regarding the interaction of the C-field and the microwave
power on the output frequency of a commercial Rb standard. These results showed that in this
particular R b standard, the maximum frequency change due to microwave power variations was
about 2.6x 10- 11 per dB of power change. At this C-field setting an standard deviation of 0.01 dB
in the microwave power would result in an Allan standard deviation in the frequency of 2.6x 10- 13

from the power changes alone. This illustrates the need for a very stable microwave power source.
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It was also observed that for a particular C-field setting, the frequency change goes to zero. The
frequency sensitivity of this Rb standard to changes in microwave power was about ten times higher
than that of a Cs standard.
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Abstract

We have initiated a research program to study the performance of compact optically-pumped cesium
(Cs) frequency standards, which have potential for future timekeeping applications in space. A Cs beam
clock apparatus has been assembled. Basic functions of the frequency standard have been demonstrated.
Clock signals are observed with optical pumping schemes using one or two lasers. With two-laser pumping,
we are able to selectively place up to 80% of the atomic population into one of the clock transition states.
The observed pattern of the microwave clock signal indicates that the velocity distribution of the Cs atoms
contributing to the microwave signal is beam-Maxwellian. Thus, in the optically-pumped Cs frequency
standards, the entire Cs population in the atomic beam could be utilized to generate the clock signals.
This is in contrast to the conventional Cs beam standards where only -I4% of the atoms in the beam are
used. More efficient Cs consumption can lead to improved reliability and increased useful lifetime of the
clock. Our preliminary results are summarized in this paper.

INTRODUCTION

There has been considerable interest in the use of optical methods for state preparation and clock
signal detection in the Cs frequency [1],[21,[3] Elimination of the state selection magnets in the
frequency standard could significantly reduce the frequency biases which are magnetic dependent
such as those due to the Majorana transitions and the distributed cavity phase-shifts. Reductions
of the magnitudes of these effects can lead to a clock in which the stability and the accuracy are
greatly improved over current designs. Potentially, an accuracy of I part in 1014 is achievable in
optically-pumped ('s beam frequency [4].

In a conventional Cs beam clock, the state selection magnets select only a small group of Cs atoms
with a narrow velocity spread and an appropriate hyperfine energy state, such that only - 1% of the
total atoms in the beam contributes to the observed clock signal. Such inefficient use of the Cs has
adverse effects on the lifetime of the beam clock, since the major cause of failures in the compact
(s beam clocks is due to the exhaustion of Cs in the oven. Optical excitation with the laser beam
perpendicular to the atomic beam is insensitive to the velocity of (s atoms along the atomic beam
axis. Additionally. optical pumping schemes using two lasers can concentrate nearly the entire Cs
population into one of the clock transition states. Thus, all of the ('s atoms in the beam could be
utilized. This could translate into a larger clock signal and more efficient Cs consumption resulting
in increased reliabilitY and useful lifetime of the clock.
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\e have initiated a research program to gain familiarity with the optical pumping techniques ini
Cs frequency standards. Iln particular. we are interested in studying the stability and reliability
of compact frequencv standards which have potential for future tiinekeeping applications in space.
Hopefully, these investigations will lead to improved performance in compact optically pumped Cs
standards (OP'.S). Our prelininary observations are summarized in this paper.

EXPERIMENTAL SECTION

A schematic diagram for our experimental setup is presented in Fig. 1. Our Cs beam apparatus
consists of four main sections: a Cs source, a pumping chamber, a microwave region and a detection
chamber. Separations between the Cs oven anti the pumping and detection regions are 64 and 132
cmi, respectivelv. The vacuum chamber is evacuated to _-10 - 7 Torr by a 120 l/, ion pump. In the

11 niping chanber and the detection chamber, three optical windows are mounted perpendicular
to the atomic beam providing access for the laser beams and for the detection of emission signals.
Effusion of Cs atoms from the Cs oven through a 2.4 rmn diameter opening into the vacuum
chamber forms an atomic beam. The temperature of the Cs oven is maintained at 120 OC during
the experiient. A graphite diaphragm with a 2.5 mm diameter aperture is placed 7.5 cm from the
oven to reduce the beam divergence and the Cs background.

A single layer of 1.5 mmii thi_, mu-metal provides shielding against interferences from ambient
magnetic fields. Stray magnetic fields inside the chamber are less than 2.5 inG. A dc magnetic field
(C-field), perpendicular to the atomic beam. is produced inside the magnetic-shielding chamber
by four current-carrying copper rods placed 4 cm apart. Inhomogeneity of the C-field is less than
5 in(, across the cross section of the atomic beam. A compact Ramsey-type microwave cavity of
commercial design is mounted in the microwave chamber. Separation between the two, 1 cm long
arms of the U-shaped microwave cavity is 12 cm. The cross sectional area of the cavity is -15 mm 2

allowing approximately 2x 1010 atoms/s to be interrogated by the nicrowave field. The output
of a temperature stabilized VCXO, operating at 143 MHz, is multiplied 64 times to provide the
required microwave radiation.

)iode lasers are used for both optical pumping and state detection. The lasers are tuned to the
D', 1). transition frequencies by controlling both the laser heat-sink temperatures and the laser

injection currents. In order to keep the laser frequency on resonance with the Cs atomic transitions
throughout the experiment, the laser frequencies are locked onto the selected atomic transitions
through an electronic feedback technique using the fluorescence signals provided by a photodiode
detector in the pumping region. As a part of the electrical feedback technique, the injection currents
of the lasers are modulated by small ac signals oscillating at 700 or 1000 Hiz. The modulations
increase tie effective linewidths of the lasers to -80 MHz. Depending on the individual laser, laser
powers available vary from 2 to ,q mW.

Fluorsc,,nce signals in the detection region are detected by a cooled GaAs photomultiplier tube.
The signals are amplified by an electrometer with -1 s time coi'stant.
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RESULTS

(A) Hyperfine Pumping

An energy level diagram for the Cs D2 transitions is given in Figure 2. Selection rules for the optical
transitions are AF = 0 or +1, (F is the total angular momentum of a state, nuclear plus electronic)
such that six optical transitions between the ground 62 S1 / 2 state and the excited 62 P 3 / 2 state are
permitted. The selection rules also depend on the polarization of the excitation source. When
the polarization of the laser is perpendicular -o the magnetic field, r-excitations will be induced,
such that the allowed optical transitions are AM = ±1 (M describes the projection of F onto the
direction of the magnetic field). For the 7r-excitations, polarization of the laser is aligned parallel
with the C-field, and the allowed transitions are AM = 0, with the exception that M = 0 - M' = 0
(primes indicate the angular momentum of the excited state) is forbidden when AF = 0.

Transitions including: F = 4 - F' = 4: F = 4 - F' = 3; F = 0 - F' = 3: F = 30 - F' = 4
are known as the pumping transitions. With these pumping excitations, Cs population may be
transferred from one of the ground electronic state hyperfine lovels into the other. consequently give
rise to the hyperfine pumping. For the cycling transitions, F = 4 - F' = 5 and F = 3 - F' = 5.
the only decay pathway for the excited atoms upon excitation is returning to their original ground
hyperfine levels, therefore they are not useful for optical pumping. Fig. 3a shows a fluorescence
spectrum collected at the detection chamber when the frequency of a probe laser was scanned over
the d2 transitions of Cs around 852 nm. All six allowed optical transitions were observed. Fig.
3b shows a similar emission spectrum, when a second laser was tuned to the F = 3 - F' = 3
transition and intersected the atonic beam in the pumping region. Emission signals corresponding
to the F = 3 - F' = 2, 3, 4 transitions disappeared completely. This is due to the complete
removal of the F = 3 population by hyperfine pumping in the pumping region. Similar hyperfine
pumping effects were observed with the other pumping excitations. These observations confirm
that near complete population transfer from one hyperfine state into the other can be achieved by
optical pumping using diode lasers.

(B) Optical Pumping with One Laser

In our one-laser experiment, the main laser beam was used for optical pumping in the pumping
chamber. A fraction of the laser b-am was diverted into the detection chamber for state detection.
tlyporfine pumping was induced by tuning the laser onto one of the pumping transitions. When the
microwav?, sourc, fed to the Ramsey-cavity was off, emission signals observed in the detection region
consisted mainly of scattered laser light and a small fluores'ei ce signal from the unpumlped Cs
atoms. When the microwave frequency matched the Cs hyperfine transition frequencies. transitions
between the two hyperfine states wculd be induced among the Cs atoms passing through the
microwave cavity. This resulted in a change in the emission signals observed in the detection
chamber. Fig. 4a shows the microwave spectrum with the F = 3 - F' = 3 aT pumping schenme (3-3
ar), where the notation a (or ir) describes the polarization of the pumping laser with respect to the C-
field as discussed in the previous section. The microwave spectrum con:ists of seven transitions. The
(0-0) 'clock' transition, which couples the F=3. M=0 and F=4. M=0 states, shows the characteristic
interference structures. The halfwidth of the central Ramsey peak is approximatelv 1 KHz. Such
interference stnuctures, however, wrre not observed in the other microwave transitions. This could
)e du- to th, fact tfiat interference structures on these magnetic sensitive transitions were washed

out by the in homogoneity of the (C-field. This restilt suggests that an iniprveient in the iniform ity
of the C-field is dsirable.
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State preparation involving 3-3 7r and 4-4 7r pumping are important components of the two-laser
pumping techniques for putting all of the Cs atoms into one of the clock transition states. Fig.
4b shows the microwave spectrum when the 3-3 7r pumping scheme is employed. By rotating the
laser polarization 90 degrees, 3-3 a excitation can be used for detection. Due to the selection rules,
the M = 0 - M' = 0 transition is forbidden in the 3-3 r excitation, such that population in
the F=3, M=O tevel will not undergo excitation. The unpumped Cs atoms contributed to a large
background signal and an increased noise level in the spectrum. Figure 4c gives the microwave
spectrum observed when the 4-4 a pumping scheme is used.

Figure 4d compares the measured relative intensities of the microwave transitions resulting from the
3-3 a excitation scheme of Fig. 4a with the calculated values. The calculated values are obtained
from the matrix elements for the seven hyperfine transitions, issuming that the populations of the
magnetic sublevels in the unpumped hyperfine state are equal and the pumped hyperfine state is
completely depopulated. Excellent agreement between the experimental results and the calculated
values indicates that the seven sublevels (M = 0, ±1, ±2, ±3) in the F=4 hyperfine state are
indeed equally populated. In certain pumping schemes, due to the selection rules and the differences
in the transition probabilities for the D2 lines among the Zeeman sublevels, alignment of the atomic
population (i.e. nonuniform population of Zeeman sublevels) could be created. Relative intensities
of the microwave signals in Fig. 4b and 4c are compared with the calculated values in Fig. 4e and
4f, respectively. It is clear that levels with the high magnetic quantum numbers, M, are favored
when 3-3 r pumping is employed. In the case of the 4-4 a scheme, levels with M = ±2 are
preferred.

(C) Two-Laser Experiment

In this experiment, two lasers are used in an attempt to concentrate all of the Cs population
into one of the two clock transition Zeeman sublevels by using both the hyperfine and Zeeman
optical pumping techniques. Experimental arrangements were similar to those used in the one-laser
experiment with the exception that an additional pumping laser was used for Zeeman pumping.
Fig. 5a shows the microwave spectrum with 4-4 7r and 3-3 o pumping, and 3-3 a detecting.
Signal for the (0-0) 'clock' transition was greatly increased compared to the one-laser pumping
experiment at the expense of the other microwave transitions. With this arrangement, we were
able to concentrate -80% of the atomic population into the F=4 M=0 level. Fig. 5b shows the
atomic population distribution among the magnetic sublevels of the F=4 hyperfine states. About
7%, atomic population remained in the F=3 state, which contributed to the increased noise figure
in the spectrum. With 4-4 a and 3-3 7r pumping, ,70% Cs atoms were concentrated into the F=3,
M=0 level.

At low values of magnetic field strength, optical pumping efficiencies involving s-transitions will
be reduced. This is due to the creation of AM = ±2 Zeeman coherences in the Cs ground state
[5]. Thus, it would be undesirable to use a-transitions in optically pumped frequency standards
when a low C-field is needed. Figure 6 shows the result of our measurements of the % population
concentrated in the F=3, M=0 clock state using the 3-3 a and 4-4 r two-laser pumping scheme.
Below 70 mG, the neighboring microwave transitions interfered with the clock signal, thus no
measurement was conducted below that value of magnetic field. No evidence for the reduction of
pumping efficiency was observed over the C-field range of 70 to 1500 mG.
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(D) Velocity Distribution in the Atomic Beam

Figure 6 shows the Ramsey-Rabi signal of the (0-0) 'clock' transition obtained in an one-laser
experiment. 3-3 a excitation was used for both pumping and detecting. Calculated values of
the clock signal, assuming that the velocity distribution in the Cs beam is beam-Maxwellian, are
plotted as circles in the figure. Agreement between the experimental and the calculated values is
satisfactory. This indicates that the velocity distribution of atoms contributing to the microwave
signal is beam-Maxwellian, with a temperature consistent with that of the oven source.

CONCLUSIONS

We have established a facility for studying compact optically pumped Cs frequency standards.
Basic functions of the atomic clock system have been demonstrated. In the two-laser experiment,
we are able to concentrate ,-80% of the atomic population in one of the 'clock' transition states.
The velocity distribution of the Cs atoms in the atomic beam are found to be approximately beam-
Maxwellian, which indicates that the optical state preparation and detection methods used in the
OPCS are insensitive to the velocity of Cs atoms along the atomic beam. Thus in contrast to the
magnetic state selection techniques used in conventional Cs clocks, optical state preparation and
detection techniques allow much more efficient uses of the atomic beam flux, which can lead to
improved reliability and increased useful lifetime of the clock.
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and detected with the 3-3 a transition. (b) Atomic population distributions among the
Zeeman levels in F=4 level, as a result of the two laser pumping.
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Abstract

The use of commercial communication satellites for precise time transfer has been performed with
a variety of techniques for a number of years. Military communications systems can also provide this
function in afew deployed systems. This paper will demonstrate a new design of a time transfer modem
that can be produced at a reasonable cost and enable users to make direct comparisons with the Naval
Observatory with nanosecond precision. A flexible all-digital design is being implemented that will en-
able a variety of different codes to be employed. The design and operating modes of this equipment are
demonstrated.

Introduction

Papers have been presented at the 1989 and 1990 PTTI meetings describing the hardware and the
digital signal processing design of the NRL-USNO Two-Way Time Transfer Modem. This paper is
intended to show the present status and preliminary results.

TWO-WAY TIME TRANSFER MODEM SOFTWARE OPER-
ATION

The software for the Two-Way Time Transfer Modem allows for autonomous operation of the
system. It handles the scheduling of time transfers, storage of the data, and post processing of the
data. What will be described in this section is the operation of the software and how data is moved
ar Onld.

The modem is controlled with a PC/AT type computer. The computer handles the user interface,
scheduling of time transfers, and post processing of the data. The PC/AT is equipped with a VGA
type display, a floppy disk drive, a hard drive, and keyboard. The modem consists of a digital
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signal processing card, a digital modem card, and an analog interface as shown in figure one. The
PC/AT computer and digital signal processing card communicate to each other through dual port
memory.

Operation of the modem is controlled by the PC/AT through the dual port memory. Various
locations of the dual port memory are allocated to specific functions. Some memory locations store
the parameters of the modem such as carrier frequency, code rates, and code sizes. This allows
easy reconfiguration of the modem without changing the software. About three-fourths of the dual
port memory is allocated to data being transmitted and received.

There are two memory locations that control the operating modes of the modem. One location is
called 'modem control.' The other location is called 'modem mode.' 'Modem control' is controlled
by the PC/AT. The PC/AT puts a number in this location to control the operating mode of the
modem. 'Modem mode' is a memory location that is set by the digital signal processor showing
what mode it is presently in. The operating modes are setup in a way that the PC/AT can set
the 'mode control' to the desired operating mode and the digital signal processor will increment
through all of the modes until it reaches the desired operating mode. There are eleven operating
modes defined to this point and more will come as the software matures. The operating modes are
defined in table one.

Table 1. Operating Modes

0 Power up mode, DSP waits for PC/AT program to boot.
1 Initialize transmitter and synchronize the internal

lock system timing with an external clock source.
2 Idle mode, stay off air and keep system time.
3 Initialize receiver scction of modem, adjust the

receiver attenuator so the A/D is not saturated.
4 Search for signal in frequency and time.
5 Verify search by trying to find the signal peak again.
6 Adjust the carrier NCO to the signal frequency.
7 Track carrier and code.
8 Search for data sync block and track carrier and code.
9 Search for station ID, do one-way time transfer.

10 Perform two-way time transfer.

The first operating mode is '0.' The digital signal processor sets the 'modem control' and 'modem
mode' to zero so that it can wait for the PC/AT to initialize itself. When the system powers
up, the PC/AT first loads the digital signal processor software and starts up the digital signal
processor. It then loads the modem control software. In the mean time, the digital signal processor
is executing its software and has accomplished preliminary initialization. Before the PC/AT has
loaded its software, the digital signal processor is waiting for the PC/AT to set the operating
mode. If the PC/AT hasn't set the operating mode, the 'modem control' memory location has an
undefined number in it and can cause the digital signal processor to step through the operating
modes prematurely. That is why the digital signal processor sets the memory locations to zero.
After that, the 'modem control' memory location is set only by the PC/AT.

Mode one is used to initialize the transmitter section of the modem. The transmitter section is
synchronized to the I PPS source once and then generates its own 1 PPS. It is assumed that the
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clock providing the 1 PPS is also providing a coherent 5 MHz signal. The 5 MHz signal is multiplied
to 25 MHz in the analog hardware. The phase of the 5 MHz signal is adjusted so that the positive
edge of the 25 MHz matches the edge of the input 1 PPS The 25 MHz provides the system timing.
Once the transmitter is synchronized to the 1 PPS, the external 1 PPS signl is not required. After
the transmitter circuit has been started, even though it is not transmitting to the satellite yet, the
time of day can be kept.

The next mode, mode two, is the idle mode. The modem only keeps track of time and waits for a
new mode. This mode is used only when a time transfer is not scheduled.

Mode three initializes the receiver section of the modem. The receiver NCO is set to about 2.5
MHz, and the code generator is loaded. The input to the receiver circuit is turned on so any signal
received by the VSAT is sent to the analog to digital converter (ADC). The ADC has a bit to signal
when it is saturated. The digital signal processor adjusts the receiver attenuator while monitoring
the saturation bit. The modem is then ready to move on to the next mode.

Searching for a signal is done in mode four. The search is performed in a two-dimensional space
through frequency and time. It performs a frequency search by way of an FFT operation. The
search through time is by shifting its reference code against the incoming signal. An FFT is
performed on each shift of the code. The code is shifted about one and a half code lengths. The
maximum peak found is recorded for verification.

Mode five performs another search for the signal. This mode is the verification mode. Instead of
searching for one and a half code lengths, the search stops when a peak in the signal is found that
is equivalent to the peak found in mode four. The carrier offset found in the search is passed to
the next mode. When the reference code matches the incoming signal code, the modem goes to
the next mode.

In mode six, the carrier NCO is set to the incoming signal's carrier frequency to within 304 Hz.
The digital signal processor acquires samples of the signal and makes a finer adjustment of the
carrier NCO to a small offset.

Mode seven is another type of idle mode except that it runs the carrier tracking loop and the code
tracking loop. Remember that while all of these operations have been going on, the modem is still
keeping track of time.

In mode eight, the modem searches for a sync word in the data message. The word is a unique
combination of ones and zeros. The hexadecimal representation of the sync word is FFFF0000h.
This places a restriction on the rest of the data in that the data cannot in any way or combination
appear as the sync pulse. This is overcome by aligning the data in thirty-two bit blocks. ASCII
formatted data is aligned in eight bit characters and grouped in multiples of four characters. Data
such as a time tag or time of arrival measurement are sent as binary integers. The integers or
combination of integers can appear as a sync pulse. This is taken care of by determining the
maximum number of bits required by the data and limiting the data to that size and adding an
offset that only uses the unused bits of the thirty-two bit data integer. If the digital signal processor
cannot find the sync pulse in five seconds, it starts over at mode four to reacquire the signal.

After the sync pulse is found, the modem can move up to mode nine. In this mode, the digital
signal processor extracts the station identification information from the data and determines if it
is the correct ID. If the incorrect ID is being received, the modem will keep extracting the ID from
the data until the correct station ID is received. Then the next mode will be executed. While the
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modem is waiting for the proper station ID, it will be performing time of arrival measurements.

Finally in mode ten, a complete two way time transfer can proceed. The modem will continue
making time of arrival measurements and transmit its result to the other site. At the same time it
will record the other sites data transmissions along with its own transmission for post processing.
The modem remains in mode ten for three hundred seconds and then returns to mode two until
the next time transfer is scheduled.

A two- way time transfer requires that one modem have control over the communications of the
other modems. Assuming USNO is a master site for the two-way time transfer, USNO will be
performing the time transfer with more than one other site. This requires control over which sites
inay transmit. Only one site may transmit with tile master station at one time. This is the reason
for station IDs. What will be described is the operation of a time transfer between the master site

and two target sites. The operating modes of both modems will be modified slightly from what
was described earlier.

TIME TRANSFER OPERATION

Assuming that all of the modems have been powered up and initialized, they will be idle in mode
two. The transmitter output is turned off so the target sites will not transmit a signal to the
satellite. At some time, the target site PC/ATs will determine that it is time for a time transfer.
The target site PC/ATs will set the 'modem control' memory location to mode ten, a full two-way
time transfer. The digital signal processor cards will detect the change in memory and proceeds to

mode three and then mode four. It will stay at mode four until a signal from the master site has
been detected. The transmitter signal is still off.

In the mean time, the master station is sitting idle at mode two. It's transmitter output is turned
off. When the master station PC/AT determines it is time for a time transfer, it will turn on the
transmitter and select the target site to do the time transfer with by transmitting the target's ID.
The master station moves to mode three and then four. It will keep searching until the selected
target starts transmitting.

Now that the master station is transmitting. the target stations will eventually find the master
station ,Jignal and start tracking it. The target stations will find the sync word and start looking
for the If) in the master data being transmitted. When the one target station recognizes its station
11), it will move to mode ten. At mode ten, the target will start transmitting back to the station.
The other target stations do not transmit and stay in mode nine.

Now that the target station has started transmitting, the master station tries to acquire the target's
signal. Eventually the master station will reach mode nine. In mode nine, instead of looking for its
own II), the master station looks for the targets ID. The transmitting target station must transmit
its own 1I). If the master station determines that the wrong target is transmitting, it will shut off
its transmitter. This will cause the target station to lose signal lock and drop down to mode four.
This rode change makes the target station to shut off its transmitter. The whole process will then
start over.

Wh,,n both sites are at mode ten. they will perform a two-way time transfer. This will last for
300 seconds. The two sites will oilv transmit data when both are at mode ten. There is a 32 bit
word in the data message that indicates when the site is ready to receive data. When handshaking
indicates that ,Iue of the sites is not at mode ten. the only information that is updated in the data
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message is the seconds of the day time tag and the status word. All of the other information is not
updated.

When the time transfer is completed, the master station will simply change the station ID to select
another target. The previously selected target will notice the ID change and immediately drop to
mode nine and shut off its transmitter output. The newly selected site will then begin transmitting
and perform the time transfer.

Eventually the site's PC/AT will determine that time has elapsed and set the moden to mode two.
At this point each site can proceed to process its data.

TRANSMITTING AND RECEIVING DATA

The data to be ti ansmitted and received are placed in dual port memory. There is enough dual port
memory allocated for fifty seconds of data transmission. Twenty-five seconds of data is available
for receiving. This is obviously not enough for a 300 second time transfer. A technique called a
circular buffer has been implemented with the memory.

The memory for transmitting data is preloaded with auxiliary data. The digital signal processor,
when in mode ten, transmits the data over and over. The preloaded data is repeatedly trans-
mitted every fifty seconds. Various preallocated locations in the data message are updated with
measurements and a time tag every second.

On the receiving side, the data being stored is written over every twenty-five seconds. Since each
second brings a new measurement, the data has to be saved before it is overwritten, The PC/AT
monitors the receive data buffer and saves the data every twenty-five seconds. During the time
transfer, the PC/AT saves the data in its memory. After the time transfer, the data is saved to
disk.

Testing

Preliminary tests on the modem have been conducted but have not been completely analyzed.
These tests were both bench and satellite tests. Additional tests are planned to investigate known
problems and to study temperature, signal level and cross correlation problems.

The bench test used four different configurations of clocks and cabling. Stability and range rate
.-ensitivity were iit-,stigatel by using common or separate clocks. The 70 MHz cabling between
the modern on the bench used both common and independent connections to investigate the cross
correlation effects of the two signals. All bench test were done with very strong signal levels to look
at systematic effects. Refer to Tables two and three.

Preliminary satellite tests were conducted with two modems and one VSAT to ease coordinate
problems. The test use(d a common clock.

The data from each modem and the combined modem data was examined for residual noise by
performing a least squares linear fit. The residual noise was calculated and plotted.
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Results

In the single oscillator bench test, the residual plots showed a clean straight line without a slope.
The rms modem noise was less than 100 picoseconds. (Figures 1, 2, and 3).

In the dual clock test, the modems have their own oscillator. The resulting plot showed the noise
was not white. The use of two cables for modem comnunication did not change the data. The
level of this problem was about 1 nanosecond peak to peak and about the same on both modems.
It is not known if this is a hardware or software problem. (Figures 4, 5, and 6).

Data from the satellite test showPd a parabola on both modems, this showed the presence of an
acceleration term in the range and did not appear in the combined data. The satellite test showed
an anomaly only in the data from the right modem. This anomaly is not a cross correlation problem
because the code was generated by the same clock and the path is delayed by the same varying
amount. Without thi.3 anomaly the quality of the time transfers was about 300 picoseconds rms.
(Figures 7, 8. and 9).

Table 2.
TEST # CLOCKS PATH FILE NAME

I ONE ONE WIRE 11111511
2 ONE TWO WIRES 12131411
3 TWO ONE WIRE 21081511
4 TWO ONE WIRE 21091511
5 TWO TWO WIRES 22141411
6 ONE SATELLITE 11112511
7 ONE SATELLITE 11122511

Table 3.
MODEM NOISE IN SECONDS

TEST LEFT MODEM RIGHT MODEM COMBINATION
# LINEAR PARABOLA LINEAR PARABOLA LINEAR PARABOLA OSCILLATOR

FIT FIT FIT FIT FIT FIT OFFSET

1 9.8E- 11 9.8E-1 1.5E-10 1.5E-10 9.OE-11 8.9E-11 0.
2 9.3E-11 9.2E-11 9.9E-12 8.9E-12 4.7E-11 4.6E-11 0.
3 2.6E-10 2.6E-10 2.4E-10 2.4E-10 2.6E-10 2.4E-10 liE-10
" 2.8E-10 2.4E-10 2.8E-10 2.7E-10 1.9E-10 1.9E-10 2.2E-10
5 2.9E-10 2.IE-10 2.0E-10 2.0E-10 2.7E-10 1.4E-10 2.8E-10
6 5.3E-10 2.2E-10 6.9E-10 4.5E-10 2.6E-10 2.6E-10 2.7E-9*
7 5.5E-10 2,2E-10 7.9E-10 5.5E-10 3.1E-10 3.1E-10 2.6E-9*
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Noninertial Coordinate Time: A New Concept
Affecting Time Standards, Time Transfers and Clock

Synchronization

Steven D. Deines

Abstract

Relativity compensations must be made in precise and accurate measurements whenever an observer
is accelerated. Although many believe the Earth-centeredframe is sufficiently inertia4 accelerations of the
Earth, as evidenced by the tides, prove that it is technically a noninertial system for even an Earth-based
observer Dr. Einstein introduced the concept that time was essentially a fourth component that could be
added to any three-dimensional position. Using the constant speed of light, a set of fired remote clocks in
an inertialframe can be synchronized to afxed master clock transmitting its time in thatframe. The time
on the remote clock defines the coordinate time at that coordinate position. However, the synchronization
procedure for an accelerated frame is affected, because the distance between the master and remote clocks
is altered due to the acceleration of the remote clock toward or away from the master clock during the
transmission interval

An exact metric that converts observations from noninertial frames to inertial frames was recently
derived. Using this metric with other physical relationships, a new concept of noninertial coordinate
time is defined. This noninertial coordinate time includes all relativity compensations. This new defini-
tion raises several timekeeping issues, such as proper time standards, time transfer processes, and clock
synchronizations, all in the noninertial frame such as Earth.

Background

Relativity compensations must be made in precise and accurate measurements whenever an
observer is accelerated. Noninertial reference frames are ones that experience accelerations, which
include rotations. A reference frame centered on the Earth would appear to be inertial, but the
observation of the tides demonstrates the existence of a force acting on the oceans. This force is
the product of mass and acceleration, which proves that the mass of the Earth is being accelerated.
The existence of the tides proves that any Earth-centered frame is not sufficiently inertial.

Dr. Albert Einstein accurately assumed that the speed of light (i.e. any electromagnetic radiation)
in a vacuum is always the same constant for all inertial frames. He accurately predicted that a
moving clock would appear to run slower than an identical, but stationary, clock. Dr. Einstein
developed the concept that time was a relative quantity that essentially is a fourth coordinate
associated with any three-dimensional position of a chosen reference frame. This resulted in the
definition of coordinate time unique to every reference frame.

Conversion of position and time coordinates between inertial frames was accomplished
Y l)r. Einstein through the Lorentz transformation. The current practice in relativity science is
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to use comoving inertial reference frames to match a noninertial reference frame and then apply
the Lorentz transformation to convert observations from one inertial frame to another.

Only recently, an exact transformation which converts observations from noninertial frames to iner-
tial frames was derived[l]. This was developed by Dr. Robert Nelson, and this transformation will
be designated as the Nelson transformation to eliminate confusion. The metric for an accelerated,
rotating frame has been derived as:

go0o --i--+[c

1

gij = 6ij

Definition of Noninertial Coordinate Time: A New Concept

The Nelson metric was modified in the ge, term to include gravity effects[2] from the post-
Newtonian approximation as follows:

2 4goo = -1+ goo + goo +.- -1 - 24I, +..(1

One fundamental property that remains invariant in relativity regardless of the reference frame is
"proper time,"denoted here as r. The proper time of an object is defined as the time measured by
an ideal clock attached to the moving object[3]. An invariant equation relates coordinate time (t)
and coordinate position (X) with proper time (r).

(c dr)2 = (c dt) 2 - dx 2 - dy2 - dz 2  (2)

To facilitate the use of the relativity equations, the modified Nelson metric and the proper time

used in Equation 2 have been converted from Einstein's repeating Roman index notation to the
more familiar vector notation. The modified Nelson metric (Equation 1) was inserted into the
invariant equation (Equation 2). Equation 3 was completely derived[4] using Equations 1 and 2.

d+-+ A -[I+A 2 4 _ Vl dt (3)

where

4 = the sum total of each gravitational potential at the remote clock's location

as contributed by each measurable mass source. For locations near or on the
Earth's surface, 4 = g(6)h as defined below.

-r = the proper time of the noninertial Earth at the geoid.
A = the acceleration vector of the remote clock in the chosen inertial reference

frane.
V = the velocity vector of the remote clock in the chosen inertial reference frame.

= the velocity vector of the master clock in the chosen inertial reference frame.
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the remote clock's geodetic latitude relative to Earth's geoid if that clock is
near or on the Earth's surface.

g(¢) = the perpendicular gravity constant at the remote clock at the Earth's surface,
which is a function of the geodetic latitude 0 of the remote clock's location.

h = the altitude of the remote clock above the Earth's geoid for applications
when that clock is on or near the Earth's surface.

c = the speed of light (i.e. any electromagnetic radiation) in a vacuum of an
inertial frame.

p= the range vector from the remote clock to the master clock in the inertial
reference frame.

t = the noninertial coordinate time of the remote clock at reception.

Noninertial coordinate time is therefore defined as a function of proper time of the remote clock in
the noninertial frame. The square root term in Equation 3 in,'!udes the relativity contributions for
nongravitational accelerations - , gravity 2- , and velocity . This square root term is the

CI CJ]
time dilation factor that will always exceed the value of one for a noninertial frame. So, division of
this factor into proper time yields the noninertial coordinate time interval, which is always smaller
than the proper time interval.

Noninertial coordinate time is the time given by a fixed remote clock in a noninertial reference frame
synchronized to a fixed master clock in that frame, which includes all relativity compensations. Even
the theorization of all the relativity compensations in a noninertial frame was not possible before
the advent of the Nelson metric, and only assumptions and approximations for these relativity
compensations have been previously available.

Conclusions

Based on the new definition of noninertial coordinate time, a reexamination of several timekeeping
issues is warranted. A few of these issues include the proper time standard, the time transfer
process and the clock synchronization procedure, all in a noninertial frame (e.g. the Earth).

Inertial coordinate time standards (e.g. TAI), which are based on time calibrations in an inertial
frame, beat faster than a moving proper time standard, which undergoes time dilations in its
noninertial reference frame. Theoretically, the leap second between TAI and UT1 standards may
be the result of this difference. Work is ongoing to quantify what portion of the leap second is due
to differences between inertial and noninertial coordinate times. It is recommended that a study
be initiated to determine whether the current atomic time standard, which is correctly defined for
an inertial reference frame, is appropriate in Earth's noninertial frame.

Time transfers are currently (lone between two remote precise time stations that simultaneously
observe a satellite time transmission. Time transfers determine the time differences between stations
A and B without having to transport physical clocks for comparison. Global Positioning System
((;PS) time transfers use a GPS time receiver to get a coordinate time at reception. The time
I ransfer equation is [A-tA] - [B-tB] = A - B when tA = tB at equivalent time marks. The local
proper times of the atomic clocks are A and B, respectively, and t A and tB are the noninertial
coordinate reception times from GPS receivers.

Titni tranlirs are aiso afniccued by Earth', rotation. The Earth's geoid is a theoretical construct
where all ideal clocks will beat at the same rate. However, even on the geoid, the nongravitational
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relativity effects have first and second order dependence on the velocity of the local clocks in the
noninertial local frame. The time transfer relationship between a satellite clock (e.g. GPS) and the
fixed local clocks not on the geoid of the rotating Earth, has been derived. The Earth's gravity,
the rotational acceleration and tangential velocity were inserted into Equation 3 to yield:

()h (wx R) 2 -( fX Rgeoid)2] ±X (4t G P S - + - -t C 2( 4 )
tGS [± C2  +2c 2  C2

where figeoid is the position vector where receiver would be on the geoid if the receiver had no
altitude.

Equation 4 is used to compute the noninertial coordinate times t for the two remote stations for tA

and tB. The transmission time from the GPS satellite is tGPs, and t is the noninertial coordinate
time at reception for the local clock. When the noninertial coordinate time tA equals tB, the time
transfer algorithm correctly gives the difference in proper times of A and B of the two clocks.

The last term in Equation 4 is equivalent to the Sagnac effect, which corrects for the first order
change in the geometric range as the clock moves toward or away from the satellite during the time
interval of transmission. Two new relativity compensations in Equation 4, which were not previ-
ously included in GPS time transfers, affect the noninertial coordinate time t. The gravitational
effect, - is due to the additional change in gravity due to the altitude h as compared to the ex-

2D1 f? 2 1 wxRgeoid 2
pected gravity in GPS at the Earth's geoid. The nongravitational effect, [x-R - ____,-

is difference in the expected tangential velocity due to Earth's rotation as compared to the expected
tangential velocity in GPS at the Earth's geoid..

It is assumed that the current GPS receivers correct for the geometric range, which is tHe last term
in Equation 4. The additional gravitational effect for an atomi, clock 2000 meters above the Earth's
geoid. would result in a drift rate of 2.18 x 10- 13 s/s or 18.8 ns/day. The nongravitational drift
rate for an atomic clock affected by Earth's rotation when elevated 2000 meters above the geoid
at the equator would be 7.55 x 10-16 s/s or 0.06 ns/day. Such offsets in frequency contributions
may currently be attributed to mechanical errors in the clocks rather than these uncompensated
relativity effects.

Clock synchronization is simple to perform in an inertial frame, and all stationary clocks will beat
the same for both proper and coordinate time. Clock synchronization in an inertial frame is simply
accomplished by

distance between remote and master
tremote - ttransmitted master time + speed of light

lowever, with a noninertial frame, clock synchronization between a master clock and a remote
clock at rest must be accomplished differently. The distance that the master clock transmission
must travel to the remote clock varies, because the remote clock can be accelerated toward or
away from the master clock during the transmission interval. In general, the noninertial master
clock beats will fluctuate differently from the noninertial remote clock rate, compared to the steady
beat of any synchronized inertial clock. To perform clock synchronizations in a noninertial frame,
Equation :3 must be used to convert proper timw of a remote noninertial clock to its noninertial
coordinate time. Only then will the remote noniii,,rtial clocks be synchronized to the noninertial
master clock in that frame.
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In summary, noninertial coordinate time includes all the relativity compensations required with a

noninertial reference frame. Since the Earth-centered frame is not sufficiently inertial, the potential
applications for noninertial coordinate time are far-ranging. Timekeepers concerned with optimium
accuracies would achieve substantial improvements by using this concept.
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Abstract

The popular 3-cornered hat method used for evaluating the noise contributions of individual fre-
quency standards is revisited. This method is used in several cases, but sometimes the results are not
consistent because one or more estimated clock variances turn out to be negative. Different causes of
this unacceptable result have been conjectured: among them one regards the hypothesis of uncorrelated
clocks, essential in this method. Since recently realistic cases of correlation between clocks, mainly due
to the environmental conditions, have been observed, this paper proposes an entirely revisited version of
the 3-cornered hat method which permits to evaluate the individual variances and also the possible co-
variances between clocks, by relaxing the hypothesis of uncorrelation. The uncertainty and the lack of

contemporaneity of the measurement series are assumed to be negligible. The lack of the uncorrelation
hypothesis calls for a more general mathematical model leading to an underdetermined linear system.
The estimates of the (co)variances of the measurement series as well as those of the individual clocks
are introduced by means of the scalar product of the related time series and arranged in the respective
covariance matrices S and R. Since covariance matrix is positive definite by definition, the problem
consists in estimating the unknown R, subject to the constraint of positive definiteness, from the known
S. Unfortunately, this constraint is not sufficient to estimate F. Therefore a suitable optimization crite-
rion is proposed, which assures the positive definiteness of R and, at the same time, minimizes the global

correlation among clocks. Examples offrequency instability measurements processed by the "classical" 3-
cornered hat method and the here-revisited method are presented showing that the solutions are identical
only when the uncorrelation hypothesis doesn t violate the positive definiteness of R.
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1 INTRODUCTION

The evaluation of frequency standards is performed by comparing two or more of them and mea-
suring differences in their signal-. Results depend on the simultaneous contributions of all the

standards and it is often desirable to estimate the noise contributions of the single units. In the
past years, this problem has been considered in several papers, which introduced the popular "3-
cornered hat" method [1], successively extended to N clocks [2,3,4] and further investigated in
[5,6]. it all the abor papers, a basic hypothesis consists in considering all the clocks uncorrelated.

In the classical 3-cornered hat method, three clocks aie considered, three series of time differences
between all the possible pairs are measured, and their variances are estimated. Three linear equa-
tions are then written, which tie the three unknown variances of the single clocks to the known
variances of the time differences. In this way, a uniquely solvable system is obtained [1]. If more
than three clocks are compared. such a system becomes overdetermined because the number of
possible pairs exceeds the number of clocks. In this case, it has been suggested either to deal with
different triads of clocks and then combine the results in a (weighted) average [1], or to utifize the
N clocks together with a least squares technique [2,3].

Independently of the number of clocks, a more crucial problem arises: the estimated clock variances
can turn out to be negative. In such a case it has been suggested to use the absolute value [2] or
to consider vanishing a variance that should turn negative. However these tricks are not justified
by any theoretical consideration.

S,,,.',ra! questions related to the statistical processing of these measurements and the causes of
neoyative estimated variances are still open:

I. Uncertainty in the measured time differences.
If the noise of the measuring device is not negligible, it adds a term in the variance of the
neasu red Iine (differences and the linear system is not longer deterministically solvable [4,5].
lo the anthors' knowledge, this uncertainty is negligible in most cases, particularly in high
resolution measurements. The case can be different if the clocks are compared at a distance,
thrmogh a synchronization link, but the synchronization noise, usually corresponding to a
white phase noise. c an often be suitably modeled and filtered.

2. Lack of contemporaneity of measurements.
In I his case, the contribution of each clock cannot be considered the same in each difference
neasurnent [5,6]. However, the lack of contemporaneity of the different measurements is
negligible when the integration times over which the stability is to be estimated are far longer
(days) than the shift in time of the beginning of the different measurements (seconds).

:l. Low number of measured samples.
In this case, a satistically significant characterization of the involved noises is not ensured
[5,10]. The low number of statistical samples remains an open question because it gives a
low confid(nce on the estimates and particular care is to be paid.

1. Correlation between clocks.
In rec nt years cases of correlation between clocks, mainly due to the environmental condi-
tinns, have been (lolected [8-18]. l)ifferent methods have been used to evidence correlation
etw,,n clocks and the discussion is still lively also in understanding which is the clock coin-

p mrnt responsibfle for the effect but. in each case. an appreciable presence of correlation
bt ween clock data has been pointed out.
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To the authors' knowledge, cases of negative estimated variances appear even when there are several
measured samples and causes 1) and 2) above are certainly to be excluded. Usually, the problem
appears over long integration times (months) where correlated noise can become significant but, in
the same time, not easy to be modeled and previously depurated [18].

This work lifts the assumption of uncorrelation, all in considering negligible the causes indicated
in points I and 2 above, and proposes a new method which formulates an underdetermined but
consistent system of equations involving variances and covariances (jointly denoted as (co)variances)
between individual clocks. In order to estimate clock (co)variances, the (co)variances of the measure
series are also introduced and arranged in positive definite covariance matrices, implicitly assuring
the positiveness of the variances. With 3 clocks the uncorrelation hypothesis leads to a uniquely
solvable linear system, while the lack of this hypothesis leads to an underdetermined linear system
of three equations in six unknowns. A method to solve this underdetermined system, subject to
the constraint of positive definiteness of the clock covariance matrix, is proposed.

2 STATEMENT OF THE PROBLEM

The statistical tool useful to characterize stability is the variance estimated by means of the available
measured data. Let us denote x i the signal of the i-th clock and x'(k = 1,2,. .. ,M) its samples
at the time instants tI, t2 , ... , tm. The M samples can be represented as the vector R =
[x x .. 1.x] , where superscript T denotes transposition. The estimate of the expected value of
X, is

Al
Xi = g[xi] = (1/M) E (1)

k=l

which is arranged into a vector of AM coincident elements x i = [ti.fi... .i]T. With these notations
the estimated (co)variances rij of xi and xJ are:

- i)(xJ - x =)] [1/(M - 1)](x i - 5ti)T(xJ - Rj ) i,j = 1, 2, 3 (2)

When i j, rij represents the variance of the i-th signal, otherwise, it represents the covariance
between the i-th an(l j-th signals.

In the case of frequency standards. measured data are often filtered, for instance, introducing the
Allan-variance. In the following, the general case of a signal x i will be dealt with, whatever may
have been its previous filtering, in order to obtain a procedure applicable in all cases.

it clock stability chdracterization, the physical quantities involved in x i are time deviations of the
i-tb clock. Since they are not directly measurable, the clock (co)variances rj play the role of the
unknowns to be evaluated. The available measured quantities are differences between the signals
of pairs of clocks: yiJ = x' - xJ. When one of the three clocks, for instance clock #3, is chosen
as the reference and it is compared at .l different instants with clocks #1 and #2, two distinct
measure veclors y13 = x 1 - x3 and y23 = x 2 

- x 3 are obtained.

Flhf, tioveltv here is that not only the variances of the signals y13 and y23 are estimated but also
their covariantco. This covariance was already suggested in [4,5]; however, full advantage of it could
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not be taken in that work, because of the uncorrelation hypothesis. The estimates of the above
measure (co)variances are:

.Sj=[/-,- l)Mly i3 1 ) 1(y J3 - yi 3 )] i.j 1. 2 (3)

where the indlex 3 of the reference clock has been dropped in ,;ij Sinc sij (J= 1. 2) and] ri (I"
1, 2. 3) represent estimates of variances and they are sumis of squares, they are necessarily positive.
On thev contrary, s andl rj(I = 1. 2. :3)0 may be either positive or negative, being estimates of
covariances.

In case of noiseless measurements, when the covariance 812 is taken into account, the other possible
difference measure vector y 12=x I- x 2and( the related (co)variances dlon't add any information
b~ecause they all can be obtained as linear combinations of S11, S22 and S12. In the 3-cornered hat
mpmtliod, flte vector y 1

2 and the relatedl variance is used insteadI of the covariance y1 2, but. in this

cOlIteXt. the ulse of q12 is more approp~riate.

Th'le 2x2 covariance matrix S and the 3x3 covariance matrix R are defined as follows:

[ 811 -S12  1(4)
';1 2 822 J

r, I r12  7r13 1
r12 r122  1'23()
" 13 7'23 1'33J

Sublstitutding the definition Y i3 
X - x 3  (1i 1, 2) in (3) leads to the following relationmship

between S and R:

1 1 ;12 1' I +i 1'3,3 -2r 13  r12 + 7'33 - 7'3- r2 .3  16[~ ~ ~ '1 '21 '2 + 7'33 - 7'13 - r23  r22 + 7'33 - 2r 23 j(6
From ineasire vectors y' and y2 3 . three indelpendlent estimnatedl (co) varia nces, 811, S22 and S12 are
ca lcilaed amid, accordling to (6). they tie the six unknowns r 1 j, r 1 2 , r13, r2 -2 , 7 2 3 andl r33 in three
ndlep~endent equationis.

UndeIr thet hypothesis of mlmcorrelated clocks, (6) simplifies to:

S I "2 2 r I I+ r3 r

B ' inspectiomn of T7 , it can be seen that theo uncorrelation hypothesis is a( ceptalel only if matrix S
verifies tllme folhlowin conditionls enlsuiring thev positiveness of the estimated variances,, r,1 , r 2 2 and 1' 3

"12 > 0(8

12 < -o11

"12 < -;22
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In such a case, the solution of (7), formally different but equivalent to that of the classical 3-col-inred

hiat miethod [1], is:

7'33 S 12 (9)

7'8 SII 812

r2 8'22 -6-

Moreover, (7) reveals that, if the third (reference) clock is "quasi-ideal" (1'3 3 < 111 and 7:33 ~<
i,)2. then 8;12 < .(1 and 812 K< ;22 and S, as wvell as R, cart be considered diagonal. So, if S
is- almost diagonal, thle reference clock is of high quality and] by changing reference clock we canl
get anl idea of which of the clock is less noisy because it will result in a mnatrix S with iniininiuni
off'-diagonal termns. On the contrary, when the values of i S22 and S12 are clos thle variance 7'33

is dominant with respect to the other variances of R.

Conditions (8) do not assuire the uncorrelation of all the clocks, becase? many dlifferent matrices R
c'an be associated to the same matrix s and only one of them is diagorial. fIn any case, (8) suggest

that the uncorrelatioti assumption Pv re-asoniable. If one, of (8) is violated, tile classical 3-cornered hat
niethiod cannot be applied and the coiiiplete (non-diagonal) inatrix R. illust lbe taken into account.

As stated above. the lilatricial equation (6) is undlerdetermnined. Some more reasonable requests
are to be added in such a way as to Fix the extra parameters and obtain estimates for the unknown
elements of R. Supposing to know somehow tile three (co)variances 1*13. r 2 3 and r33 tnol il~te

reference clock, lie- other (co)variances r1 j, r-22 and r 1 2 cart be uniquely calculated. In fact. fromt
(6). the followlig exprossions are, obtained:

I'] I 811 - r33 + 2 1'1 (10)

1 il2 = i 2 - 7'33 + l:13 + 7V23

'2 ::- -;22 - 1:13j + 2r 21

lIn order to fix thle valmlis of thle free p)ararieter's rij123~ and] V:13 ant appropriate cri terioni ouight to
Ice formnulat ed but t here Is" anl imjiil~or t coiist raiiit which hounds 1 lie, solution domain anid which

:Yarut eeos a si gil iicall /tr / I(i .st'lloaff d covai'ico-, meatrix R. mu ns & posit'i?,( dcfin1Wit

Ili faict. l)i'v meanis of' their defiiiitioiis both S aind R. a., any covariance iiatrix are positive (hfliite.

.Suich a procert v does iot deJpnd oii the iitrinhber Al of sampihles used In thle :'stiinatioii of t hf

ccy~rfhi'mnatrix and it i., dhared by' all thle mat rices defined ais the p~rod(uct of a miatrix timtes its

I rau>~c'm- hr his reasoii t li treat iliii here exposed is inidepenident of thle part icrilar stat ist cal

t,( ol used to e"tI* rurte s'tahiitv. It holds e'it her for thle variance as it) (2) or for a diffrent I-rocm-- as
tf(. rn(iccn~mlY 1:i(d t ostipevaria rice. Thii psitive (lehinilt eiess of thle covarianice mantrix iiplivs.

;I 1mrtliiikir case(. t lie oiieis of its dia;gonal eleruiit s,. I.e. thIlrw ucs

111e scalakr cmnditicis enmrngpoItIve defitiitv rict rices regairo I li po.siliveneifs (f Owuc leadingo

t hill.r muu -uinceutatricv, R. anl(l S at-e linkd n (fi). tIlie, positive ilefiiiitties ()* lie iimcwr

PropertY I ( ; i .% tI Ir ' 'IF I5 I *l I", ". I' nld wi Iit 1.) . t i t i tiedTI tric
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the positive definite 2x2 matrix S according to (10), is positive definite if and only if the determinant
of the matrix R, denoted I R 1, is positive, i.e.:

R r,, Ir22 73 3 + 2rl2r23 ,'13 - r 3 r22 - r2r- r 2 r > 0 (11)

The proof is reported in [19]. It is also interesting to note [19] that the condition (11) would allow
r12 = 713 = r'23 = 0 only if the same conditions (8) above are satisfied.

The positive definiteness of matrix R can be geometrically interpreted. To begin with, let's regard
r33 as a known parameter; the necessary and sufficient condition (11) can be rearranged as:

s22 (r13 - r33 )
2 - 2si2(ri13 - r33 )(r23 - r33 ) + sil(r 2 3 - - 3 3 )2 < r33 1 S 1 (12)

wherc the (co)variances ri, r 22, 112 have been substituted by (10). This expression describes the
area inside an ellipse in the plane r 13, r23 . The center is in the point of coordinates (r 33 , r33).
The direction of the principal axes depends only on S and does not depend on 7'33, because the
coefficients of the quadratic terms are independent of r33.The positive definiteness of R is then
fulfilled when the choice of the parameters (r 13 , r 23 corresponds to a point inside this ellipse (for
a given value of r 33 ). Fig. 1 illustrates several ellipses depending on different values of r33 for a
given matrix S. The geometrical dimensions of the ellipse grow and the position departs from the
origin for increasing values of r33.

3 CHOICE OF FREE (CO)VARIANCES

In the previous section it was shown that the choice of the free parameters r13, r23 and r33 must
always fulfil the positive definiteness of R. Setting H(r13 , r 23 , r33) = I R 1, such a condition
characterizes the domain of acceptable solutions in the space of free (ce)variances r 13 , r 23 and r33
(see (12)):

lH(r 13. r23, r:33) = r33 1 S I- .22(r 1 3 - r 3 3 )
2 + 2si2(r 13 - r33 )(r23 - r 3 3 ) - 811(r 2 3 - r33 )

2 > 0 (13)

However, this condition is not sufficient to determine a unique solution for R and further require-
meints are therefore necessary.

The leading idea in defining an optimum choice for the free (co)variarices is the hypothesis that
1io information is available about the possible covariances between dhferent clocks. hut they are
.suppose(] to be low. This is the same hypothesis of the "classical" method, but instead of forcing
the solution of completely uncorrelated clocks, the solution of minimum correlation, compatible
witi the p)ositi\.e definiteness of R, is sought. Therefor;, the here-proposed solution should coincide
with tlie, "'classical" one (9), when Ole positive definiteness of R (11) is safeguarded.

To t his aim, the quadratic mean covariance is r 2 + r(f + r. 3 )/3 is (efined as a measure of lie global
covaria-ce aiong clocks. According to (10). it can be expressed a.s a function of r3 . r2,, an( ro::

[(;(r,.i. r2 -s. ,,-)2 = (r2 + ,.2:1 + rK )/3 (11)
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- [2(7'13 - r 3 3 )2 + 2( rl 3 - r 33 )2 + 2r 13 - 133( 23 r3 3 ) + 2( r2:3 - r:)1

+ 2(2r 33 + -s12 )(' 13 - 7'33) + 2(21'33 + ,s]2 )(r 23 133) + 2ri:3

+ (S12 + r33)2]/3

From experience, it can be assumed that the global covariance can be different from zero but, on
the other hand, not too high. In fact a full correlation between two clocks would imply that their
signals are coincident, apart from a multiplicative factor, and this fact is to be excluded.

To combine the request of positive definiteness of the estimated matrix R (13) and the minimization
of the global covariance (14), let us introduce the objective function F(r]3 , r2 3 , r33):

F(ri, 7'23, r33 )= - S I[G(r,3, 123, 'r33)] (15)
II(r 1 3 , 123, r 33 )

where the fixed factor :3 I S I has been introduced for the sake of adimensionality.

In the solution domain F(r 3 , r 23 , r33 ) represents a sort of squared global correlation and it is
always positive or zero; it is zero when G(r13 , r 23 , r33 ) is zero, in the case of full uncorrelation. The
minimization of F'(r13 , r 23 , r 3 3 ) leads to a solution of minimum global correlation safeguarding the
positive definiteness of the resulting matrix R. The quantity H(r 1 3 , r 23 , r33), in the denominator
of the objective function (15), prevents the choice of the free (co)variances from falling on the
boundary of the feasible domain defined by (13). Such occurrence would yield a matrix R only
positive semidefinite with a disequilibrium in the estimated covariance terms. Since no information
is supposed to be available about the possible covariance between clocks, the solution with estimated
covariance terms of similar amount is here preferred.

Such features have led to the choice of this objective function among the several ones investigated
at the early stages of this work.

One and only one global minimum of F(r1 3 , r2 3 , r 33) exists inside the solution domain, while
F(r, 3 , r 2 3 , r 3 3 ) goes to infinity on its boundary. In fact, three-dimensional surfaces F(r 1 3 . r23 , r33 ) =
f (with F a positive constant) are associated to decreasing values of F going inward from the surface
II(r,1 3 . r23 , r 3 3 ) = 0 (corresponding to f = o, until they collapse to a single point corresponding
to the global minimum. By the study of these surfaces [19], the minimization of F(r3, r-23, r3 3 )
can be l)erform(d in a analytical way supplying. as a result, the coordinates 12i, ,3i, and rin of
the minimum. The provided solution coincides with the "classical" one (see (9) ) of uncorrelated
clocks, when conditions (8) are verified.

As a final remark it should be added that this (lefinit ion of tile objective function f(rr 3, '23, r:33)
carn be useful when the clocks are to be considered of the same quality level arid when there is

no inforiiation about their possible correlation. Otherwise 7,(3, r.2:1. r 3 3 ) coh 1)d e defined by
introducing a weighting factor for each covariance term in (14), if some reasons for two clocks to be
loss correlated than the others were known. The less correlated pair can have a larger weight factor
multiplying its covariance term in (14), so that the search of the minimum will attribute a smaller
correl ation coefficient to that pair of clocks. Similarly. if the clock variances are expected to b
diferont, (for instance. when clocks of diffront types are corpared ). also) weighs for tie varian C's
r, can be introduced in the mininranduin function (15).
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4 EXPERIMENTAL RESULTS

In order to illustrate the effective capabilities of the method here-proposed, the data of three
commercial cesium beam frequency standards maintained at IEN, Torino, Italy during the whole
year 1987 are considered. The three clocks, designated by the serial numbers 12 303, 14 1230, 14
893, are considered as the first, second and third clock hereafter. The time difference of the clock
signals are measured once a day and arranged in vectors y 1 3 and y 23 . The measured samples are
processed according to the Allan variance with overlapping samples for the integration times 1, 2,
5, 10. 30, 60, 100 (lays.

For each integration time the matrix S is calculated (second column of Table 1). The corresponding
matrix R, evaluated according to the here-revisited method, is reported in the third column and
the (necessarily diagonal) matrix R calculated according to the classical 3-cornered hat method, is
rel)orted in the last colimn.

For short integration times (1, 2, 5, and 10 days) the results supplied by both methods coincide.
In fact the matrix S doesn't violate conditions (8) allowing the uncorrelated solution and the
minimization of the proposed function leads to the minimum allowed global correlation.

For longer integration times, the uncorrelated solution is not allowed and the matrix R estimated by
the new method is not yet diagonal but gives information also about the covariance between clocks.
The application of the classical method to these cases results in one negative estimated variance.
By definition., the proposed minimandun function (15) leads to a solution with covariance terms of
similar amount because no weight are inserted in (15). This is the simplest hypothesis when there
is no information about the different clocks and their noises.

5 CONCLUSIONS

This paper reports a rovisited version of the popular 3-cornered hat method suitable for estimating
the individual clock variances and covariances, by lifting the too restrictive hypothesis )f uncor-
related clocks. This formulation requires the introduction of covariances of measured data and of
clocks arranged in positive definite covariance matrices and leads to a underdetermined system of
equation. The underdeterminess has been resolved by considering a suitable objective function,
whose minimization supplies an unique solution. Examples of the application of the proposed
method to data of clocks maintained at IEN, Torino, Italy are presented: the obtained results show
that. in this case, for long integration times the uncorrelation hypothesis doesn't hold and the revis-
ited 3-cornered hat method provides a consistent solution of minimum allowed global correlation.
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-22 4 8 10 1

Fig. 1: Elliptical regions yielding the positive definiteness of R on the plane t1 .~ f or a gi'en
matrix S (s,1 = 10, s,, = 3, S12 = -5) and different values of r,, (r3, = 2,3,4).
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measured difference clock covariance matrix by the clock variances by the
covariance matrix here-revisited method classical method

l "r:, r,2  r131 Frl,
[days] S 2 r 2 r2 r23  rr,3 r23 r 331 r331

[412 1281 284 0 0 284

1128 161 ] 0 33 0 13
1 110 0 128 1281

F24 7 1011] 146 0 0 1146

2 [101 106 0 5 0 [
.0 0 lot~ lo 101

-115 48.6 66.4 0 0 61 66.4

48.6 53.30 4.7 0 4.7

5 0 0 48. 48.61

1-80.6 30.51 '50.1 0 O- "50.1

10 F30.5 56 1 0 25.5 0 25.5
30. 0 0 30.5 30.51

-1 F 55.21 - 14.05 17.781 67.8

3039.5 -28.3 -14.05 121.8 16.32 137.3
0-28.3 109 j 17.78 16.32 19.85 -28.3

F 1 117.0 -43.23 60.64 154.3
60-99.1 21 -43.23 260.9 54.67 [ 310.1

60.64 54.67 59.44 99.1

72.3 - 102 1 134.2 -44.39 61.46- 174.3
72.3 -10 102- -44,39 234.3 57.15 283

-102 181 61.46 57.15 60.99 -102

Table 1: Estimated variances and covariances for different integration times of three clocks maintained
at IEN, Torino,Italy during 1987. The matrix elements are in unit of 1028.
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COMPACT MICROWAVE CAVITY
FOR HYDROGEN ATOMIC CLOCK

Zhang Dejun, Zhang Yan, Fu Yigen and Zhang Yanjun
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Abstract

This paper gives a summary Introduction to the compact microwave cavity used

in the hydrogen atomic clock. Special emphasis is put on derivation of theoretical

calculating equations of main parameters of the microwave cavity. A brief

description is given of several methods for discriminating the oscillating modes. Ex-

perimental data and respective calculated values are also presented.

INTRODUCTION

The volume of the microwave cavity must be reduced so as to reduce the volume and weight of

the hydrogen atomic clock. Nowadays, there are two methods to reach the goal. The first one is

to fill the cavity with material of high dielectric constant and low loss. The second one is to ad-

here several electrodes outside the quartz storage bulb. This method provides more

adaptability in reducing volume, meanwhile, it can reduce cost of the microwave

cavity.

Since the microwave cavity adopting the second method has a more complicated structure

it's very difficult to make out the accurate solution by wave equation, so no strict solution can be

derived for its electromagnetic field distribution up to now. However. upon some reasonable

hypotheses, it' s possible to derive the approximate expressions which show relations of resonant

frequency and Q-factor to dimensions of the cavity. This paper describes a derivative method

of the expressions in detail, and gives out essential derivation procedure.

We have manuflectured a microwave cavity by the second method. Its resonant frequency

meets the requirement of the hydrogen atomic clock, and its Q-factor is about 7000.

I Structure of the Cavity

We have manufactured an experimental compact cavity. Its structure is shown in Fig.l.
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outer cavity

ii

h

Figure 1. Structure of the Resonant Cavity

The outer cavity made of copper or aluminum is designed mainly to shield electromagnetic

field of the electrodes. There is a quartz bulb in the outer cavity. It serves as a container of

hydrogen atoms and a supporter of the electrodes as well. Usually four electrodes (two

or three also allowed) arc used, which are adhered on the quartz bulb by epoxy resin.

The resonant frequency of the cavity depends on the dimensions of the cavity and in partic-

ular on the adhered electrodes. The Q-factor is related to dimensions of the cavity, the metal

material used and energy loss of the glue.

There is a piston on the top cover of the cavity (not shown in Fig. I). Its function is to

coarsely adjust the resonant frequency of the cavity. Three holes ill the bottom plate are for

two coupling rings and a varactor diode respectively.

II Basic Parameters of the Resonant Cavity

In the microwave cavity shown in Figure 1, there are many wave modes. The electromagnetic

field structure shown in Figure 2 is similar to TE0,1 mode, and it is the right modc required by

the hydrogen atomic clock. Now we derive the estimate formulas for the basic parameters of the

resonant cavity using the distribution of the electromagnetic field shown in Figure 2.
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- magnetic force line

I Ielectric force line Xt~~ gill t ,
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Figure 2. Distribution of the Electromagnetic Field

Assume that the electric field is distributed uniformly only between parallel parts of each pair

of electrodes. Considering symmetry of the cavity, only the electromagnetic field distribution

both outside and in one region is shwon in Figure 3. i represents electric field vector, and can

be written as

E = i', E, sinot (1)

where E0 is amplitude, co is angular frequency, t is time, and i. is unit vector of y axis.

X . . . I

o . X )

0. o.

• e o

Ilex

Figure 3. Electromagnetic Field Distribution near the Parallel Parts of two Electrodes
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Let H represent magnetic density in area between the electrodes, let H ,. represent mag-

netic intensity in area between the electrodes and the outer cavity, and both them are regarded

as uniformly distributed in their respective areas. Let A,=1 ro- , A,=7t(R"-r,:) According to

closed characteristic of the magnetic field line, we have

Alti,.= - A, H.. (2a)

i. H, cosaWt (2b)
A,

'.= -i -I0 coswt (2c)
A,

a. Resonant Frequency

When the microwave cavity resonates, there exist the following relations 11J

WO= (t) + W, (t =..... 2 fJ E ITdv

= W" -Ma f, jdv v+ -L I H,, dv (3)• 2 ,v. 2- - ..I o 2d 3

where W, is the total energy stored in the resonating cavity, W, and Wa are electric energy and

magnetic energy in the cavity respectively, % and ju, are dielectric constant and magnetic

inductivity respectively, V represents the volume of the region between parallel parts of

electrodes, V,, is the volume of the cylinder enclosed by the electrodes, V,. is the volume of the

region between the electrodes and the outer cavity.

Referring to Figure 1, expression (3) can be changed into the following expressions

W.. .. = -I- oN co I h E,2  (4)

W.,.. =IP A, h(1 +-) HO1 (5)= _2 A,

where N is the number of electrodes,

Substituting expressions (4) and (5) into expression (3), we get the expression of E0

A,p0oA,(l + -X )
- HO (6)
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As shown in Figure 3, in the X -axis direction, the magnetic intensity H,, transits to H, in

the region between parallel parts of two electrodes. In this transitional region, magnetic densi-

ty is a function of x axis, and recorded as H =T H(xi According to differential form of

Maxwell's equations and expression (1), we have

V x H e 0 E - "
VXl- =Eo -iYWo E, go coscot (7)

at

where coo is the angular frequency when the cavity is resonating.

In the transitional region shown in Figure 3, if the magnetic density is regarded as linearly
3

changing, and the length of the transiting region is I , then

V x - OH(x)
ax

-~ i-(x.) - H.,(.)

-V 3
2

=i H ) coswt (8)

31 A,

By using expressions (7) and (81 we can get

(1 +A-) H0

E A,
3 r(o o 19)

substituting expression (9) into expression (6) and having A,= 7rr 0 , we can get

2c A, NW (10)
3r, A, t

wher C - is the light velocity if] free space.

b. Q-factor

According to the definition of Q-factor of the cavity, we have
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(I) WIi
Q .. (11)

Q)

where P0 is the power loss in the resonating cavity. The energy loss in the cavity mainly refers

to the loss on the metal surfaces. If the medium loss can be neglectcd, we can get the

approximate formula to calculate P0 as follows'"

P R != fij, ds (12)

where R, represents the tangential component of the magnetic dcnsity on thc metal surfaces in

the cavity, S is the total area of metal surface in thc cavity, R, is exprcsscd by the following for-

Inula

RS= N VO , (13)

where 6 is the skin effect depth of elcctromagnetic field in the metal wall. We suppose that the

skin effectl depths are the same in all the metal surfaces, i.e., all R, are regarded as the same val-

tie when calculating the energy loss on the metal surfaces.

When calculating the energy loss on the electrodes surfaces, we also deal with the N pieces

of' electrodes as a cylinder tube aproxinatcly. Let S, represent the inner surface area of the outer cavi-

t\, S, and S, the outer and inner surface areas of the cylinder tube respectively, S, the inner sur-

1"Ice area of top cover and bottom plate of the outer cavity. By using expression (12) we get

s 1j 2 ds, + f I ds,+ ds4 ) (14)2 F I- s + ll F 11-42J

Substituting expression (2) into expression (4) and having S = 2irR- , we get

Rh A,p0) = 7t Rsh Il1,2['r,-4 (r,-4-R 4 -ii ) ( A., "  (15)

By using cxpressiis (3) , (5, (15) and (II . wc can get
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I+A,
R14A- A,

2Rs i+(I+ R + ) A
r, hr. A

Then substituting expression (13) into this one, we can get the final expression of Q0

I + A,
Q r A, (16)

+ _+R" A, )

r0  hr 0  A ,

1U" Judgement of the Oscillation Mode

Besides the oscillation mode shown in Figure 2, there are many other unnecessary modes in the

resonant cavity. No wonder that identification of oscillation modes is of great importance. For

this purpose, two methods are described hereafter.

a. Turning the Direction of the Coupling Ring

As seen from Figure 2, the magnetic density is radial near the bottom plate. One of the two

coupling rings on the bottom plate is fixed for excitation, the other one can be turned in direc-

tion for coupling. For the field distribution shown in Figure 2, the energy output of coupling

will be the largest when the turnable ring is made perpendicular to the radial direction.

b. Using the Perturbation Theory

From the perturbation theory121, we know that the frequency rises when a small piece

of conductor is placed on the point where the magnetic field is dominant. The frequency falls

when a small piece of conductor is placed on the point where the electric field is dominant. The

frequency change in accordance with perturbation theory can be got by placing copper block in-

to the electric field region and the magnetic field region.

In addition to the above-mentioned methods, other methods can also be used to identify

the oscillation mode of the resonant cavity. For example, the theory of resonant cavity indicates

that Q is the highest when the oscillation mode is TE0 . The field structure shown in Figure 2 is

similar to TE0,, mode, so the Q-factor is high, too.
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CONCLUSION

We have processed a resonant cavity according to the cavity structure shown in Figure 1. Its

geometric dimensions (in millimcters) arc as follows:

r0 =50 , R=75 , /=7 W=23

Substituting these data into expressions (10) and (16) and considering that j=2.2× 10', we

get the following results:

Y0= 1.7GHz (c0 :=27rY)

Q0 = 13270

The test results of this cavity are

Resonance frequency: 1.4GHz

Q - factor: 7000

An atomic clock of model CHYMNS -I with a resonant cavity of such dimensions has been

developed by Hughes Research Laboratories (HRL, U.S.A. The results measured are 131

Resonance frequency: 1.4GHz

Q - factor: 9400

They have developed a smaller resonant cavity, whose dimensions are r0=25, R=38, 1=5.3,

W=7.4 (the last two are estimated data.

The results measured are 141

Resonance frequency: 1.4GHz

Q -factor: 4600

Substituting the dimensions of the cavity into expressions (10)and (161 we get

70
= 1.6GHz

Q, = 6900

By comparing the measured values with calculated values, we find that the resonance fre-

quency tallies well, the Q-factor not so well. This is because that only the energy loss on the

metal surfaces is calculated when deriving the Q-facotr formula, but the loss on the expoxy res-

in is not taken into account. We can consider the Q value calculated by the expression (16) is

the highest value for this type of resonant cavity, The Q value of the cavity of American IRL,

however, is higher than ours, which indicates that fineness of metal they processed is higher than

ours, and the glue they used to adhere the electrodes may be better in the respect of energy

loss.
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Based on the data comparison, we can take expressions (10) and (16) as basis of designing

this type of resonant cavity, so as to grcatly reduce the blindness in designing.
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A Correlational Analysis of the Effects
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Abstract

An extensive statistical analysis has been undertaken to determine if a correlation exists between

changes in an NR atomic hydrogen maser's frequency offset and changes in environmental conditions.
Data have been acquired over the past 20 months by recording the frequency offset of three NR atomic
hydrogen masers along with the relative and absolute humidity, barometric pressure, and ambient tem-
perature of the laboratory in which the masers are maintained.

Correlational analyses have been performed comparing barometric pressure, humidity, and temper-
ature with maser frequency offset as functions of time for periods ranging from 5.5 to 17 days. Semi
partial correlation coefficients as large as -0.9 have been found between barometric pressure and maser
frequency offset for data covering periods as long as a week. Maser frequency offset and barometric pres-
sure were consistently found to change simultaneously. The correlation between humidity and frequency
offset is less predictable, and the resulting semi partial correlation coefficients were usually small when
compared with those derived from the relationship between pressure andfrequency offset. The time delay
between changes in humidity and correlated changes in maser frequency offset was found to vary exten-
sively with no predictable pattern. Analysis of temperature data indicates that, in the most current design,
temperature does not significantly affect maser frequency offset in the laboratory environment.

Thus, the results of the analyses disclose a significant statistical correlation between changes in maser
frequency offset and changes in barometric pressure. The statistics also reveal some correlation between
humidity andfrequency offset, but for reasons to be discussed, the effects of humidity should be considered
secondary to the effects of changing barometric pressure.

INTRODUCTION

The NR atomic hydrogen maser has proven to be one of Lhe most a"-urat, time and frequency
references available for use in the laboratory and in the field. The NR maser derives its stable fre-
quency reference from electronic observation of the hyperfine transition of atomic hydrogen, which
occurs at a frequency of 1.1?04n.0575.1, (,Hz[1]. Th,, vrv*. :rv,. resonance line characteristic
of the hyperfine transition is observed using an electromagnetic resonant cavity operating in the
TE 0 11 mode. The resonant cavity consists of a metallic cylinder with adjustable top and bottom
endplates. The movable endplates are used to adjust the cavity length for coarse tuning of the
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resonant frequency. The cavity resonant frequency is fine tuned by controlling the temperature of
the cavity walls within 10-6 K.

Using superheterodyne techniques, a 5 MHz crystal oscillator is phase locked to the signal coupled
from the resonant cavity. The oscillator output reflects the long-term stability (greater than 100 s)
of the maser as determined by its large atomic line Q (1.33 x 109). Under optimal conditions. the
NR maser typically exhibits a frequency offset of a few parts in 1015 over a 24-hour period.

One would expect changing environmental conditions to affect the performance of any complex
electronic system adversely. The hydrogen maser is no exception. HumidiLy and temperature
changes affect the electronic circuitry used to tune the microwave resonant cavity to the hydrogen
hyperfine transition frequency. Barometric pressure changes alter the compressive forces exerted
on the resonant cavity, changing its resonant frequency.

To gain a better quantitative understanding of these environmental effects, a statistical analysis
of the relationship between the frequency offset of the NR hydrogen maser and the surrounding
environmental conditions was undertaken. In addition to other results, two important conclusions
were derived from the analysis: (1) a strong correlation exists between barometric pressure and
the NR maser's frequency offset, :nd (2) a change in the construction of the NR maser's resonant
cavity has eliminated temperature fluctuations as a critical concern in the laboratory.

EXPERIMENTAL DATA

In previous generations of NR masers, the cylindrical microwave resonant cavity was constructed
entirely from aluminum. The NR maser was later improved by enclosing the resonant cavity in
a cylindrical quartz sleeve. In the present design, the resonant cavity consists of a coating of
conductive silver ink on the inside of a thick quartz cylinder. This arrangement gives the resonant
cavity the thermal expansion coefficient of a thick quartz tube as opposed to that of the thin
aluminum cylinder used in the previous design. This change reduced the thermal sensitivity of the
cavity's resonant frequency from 30 KHz/ 0 C to 3 KHz/°C.

For the past 20 months the data acquisition system described in [2] has continuously recorded the
environmental conditions and the frequency offset of three NR hydrogen masers. The system cal-
culates maser frequency offset at five-minute intervals with an accuracy of parts in 1015. Ambient
air temperature, relative humidity, dew point temperature, and barometric pressure are simultane-
ously recorded by National Institute of Standards and Technology (NIST) traceable thermometers,
hygrometers, dew point sensors, and barometers with single measurement accuracies of 0.1 C, 2%,
0.50C, 0.01 inch Hg, respectively. The repeatability of the humidity sensors is 0.5% for the relative
humidity sensor and 0.05 'C for the dew point sensor. Repeatability is a better measure of how
well these instruments track humidity changes.

Figures L% through 6A show the maser frequency offset and the offset barometric pressure over
tiii, for periods ranging from 5.5 to 17 days. The offset barometric pressure was calculated by
subtractinig the measured value of the barometric pressure, in inches of mercury, from 30. This offset

t.h. lie etfect of inverting the barometric pressure curve, making the inverse relationship between
pressure and frequencv offset visually clear, Frro- tb- similarity of the CijIves ini ri-u is 1A 'hrmough
6-A, a significant correlation is apparent between barometric pressure and maser frequency offset.

Figil res lB through 6B show the maser frequency offset and humidity for the time periods considered
in Figures IA through 6A. The frequency offset data in Figure lB have been delayed by 48 hours
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with respect to the humidity curve. Similarly, the frequency offset has been delayed 24 hours in
Figure 5B. These time delays were incorporated to demonstrate that the humidity shows a stronger
similarity to the frequency offset if one allows for a time delay between changes in humidity and
changes in frequency offset.

The data collected during the past 20 months have been analyzed statistically to gain a quan-
titative understanding of the effects seen in the graphical data. The statistics software package
CSS:Statistica by Statsoft, Inc. was used to perform all statistical calculations. Semi partial corre-
lation coefficients between the temperature and frequency offset, the pressure and frequency offset,
and the humidity and frequency offset were calculated (see [3]). The calculations were made on
blocks of data collected over periods ranging from 5.5 to 17 days. The square of the magnitude
of the semi partial correlation coefficient between a dependent variable (frequency offset) and an
independent variable (any one of the temperature, pressure, or humidity) gives the percentage of
the total variation in the dependent variable uniquely accounted for by the independent variable
with the effects of the remaining independent variables taken into account.

Temperature, humidity, and barometric pressure can be interrelated, so semi partial correlation
coefficients were calculated to reduce ohe effects of this interrelation on the magnitude of the
calculated coefficients. To allow for the potential existence of a time delay between a change
in temperature or humidity and the resulting change in maser frequency offset, the semi partial
correlation coefficients were calculated three times. Semi partial correlation coefficient calculations
were performed using the frequency offset as it was measured and were then repeated incorporating
time delays of 12 and 24 hours in the frequency offset data. For one data set containing 17 days'
worth of data, a time delay of 48 hours was used.

EXPERIMENTAL RESULTS

The results of the calculations for nine sets of data are summarized in Table 1. The first data
column shows the Mean Julian Date (MJD) of the first day that data were recorded for that
set of coefficients. The number of days of data used in the calculations is indicated in parentheses
underneath the MJD. A minimum of 100 data samples were used to calculate each of the coefficients
presented in the table. Each data set consists of twenty-four equally spaced samples per day for
every day considered. The next three columns are the semi partial correlation coefficients between
frequency offset and temperature, pressure, and humidity, respectively.

Each block of coefficients in Table 1 consists of three rows of data displaying the semi partial
correlation coefficients with time delays of 12 and 24 hours added to most of the the frequency offset
data. A 48-hour time delay was added to the data set for MJD 47973. The data for MJD 48189
do not include time delay calculations because the humidity, barometric pressure, and frequency
offset curves are nearly identical as measured.

The temperature in the laboratory where the masers were operated was maintained at 23±2°C
throughout this investigation. This is a level of control easily accomplished with a computer room
air conditioning system. Intimately surrounding the NR maser's resonant cavity with the therinally
isolating quartz sleeve has reduced temperature-induced frequency offsets to a second order effect
(at least in a laou.,hJry environment), and examination of the coefficients in the temperature
column of Table 1 is all that is necessary to convince oneself that ambient temperature fluctuations
had no significant effect on the performance of the NR. masers in this investigation. It is the
intorrelation of the barometric pressure and humidity with the frequency offset that is interesting.
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As is visible in Table 1, both th, humidity and pressure can be strongly correlational with maser
frequency offset, but there are critical differences between the two correlations. The humidity
does not consistently show significant correlation to the frequency offset; moreover, whenever the
correlation seems significant, a time delay of up to 48 hours has been added to the frequency offset
data to maximize the coefficients. The optimal time delay is not fixed. In the MJD 47973 data
set, a 48-hour delay maximizes the correlation coefficient. Similarly, a time delay of 24 hours in
the MJD 48314 data set maximizes the semi partial correlation coefficients between humidity and
frequency offset.

One would expect that if humidity changes were significantly affecting maser frequency offs'?t, the
relation between the cause and effect would be more consistent. In many of the data sets presented in
Table 1, the semi partial correlation coefficient between humidity and frequency offset is insignificant
in comparison with that between the barometric pressure and frequency offset irrespective of the
time delay used. It seems probable, therefore, that the occasional correspondence between humidity
and frequency offset is being caused by a third variable influencing both the humidity and frequency
offset.

In all observed cases where the humidity shows significant correlation with the frequency offset,
the barometric pressure is also strongly interrelated with the frequency offset. A meteorological
relationship exists between the barometric pressure and ambient humidity. It is this relationship
that could account for the observed correlation between the humidity and frequency offset. Because
of the inconsistency and unpredictability of the correlation between humidity and frequency offset,
it seems apparent that what is being seen in the data is the often unpredictable correlation of
humidity and barometric pressure in East Coast weather.

In sharp contrast to the humidity-frequency offset relationship, the observed barometric pressure-
frequency offset correlation exhibits consistency. The changes in pressure and frequency offset are
always observed to occur simultaneously. In addition to the data presented here, correlational anal-
yses were performed on other data sets in which the environmental conditions and frequency offset
were sampled at 5-minute intervals. Even in these cases, the semi partial correlation coefficients
were maximized without adding time delays to the frequency offset.

The calculated semi partial correlation coefficients between barometric pressure and frequency offset
presented in Table 1 are consistently on the order of -0.7. Correlation coefficients of this magnitude
are seen for all sorts of barometric pressure patterns, including large, rapidly moving low-pressure
fronts as depicted by Figure IA; gradually increasing or decreasing pressures such as illustrated in
Figures 3A and 5A; and semisinusoidal patterns as shown in Figure 4A.

Semi partial correlation coefficients near -0.7 are seen when the variation in the pressure is large
(typically a variation > 0.3 inch over a few days). The coefficients become smaller, and the rela-
tionship less linear, for smaller pressure fluctuations. This occurs because NR maser performance
in stable conditions is one or two parts in 1015 over a 24-hour period, and this is the magnitude of
the frequency offset effect one would expect to see from such small pressure variations. In Figure
IA, for example, it is clear that the barometric pressure is associated with frequency offsets as large
as 9 parts in 1014 in response to the strong pressure front. During the first few days presented in
Figure IA, where the pressure variations are small, the frequency offset remains in the small parts
in 1015 range.

Although correlational analysis cannot prove cause and effect, the findings that the semi partial
correlation coefficients between pressure and frequency offset are consistently stronger than -0.7
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and that the pressure and frequency offset change simultaneously give good reason to su1pect a
causal relationship between pressure and NR hydrogen maser frequency offset.

CONCLUSION

Since March 1990, the frequency offset of three NR hydrogen masers has been recorded syn-
chronously with the environmental conditions in the laboratory enclosing the masers. Using these
data, semi partial correlation coefficients were calculated between maser frequency offset and var-
ious environmental conditions (temperature, barometric pressure, and humidity). The statistical
analysis revealed a strong correlation between large changes in the barometric pressure and changes
in maser frequency offset.

Large variationis in barometric pressure are consistently associated with changes in NR maser

frequency offset as large as 9 parts in 1014. The correlation is a negative one, so decreasing pressure
is associated with a positive change in the frequency offset, and vice versa. When the barometric
pressure variation is greater than approximately ±0.3 inch of mercury over a few days, the calculated
semi partial correlation coefficients are consistently near -0.7.
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TABLE 1
Semi Partial Correlation Coefficients Between

The Temperature, Pressure And Humidity,
And The Frequency o~ffset

XMeaii Juliani Seiii Partial C'orrelationi Coeffici-ollts
Date

___________________ (# DAYS) Teinperature Pressuire Hluziditv
417973

Frequenicy Offset (17) .11 -.75 -.16
lFreqtietin v Offset ( 1211) .12 -.64 .02
Frequenicy Offset (2411) .12 -.51 .21
FrequienicN Offset (48h) .19 -.22 .47

48076
Frequienicy Offset (7) -.01 -.86 -.08
Frequenicy Offset (12b) -.24 -.77 -.07
Frequienicy Offset (24h)- -.33 -.41 0

48094
Frequiency Offset (6.5) .10 -.66 .20
Frequenicy Offset (12h) -.22 -.:36 .19
Frequtenicy Offset (2411) -.02 -03 .34

48189
Frequency(- Offset (6.5) -.20 -.49 .30

48280
Frequtency Offset (6) .08 -.88 -.10
Frequiency Offset (12b) -.18 -. 9-.1
Frequenicv Offset (2-1b) -.19 - .09 - .48

48314
Freqiiency, Offset (5.5) -.01 -.61 -.22
1re(jlimic.N Offset ( 1 21t) .0:3 -.31 .10
Frequiencyv Ofrset (2-11) .20 .00 .45

4184138
Frequiency Offset (6) -.07 -.61 -.17
Frequencuv O ffset ( 1211) -.08 -.33 -.22
Frequientcy Offset (2 Ili) -.03 .08 -.34

.185,10
Frequietcy O ffsePt (7) .01 -.83 -.41
lre(1  ticv, OffTs e t ( 1211) -.17 -.61 -.13
Fro(1ljenicY Offset (2.111) -.29 -.28 -.29

-18550
Fr( 1110ncv(- Offset (7) .03 -.76 .07
FrequenjcY Offset ( 1211 ) -.32 -.25 -. 13
Frequeincy Offset (2 Ili) _________ -.5(6 13 -.07
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March 25, 1990 (MJD 47973) March 25, 1990 (MJD 47973)
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Figure 1 A. Maser Frequency Offset and Figure 1 B. Maser Frequency Offset and Relative
Offset Barometric Pressure Versus Time. Humidity Versus Time. (Note: The frequency offset

curve has been delayed by 48 hours with respect
to the relative humidity curve.)
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Figure 2A. Maser Frequency Offset and Figure 2B. Maser Frequency Offset and
Offset Barometric Pressure Versus Time. Relative Humidity Versus Time.
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Figure 3A. Maser Frequency Offset and Figure 3B. Maser Frequency Offset and
Offset Barometric Pressure Versus Time. Relative Humidity Versus Time.
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January 24, 1991 (MJD 48280) 0.8 January 24, 1991 (MJD 48280)
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Figure 4A. Maser Frequency Offset and Figure 4B. Maser Frequency Offset and
Offset Barometric Pressure Versus Time. Relative Humidity Versus Time.
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Figure 5A. Maser Frequency Offset and Figure 5B. Maser Frequency Offset and Relative
Offset Barometric Pressure Versus Time. Humidity Versus Time. (Note. The frequency offset

curve has been delayed by 24 hours with respect
to the relative humidity curve.)

October 21, 1991 (MJD 48550) October 21, 1991 (MJD 48550)
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Figure 6A. Maser Frequency Offset and Figure 68. Maser Frequency Jffset and
Offset Barometric Pressure Versus Time. Relative Humidity Versus Time.
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QUESTIONS AND ANSWERS

Harry Peters, Sigma Tau: I think that it is only fair to point out that what yuu are seeing
is probably cavity frequency variations. Thii would not necessarily be characteristic of a maser
which uses autotuning. That is. frequency variations due to atmospheric pressure variations would
be eliminated in a maser which uses cavity autotuning, so this is not necessarily characteristic of
all hydrogen masers.
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TIMESCALE ALGORITHMS COMBINING
CESIUM CLOCKS AND HYDROGEN MASERS

Lee A. Breakiron
U.S. Naval Observatory
Washington, DC 20392

Abstract

The USNO atomic timescale,formerly based on an ensemble of cesium clocks, is now produced by an
ensemble of cesium clocks and hydrogen masers. In order to optimize stability and reliability, equal clock
weighting has been replaced by a procedure reflecting the relative, time-varying noise characteristics of
the two different types of clocks. Correction offrequency drift is required, and residual drift is avoided by
the eventual complete deweighting of the masers.

INTRODUCTION

At timing laboratories, readings from an ensemble of clocks are combined mathematically by some
sort of algorithm to produce a m -in timescale in order to average down both random and systematic
errors. thereby increasing overall stability and accuracy, respectively. Also, reliability is improved
because individual clocks can be added as they become available or removed when they fail or need
adjustment. In order to have a time signal continuously available, at least one "master clock" at
USNO is steered in frequency so that its time approximates that of the mean "paper" timescale.

The optimum algorithm is not obvious and, indeed, depends on the needs of the user, which
m1y favor stability over accuracy, for example. Algorithms can differ in their definition of mean
timescale, in their clock weighting, in their use of filters to reduce measurement noise, and in their
methods of predicting and steering clock frequencies. These aspects may depend on the type of
clocks involved, since different clock types have different noise characteristics.

OLD AND NEW TIMESCALE ALGORITHMS

The atomic timescale at USNO has until recently been based entirely on an ensemble of commercial
(nearly all Hewlett-Packard) cesium frequency standards whose frequencies have been averaged by
a linear algoritLm and equal clock weighting. Weighting by inverse Allan variances was not found
to improve stability or accuracy significantly 1. The algorithm employed was the following:

Zt : Zt-T + 1 lWt(i)[xt(i) - Xt-T(i) + Trt(i)] (1)

where zt is the difference between the readings of the Master Clock and the mean timescale, xt(i)
the difference between the readings of the Master Clock and clock i, Wt(i) is the weight of clock i,
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and rt(i) is the rato (fiequency in time gained per time interval T) of clock i relative to the mean
timescale, all at time t [2]. rt was determined by least-squares using 5-day bins of hourly data.
since over a span of 5 (lays oscillator noise can be well modelled by a combination of white FM
noise and FM random walk [3].

The new algorithm mentioned in [2], based on ARIMA prediction modelling, was never imple-
mented. Indeed, ARIMA modelling was found to yield a timescale no better than, and often
significantly inferior to, that generated by Eq. (1), in spite of ancillary robust features, apparently
because of model variations [1]. The apparent inferiority of the NIST algorithm on the short-term
[1] may have been due to ignorance of an unpublished rate-change detector and upper weight limit
[4].

Use )f Eq. (1) assumes constant clock rates, aside from discrete changes that are monitored in
real time and corrected for during postprocessing. This leads to a very occasional rejection of
an otherwise satisfactory cesium clock because of a small frequency drift. More important, this
algorithm would not be appropriate for an ensemble containing hydrogen masers in view of their
significant, characteristic, and generally positive frequency drifts.

While Eq. (1) could be modified to incorporate a drift term, simultaneous solutions for rate and
drift of comparable accuracy to previous solutions for rate alone would require data lengths greater
than 5 days. Since solutions for rate alone are quite adequate for cesium clocks and because we
have found (second-order) solutions for maser drifts to be insufficiently stable, we have chosen to
retain first-order solutions and to derive drifts from long-term changes in the rates.

In the presence of a frequency drift dr(i), we have the following:

rt(i) = rt-T(i) + TdtT(i) (2)

xt(i) = Xt-T(i) + Trt-T + 1/2 T 2 dtT(i) (3)

an(l:

Zt = Zt-T + L Wt(i)[xt(i) - XtT(i) + Tr,_T(i) + 1/2 T 2dtT(i) (4)

Solving Eq. (2) for -t-r and substituting in Eq. (4), we get:

t = ztT + S Wt(i)[xt(i) - XtT(i) + Trt(i) - 1/2T 2d _t-T(i) (5)

which replaces Eq. (1) as the USNO timescale algorithm.

Another restriction of the old USNO algorithm is its assumption of a homogeneous ensemble with
regard to clock types. While equai clock weighting may be satisfactory for an ensemble of cesium
clocks, it would not be appropriate for an ensemble of both cesium clocks and hydrogen masers,
due to the significantly greater short-term stability of the masers compared to the cesiums and the
significantly greater long-term stability of the cesiums compared to the masers.
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STABILITY OF THE MEAN TIMESCALE

Over the past 21 months, the USNO ensemble has averaged 22 +1 equally weighted cesiums. Since
MJD 47842, between 3 and 7 masers have becn added, at first with equal weight, each maser being
retroactively unweighted 60 days in the past so as not to introduce a long-term frequency drift.
Our six SAO masers have drifts relative to TAI of from +0.3 to +3.4 parts in 1015 /day and our four
Sigma Tau masers have drifts of from +0.1 to +1.3 parts in 1015/day [5]. Still, such a procedure
does not minimize the noise because it overweights the cesiums relative to the masers in the short
term.

One could construct a timescale based entirely on masers, determining and correcting their rates
and drifts relative to another, pure cesium timescale. However, the small number of masers would
make its operational reliability questionable, and the drifts would be difficult to determine relative
to the noisier cesium timescale.

Optimal use of a given number of clocks in a mixed ensemble would be possible if the weight of a
given maser, relative to a given cesium, were allowed to vary with time inversely as their relative
Allan variances vary with sampling time. This would require that the entire mean timescale be
retroactively recomputed every hourly time step, rather than a few times a week as before. Cesiums
would be phased out with time (up to the present) while the masers would be phased in. All rates
and drifts would be determined from a comparison with a combined timescale whose long-term
trend would be determined by the cesiums and whose near-realtime stability would be determined
by the masers.

In order to determine the weighting function, sigma-tau curves were constructed for our masers
and an equal number of good cesiums. The intersection of a typical maser curve with a typical
cesium curve, i.e. when their Allan deviations were equal, was found to occur at a sampling time
of 7.5 days. Fitting second-order curv-, to the data, we obtained:

loga, = 0.219x 2 - 0.432x - 13.608 (6)

log n M = 0.460x 2 + 0.049x - 13.917 (7)

where acs is the Allan deviation of a typical cesium, OHM is the Allan deviation of a typical maser,
x = log t - 5.3, and t is the time difference in seconds between a given hour's measurement and the
most recent hour. At t = 0, x is arbitrarily set to x at t = -1. The weight of a maser relative to a
cesium is taken to be the following:

WHM/WCS = CS HM (8)

The relative weights change from 10:1 around the current hour to 1:10 around 25 days in the past
(see Fig. 1). Accordingly, in practice, only the last 25 days of the timescale, rather than its entirety,
are recomputed every hourly time step. Also, the masers are completely unweighted after 60 days
to prevent the accumulation of any long-term drift.

Allan deviations were determined for a range of sampling times using 370 days of clock data and
two of our masers as references. A three-cornered-hat analysis yielded the results in Fig. 2. The
stability of the old algorithm was only slightly improved by the introduction of masers (at equal
weight with the cesiums), but the new algorithm is significantly more stable for sampling times
shorter than 11.5 days. The noise at shorter sampling times is mostly due to the old measurement
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system. This noise will be reduced from 100 to 10 ps when transition is made to our new Erbtec
measurement system (urrently under test 6. The weighting Eqs. (6) and (7) will then have to be
reevaluated.

A by-product of this analysis is the sigrna-tau plot for the reference masers in Fig. 3. Similar
results at long sampling times were obtained by Powers et al. [5] using Erbtec data.

REALTIME STABILITY AND ACCURACY

The next question is how well this increased stability in the mean timescale translates into realtime
stability on the part of a Master Clock (MC). MC #1 is a maser that is steered daily by an internal
frequency synthesizer toward a linear prediction based on a least-squares solution of the past 24
hours of data, but with a 10-day damping time for time offsets and a maximum frequency change of
300 ns/day2 : both restrictions are due to user requirements for strict frequency stability and their
exact values are currently under evaluation. A sigma-tau plot for MC #1 is given in Fig. 4, which
shows a significant improvement using both the old and new mean timescales, when masers are
incorporated, over use of the old mean timescale composed of cesiums alone. Only if the steering can
be improved will full advantage be taken of the new algorithm; this possibility will be investigated.

While one measures and corrects for the relative rates and drifts of the masers and cesiums, some
residual drift may affect the timescale, as will the rate and drift in common to all the clocks. It is
of interest to compare the old and new means incorporating masers (never completely deweighting
them) with the old, pure-cesium mean. Such a comparison is shown in Fig. 5. The old and new
means incorporating masers drift about -11 ns and -35 ns, respectively, over 300 days. One would
expect the new mean to drift more because of the greater weight of the masers. In practice, this
drift never accumulates to this level in the USNO timescale because of the retroactive unweighting
of the masers after 60 days. If this unweighting is not done, such a drift would presumably be a
risk for any timescale that incorporates masers (e.g. TAI).

The USNO time signal actually derives from Master Clock #2, a maser that was formerly steered
to the old mean. Recently it has been steered (by an internal frequency synthesizer) to TAI, or
more specifically, to an extrapolation thereof based on the best performing USNO masers. This
was (lone to synchronize UTC (USNO) with UTC (BIPM) within the limits required by NATO
and other users. That being nearly accomplished, MC #2 will hereafter be steered toward the
new mean, with occasional corrections to keep it within 200 ns (or perhaps less) of TAI (as is also
done to MCs #1 and #3), with the same dampening factor (10 days) and limit on the steering
(300 ns/day2 ) that are being used and evaluated for MC #1. MC #3, a maser steered daily by a
phase microstepper heretofore to MC #2, will also be steered similarly. These duplicative systems
provide extra reliability. The maser of each MC is not weighted as a clock unless its unsteered
signal is available (as it is if a microstepper is used) or its signal is corrected for steering.

Fig. 6 depicts the drifts of MCs #1 and #2 relative to TAL. MC #1 has some extra noise around
a sampling time of 10 days as the result of its being steered toward our mean timescale; for the
following sampling times, MCs #1 and #2 had the logarithmic Allan deviations listed below:

Tau (days) MC #1 MC #2
10 -13.638 -13.867
20 -13.667 -13.700
30 -13.713 -13.543
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Still, steering MC #2 to the mean has the advantage of greater statistical independence from TAI,
which in turn would dampen the influence of fluctuations in TAL.

Aside from checks for large time and rate deviations, our clock measurements are not filtered.
in order to have a near-realtime measure of accuracy and environmental response. However, the
performance obtained by this and the other procedures described above will be compared with
that obtained by a Kalman-filter algorithm developed by Stein 7,8 as part of continuing effort to
improve the accuracy and stability of UTC (USNO).
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CORRIGENDA TO PREVIOUS PAPER

The following typographical errors should be corrected in [1]:

p. 223, 1. 1, for "-r" read "o" p. 223, 1. 19, for "passive" read "active"

Table 5, 1st entry, for " ±65.3 ±39.9" read "±65.3 ±39.9"

Also, a list of figure captions was not published. The figures, however, are self-explanatory, except
for the fact that the filled squares in Fig. 1 represent clocks whose beam tubes were replaced before
the start of the data set in 1986.
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Abstract

Analysis of the frequency stability of on-orbit NA VSTAR clocks is performed by the Naval Research
Laboratory. This work was sponsored by the GPS Joint Program Office. The frequency stability is pre-
sented for sample times of one day to 30 days. Composite frequency-stability profiles are presented for
the Block I and Block H NA VSTAR clocks. Several NA VSTAR cesium clocks show frequency stabilities
of a few parts in 1014 for long sample times. Time-domain noise-process analysis shows the dominant
noise type to be white frequency noise for sample times of one to ten days. The non-stationary stochastic
behavior of one of the cesium clocks, illustrated by its frequency-stability history, shows that the frequency
stability is not always time-invariant.

INTRODUCTION

The Naval Research Laboratory determines on-orbit NAVSTAR clock performance using the pro-
cess depicted in Figure 1. The analysis includes f:que cy and aging histories, frequency-stability
profiles, time-prediction uncertainty profiles, time-domain noise process profiles, spectral analy-
sis, and anomaly detection. Events that perturb the normal clock performance are of particular
interest.

The results of the on-orbit analysis represent the behavior of the NAVSTAR clock with system
errors superimposed. The influence of the system may enhance but usually degrades the observed
performance of the clock. Therefore, deviations from nominal performance are analyzed in an

attempt to identify the cause.

The Block I data was collected by the U.S. Naval Observatory using a single-frequency, time-
transfer receiver with ionospheric corrections obtained from the model of the ionosphere broadcast
in the navigation message. The Block 1I data was collected using a dual-frequency, authorized-user,
time-transfer receiver which measures the ionospheric delay and automatically corrects for selected
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availability (S/A). In both cases, the broadcast ephemeris is used by the receiver in computing the

theoretical range from the monitor site to the space vehicle at the time of measurement. Table 1
summarizes the data used in the analysis.

Table I

DATABASE
GPS BLOCK I AND BLOCK II CLOCKS

U.S. Naval Observatory Monitor Site

NAVSTAR SV Block Clock Clock Time Span
Number Number Number Serial Type mjd mjd days

3 6 1-3 20 Rb 8439-8571 133
8 11 1-8 2 Cs 6569-8571 2003

9 13 1-9 4 Cs 5894-8571 2678
10 12 1-10 5 Cs 5984-8571 2588
11 3 1-11 12 Rb 6369-8571 2203

11 14 1I-1 8 Cs 7705-8571 867
13 2 11-2 14 Cs 7719-8571 853

16 16 11-3 11 Cs 8266-8571 306
19 19 11-4 27 Cs 7852-8571 720
17 17 11-5 25 Cs 7900-8571 672
18 18 11-6 31 Cs 7936-8571 636
20 20 11-7 30 Cs 8009-8571 562
21 21 11-8 6 Cs 8126-8400 275
15 15 11-9 37 Cs 8180-8571 392
23 23 11-10 36 Cs 8263-8571 309
24 24 11-11 52 Cs 8482-8571 90

The Block I space vehicles included in this analysis were not equipped with selective availabil-
ity. Therefore, the data collected from these space vehicles by the single-frequency receiver was
unaffected when S/A was implemented.

The clock offset is measured using a sequence of pseudorange measurements and the predicted
range obtained from the space-vehicle orbital elements broadcast in the navigation message. The
clock offset measurements are then smoothed over each non-overlapping 13-minute interval. The
measurement representing a pass is the 13-minute measurement nearest the time of closest approach,
or the one having the highest elevation angle, which minimizes the effect of the ionosphere on the
measurement.

Time and frequency inputs to the time-transfer receiver were derived from the Observatory master
clock which is a physical realization of the time scale generated by the Observatory from an ensemble
of several types of atomic frequency standards. Since the stability of the time-scale is significantly
better than that of an individual NAVSTAR clock, the measurements made by the Observatory
reflect primarily the behavior of the NAVSTAR clocks.

The frequency stability of the Block I NAVSTAR clocks was computed using sample times from
one (lay to a maximum of 30 days. In all cases the length of the database is a factor of ten, or more,
vgreator than the maximum sample time evaluated. A long-term aging correction was determined

308



for each NAVSTAR clock and was removed from the data before computing the frequency stability.

BLOCK I NAVSTAR CLOCK PERFORMANCE

Figure 2 presents the frequency offset as a function of time for the NAVSTAR :3 rubidium clock.
This is the second NAVSTAR 3 rubidium clock to be activated--the first having been activated
in 1978 and having operated successfully for 13 years. The eclipse seasons are depicted by the
shaded regions that repeat at a nominal rate of once every six months. The data shows large
frequency fluctuations that appear to be related to the eclipse season. Previous analysis by the
Naval Research laboratory determined that the frequency offset of the first rubidium clock was
sensitive to temperature and exhibited a temperature coefficient of 1.96 x 10- 1 2/C,. It is expected
that the current rubidium clock will exhibit a similar temperature coefficient. It should be noted
that beginning with NAVSTAR 8 all rubidium clocks had additional thermal control which appears
to have isolated the clock from seasonal temperature variations.

Figure 3 presents the frequency offset for the NAVSTAR 8 cesium clock for a period of almost
six years while Figures 4 and 5 present the frequency offset for the NAVSTAR 9 and NAVSTAR
10 cesium clocks for a period of more than seven years. The frequency offset for the clock on
NAVSTAR 10 shows two knees in the data where the aging abruptly increased.

Figure 6 presents the frequency offset for the NAVSTAR 11 rubidium clock for a period of three
years. The vertical scale has been expanded by plotting the residuals to a linear fit of the data. The
sensitivity to temperature is evident in the wide seasonal swings in the frequency offset-similar
to those seen previously on the first NAVSTAR :3 rubidium clock-with a fundamental period of
nominally one year, although eclipse seasons occur every six months. Unlike that clock, however,
the NAVSTAR i1 rubidium clock exhibits a negative temperature coefficient.

A composite of the frequency-stability profiles for all Block I NAVSTAR clocks operating on 11
November 1991 is presented in Figure 7. Of the five NAVSTAR clocks currently operating. two are
rubidium and three are cesium. During 1991 all but NAVSTAR 10 had frequency stabilities less
than 2 x 10- " for a one-day sample time. The other two cesium clocks demonstrated excellent
performance for all sample times that were evaluated. The stability varied from 1.8 x 10-13 at one
day to 3.8 x 10- 1" at 30 days. The NAVSTAR 10 cesium clock is well past its design life of five
years during which time it performed within the specification of 2.0 x 10-13. This can be seen from
the frequency-stability history in Figure 8 which corresponds to the output of a 20-day moving
average filter operating on the sequence of squared first differences of the one-day frequency offset
measurements shown in Figure 5. The frequency stability of the two NAVSTAR rubidium clocks
for an increasing samT)le time suffers from the wide swings in the frequency due to the seasonal
temperature variations.

BLOCK II NAVSTAR CLOCK PERFORMANCE

Figure 9 presents the corrected frequency offset for the NAVSTAR 14 cesium clock over a two-year
time span. The corrected frequency offset had a measured aging coefficient of -3.2 x 10-1 6 /day
(luring the two-year span. Note a small change in the behavior of the frequency offset beginning
near mjd 8150 (16 September 1990). After this date the frequency offset showed a change from
white noise (uincorrelated) to slow fluctuations in the data. The presence of these fluctuations in
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the data (egrade the staL~iaty at larger sample times as will be se,n frem the frequency-stability
profile.

Figure 10 presents the corrected frequency offset for the NAVSTAR 13 cesium clock. The frequency
offset is well behaved with an aging coefficient of -1.79 x 10 15/day.

Figure II presents the corrected frequency offset for the NAVSTAR 16 cesium clock. The frequency
offset shows slow fluctuations in the data that persist throughout 1991. The average aging daring
this eleven-month time span was -2.61 x 10- "/day. The phase offset for the first portion of tle
data was compared to that obtained using the precise ephemeris computed by the Defense Mapping
Agency. The precise ephemeris yielded the same behavior which indicates that the accur,--y of the
broadcast ephemeris is not responsible for the observed behavior which is not characteristic of
ground-based cesiiin clocks and has not been observed in the Block I cesium clocks.

Figure 12 presents the frequency offset, for the NAVSTAR 19 cesium clock from shortly after initial
turn-on to 11 November 1991. Anom:alies in the form of sharp decrea.es in the frequency offset by
as much as -7ppl) 3 repeated at inter'als of between 35 to 54 days began about 9 May 1989. Prior
to occurrence of the first anomaly and during the subsequent intervals between the periodic breaks
the clock exhibited an aging of about 1.63 pp1014 /day which is rather high for a cesium clock. The
aging exhibited during the initial period after turn-on and during the first twelve cycles appears to
have changed appreciably at the beginning of the last cycle to approximately 5.0 pplOl4 /day. The
frequency stability was computed for the first 200 days and for the entire time span. The stability
for the first segment is included in a composite stability plot. The stability for the entire time span
marginally ineets the Block If specification of 2 x 10- l' for sample times of one to ten days.

Figure 13 presents the corrected frequency offset for the NAVSTAR 17 cesium clock. The frequency
offset from mnjd 7900 to mnjd 8068 wa well behaved. An abrupt decrease in frequency on mjd 8068
was followed by a partial recovery. Then again on mjd 8195 the frteluency appears to have further
rec(over1,l. A coMparison of tile frequency stability for the period prior to mjd 8068 and again
for the period after ijd 8195 showed a small degradation in the frequency stability for a one-day
sample little following the frequency anomaly. The aging that occurred in the data during 1991
was - 1AO x l0-'/day.

Figure 11 presents the corrected frequency offs-t for the NAVSTAR 18 cesium clock. The frequency
offst shows a snrall positive excursion beginning at mjd 8195--that correlates with the same behav-
ior on the NAVSTAR 17 cesium clock. The data subsequent to this time appears to be noticeably

quieter. The aging during 1991 for the NAVSTAR 18 cesium clock was -5.00 x 10-17 /day.

Figure 15 l)resents the corrected frequency offset for the NAVSTAR 20 cesium clock. The frequency
offset exhibits a small positive aging from initial operation and appears to have a small negative
rate of r,'ange of aging. Except for the small apparent change in aging the data appears to be well
behaved. I'he average aging during 199) was 1.39 x 10-15,day.

Figure 16 presets t he corrected frequency offset for the NAVSTA R 21 cesium clock. Two frequency
shifts, followed by recovery to the nominal frequency offset occurred on mjd 8.151 and on mjd 8504.
The cauSe of thiese unexpected shifts in the freq,:,ncy is being investigated. The average aging
before the shifts was - 1.7.1 x 10 l'/da.. Th0 frequency stability presented later in the composite

plot ()f frequency -t ability was computed for tile data before the shifts in frequency.

Figure 17 prestonts the ctirr(cte(l frequvi,cy offset for the NAVSTAR 1-) cesium clock. The frequency
appears , 11 Ibehaved arid exhibited an aging during 1991 of -2.8 x lO-1I6 /day.
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Figure 18 presents the corrected frequency offset for the NAVSTAR 23 cesium clock. The freq !ency
offset is well behaved and exhibited an aging during 1991 of 2.7 x 10- 1 6/iqay. Noteworthy is the
fact that this is the first of the Block I1-A NAVSTAII space vehicles.

Figure 19 presents the frequency offset for the NAVSTAII 24 cesium clock. The cause of the
anomalous behavior occurring before 30 August 1991 (mjd 8498) may be attributed to a period of
testieg of the space vehicle. Only the data in the snan of time from 30 August 1991 (mjd 8498) to

II November 1991 was used in the calculation of the frequency stability. The aging following mjd

X-498 was 2.06 x 10- 5 /day.

A composite of the frequency-stability profiles for all 'lock II NAVSTAR clocks operating on 11

November 1991 is presented in Figure 20. An individual long-term aging correction was calculated

for each NAVST.A clock and removed befo.e computing the frequency stability. The Block I1

frequency-stability profiles show that all of the NAVSTAR cesium clocks were within the 2 x 10-13

specification for a one-day sample time and had stabilities of less than the specification for all sample

times up to 30-days. The dominant random noise types observed for the cesium clocks was white

frequency noise for sample times of one to ten days with a gradual trend towards flicker frequency

noise for s'm ple times of 30-days. This was the expected frequency profile for well behaved cesium

clocks. Small departu !s from white frequency noise towards random walk frequency noise were

note(] for several of the cesium clocks. This is believed to be due to small anomalies in the frequency

offset rather than to the presence of any significant component of random walk in. the frequency.

CONCLUSIONS

The frequency stability for four of the five Block I NAVSTAR clocks was better thaj the specification

of 2 x 11 for Block I cesium clocks for a sample time of one-day. The NAVSTAR-10 cesium

clock, which has exceeded the design life, did not meet the on"-day frequency-stability specification

during 1991.

All Block HI NAVSTAR cesium clocks are better than the 2 x 10 - 13 specification for a one-day

sample time. The , est frequency stability for a one-day sample time was 8 x 10 - 14. The dominant

random noise type for the Block II NAVST.It. cesium clocks was white frequency noise for sample

times of' one to ten (lays.

The performance for all Block I and Block II clocks operating on 11 November 1991 is summarized

in Table 2.
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Table 2

PERFORMANCE SUMMARY
GPS BLOCK I AND BLOCK II CLOCKS

U.S. Naval Observatory Monitor Site
Calendar 1991

Frequency
Navstar Clock Clock Time Stability Aging
Number Serial Type Span I day 10 l ays 1991

(days) (pplO3 ) (pplO14 ) (pplO"'/day)

3 20 Rb 132 1.8 41.4 28.50
, 2 Cs 314 1.8 4.9 0.37
9 4 Cs 314 1.8 5.4 -0.57

10 5 Cs 314 3.6 9.3 -12.80
11 23 Rb 314 1.5 23.6 -124.00
14 8 Cs 314 1.2 5.2 -0.32
13 14l Cs 314 1.5 4.3 -1.79
16 11 Cs 305 1.4 7.4 -2.61
19 27 Cs 208 1.7 9.6 16.30
17 25 Cs 314 1.1 4.3 -1.40
18 31 Cs 314 1.0 3.7 0.05
20 30 Cs 314 1.3 3.8 1.39
21 6 Cs 327 1.4 5.7 -1.74
15 37 Cs 314 1.7 5.6 -0.28
23 36 Cs 308 1.1 3.3 0.27
2-1 52 Cs 73 0.8 2.06
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THE ROLE OF THE CONSULTATIVE
COMMITTEE

ON INTERNATIONAL RADIO (CCIR) IN
TIME AND FREQUENCY*

Roger E. Beehler
National Institute of Standards and Technology

325 Broadway
Boulder, CO 80303

Abstract

The Consultative Committee on International Radio (CCIR) is a technical advisory group that,
within the International Telecommunications Union (ITU), provides formal Recommendations, technical
advice, and technical information related to the allocation and use of the radio spectrum. The CCIR does
its work through a number of separate Study Groups, each of which deals primarily with one or more
radio-based services recognized by the ITU. One of these, Study Group 7, is called "Science Services"
and deals with, among other things, time and frequency services and related topics. This part of CCIR
is probably best known for its development and implementation of the UTC time system in 1972. The
U.S. national Administration develops proposed Recommendations and provides other technical input to
the CCIR through an organization of U.S. Study Groups that parallel those functioning internationally.
Both the private and government sectors participate actively under the general oversight of the U.S. State
Department and its U.S. CCIR National Committee. Current and projected future activities of U.S. and
international Study Group 7 will be described, including some examples of current Recommendations,
Handbooks, und other documentation that might be useful for those working with time and frequency
applications.

INTRODUCTION

The Consultative Committee on International Radio (CCIR) is one of several international orga-
nizations that play an important role in time and frequency activities. These organizations may
be grouped roughly into three main categories as illustrated in Figure 1: those that deal primarily
with the "standards" aspects of time and frequency (for example, the definition of the second);
those that are concerned mainly with the scientific aspects; and those that are involved more with
the regulatory aspects affecting time and frequency dissemination services. The standards-related
organizations shown on the left side of the chart derive from the Treaty of the Meter and include, at
the highest level, the General Conference of Weights and Measures (CGPM) and the International

*(ontribution of the U.S. Government; not subject to copywright.
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Committee of Weights and Measures (CIPM). These bodies, acting upon the technical advice of
its consultative committees, such as those for the definition of the second (CCDS) and the meter
(CCDM), adopted the current definition of the second in terms of the cesium atom. The Interna-
tional Bureau of Weights and Measures (BIPM) serves as an international measurement laboratory
and includes a Time Section in Paris, which has important responsibilities for the timing corn-
munity in terms of maintaining and coordinating the international UTC and TAI international
atomic time scales. These respoirsibilities were previously handled by the former International
Time Bureau (BIH).

A number of scientifically oriented international organizations also have strong interest in time
and frequency and make important contributions to the field. The United Nations Educational,
Scientific, and Cultural Organization (UNESCO) includes an International Council of Scientific
Unions (ICSU). Two of its member organizations, the International Astronomical Union (IAU)
and the International Radio Science Union (URSI), have particularly strong interest in time and
frequency from the points of view of astronomical time and radio-signal propagation, respectively.
One of the permanent service organizations established by ICSU, the International Earth Rotation
Service (IERS), has direct impact on time and frequency services and other operations by having
responsibilities for determining and announcing the dates for insertion of leap seconds into the UTC
time scale. The IERS also determines and announces the value of the difference between UTC and
the UTI astronomical time scales that is included on most standard time and frequency broadcasts.

The third type of organization important to time and frequency and the principal one of interest for
this discussion is the regulatory structure briefly outlined on the right side of Figure 1. The parent
organization is the International Telecommunications Union (ITU) which, while maintaining an
affiliation with the United Nations, traces its roots back to 1885. Under terms of the International
Telecommunications Convention the ITU is charged to, among other things, "study technical and
operating questions relating specifically to radiocommunications without limit of frequency range,
and to issue recommendations on them ... " The ITU, among many other functions, issues and
updates the International Radio Regulations that play a major role in regulating how the radio
spectrum, including that used by standard time and frequency broadcast services, is allocated
and used. The ITU depends heavily on its technical advisory body, the CCIR, in all of its ac-
tivities relating to the various radio-based international services. The Consultative Committee on
International Telephone and Telegraph (CCITT) performs a similar role in the area of telephone
and telegraph communications. One of the CCIR Study Groups, Study Group 7, is assigned spe-
cific responsibility for the Standard-Frequency and Time-Signal Service, which includes time and
frequency broadcasts operating in the specific frequency bands allocated by the ITU.

CCIR OBJECTIVES, ORGANIZATION,
AND WORKING METHODS

The CCIR has three principal objectives:

I. to provide the technical bases for use by administrative radio conferences and radiocommuni-
cation services for efficient use of the radio-frequency spectrum and the geostationary-satellite
orbit, bearing in mind the needs of the various radio services;

2. to recommend performance standards for radio systems and technical arrangements which
assure their effective and compatible interworkiug in international telecommunications; and
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3. to collect, exchange, analyze, and disseminate technical information resulting from studies by
the CCIR, and other information available for the development, planning, and operation of
radio systems, including any necessary special measures required to facilitate the use of such
information in developing countries.

In order to address these objectives the CCIR has formed 10 Study Groups, the majority of which
deal with one or more radiocommunication services as defined by the ITU. Other Study Groups deal
with more general topics, such as propagation, spectrum management, and inter-service sharing and
compatibility issues. As revised by the 1990 CCIR Plenary Assembly, the current Study Groups
a e:

Study Group 1: Spectrum Management Techniques
Study Group 4: Fixed-Satellite Service
Study Group 5: Propagation in Non-Ionized Media
Study Group 6: Propagation in Ionized Media
Study Group 7: Science Services
Study Group 8: Mobile, Radiodetermination, and Amateur Services
Study Group 9: Fixed Service
Study Group 10: Sound Broadcasting Services
Study Group 11: Television Broadcasting Services
Study Group 12: Inter-service Sharing and Compatibility

In addition there are two other groups which deal with certain interactions with the CCITT and
common CCIR vocabulary issues.

The CCIR's activities relating to time and frequency are now conducted within a recently reorga-
nized Study Group 7, called "Science Services." Prior to May, 1990, this group's responsibilities
were carried out in two separate Study Groups: Study Group 2 (Space Research and Radioastron-
omy) and the old Study Group 7 (Standard Frequencies and Time Signals). The new "Science
Services" Study Group 7 is further subdivided into the following 4 working groups, known as
Working Parties:

WP 7A: Time and Frequency Services;
WP 7B: Space Research;
WP 7C: Earth Exploration and Meteorological Satellites; and
WP 7D: Radio and Radar Astronomy.

The 1990 CCIR Plenary Assembly, in setting up this structure, authorized the following "Scope"
statement for WP 7A: "Dissernination, reception, and coordination of standard-frequency and time-
signal services, including the application of satellite techniques, on a world-wide basis." With a
narrow interpretation of this scope statement, the CCIR and Study Group 7 might seem to be
interested only in those aspects of time and frequency that relate directly to standard time and
frequency broadcast services, such as WWV, that use the specific frequencies allocated to the
Standard-Frequency and Time-Signal Service. As will be indicated later, however, the CCIR has
traditionally adopted a much broader view of its scope in the time and frequency area and, in fact,
has expanded its interests significantly beyond the narrow topic of standard frequency and time
broadcasts using the allocated bands.
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The international CCIR organization is, for the most part, nirrored in the U.S. by a parallel
national structure of Study Groups charged with developing documentation proposals in various
forms that reflect the views of U.S. organizations (public and private) and the U.S. government.
For example, there is a U.S. Study Group 7 and a U.S. Working Party 7A that deals with time
and frequency matters. Participation is open to any organization with interests in the subject
involved. Historically, the most active organizations participating in the work of WP 7A include
the National Institute of Standards and Technology (NIST), the U.S. Naval Observatory (USNO),
the National Aeronautics and Space Administration (NASA), Jet Propulsion Lab (JPL), and the
Applied Physics Lab (APL) of Johns Hopkins University.

CCIR working methods are currently undergoing a significant streamlining process, designed to
shorten the time required for approval and publication of important Recommendations and to re-
duce operating costs, particularly at the international level. Typically, proposals for new or revised
documentation (for example, Recommendations, Reports, Questions to be studied, Handbook con-
tributions) are generated by various national Administrations. In the case of the U.S. time and
frequency area, this occurs in a series of 3-4 meetings of WP 7A conducted before each international
CCIR Working Party meeting. Documents approved by WP 7A are then submitted to the full U.S.
Study Group 7 for revision or approval. The next step is a review by the U.S. CCIR National
Committee, consisting of all U.S. Study Group Chairmen, frequency management personnel, and
other private and government representatives. This part of the review process permits coordination
with other U.S. Study Groups and the State Department. Approved documents are then forwarded
to Geneva as input documents for the next international meeting. U.S. proposals, along with those
from other nations, are considered by the international Working Party meetings and then forwarded
in appropriate form to the following international Study Group meetings. The full Study Group
either accepts or rejects each document. Those that are accepted either go directly to Administra-
tions for final approval by correspondence (urgent Recommendations) or are sent on to the next
C(IR Plenary Assembly. The approval process for Recommendations can thus take as little as a
few months or as long as several years.

CCIR IMPACT ON TIME AND FREQUENCY ACTIVITIES

CCIR actions can affect time and frequency in several ways: (1) frequency allocations and their
Ilse; (2) formal Recommendations relating to the operation of Standard-Frequency and Time-Signal
Service broadcasts; (3) other Recommendations relating to time and frequency activities, such as
standards, time scales, dissemination, and coordination; and (4) other information outputs in the
form of Reports, Recommendation texts, and Handbooks. Each of these aspects is discussed in
more detail below.

ALLOCATION ASPECTS

Frequency allocations are usually made by World Administrative Radio Conferences. General
WARC's are held at least every 20 years, and special ones dealing with a subset of radio services
are held more often as needed. Appropriate CCIR Study Groups prepare technical Reports for
these allocation conferences, providing background information on such issues as propagation con-
siderations. sharing possibilities. and preferred frequencies and bandwidths. A complete table of
allocations for all frequency bands, including sharing constraints where appropriate, is published
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by the ITU as part of the Radio Regulations.

Currently (1991), the following frequency allocations are assigned to the Standard-Frequency and

Time-Signal Service:

1. 20 kttz ± 0.05 ktlz

2. 1-1-19.95 kHz, 20.05-70 kHz, 72-84 kHz (Region 1), and 86-90 kHz (Region 1) Stations oper-
ating in these bands are permitted by footnote to broadcast time an(l frequency signals \-ith
full protection rights.

3. 2.5 Mlz ± 5 kHz

4. 5 Mhlz ± 5 ktlz

5. 10 Mlz ± 5 kHlz

6. 15 MHz + 10 kHz

7. 20 MHz ± 10 kltz

8. 25 MHz ± 10 kHz

9. -100.1 Mttz ± 25 kHz

10. .1202 MHz ± 2 MHz (space-to-Earth)

6427 MHz ± 2 MHz (Earth-to-space)

It. 13.4-14.0 (;Hz (Earth-to-space)
20.2-21.2 (;Hz (space-to-Earth)

12. 25.25-27.0 GLiz (Earth-to-space)

30.0-31.3 (;lz (space-to-Earth)

Allocation I was formerly used by WWVL in the U.S. but is cuirently inactive. The low-frequency
allocations in 2 are footnote allocations under which stations such as WWVB in the U.S., HBG
in Switzerland, and DCF77 in Germany operate. Allocations 3-8 are those used by various high-

frequency services such as WWV and WWVH in the U.S. Allocation 9 was obtained in 1971
in anticipation of a WWV-tvpe ervice from satellites. To date it has not been used for this
purpose. All these allocations mentioned thus far have "primary" status, which means that they
have guaranteed protection under the Radio Regulations and do not have to share with other
services. The allocation pairs in allocations 10-i2 are footnote allocations and are subject to some
constraints according to the Radio Regulations.

While somifP of the time and frequency allocations are clearly capable of supporting time transfer at
the highest possible accuracy levels (for example, the pairs of high-bandwidth satellite allocations),
the main use to (late has been for the widespread LF and HF broadcast services, nroviding only
mo(lest accuracy capabilities by today's standards. However, such services offer many other advaii-
tages in terms of wide coverage, low cost of receivers. r-liable reception in many areas, and multiple
sources for VTC time. The vast majority of users, even in today's high-technology environment.
simply do not require accuracies beyond that offered by many LF and IIF services. Thus, these
allocations arid CCIR's role in generating and maintaining them will c,..tinue to have important
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impact on large numbers of users in the future. On the other hand. many of the more demanding
applications for time and frequency are being served in other ways, particularly by making use
of opportunities for time-and-frequency transfer using other available services. Two examples are
the use of the Global Po itioning System (GPS) satellites of the Radiodeterinination Service and
two-way time transfer through communication satellites operating in the Fixed-Satellite Service. In
I hese cases, of course. the CCIR also plays an important allocation role through its Study Groups

8 and .1. respectively.

RECOMMENDATIONS ON OPERATING STANDARD TTME
AND FREQUENCY SERVICES

Ti e ('CIR, through its Study Group 7 and Working Party 7A. formulates various formal Recom-
n, ndations that relate to the operati,,a of broadcast services using thost allocations assigned to the
Standard-Frequency and Time-Signal Service. Such Recommendations effectively have the force of
international law, at least for the more tlin 150 member nations of the ITU. In the U.S. these
Reconimendations apply directlv to the WWV. WWVI, and WWVB broadcast services operated
by NIST and, in the rest of the world, they impact similar services. In addition, some other time
ani frequency services that (1o not operate in the allocated bands nevertheless follow many of these
leconinicidai ions. The time code transmitted over the U.S. GOES satellites is an example.

The be st known Recommendation of this type is CCIR Recommendation 460, which established the
IT(' (('oordinated Universal Tine) system in 1972. Today, UTC is the time disseminated not only
froni standard time and frequency stations, but also from virtually every generally available source
for precise itme. Relate(d Recommendations propose using UTC as the general reference for time
and frequen(y'v measurements and in all international telecommunication activities. Corresponding
recormni',dations from other ii ternational organizations such as URSI and the IAU have supvorted

Ih, intent of the original ('(IR re' ,milendations.

\not her ('('I lH Recommendation that has proved very useful is one that recommends use of various
existing standard time and frequency broadcasts and certain other available signals, such as Loran-
C an( Oniega Navigation System broadcasts, for precise time and frequency references. Detailed
operating characteristics and broadcast formats for the various broadcasts are given in an Annex
to this Recomnmndation. C('IR Study Group 7 makes a strong effort to keep this information
up(a ted approximately every two years.

Other (V'"IR Reconimendations that impact standard time and frequency broadcasts and their effec-
tive use involve topics such as the use of other frequency bands for broadcast services, the avoidance
of interferenc, to these services. the use of the "'Modified Julian Date," time scale notations, and the
inter national synchronization of time scales. The latter Recommendation is especially important
in todi(iv's environmnt since it reconinimonds that the various timing centers maintain their local
IT(C time scales to withim 1 i/s of I[T('. This tight tolerance is stated as a "desirable goal".

RECOMMENDATIONS RELATING TO OTHER ASPECTS OF
TIME AND FREQUENCY

A ,inertionvd ,arlir. Stud l'v Grotp 7 Ias historically taken a rather broad view of its scope as
lfined I th, ((CIR. Ilhe breadth of i he current Working Party 7A work proglam can be seen
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from the following listing of the titles of the 9 formal "Questions" that provide tile bases for input
documentation and related actions:

1. Methods for Improving Terrestrial Frequency and Time Dissemination

2. Stability of Standard-Frequency and Time-Signal Emissions as Received

3. Time Codes

4. Worldwide Dissemination of Time Signals to an Accuracy of I ps or Better for Industrial
Purposes

5. Techniques for Time Transfer

6. Performance and Reliability of Frequency Standards and Their Use in Time Scales

7. Standard Frequency and Time Signals from Satellites

8. Two-way Time Transfer Through Communication Satellites

To date Working Party 7A has produced several Recommendations in response to this set of Ques-
tions that go somewhat beyond the narrow topic of operating the Standard-Frequency arid Time-
Signal Service. For example, there is now a rather comprehensive Recommendation on "Frequency
and Time (Phase) Instability Measures." The latest version of this Recommendation now includes
instability measures for clocks, measurement systems, and dissemination systems. Its Annex con-
tains helpful background information and references on instability characterization. There are two
Recommendations relating to satellite techniques; a general encouragement to consider satellite
methods and a more specific one relating to the use of GPS satellites for timing under varying
conditions of intentional signal degradation. Another Recommendation supports the dissemination
of time information in coded form without specifying a particular code format. Working Party 7A
also generated a Recommendation providing definitions of more than 60 terms commonly used in
CCIR time and frequency activities. While the Glossary of Terms is primarily intended for use
within the CCIR, efforts have been made in constructing it to coordinate as closely as possible with
other vocabulary efforts, such as that being addressed within the IEEE organization.

In recognition of the current and projected future importance of satellite methods, Working Party
7A also operates a special Task Group 7/2, which is charged to consider developing appropriate
Recommendations and other documentation relating to satellite time transfer on an expedited
basis (,Iext 1-2 year period). It is likely that this group, working partly by correspondence, will
propose future Recommendations on the use of GPS and GLONASS, the use of two-way time
transfers through communication satellites, and possibly on methods for calibrating delays through
ground-station equipment.

CC1R-GENERATED INFORMATION ON TIME AND FRE-
QUENCY

Aside from formal Recommendations, the CCIR also plays an important role by generating, compil-
ing, and publishing useful technical information in several different forms. The intended audience
may vary from document to document. In some cases, the information is intended for a rather
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restricted audience, for example, the participants in World Administrative Radio Conferences.
Other material may be designed for a more general audience of technical engineers or scientists
who are not specialists in the particular technical arc-a. Much of the information is also intended
to be useful to personnel in developing countries who are responsible for developing or operating
radiocommunication systems.

This technical information is published in several different forms. The principal traditional method
is the so-called "Green Books" that are published for each Study Group at the completion of each
4-year CCIR working cycle. These Green Books currently contain all the active Recommendations,
Reports, and other documentation of the Study Group. The Reports contain factual technical
information and analyses which are helpful in producing Recommendations. Under current CCIR
policy, the Report form is being de-emphasized and considered more as a temporary internal work-
ing document used in the process of developing Recommendations. As a result, there is a current
tendency to annex some of this background technical information to the texts of the formal Rec-
omniendations. Occasionally, a Study Group may decide to compile information on a particular
topic into a Handbook format, which is then published by the CCIR in Geneva. One better known
Handbook, produced by Study Group 4, deals with Satellite Communications. Working Party 7A
is currently working on two different Handbooks relating to time and frequency. The first, which is
expected to be published in 1992, deals with satellite time dissemination. It includes information
both of a background nature on topics such as propagation effects, satellite orbits, signal structures,
and relativity considerations, as well as more specific information on satellite systems available for
time transfer applications. Working Party 7A has recently (1991) decided to produce a second
Handbook, tentatively titled "Selection and Use of Precise Frequency and Time Systems." The
content will include material on various frequency standards; operational experiences, problems,
and pitfalls; time scale aspects; time and frequency measurements and characterization; and some
uses for frequency sources. The Handbook will be prepared by a group of international experts
from Working Party 7A.

Any of the ITU/CCIR publications may be ordered directly from the ITU by contacting: Interna-
tional Telecommunications Union, General Secretariat - Sales Section, Place des Nations, CH-1211,
Geneva, Switzerland.

CONCLUSION

The CCIR is one of several international organizations that play an important role in international
aspects of time and frequency. It is the key organization in matters relating to the allocation
and use of the radio speccr,m for time and frequency dissemination services. Its impact goes well
beyond the to'mal Standard-Frequency and Time-Signal Service, however, in terms of providing
Recommendatiois and technical information in a variety of forms. The Recommendations and other
publicationis are useful for technical professionals working with time and frequency applications but
who are not specialists in the field.
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QUESTIONS AND ANSWERS

Dr. Gernot Winkler, NIST: Just a suggestion to add to this excellent review. Maybe we
should mention the glossary. It is a document which is still under consideration and which needs
inputs and coordination with existing vocabularies and which is a real problem like all of these
efforts.

Mr. Beehler: Yes, very good, it is certainly an important document. It was listed on one of
the slides, but we feel that it is very important that we can agree on definitions of terms that are
commonly used in time and frequency. As Dr. Winkler mentioned, we try to coordinate this as
much as possible with other activities, so it is a changing document. We keep updating it and, most
recently, we have been interacting very strongly with the IEEE vocabulary group. We have been
able to agree on definitions for many of the terms in the glossary. I think that there are sixty some
now. The IEEE has accepted many of these and we have made a few revisions at their request also.

Clark Wardrip, BFEC: Roger, how does one acquire some of these documentations?

Mr. Beehler: The main mechanism is to acquire them directly from the ITU in Geneva. I have
included in the written paper the address to write to. They will send you a price list and so on.
As far as I know, they are not generally available in the US.
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ACCURACY OF GPS TIME TRANSFER
VERIFIED BY CLOSURE
AROUND THE WORLD

W. Lewandowski, G. Petit and C. Thomas
Bureau International des Poids et Mesures

Pavillon de Breteuil
92312 S~vres Cedex, France

Abstract

The precision of time transfer over intercontinental distances by the GPS common-view method,
using measurements of ionospheric delays, precise ephemerides provided by the DMA and a consistent
set of antenna coordinates, reaches 3-4 nsfor a single 13-min measurement, and decreases to 2 ns when
averaging several measurements over aperiod of one day. It is thought that even this level ofprecision can
be bettered by improving the ionospheric measurements, the ephemerides of the satellites and the antenna
coordinates.

In the same conditions, an estimation of the accuracy is attained by using three intercontinental links
encircling the Earth to establish a closure condition: The three independant time links should add to zero.
We have computed such a closure condition over a period of thirteen months using data recorded at the
Paris Observatory in Paris (France), at the Communications Research Laboratory in Tokyo (Japan) and
at the National Institute for Standards and Technology in Boulder, Colorado (USA). The closure condition
is verified to within afew nanoseconds but a bias, varying with time, can be detected.

1. INTRODUCTION

The excellence of worldwide time unification depends on the quality of the clocks kept by national
timing centers and on the means of time comparison. Rapid development in the use of the Global
Positioning System since 1983 has led to major improvements in the precision and accuracy of the
metrology of time. Using commercially available GPS time receivers, time comparisons can easily
be performed with an accuracy of 10 to 20 nanoseconds over intercontinental distances. However,
it is possible to improve this performance by removal of systematic errors. In GPS time transfer,
the three principal sources of error are the local antenna coordinates, the broadcast ionospheric
model and the broadcast ephemerides. A thirteen-month experiment in which three long-distance
time links are combined with simultaneous reduction of these error sources allows us to check the
precision of the time transfer, and its accuracy through satisfaction of a closure condition.

2. THE EXPERIMENT

Three long-distance time transfer links between the Paris Observatory in Paris (OP), the Com-
munication Research Laboratory in Tokyo (CRL), and the National Institute of Standards and
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Technology in Boulder, Colorado (NIST) have been computed using the common-view method [1],
for a 393-day period, from 1990 June 16 (MJD 48058) to 1991 July 13 (MJD 48450).

The GPS data taken at the three sites correspond to the international schedule issued by the Bureau
International des Poids et Mesures for the establishment of TAI. Ionospheric delay measurements
are performed by dedicated dual-frequency codeless GPS receivers, and precise ephemerides are
provided by the US Defense Mapping Agency. Detailed characteristics of the three time links can
be found in [2], with the description of the procedures used to obtain accurate antenna coordinates
and to correct for ionospheric and ephemerides errors.

3. RESULTS AND DISCUSSION

The corrections to the antenna coordinates being already introduced, four different cases may be
distinguished for each time link and for the closure, which is the sum of the three links:

* non-corrected values.

* values corrected for ephemerides only.

* values corrected for ionosphere only.

* values corrected for both ephemerides and ionosphere.

For each case, a Vondrak smoothing [3] is performed on the values UTC(Labl) - UTC(Lab2). The
smoothing used acts as a low-pass filter with a cut-off period of about 3 days. This period has been
chosen as being approximately the limit between the short time intervals, where the measurement
noise is dominant, and the longer intervals, where the clock noise prevails. For the closure, the
smoothed values are interpolated at normal dates (Oh UTC each day) and the interpolated values
are simply added.

3.1. PRECISION OF TIME COMPARISONS

A first way to estimate the precision of the measurements is from the standard deviation of the
residuals to the smoothed values. This is strictly correct if the smoothing has remcved only the
measurement noise. Over our whole data set, these residuals range from 10 to 15 ns for the
uncorrected data, 8 to 10 ns for the data corrected for ephemerides only, 7 to 12 ns for the data
corrected for ionosphere only, and 4 to 5 ns for the data with both corrections.

If the data points are regularly spaced, we can also use the time-domain stability measures a'(r)
and (r(,7) [4]. Applied to a time link or(r) allows one to characterize the types of noise that are
present. In the case of white noise phase modulation (PM), the value of a(r) for the data spacing
is the standard deviation of the white noise, which directly gives the measurement uncertainty.
(.(r) allows us to estimate the frequency stability with which clocks can be compared.

For the link OP-NIST which, being the shortest, has the largest number of data points, we can
find two periods of 80 and 75 days respectively without any significant gap in the data. On average
there are seven points per day and they are quite regularly spaced, the largest spacing being about
7 hours. Figure 1 presents the values of a.,(r) for the data over the period from MJD 48375 to
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48450, without correction and with both corrections applied. It appears that white noise phase
modulation can be identified for averaging times up to about 3 days without correction, but is
not the dominant source for times of one day and over when the corrections are applied. The
uncertainty of a single measurement is taken from figure 1 to be about 16 ns without correction,
but this value is somewhat biased by the data recorded during the few days around MiJD 48440
when Selective Availability was in effect. The measurement uncertainty is about 3 ns when the

corrections have been applied.

It should be noted that such a measurement uncertainty makes it possible to access tile true
performance of the best clocks presently available: by averaging a few measurements over one day,
a frequency stability of two or three parts in 1014 is realized for the link between two clocks. Thus
in figure 2, which represents uv(T) for the link OP-NIST over the same period as in figure 1, the
values obtained with corrections applied represent the actual frequency stability of the two clocks
for time intervals of one day and over.

For the other 80-day period, from MJD 48080 to 48160, the results are quite similar although the
measurement noise is estimated to be at a slightly higher level, as discussed in section 3.3 below.

3.2. ACCURACY TEST:
THE CLOSURE AROUND THE WORLD

A test of accuracy is performed by computing the closure around the world via OP, NIST and CRL.
Daily values of UTC(OP) - UTC(NIST), UTC(NIST) - UTC(CRL) and UTC(CRL) - UTC(OP)
are estimated from the smoothed data points. The resulting daily values of the deviation from
closure, for the whole period under study, are shown in figure 3 for the non-corrected data and in
figure 4 for the data with both corrections applied.

Figure 4 provides evidence of a gain in accuracy when the time links are computed with both
corrections. To characterize and quantify the types of noise involved, figure 5 represents the values
of a,(ir) for the closure, without correction and with both corrections applied. The gain is by a
factor 2 to 3 for all averaging times. If we take into account the fact that the values for one and two
days are aliased by the smoothing that has been performed on each ink, the closure is relatively
well characterized by white noise PM up to 16 days. This is not true for longer averaging times, as
it is clear from figure 4 that significant biases exist, and that they vary with time. As an example,
the mean value of the closure over consecutive 16-day intervals varies from -2 ns to +9 ns, whereas
the standard deviation of the mean, assuming white noise, is 1 ns. The mean values over 16-day
intervals have a global average of 4 ns and a standard deviation of 3 ns.

3.3 DISCUSSION OF THE ERROR SOURCES

The major three error source-, that are able to produce both long term biases and short term white
noise PM. are those listed earlier in this paper: antenna coordinates, ionospheric delays, satellite
ephemerides. While we have tried to minimize these errors, they are still present at some level so
we try to estimate them here.

The error on the antenna coordinates has been estimated previously [2]. It could account for a few
nanoseconds of residual error in the closure. However this error is roughly constant over the whole
period, as the geometry of the common-view observations remains similar for each link. When more

333



accurate coordinates become available from geodetic campaigns, it will be easy to account for them
in the data. Accuracies of a few centimeters should then be obtained, and these will contribute
negligibly to the error budget of the time transfer.

The accuracy of the measurements of the ionospheric delay by codeless GPS receivers has been
reviewed recently [5]. It is estimated to be a few nanoseconds but it is not easy to characterize
the residual effect. It is possible that P-code receivers will be used in the future, but it is not clear
how this will improve the measurements. Also, although the global ionospheric activity is going
to decrease from its recent maximum, it is not clear if it will be measured more accurately by the
GPS receivers.

On the other hand, the ephemerides of the satellites are subject to constant improvement. The
DMA processing scheme, for example, is regularly improved [6]. The fact that ephemerides are
more accurate in 1991 than in 1990 may be visible in our data: figure 6 represents ao(r) for the link
OP-NIST for the two periods of about 80 days mentionned in section 3.1 above. The improvement
of the spring-summer 91 period relative to that of summer 90 is quite clear for averaging times of
up to one day, where the measuremcnt noise dominates. In the future, ephemerides with sub-meter,
or even decimeter, accuracy should become available, which will nearly eliminate this source from
the error budget.

Finally it should be noted that the stability of the closure for averaging times of a few days is
mainly affected by the many glitches that are apparent in figure 4. A careful review of the data
indicates that for the second half of the data set, which corresponds to year 1991, all but one of the
glitches are associated with a gap of more than one day in the data of one link. This aliasing effect
is less clear for the first half of the data set. This fact also favors an improvement in the quality of
the ephemerides with time, although chance cannot be ruled out as an explanation.

4. CONCLUSIONS

Results of a 13-month time transfer experiment indicate that, after corrections for ionosphere
and ephemerides have been applied, the precision of a single intercontinental GPS time transfer
measurement is about 3-4 nanoseconds, and can be reduced by averaging. The accuracy is estimated
also to be 3-4 nanoseconds, but significant biases, which vary with time, are still present. It is
thought that the accuracy, as estimated by the closure condition, is improving with time, and will
eventually reach I ns if the ionospheric contribution can be reduced to below this level.
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QUESTIONS AND ANSWERS

David Allan, NIST: Would it not have been better to measure the fPiquency stability using Mod
cr,,()? Since you have white PM, you can see the frequency more quickly and actually optimally.

Mr. Petit: We generally use o,(7).

Mr. Allan: But Mod cr,(7) gives a better measure of what the clock is doing with white PM.

Dr. Gernot Winkler, USNO: In other words, you are not interested in frequency, but in time
interval? Would you like to comment on the possibility of keeping the data at the stations, as with
time, it is possible that by using all of the data, to improve your position with respect to the GPS
reference system.

Mr. Petit: Yes, of course, that is a way of improving the station coordinates. That has actually
been used, but clearly it is not the best way to get good coordinates. I would prefer to get very
close to a VLBI or satellite laser ranging station and use precise surveying to obtain the station
coordinates. That should give centimeter accuracy and will be done in the very near future.

Dr. Winkler: I agree, but my comment was addressed to the general time user, who cannot
easily connect to a such a primary reference point as defined by laser or . BI. He may well be
better served by keeping all the records.

Mr. Petit: That is what we have done. Last June we introduced for all station clocks, a list of
coordinates to be used that were derived from the time data themselves. This was because before
this time, the station coordinates were uncertain by several meters. This was clearly visible in the
time data. We now think that all the time stations are accurate to a level below one meter.

Dr. Martin Levine, SAO: Can you tell me the mean:ng, on the slide, of "raw data"? Is
that the data as output by the receiver? Does it include the built in broadcast ionospheric and
tropospheric corrections?

Mr. Petit: Yes, that is the data as it comes. It is the regular output of the receiver, with the
built in broadcast corrections, but has not been processed to include our corrections.
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Abstract

The University of Leeds built a GPSIGLONASS receiver about five years ago and since then has
provided continuous information about GLONASS time and its comparison with GPS tin,-. For the last
two years VNIIFTRI and some other Soviet time laboratories have used Soviet-built GLONASS navigation
receivers for time comparisons. Since June 1991, VNIIFTRI has been operating a GPS time receiver on
loan from the BIPM. This offeredfor the first time, an opportunity for direct comparison of time transfers
using GPS and GLONASS. This experiment shows that even with relatively imprecise data recording and
processing, in terms of time metrology, GLONASS can provide continental time transfer at a level of
several tens oj nanoseconds.

INTRODUCTION

[w global )ace navigatirn systems, the :\merican ( PS and the Soviet GLONASS. are at the
a bo n! satin, stag ini the (IevOlopment of their space segments, but they are unequally used fcr
intornational timo comparisons. (IPS. with a large rango of time-specialized receivers, has for
Inan v Year. bon exploited world wi(e for accnrate time transfer [1]. while GLONASS is still used
()n an oxporimental basis by only a few laboratories [2]. Althbough at present GPS time transfer
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fully satisfies the needs of time metrology, it is the sole method which is operationally effective and

the lack of redundancy is felt. There is also a growing concern about GPS degradation by Selective
Availability. In this context GLONASS is of increasing interest as an excellent additional source.

For about five years the University of Leeds (Leeds, UK) has operated a GPS/GLONASS timing
receiver built in-house, and provided continuous information about GLONASS time and its com-
parison with GPS time. For the last two years VNIIFTRI (Mendeleevo, Moscow Region, USSR)

and some other Soviet time laboratories have used Soviet-built GLONASS navigation receivers for
time comparisons. Since June 1991, VNIIFTRI has been operating a commercial GPS time re-

ceiver on loan from the BIPM. This offers, for the first time, an opportunity for direct comparison
of time transfers by GPS and GLONASS between laboratories of West Europe and USSR. Values
of UTC(LDS)-UTC(SU) and UTC(OP)-UTC(SU), as provided by GPS and by GLONASS, are
reported together with estimates of the errors involved.

This experiment covers the period from July 4 to September 8, 1991. The GPS Block II satel-
lites have been deleted from GPS common-view treatment when they were affected by Selective
Availability (beginning of July [3]).

GLONASS AND GPS OBSERVATIONS
AT THE UNIVERSITY OF LEEDS

The time laboratory of the University of Leeds is equipped with the three following time receivers:

- TRIMBLE 5000A

This receiver is programmed with the BIPM international common view schedule

and refers to UTC(LDS).

- TRIMBLE 4000A

This receiver generates a 1 PPS synchronised on UTC(USNO) as broadcast by GPS
satellites with an uncertainty of lOOns [1]. This signal is the external reference of
the Leeds University GPS/GLONASS receiver.

- Leeds University GPS/GLONASS receiver

This receiver performs the m',asurements of UTC(USNO)-GPS time and
UTC(USNO)-GLONASS time.

The three receivers are connected to thc one omni-directional antenna and use the same set of

coordinates expressed in the WGS 84 reference frame with an uncertainty of 3 m.

In the past GLONASS observations by GPS/GLONASS Leeds University receiver provided a series
of navigational solutions expressed in the Soviet reference frame (SGS 85) used by GLONASS
satellites. These results agreed with WGS 84 coordinates within 5 meters.

The delays of the receivers are known anproximately within 20ns. The schema of the whole instal-
lation is illustrated in Figure 1.
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The GPS/GLONASS receiver performs the measurements almost continuously, observing all avail-
able GLONASS satellites and a selection of GPS satellites (all Block I and 2 Block II satellites).
For a given satellite, the receiver starts measurements of UTC(USNO)- satellite time and does this
once a second for 180s. This lata is stored, filtered to remove outliers and averaged. The typical
standard deviation for 180s averages is 50ns. During one day the receiver performs roughly 340
tracks of 180s, 75% of them corresponding to GLONASS satellites. Daily averages of tracks have a
standard deviation around 50ns for both GPS and GLONASS data. These results are not co-rected
for ionospheric or tropospheric delays.

The GPS observations produced by the GPS TRIMBLE 5000A receiver are used in this study
for common-view time transfer with VNIIFTRI. Previous analysis of common-view time transfer
between the University of Leeds and the Paris Observatory showed that the TRIMBLE 5000A
data is affected by a noise which limits the uncertainty of such a time transfer to 10- 15ns. This
noise is partly due to uncertainty in the coordinates. Several attempts have been made to improve
the Leeds antenna coordinates by the BIPM method [4]. All of them produced the coordinates
with uncertainties of several meters which indicates other than geometrical error sources. The
TRIMBLE 5000A receiver was programmed during this experiment with the 37 13-minute tracks
of the BIPM international tracking schedule no 17 including all Block I and Block II satellites.
About 25 tracks were available each day for this experiment.

GLONASS AND GPS OBSERVATIONS AT THE VNIIFTRI

The USSR State Time & Frequency Service (VNIIFTRI) is located in Mendeleevo, near Moscow.
This organization is responsible for the maintenance of the Soviet national time reference UTC(SU).
An ensemble of high-quality atomic clocks, mostly hydrogen masers, is operated.

GLONASS time observations at VNIIFTRI have been carried out, since 1989, using a Soviet-built
commercially available receiver A-724 designed for aircraft navigation. The receiver is supplied
with 1 PPS and 5 MHz provided by the VNIIFTRI master clock. The readings of the master clock
are corrected "a posteriori", to transform them into UTC(SU). The receiver uses a fixed model
of the ionospheric delay and does not correct observations for tropospheric delay. The antenna
coordinates are expressed in the Soviet Geodetic System 85 (SGS 85) with estimated uncertainty
of order 5m provided by a series of navigational solutions.

There are three to five observations per day of UTC(SU)-GLONASS time. All of them are per-
formed at low elevations in the direction of East. With the limited model of ionosphere and the
lack of tropospheric correction this particular configuration of observations can produce a bias.

As an estimated uncertainty for the daily averages of UTC(SU)-GLONASS time, we adopted the
value of 50ns as already deduced for the observations at the University of Leeds.

Since June 1991 VNIIFTRI has operated a commercial GPS time receiver on loan from the BIPM
referred to SU master clock. The delay of the GPS receiver was determined by the comparison
with the Paris "on line" GPS receiver [5]. The coordinates of its antenna were determined by the
BIPM method [4] and expressed in the ITRF reference frame [6] with an uncertainty of Im. The
receiver is programmed with 37 daily tracks according to the BIPM tracking schedule no 17. About
35 tracks were available each day for this study. The GPS installation at the VNIIFTRI allows the
comparison of the UTC(SU) in common view mode to the West European time laboratories with
an accuracy of a few ns.
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GLONASS TIME TRANSFER BETWEEN
MENDELEEVO AND WESTERN EUROPE

To realize time transfer between Leeds and Mendeleevo via GLONASS we use the measurements of
UTC(SU)-GLONASS time, UTC(LDS)-GPS time, and GLONASS time-GPS time. Combination
of these three values gives UTC(SU)-UTC(LDS).

VNIIFTRI provides the daily values of UTC(SU)-GLONASS time with uncertainty of 50ns and
Leeds provides the measurements of UTC(LDS)-GPS time realized by the TRIMBLE 5000A re-
ceiver. The 25 or so available daily measurements of UTC(LDS)-GPS time are smoothed at the
BIPM to provide daily values at Oh UTC with an uncertainty of 15ns.

To obtain the values of GLONASS time-GPS time we use the daily averages of UTC(USNO)-
GLONASS time and UTC(USNO)-GPS time provided by Leeds with uncertainties of 50ns. We
believe that these two measurements are affected partly by the same systematic biases (uncertainty
of the UTC(IJSNO) as locally reconstituted, ionospheric delay, coordinates,...). For this reason
when we remove UTC(USNO) by differencing the above measurements to obtain the daily values
of GLONASS time-GPS time, we adopt the uncertainty of 50ns for this difference.

For the final values of UTC(LDS)-UTC(SU) obtained from this process we adopt an uncertainty
of 70ns, which is derived from the quadratic combination of the involved uncertainties.

We have also realized the comparison of UTC(SU) with the Paris Observatory time scale UTC(OP)
using both systems GLONASS and GPS. Paris Observatory operates a commercial GPS time
receiver connected to UTC(OP). The comparison of UTC(SU) with UTC(OP) via GLONASS was
realized in a similar way to that described above, the values UTC(LDS)-GPS time replaced by
UTC(OP)-GPS time. The 35 or so available daily measurements of UTC(OP)-GPS time are
smoothed at the BIPM to provide daily values at Oh UTC with an uncertainty of 7ns. The final
values of UTC(OP)-UTC(SU) via GLONASS are provided with an estimated uncertainty of 70ns.

GPS COMMON-VIEW TIME TRANSFER
BETWEEN MENDELEEVO AND WESTERN EUROPE

The common-view time transfer between Mendeleevo and Leeds was realised with about 25 tracks
available, and between Mendeleevo and Paris with about 35 daily tracks available. In both cases a
Von(lrak smoothing [7], which acts as a low-pass filter with a cut-off period of about 3 days, was
performed on the common-view values. For this experiment, the smoothed values are interpolated
for Oh UTC of each day. The precision of both time links is estimated from the residuals of the
smoothed values. Over the period of this study, the residuals ranged from 12 to l5ns for the
UT'c(LDS)-UTC(SU) and :3 to 4 ns for the UTC(OP)-UTC(SU).

COMPARISON OF GLONASS AND GPS

Time transfer via GLONASS between Mendeleevo and two West European laboratories was realized
with an estimated uncertainty of 70ns. The GPS common-view time transfer provided a time link
between Mendeleevo and Leeds with an uncertainty of about 15ns and between Mendeleevo and
Paris with an uncertainty of about ins. Accordingly the comparison of GLONASS with GPS for
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the Leeds-Mendeleevo link has an estimated uncertainty of 80ns and for Mendeleevo-Paris, 70ns.

The daily differences between the two methods are presented in figures 2 and 3. Use of the modified
Allan variance (Figures 4 and 5) allows us to characterize the noise affecting the values of comparison
for each of the two links. For both links the data exhibit white phase noise up to an averaging time
of about 4 days. This justifies computation of mean values for periods of duration up to 4 days
and corresponding standard deviations of the mean. For a 4-day averaging period the results are
as follows:

Period MJD Mean values of Stand. Mean values of Stand.
GPS-GLONASS dev. GPS-GLONASS dev.

for for
UTC(OP)-UTC(SU) UTC(LDS)-UTC(SU)

(ns) (ns) (ns) (ns)

48440-48443 -64 2 -91 2
48444-48447 -44 5 -55 13
48448-48451 -54 2 -70 6
48452-48455 -48 2 -44 10
48456-48459 -45 5 -44 5
48460-48463 -40 2
48464-48467 -43 9
48468-48471 -43 10 -52 10
48472-48475 -42 6 -42 7
48476-48479 -48 9 -57 12
48480-48483 -44 4 -27 10
48484-48487 -44 9 -43 8
48488-49491 -12 5 -28 17
-18492-48495 -2 2 -5 2
48496-48499 12 3 18 4
48500-48503 -3 8 2 15
48504-48507 -3 4 -10 14

This table shows a fairly constant bias of about -45ns between the two techniques for the first
period of the experiment (MJD period: 48440-48487) and for the two links. A sharp change
then occurs, reducing the bias to roughly Ons. As we do not know the differential delays between
GLONASS equipments, the bias does not have meaning, and this comparison relates only to preci-
sion. The sharp change in the bias could be explained by the low elevation of the observations and
their orientation in only one direction (far East) at Mendeleevo. In the absence of good estimates
of ionospheric delay the changes in solar activity should have a significant effect on the measure-
ments. Also frequent changes in the hour of observations at Mendeleevo could introduce a bias
into neasiirenients caused by ionospheric delay. The ionospheric conditions change dramiatically
between day amd night.

One can also observe a lower noise level for the link between Paris and Mendeleevo than that
between Leeds and Mendeleevo. This (can be explained mainly by more accurate coordinates at
Paris.
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We have computed the mean values of the differences GPS-GLONASS for each of two links for
the 68 days of this experiment. As the noise is not white for this period we adopt the root mean
square of the residuals to the mean as an estimation of the confidence of the mean. The mean value
for the link Paris-Mendeleevo is -33ns with estimated confidence 24ns and for the link Leeds-
Mendeleevo respectively -38ns and 32ns. Both estimates of confidence for the period of this study
are significantly lower that for our estimation of the uncertainties of the involved measurements
(70ns and 80ns). This indicates that our estimates are too conservative. However, a longer period
of comparison is required to obtain more precist, specification of the uncertainty of this comparison.

CONCLUSION

This study shows that even with relatively imprecise data recording and processing, in terms of time
metrology, GLONASS can provide continental time transfer at a level of several tens of nanoseconds.
By introducing common-views, this performance should be significantly improved. Further possible
improvements are the, at least partial, removal of ionospheric and tropospheric delays. More precise
determination of GLONASS antenna coordinates in the SGS 85 reference frame is another task.
The development of automatic GLONASS receivers dedicated especially for time transfer would be
a most significant breakthrough,
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ACRONYMS
BIPM Bureau International des Poids et Mesures
GLONASS Global Navigation Satellite System
GPS Global Positioning System
IERS International Earth Rotation Service
ITRF IERS Terrestrial Reference Frame
LDS University of Leeds, Leeds, United Kingdom
OP Paris Observatory, Paris, France
SA Selective Availability of GPS
SGS Soviet Geodetic System
TAI International Atomic Time
USNO US Naval Observatory, Washington D.C.
UTC Coordinated Universal Time
UTC(LDS) Coordinated Universal Time realized by the

University of Leeds
UTC(OP) Coordinated Universal Time realized by the Paris

Observatory
UTC(SU) Coordinated Universal Time realized by the VNIIFTRI
VNIIFTRI Vsiesoiuznyi Naouchno Issliedovatielskii Institut

Fiziko Tieknichieskih i Radiotieknichieskih
Izmierienii (All Union Institute for Physical,
Technical & Radiotechnical Measurements).

WGS World Geodetic System
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Abstract

This paper describes the concept, architecture and preliminary details of an experiment directed
towards providing continuous Ultra High Precision (UHP) time transfer between Washington, DC;
Salisbury, SA Australia; Orroral Valley, ACT Australia; and Lower Hutt, New Zealand. It further
describes a proposed method of distributing UTC(USNO) at a high level of precision to passive
users over a broad area of the South Pacific.

The concept is based on active two-way satellite time transfer from the United States Naval
Observatory (USNO) to the proposed USNO Master Clock West (MCW) in Wahiwa, HI USA at
the 1 nanosecond level using active satellite two-way time transfer augmented by Precise Position-
ing Service (PPS) of the Global Positioning System (GPS). MCW would act as an intermediate
transfer/reference station, again linked to Salisbury at the 1 nanosecond level using active satellite
two-way time transfer augmented by PPS GPS. From this point, time would be distributed with-
in the region by two methods. The first is an existing TV line sync system using an Australian
communications satellite (AUSSAT K1) which is useful to the 20 nanosecond level. The second
approach is RF ranging and multilateration between Salisbury, Orroral Observatory, Lower Hutt
and the AUSSAT 131 and B2 to be launched in 1992. Orroral Observatory will provide precise laser
ranging to the AUSSAT B1/B2 retro reflectors which will reduce ephemeris related time transfer
errors to below 1 nanosecond. The corrected position will be transmitted by both the time transfer
modem and the existing TV line sync dissemination process. Multilateration has the advantage
of being an all weather approach and when used with the 1aser ranging technique will provide a
precise measurement of the propagation path delays. This will result in time transfer performance
levels on the order of 10 nanoseconds to passive users in both Australia and New Zealand.
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Introduction

The motivation for the proposed time transfer experiment between the USA and the South Pacific is
rooted in the Geographic Dependence and Latitude Effects Study (GDLE)[1]. The GDLE Study was
conducted over a 12 month period to: 1) investigate and verify the existence of reported anomalies,
the so-called "bowing effect", in GPS time recovery; 2) analyze the potential causes; and 3) determine
procedures to maximize overall time transfer performance in the geographic area of interest. Based on
the preliminary results of the GDLE we have concluded that the major GPS time transfer anomalies
result from uncompensated clock and ephemeris errors in the daily GPS uploads. In addition we see
evidence of a long term effect which may be seasonal in nature.

As further motivation, the Australian Government has a requirement to coordinate their national
time scale to UTC and to disseminate this time nationally and regionally to a high level of accuracy.
Their specific aim is to guarantee the general availability of UTC(AUS) at an accuracy approaching 1
nanosecond (1c) through a low cost operational service. As part of that process they are interested in
evaluating alternative methods of acquiring and distributing time. With the advent of SA/AS it has
become important to explore independent techniques which can be used to augment GPS.

The proposed experiment is therefore designed to support the participants interests by: 1) provid-
ing long term monitoring of GPS one-way time recovery using Standard Positioning Service (SPS)
and PPS receivers; 2) implementing a high precision, GPS independent, time transfer linkage be-
tween UTC(USNO) and Salisbury Australia; and 3) testing an improved regional TV line synch time

dissemination method.

It is believed that the proposed experiment would, in conjunction with the previously described GDLE,
eliminate or confirm the presence of long term variations in GPS time transfer to Australia. It would
also establish a mechanism for nanosecond level time transfer to Australia and exercise an improved
regional precise time distribution methodology.

Concept

Refering to Figure 1, the concept is based on active two-way Ku-band satellite time transfer, using the
Satellite Business Systems SBS-5, from the United States Naval Observatory (USNO) in Washington,
DC (Figure 2) to the proposed USNO Master Clock West (MCW) in Wahiwa, HI USA (Figure 3). This
technique has been used operationally at the sub-nanosecond level and is expected here to be usable
to 1 nanosecond. MCW would operate as an intermediate transfer/reference station, again linked to
Salisbury at the 1 nanosecond level using active two-way X-band satellite time transfer modems, via
the Defense Satellite Communications System (DSCS) Western Pacific Satellites, augmented by SPS
and PPS CPS.
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From Salisbury (Figure 4), time would be distributed within the region by two methods. The first is
an existing TV line sync system using an Australian communications satellite (AUSSAT KI) (Figure
5). With after-the- fact ephemeris correction, this is useful to the 20 nanosecond level. The second
approach is an improvement to be implemented with the AUSSAT B1/B2 satellites to be launched in
1992. These satellites will be fitted with retro reflectors. Laser ranging from the Orroral Observatory
and RF ranging (clock difference measurements) from Salisbury, Hobart, and Sydney along with iono-
spheric corrections will ultimately reduce ephemeris related time transfer errors to the 1 nanosecond
level. The corrected position will be transmitted by the existing TV line sync dissemination process
and the time transfer modem.

As a future enhancement, multilateration (RF ranging) from Salisbury, Orroral Valley and Lower
Hutt offers the advantage of all weather operations and when used with he laser ranging technique
will provide a higher precision measurement of the propagation path delays. This will result in time
transfer performance levels on the order of 10 nanoseconds to passive users in both Australia and New

Zealand.

Elements of the Experiment

1. ENSEMBLE

The requirements for time-keeping and frequency control at both MCW and Salisbury will be sup-
ported by a system known as ENSEMBLE. It is a multi-clock time system capable of keeping stable
time and frequency linked to UTC(USNO) based on the use of the Precise Positioning Service (PPS)
of the Global Positioning System (GPS).

ENSEMBLE (see Figure 6) will monitor, weight and combine the outputs of up to 8 clocks in a Kalman
filter algorithm known as Kalman Aiding Sources Version 2 (KAS-2), similar to the one in use at the
CPS Master Control Station (MCS)[2]. KAS-2 is used to create a paper clock within a controlling
computer that is the best estimate of the correct time. The frequencies of 2 of the contributing cesium
clocks will be steered long-term to UTC-USNO using highly filtered continuous comparisons with
CPS. The short term performance of ENSEMBLE is based on the inherent stability of the cesium
clocks. For periods of 24 hours or longer the frequency of the clock ensemble is steered to the GPS
constellation with the ENSEMBLE software. The steering correction is integrated over several days

to eliminate short term upsets.

To insure reliability there are 3 levels of backup which include: 1) system level redundancy in clocks,
receivers, computers and time code generators; 2) manual override and operation of ENSEMBLE;
and 3) finally the ability to support the entire system with a single stand-alone clock. ENSEMBLE

will provide for performance monitoring and fault detection through a set of outputs which will be
remotely interfaced to the USNO.

Using PPS CPS, as it is currently operating, ENSEMBLE will provide an absolute time accuracy
of <30 nanoseconds (RMS), not-to-exceed 150 nanoseconds (Sa) with respect to UTC(USNO). The
frequency stability at one day will be less than 2x10 - 14 , at ten days less than lx10- 14 , and less than

5x10- 15 at thirty days.
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2. Satellite Two-Way Time Transfer Modem

Two way time transfer uses Very Small Aperture Terminals (VSAT) and communication satellites to
link time transfer modems at each location. A pulse is transmitted from each end every second and its
time of arrival is measured at the other end relative to the local clock (Figure 7). The measurement is
equal to the difference between the two clocks plus the delays of the path and hardware. Typical errors
in the process, when care is taken to calibrate the equipment and cables, are about a nanosecond.

MeasurementlocationA = TimeA - TimeB + DELAYBtoA

MeasurementlocationB = TimeB - TimeA + DELAYAtoB

Measurement A - MeasurementB = 2(TimeA - TimeB)

If the delays and hardware are equal the difference in clocks A and B can be found by taking half the
difference in the two measurements. In practice the two delays are not equal. They differ because of
hardware, ionospheric path delays and earth rotation. The hardware differences can be measured by
comparing systems before deployment. Path differences caused by the Sagnac effect can be calculated
with approximate knowledge of the equipment and satellite locations. The differences in the ionosphere
are under 100 picoseconds at the 12 - 14ghz operating frequency and thc 2 ghz offset between the
transmitting and receiving frequencies.

Typically the two way operation is accomplished with a master site and several slave sites (Figure 8).
The slave sites will only respond upon command of the master site. Data measurements are exchanged
between the two location over the same link that is transmitting the pulse.

The advantages of the two way technique over CPS time transfer include 1) two way does not need
accurate information on antenna or satellite locations, 2) tropospheric effects cancel; and 3) ionospheric
path delay errors are less than 100 picoseconds. These result in a more accurate time transfer.

The 100 picosecond number for ionospheric path delay is for Ku-band operation. At X-band the delay
in each path is higher due to the inverse frequency effect but the difference between transmission
and receiving frequency is less. The projected ionosphere errors at X-band are therefore about 150

picoseconds.

To perform two way time transfers between some locations it is necessary to a use an intermediate
relay point. The relay point may be equipped with zero, one or two modems. With zero modems the
two terminals are cabled together causing the total link noise to be the sum of the two parts. This

saves equipment but does not provide time transfers at the relav point. With one modern, sequential
time transfer may be done by using the local clock to flywheel between transfers. With two modems,
simultaneous transfers may be done thus eliminating any small errors in the relay clock.
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3. Orroral Observatory/AUSSAT Time Dissemination

The Australian national system of precise time comparisons embodied in UTC(AUS) is accomplished
by measurement of TV signals from AUSSAT supported by orbit information supplied by AUSSAT
Belrose and by time measurements from the CPS which provide the relationship of UTC(AUS) to
International Atomic Time (IAT) and UTC(BIPM). Precision and accuracy are currently estimated
to be on the order of 50 nanoseconds. Precision improves to about 10 nanoseconds when AUSSAT's
orbit is improved using CPS results (Figures 5 and 9). The Orroral Laser Ranging System is being

upgraded for ranging to retroreflectors on the AUSSAT B spacecraft with 5 cni precision and accuracy
for much better orbits. Locally generated CPS orbits, precise base station location and ionospheric
calibration, already planned for a national 'zero-order' geodetic network tied to VLBI and laser ranging
sites, will add strength and reliability to the TV method.

ABC TV signals transmitted from AUSSAT K1 provide times of arrival (TOA) of arbitrary but well
defined sync pulses. These are measured with respect to local clocks at participating stations as shown
in Figure 5. The measurement equipment typically includes a 1.5 meter dish, LNA, B-MAC decoder
and sync pulse selector, and an ordinary TV set as shown in Figure 9.

If to is the time of transmission, xi the measured time of reception, Ti the clock error, di the receiver
delay, e, the unmodelled random and systematicr error such as ionospheric and relativistic effects, and
pi the propagation delay from satellite to station i, then:

2' = to + Ts + d. + Pi + ei

whence:

=i - =j = (T, - Tj) + (d, - dj) + (pi - p) + (ei - ej)

The relative clock error T - Tj is readily determined when the relative propagation delay Pi - Pj has
been calculated from supplied orbital and receiver location data, provided the relative receiver delay
dI - d, has been calibrated. Results for the clock differences between the .iydrogen masers at Moun'
Pleasant Observatory in Hobart and the National Measurements Laboratory (NML) in Sydney show
a precision of 70 nanoseconds, which includes error contributions from the clocks, the neasurements,
the ionosphere and the orbit.

Alternatively, when the relative clock error is already known from independent GPS time comparisons
at several 'Master' stations, the relative propagation delays pi - Pj can be calculated and used as
pseudo-range differences to improve the spacecraft's orbit which is then applied to the corrections for
'Remote' stations. For this purpose, measurements are taken hourly. The results, when GPS time
results from 'Master' stations at NML, Orroral, Telecom Research Laboratories in Melbourne and
Yarragadee SLR have been added to solve for semi-major axis, eccentricity, inclination and relative
receiver delays (station biases) show a precision of 13 nanoseconds for a 2-day fit after editing some
outliers.

AUSSAT orbital positions measured by radar tracking from the Earth Station at Belrose are accurate
to 30 nietres. The improvement brought about by combining CPS time measurements with the TV
measurernents is geometrically weak for perigee, node and anomaly solutions, and under threat from

the policy of 'Selective Availability'.
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The next generation of AUSSAT's, 1 and B2, will be launched in 1992 and will each carry an
array of 14 38 mm diameter retroreflectors (James, Steel and Evans, 1990). The range error from
the upgraded Orroral laser will be less than 5 cm with a pointing error of 2-3". It would be highly
desirable to upgrade the Yarragadee SLR station as well, to add strength to the solution for in-orbit
longitude.

The geodetic positions of the AUSSAT and CPS antennas need to be known to better than 30 cen-
timeters to achieve the 1 nanosecond time transfer goal. All participating locations must be located
to that accuracy on a common geodetic datum.

Australian fiducial stations located at Orroral, Yarragadee, Tidbinbilla, Alice Springs, Gnangara,
and Towns-ville will become the basis for the "zero-order" national network. This network will be
integrated with the timing network and will provide the capability for producing accurate coordinates
for time transfer, ionospheric corrections for CPS, and a regional CPS orbit determination service.

4. Salisbury/DMA Installation

The installation at Salisbury will be as shown in Figure 4. The time/frequency reference will consist of
a truncated version of ENSEMBLE with a single computer, one measurement system, one CPS PPS
time recovery receiver, and a minimum of 3 cesium beam frequency standards, at least one of which
will be steerable. The ENSEMBLE computer will be directly interfaced to the NRL satellite time
transfer modem which will provide regular time transfers from MCW via the DSCS. This is expected
to maintain the local ENSEMBLE estimate of UTC(USNO) to within 2 nanoseconds (RMS). The
calibrated ENSEMBLE UHP 1 PPS and 5 Mhz outputs will be buffered and supplied to the AUSSAT
TV time dissemination system.

The existing DMA monitor station at Salisbury consists of 2 T14100A receivers, an HP5061 cesium
frequency standard, an HP5065A rubidium frequency standard, a LORAN C receiver, a computer and
a phone modem. It is expected that the DMA system will be upgraded in 1992.

Data Collection and Analysis

The participants have planned to put the elements of the experiment in place over the next 9-12
months. Operation of MCW will begin in the September 1992 time frame with the remaining segments
coming on line as equipment and resources become available. It is hoped that data collection can be
maintained over a minimum period of 12 months.
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Data collection will be designed to build the following data sets:

" Salisbury

- UTC(USNO) versus local clock

* via two-way satellite time transfer modem
* via GPS one-way broadcast

• real-ti ie using local ENSEMBLE PPS system
. real-time using local DMA SPS system
* post-time using both of the above with post-fit DMA CPS ephemerides

- UTC (AUS) versus local clock

* via AUSSAT K1

* via AUSSAT B1/B2 with ephemeris corrections (when available)

" Hawaii

- UTC(USNO) versus MCW

* via two-way satellite time transfer modem
* via CPS one-way broadcast

* real-time using local ENSEMBLE SPS system
* real-time using local ENSEMBLE PPS system
* post-time using local ENSEMBLE PPS system and DMA post-fit CPS ephemerides

" via common view with USNO (PPS and SPS)

Preliminary plans for data analysis include:

" Difference and compare Salisbury and MCW data sets

- UTC(USNO)iaPpS/GPS - UTC(USNO)viaTwoway

- UTC(USNO)isps/GPS - UTC(USNO)viaTauay

- UTC(USNO),,PPS/GPS - UTC(USNO)vwSPS/GPS

- UTC(USNO)viaAUSSATK1 - UTC(USNO)viapps1 GPS

- UTC(USNO)viAUSSATK1 - UTC(USNO)viasps/GPs

" Compare two-way time transfer configurations

- pass-through method in Hawaii

- direct retransmission in Hawaii

- sequential transmissions in Hawaii

" Compare time transfer modem ranging performance to existing ranging systems.
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Two Way Time Transfer
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QUESTIONS AND ANSWERS

Dr. Claudine Thomas, BIPM: The BIPM is very interested in this experiment because of
the difficulty of obtaining a good time transfer link between Australia, New Zealand and America.

Dr. Robert Vessot SAO: Will the modem that you have at NRL, the two-way time transfer
modem, operate two-way with more than one station at the same time?

Mr. Gifford: No, not at the same time. It can communicate to a number of stations, but only
does time transfer to one at a time.

G. Petit, BIPM: How do you get the precise ephemeris? You need at least three stations to
obtain the data. Are there only two stations as shown on your slide?

Mr. Gifford: I only showed two on the slide, but NASA has about five stations in the grid.
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GEOSTATIONARY SATELLITE POSITION DETERMINATION FOR
COMMON-VIEW TWO-WAY TIME TRANSFER MEASUREMENTS

Zhuang Qixiang and R.J. Douglas
INMS, National Research Council

Ottawa, Canada KA 0R6

Abstract

In common-view two-way time transfer, each earth station receives an unwanted return signal from its own
transmission as well as the desired signal from the other earth station. NRC, NIST and USNO have been
cooperating in a three-comer common-view two-way time transfer experiment. Some systematic effects are
known to depend on the position of the satellite (Sagnac effect and the cross-correlation pulling of the
pseudo-random codes).

A method is presented for deiving accurate satellite ranges from each of three stations doing common-view
two-way satellite time transfer measurements, when one (and only one) station also takes ranging measure-
ments on its "unwanted return signal"for a brief period. The method is applied to determine the variations
in position of the satellite used over the course of the NRC/NIST/USNO SBS-3 experment4 with ranging data
taken at NRC, where no additional hardware was required to automate the process.

The fit and extrapolation which are employed in this method have an estimated precision of 2 m. If the delays
of SBS-3 satellite Ku band transponder and earth station equipment were measured accurately as well as the
tropospheric refractions were well modeled and corrected, we would expect a ranging accuracy of 2.5 m and
satellite positioning accuracy would be 200 m (latitude) 50 m (longitude) and 20 m (height above ellipsoid).

INTRODUCTION

Two-way satellite time transfers are routinely performed between NIST and USNO, NIST and NRC,
and between NRC and USNO. The first year of measurements, described here, used the SBS-3 Ku
band geosynchronous satellite at 950 W. As shown in Figure 1, these three earth stations are within
the -4 dB contour of the continental beam from this satellite. The earth stations are spaced on
sufficiently long baselines to allow accurate satellite position determinations from ranging measure-
ments that loop through the satellite. We have used a positioning method that adds only a little
overhead to the minimal two-way time transfer when operated from one minimally equipped time-
transfer earth station in a two-way time transfer network.

The set-up and all measurements are arranged to fit in a 30 minute period each Monday, Wednesday and
Friday morning. As illustrated in Figure 2, three time transfer measurement groups are scheduled:
NIST(1)IUSNO(O), NRC(3)/NIST(4) and USNO(O)/NRC(1), each lasting 300 seconds and typically
starting at 10:30, 10:37 and 10:47 respectively. A ranging measurement at NRC, NRC(4) which lasts 100
seconds, is inserted between NRC(3)/NIST(4) and USNO(O)/NRC(1). For each institute, the number in
brackets indicates the receiving code of the Mitrex 2500 modem's pseudorandom noise (PRN) sequence.
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A method is described below for deriving accurate range data (of the satellite from the three stations)
from two groups of time transfer measurements NRC(3)/NIST(4) and USNO(O)/NRC(1) as well as
one station ranging NRC(4). The synchronism which is required for three-station simultaneous ranging
is created by means of polynomial fits and extrapolation of the time transfer data NRC(3), NIST(4),
NRC(1) and USNO(O). This is a "pseudo synchronism" method which exploits the slow rate change of
timing (a few ns/s was typical for SBS-3) and the high precision of the timing (residuals of less than 1 ns
for I s measurements). After extrapolation, five sets of simultaneous fits (and measurements) NRC(4),
NRC'(3), NIST'(4), NRC'(1) and USNO'(0) are available. The important differences of the equipment
configuration at NRC, NIST and USNO are shown in Figure 3: note differences of earth station and
time interval counter (TIC) connections.

RANGE EQUATIONS
The range equations are straightforward to write down, starting with the ranging readings at NRC

(NRC(4)) which can be expressed

NRC(4) = TU(NRC) + TD(NRC) + 2R(NRC) + STR (la)
where TU and TD are the equipment time delays of the uplink path and downlink path at earth station,
R is the range between earth station and satellite, and STR is the satellite transponder time delay.
Rearranging equation (la) gives

R(NRC) = [ NRC(4) - TU(NRC) - TD(NRC) - STR 1/2. (1b)

The time transfer readings at NRC and NIST can be written respectively

NRC'(3) = PPSx(NIST)- dTx(NST) + TU(NIST) + WE + TD(NRC) - PPSx(NRC) (2)

NIST" (4) = PPSx(NRC) - dTx(NRC) + TU(NRC) + EW + TD(NIsT) - PPSx(NIST) (3)
where PPSx is the external lpps from the master clock driving the modem; dTx is the modem delay
between PPSx and Tx; EWand WE are the signal path up to, through and down from the satellite going
from east to west and west to east; it is easy to see that

WE + EW = 2R(NRC) + 2R(NIST) + 2STR (4)
Using a pair of microwave relays and a 2.3 GHz translator, the "station loop delay" at NRC, SL, has been
measured routinely. SL and total station equipment delay (TU + TD) are different. From Figure 3, we have

SL=TrU+TD-2DH+TRL (5)
where DH is the antenna time delay which includes the delay of the antenna feed and connecting
waveguide and cables; TRL is the 2.3 GHz translator delay plus connecting cable delay.
A measurement of the NIST station equipment delay has been done[D.Howe, 1987]. The NIST
experiment used a satellite transponder simulator, as illustrated in Figure 4 (1). The SL(NIsT) as well
as the sum of the simulated STR and TUNIST) +TDNIST) were obtained,

STR + TU(NIST) + TD(NisT) = 1436 ns

SL(NiST) = 1359 ns (6)
The experiment at NRC used a compact mixer unit, as illustrated in Figure 4 (2). SL(NRc), the sum of
TU(NRC) and TD(NRC) as well as the difference of TRL(NRC) and 2DHNRC) were measured,

TU(NRC) + TD(NRC) = 3373.5 ns
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TRL(NRC) - 2DH(NRC) = 6.6 ns

SL(NRC) = 3380.1 ns (7)
Collecting the above equations, the three range equations become

R (NRC) = [ NRC(4) - TU(NRC) - TD(NRC) - 83.6 ns ] / 2

= [ NRC(4) - TRL(NIST) + 2DH(NIST) - 3450.5 ns ] / 2 (8)

R (NIST) = [NIST' (4) + NRC' (3) - NRC(4) + dTx(NRC) + dTx(NIST) -1435.5 s 1/2 (9)

R(USNO) = [NRC'(1) + USNO'(O)-NRC(4) + dTx'(NRC) + TU(NIST) + TD(NISD-TU(USNo)-TD(USNO)
-1435.5 ns ] / 2

= [NRC'(1) + USNO'(O)-NRC(4) + dTx'(NRc)-SL(UsNo) + TRL(USNo)-TRL(NIST)

+ 2DH(NIST)-2DH(USNo) - 77 s 1/ 2 (10)

Thus the problem reduces to knowing the sum delay of TUand TD at NIST and USNO, these delays could
be measured by transporting a compact calibration unit to the NIST and USNO earth station sites.

ALGORITHM OF SATELLITE POSITION DETERMINATION

In general, it is necessary to measure at least four ranges of four observing stations for determining
the position and time of a space target. The independent range variable L is the function of target
coordinates X., Y, Z., observing station coordinates Xi, Y, ZI and measuring time t

Li= Y(Xs, Ys,ZsX,Y',Zi, ti) (i= 1,4) (11)

If the clocks of the observing stations have been synchronized precisely and the ranging measurements
are conducted at a common time t, then only three observing stations are required for the determina-
tion of target coordinates. The weighted observing equation and the weighted least-squares solution

GTWGX=GTW(O-C) (12)

X=(GTWG)-G TW(O-C) (13)

where, X is target position improvement matrix; G is the measurement matrix; W is the weighting
matrix; and O-C is the matrix of difference between measured and computed ranges. If G is square
matrix and detG= I G I * 0, equation (13) becomes

X=(WG)- W(O-C) (14)

In our case, the known numbers are the coordinates of three observing stations, the independent
ranges between satellite and three stations and the initial rough position of satellite. The determination
of W is based on ranging precision at each station, the weighting factor is the reciprocal of ranging
precision. Due to the different antenna size of earth stations and the introduction of polynomial
extrapolation and conversion equation in :ange determination, the ranging precisions at three stations
become unequal in our case. Based on the error estimates of ranging and time transfer measurements,
range conversion as well as extrapolation, the differential weighting matrix W has been established.
The algorithm employed in the position determination process is a standard differential correction
technique of weighted least-square that minimises the observation residuals, i.e. the difference
between the measured ranges and calculated ranges. The satellite initial position is iteratively replaced
by the corrected satellite position, the iterative process continues until the position converges to within
a delta value of error. The covariance matrix

P=(GTWG)- W (15)
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is used to determine the goodness of each solution fit to the data and is used to calculate the Position
Dilution Of Precision (PDOP). PDOP is the coherent factor between the position accuracy of satellite
and the geometric distribution between satellite and observing stations.

PDOP=/ Pll+P22+P33 (16)

Where, Pul, P22 and P33 are the diagonal terms of P matrix. The individual DOPs (XI)OP, YDOP, ZDOP)
or (soDOP, ADOP, HDOP) could be derived from P, , P22 and P33 in the different coordinate systems.

UNCERTAINTY DISCUSSION

The absolute accuracy of satellite position determination is dependent upon knowledge of ranging
accuracy, Position Dilution of Precision as well as station position accuracy. Over the course of SBS-3
experiment, the single shot (1 s) precision of ranging measurement at NRC has been about ± 1.2 ns
under normal circumstances. The "ranging" precisions of NIST and USNO through conversion (but
excluding extrapolation errors - discussed below) can be estimated about ±1.6 ns and ±2.2 ns
respectively (again for 1 s measurements). It must be emphasized that the absolute accuracy of ranging
measurements are subject to many systematic errors. The uncertainties relative to position determina-
tion accuracy are discussed and estimated below for our first satellite positioning results. In many cases
significant improvements in accuracy could be made with rather modest efforts.

1. Polynomial extrapolation. Figure 5 shows the measurement schedule used at NRC for evaluating
the accuracy of the extrapolation. The extrapolation uncertainties have been evaluated at NRC by
conducting additional timing and ranging measurements: by "eavesdropping" on the NISTIUSNO time
transfer and measuring (receive only) timingNRC(1) andNRC(O); and by a second ranging sessionNRC(4).
The uncertainties of the extrapolations were evaluated by calculating the rms residual of the observed -
extrapolated results, as shown in Figure 5. For extrapolation times of less than 400 seconds, a second order
polynomial regression gave the best results, with rms extrapolation residuals of less than 6.8 ns.

2. Propagation delay. No cancelling of path delay exists during ranging measurement. Both the
tropospheric and ionospheric refraction effects need to be taken into account. A signal propagating
through the troposphere will be absorbed and delayed due to effects of snow, rain, clouds, fog as well
as oxygen and water vapour molecules. The refractive correction increases with atmospheric pressure
(or partial pressures of important molecules) and increases as the satellite elevation decreases. This
kind of time delay could reach to several hundred nanoseconds in the worst cases. With a suitable
model of tropospheric refraction, the time delay of tropospheric refraction could be corrected to about
1%. SBS-3 satellite elevations at NRC, NIST and USNO are about 340, 420 and 41' degrees respec-
tively. The effect of tropospheric refraction would be about 33 ns under normal circumstances. A Ku
band radio signal propagating through ionosphere will be refracted, the refractive index is mainly
proportional to the electron density integrated along the path and the inverse square of the signal
frequency. For a 12 and 14 GHz link, the signal delay of ranging due to ionospheric refraction can be
estimated as about 2 ns.

3. Satellite transponder delay. The satellite transponder delay should be available from design and
acceptance test specifications and accurate to about 1 ns. In our case, the SBS-3 transponder delay is
simulated by the experiment at NIST. The time delay uncertainty between the electrical centre of the
satellite transponder and the simulator value was estimated as 10 ns. This effect of this delay on position
will be almost the same for the three earth stations, and to first order, will simply displace the attributed
position of the electrical centre of the satellite from, say, a reference plane referred to the satellite antenna.

4. Station equipment delay. To know the time delay of earth station equipment, we can measure the
sum of up path and down path delay of all station equipments or alternatively the station loop delay,
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the difference of antenna delays and the difference of translator delays. Based on modem technique,
these equipment delays could be measured accurate to one nanosecond, but one must pay more
attention to every aspect of measurement. The station loop delay SL, the modem loop delay ML and
(SL-ML) delay have been automatically measured at NRC as a matter of routine. Figure 6 shows the
results from April, 1990 to April, 1991. (SL-ML) is the total delay of the 70 MHz IF cable, Up/Down
converter, 2.3 GHz translator, Tx/Rx relay and associated cables. Most of these units are operated in
outdoor conditions, and so suffered environmental effects. The (SL-ML) delay with a ± 1.52 ns of rms
displays more noise than the ML delay with variations of ± 0.66 ns rms. The SL and (SL-ML) delays
show obvious seasonal variation, and a sinusoidal function, y=asin(2irct+b) fits the data as shown in
Figure 6 with a peak-to-peak amplitude of 3.2 ns for the station loop, and 3.8 ns for the delay of the
station loop minus the modem loop. The seasonal variation of the station loop delay is expected to be
dominated by the temperature coefficient of the long 70 MHz IF cables, which are outdoors and buried
at a depth of less than one metre for much of the run. Figure 6 also shows a small systematic drift in
the modem loop delay measurements over the one year period. The station loop delay SL also has
been measured at NIST, and published for a 15 day period [D. Howe, 19871. Direct station loop delay
measurements for USNO were not available. In calculation of USNO range, an estimated value of
SL(USNO) has been used with an uncertainty of about 50 ns. The differences of translator delay and
the differences of antenna delay among NRC, NIST and USNO are ignored in our calculation, thus
another error of about 20 ns has been introduced.

5. PDOP. For the geometric distribution among NRC, NIST, USNO and SBS-3, the calculated PDOP
is about 80. The sensitivity coefficients of latitudinal, longitudinal and height above ellipsoid position
errors with respect to range error are 77.2, 20.0, 8.8 respectively. In most applications, this kind of
error magnification is the limitation of the resolution of position determination. It can be reduced o:
by choosing optimal geometric distribution among satellite and stations.

6. Station coordinates. Errors in station coordinates have a direct effect on satellite position. The
station coordinates need to be measured as accurately as possible in a common coordinate system. For
the NRC earth station, the WGS-84 coordinates of the principal GPS antenna at NRC were used as
the local reference. The location of the antenna of earth station was surveyed relative to the GPS
antenna, and the antenna coordinates of NRC earth station were obtained with an accuracy about 7
metres. The adopted antenna coordinates of NIST and USNO earth stations were assumed with the
same level of accuracy.

7. Code pulling. The ranging measurements at NRC were normally taken with no other time transfer
station transmitting, and so are not expected to have any systematic pulling of the delay-locked loop
of the modem's receiver. For the timing measurement runs, two PRN codes are present at the same
chip rate (2.5 MHz) and length (10,000 chips). The Mitrex PRN codes are not quite orthogonal, with
cross-correlation pulling averaging about 0.7% of the main autocorrelation slope used by the delay-
locked loop. Averaged over all relative PRN phases, we expect a code pulling of some 2 ns rms, if the
carriers are syntonized and the two signals are matched in power. Power mismatch will reduce the
code pulling for the strong signal, and increase the code pulling for the weak signal. For these runs,
the as-received carriers from the three earth stations rarely match within the 2 Hz noise bandwidth of
the modem, giving a large rejection of the upwanted signal, to the level where code pulling is not an
issue for satellite position determination.

Based on the above discussion, the current ranging accuracy is estimated as 20 m and the absolute
satellite positioning accuracy is conservatively estimated as 1.6 km. If the equipment delays were
measured accurately and tropospheric refractions were well modeled, the accuracy could be
improved to 2.5 m (range) and 200 m (position), and only then would be limited by the extrapola-
tion accuracy.
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SATELLITE POSITION RESULTS

The satellite position determinations from April 1990 to December 1990 are presented in Figure 7.
To calculate each position, a total of five data sets must be measured successfully at three stations. All
five are not always available, as evidenced by the gaps in Figure 6. Note that the satellite remains within
_±0.03* of a longitude 0.05* W of its nominal position of 958 W. In the periods of most nearly continuous

results, shown in Figure 8, the three satellite coordinates exhibit periodic trend every 28 days.

The monthly period is attributed to the perturbing influence of the moon's gravitational force on the
geostationary satellite. The moon's perturbing acceleration on a geostationary satellite has been estimated
less than about 9x10 "6, i.e., about 5.4 km for two days tracking arc. Due to our schedule of time transfer
measurements which are performed at a nearly fixed time of a day, the influence of earth's non-sphericity
perturbing force are not observed. This offers a chance to see the influence of the moon's perturbation,
and presumably station-keeping such as is seen on MJD 48237, indicated by a symbol t in Figure 8.

EFFECTS iF SATELLITE POSITION ON TIME TRANSFER

For each of the sa.-llite positions that were determined, the Sagnac correction was calculated for all
three links: NRC/SBS 3/NIST, NRC/SBS-3/USNO and NIST/SBS-3/USNO. The Sagnac corrections
are shown in Figure 9, and are indeed small. The variation was less than 20 ps for any one link, and was
determined with an accuracy of ±2 ps. This sim, e positioning method can evaluate and remove Sagnac
effect variations at the ps level.

The satellite position can also affect common-view two-way time transfer measurements by varying the
time delay between the two signals each earth station receives: the signal transmitted from the other time
laboratory, and the unwanted return signal from its own transmission. The unwanted return signal can pull
the timing signal by some 4 ns rms, if the carriers are syntonized. If the rf powers and the modems are
matched, the code pullings will almost cancel for the two-way time transfer. However, if there is a 3 dB
mismatch in powers (as is commonly observed in our experience) a code pulling of about 1 ns rms can be
expected if the carriers are syntonized (for these experiments, they rarely are syntonized within the 2 Hz
noife bandwidth of the delay locked loop). The relative delay between the two signals depends mostly on
the day-to-day variation in satellite position, the othc, delays are either constant (xuipment delays), slowly
varying (the UTC time scale differences) or are settable. During a 300 second timing run, the relative delay
mayvary by several 400 ns chips is the satellite changes position, but all in a deterministic way. If the two-way
time transfer runs are supplemented with a ranging measurement, the effects of code pulling might be
evaluated within the limits of our extrapolation accuracy estimate of about 7 ns rms (2% of one chip). The
upper bound of the effects of code pulling may be seen in Figures 10 through 13.

In Figure 10, the first difference of the autocorrelation function of Mitrex code 0 (a [215-11 maximal
length PRN code, truncated at 10,000 chips) is shown. The early/late discriminator locks the delay
locked loop at the zero crossing of the large negative slope at the origin, of 1 )0% in 400 ns. The details
of the autocorrelation function away from the origin are only important in the event of significant
multipath signals. In Figures 11 through 13, the first differenrc of .he cross-correlations of the pairs of
different Mitrex codes are presen d for the ranges of relative delays ebserved in our experiments with
SBS-3. The values on these graphs represent an effective zero-shift for the delay-locked loop, in the
case where the unwanted carrier is within the modem% 2 Hz noise baw,'lwidth of the locked carrier.
For any particular delay time shown in one of the Figures 11 through 13, thL -ssociated code pulling
may be read from the graph as a percentage of one chip (400 ns). Also shown to- e--h cross-correlation
is a histogram of observed range differences determined in this work. This '1uit on tie size of :he code
pulling effect can be seen to have becai better, by chance, for the N!RCNIST link Figure 11) ti an for
the USNO/NIST link (Figure 13).
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With the Mitrex modems, one interesting possibility is for one station in each transfer to choose its
transmit time origin so as to use a part of the cross-correlation that has zero code pulling effect. Of
the 28 code pairs that might be used, all but 5 have at least one 400 ns wide range of time delay which
has zero code pulling (corresponding to the cross-correlation function having 3 successive values the
same). For the Mitrex codes, these flat spots are as follows: code [0,1]: none; [0,2]: 2.396 ms; [0,3]:
3.1876 ms; [0,4]: 0.394, 2.7636 and 3.6984 ms; [0,5]: 0.0472 ms; [0,6]: 0.0536 ms; [0,7]: 0.898 & 0.8984,
2.3388 ms; [1,2]: 0.3184, 0.4932, 1.2652 & 1.2656 ms; [1,3]: 0.650 ms; [1,4]: 0.158, 0.8448 is; [1,5]:
1.304, 2.6956 ms; [1,6]: none; [1,7]: 3.3936 ms; [2,3]: none; [2,4]: 1.3056, 2.214 ms; [2,51: 1.5908,
3.6324 ms; [2,6]: 1.9692 ms; [2,7]: none; [3,4]: 0.7332, 3.700 ms; [3,5]: 1.794 ms; [3,6]: 1.0472, 1.1728,
2.6804, 3.9388 ms; [3,7]: 1.144, 3.0832 ms; [4,5]: 0.4708 ms; [4,6]: 1.4304 ms; [4,7]: 0.5784 ms; [5,6]:
0.0972, 2.8724 ms; [5,7]: none; and [6,7]: 0.8576 ms. The crosscorrelation flat spots for [ij] occur for
code i leading or lagging code j by the specified amounts, and the code pulling will then be zero at both
earth stations. The times specified with an ampersand (and differing by 400 ns) are flat spots having
4 successive cross correlation values the same, and would be the easiest zero code pulling to use with
just a programmable delay generator. The different dopplers would still normally permit 100 s of
measurement free from code pulling, but the delay generator would have to be set with 2-station
relative position information determined just before the time transfer session (just a few seconds
worth of initial measurements, on each of the two codes, taken at only one earth station, would suffice
to set the delay generator). As may be seen from the histograms in Figures 11 through 13, the
day-to-day position variations do not allow us any confidence to hit even an 800 ns wide window for
zero code pulling.

Geostationary satellite position determination by these methods also can make signals from the
satellite into useable one-way timing references, with accuracy potential at the 10 ns level, limited
principally by the need for position determination at the receiver.
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USNO is W of NRC in longitude, it appears E of
NRC when viewed from SBS-3.
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Figure 10. The first difference of the auto- Figure 11. The first difference of the cross
correlation of the Mitrex modem PRN code correlation of the Mitrex PRN code 3 with
0. The vertical scale is normalized to a scale code 4, plotted vs relative delay around the
of 100% in 400 ns. NISTINRC values. Also shown is a histo-
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Figure 12. The first difference of the cross Figure 13. The first difference of the cross
correlation of the Mitrex PRN code 0 with correlation of the Mitrex PRN code 0 with
code 1, plotted vs relative delay around the code 1, plotted vs relative delay around the
USNO/NRC values. Also shown is a histo- USNOINISTvalues. Also shown is a histo-
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Millisecond Pulsar Observation System at CRL
Y. Hanado, H. Kiuchi, S. Hama, A. Kaneko and M. Imae

Communications Research Laboratory
Ministry of Posts and Telecommunications

893-1 Hirai Kashima Ibaraki, 314 Japan

Abstract

Millisecond pulsars attract attentions as a future reference clock in place of present atomic clocks,
by reason of their highly stable pulse timing. CRL (Communications Research Laboratory) has
been developing an observation system to measure the pulse timing of millisecond pulsar precisely,
and recently has completed its basic part. By using it, we observed PSR1937+21 at 1.5GHz band
and got a pulse timing with a precision of 16psec/r by 5 days observation.

Introduction

CRL has a responsibility for keeping and supplying the time and frequency standard of Japan, and has
been developing atomic clocks such as hydrogen maser and cesium clocks. We search for new methods
to get more stable reference time scale, and started a project for establishing a reference clock system
using the pulse timing of millisecond pulsars, such as PSR1937+21.

A pulsar is an object which radiates quite periodic pulse signal, which is considered a rotating neutron
star. Generally this pulse arrival timing is stable, and especially so called millisecond pulsar has highly
stable pulse timing in long term. According to the timing data of millisecond pulsar PSR1937+21
observed at Arecibo Observatory [1], shown in Fig.l, the long term fractional frequency stability
reaches up, to 10- 13 (r = 10Sec). This is comparable to the-stability of the most stable atomic clock,
and it shows the possibility of a new clock using millisecond pulsars.

In the 21st PTTI meeting, we introduced our observation plan of millisecond pulsars [2]. Since then,
we have been developing the observation system of millisecond pulsars using the 34m antenna at
Kashima Space Research Center, and recently completed its basic part. In this paper, the feature of
our system and the results of the observation for PSR1937+21 will be described.

Observation system

An observed pulse arrival time includes the error dtb, , which depends on parameters of an antenna
and an observation system. An observation system must be designed to make this error as small as
possible. dt 86. is given by [31, [41;

(dt)3/2 .T
dt0 b6, V (at3/("T  (sec) (1)

where
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dt : half width of the observed pulse (sec),
P : pulse period (sec),
Ty, : system noise temperature (K),
(S) : mean flux density of pulse (Jy),
G : antenna gain (K/Jy),
B : observed bandwidth (Hz),
T : integration time (sec).

To decrease dtob, under the given antenna parameters such as T,,, and G, we must take the wide
observing bandwidth B and long integration time T. Our data acquisition system was designed to
meet these requirements.

Fig.2 shows the block diagram of our system. It has 16 channels in order to expand the observation
bandwidth reducing the dispersion effect. A signal suffers dispersion delay according to its frequency
from inter stellar plasma, which is expressed as follows (51;

dtDM(f) = 0.00415 X f-2 X DM (sec) (2)

where f is the frequency of the radio signal (GHz), and DM is the dispersion measure (pc/cm3 ). If

one channel's bandwidth becomes wide, the difference of dTDM(f) becomes large and the observed
pulse width becomes broad. So we at first receive a pulse signal in narrow band (270kHz for each
channel) to get a sharp pulse. Then to get a signal with wide bandwidth, each channel's signal are all
added in off-line after canceling of each dispersion delay. Final data corresponds to the data observed
by about 4Mthz bandwidth.

To average many pulses quickly, we have introduced a data processor which works as both an A/D con-
verter and a box-car averager. It averages pulses of each channel by hardware, which saves calculation
time and memory for data storage.

Sampling clocks for A/D conversion and trigger clock for averaging are obtained from a. signal gener-
ator. It gives an a priori frequency corresponding to the pulsar period received at the observation
station [6],[7]. The reference signal of this signal generator is the hydrogen maser.

Observation of PSR1937+21

By using above system, the observation of PSR1937+21 was carried out at 1.5GHz band from Oct.
31 to Nov. 4, 1991. Fig.3 shows the detected pulse figure in one period, which is after averaging
of about 1.5 million pulses (corresponds to about 40 minutes). The second peak is an interpulse.
Observed pulse width is about 70 psec , which is reasonable value compared with the estimated pulse
width 60 jlsec . This value is the maximum difference of dispersion delays for 270kHz bandwidth at
1383.67MHz (the lowest frequency band in this observation), and is calculated by Eq.2 where DM =
71 (pc/cm 3 ).

We got such averaged pulses every 1 hour, and defined their peak points. If the calculated pulsar period
was equal to the observed pulsar period, these peaks were to appear at the same point in any interval.
At first, however, the peak points seemed to drift as time went, as if they were dominated by some
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systematic effect. We considered this was an apparent change caused by incomplete compensation of
Doppler effect, and removed this drift by the least square method. Fig. 4 shows the residual of each
data from the least square fitting line. The error bar represents a typical dtob, 6.4 isec calculated
by Eq.1, where dt = 70 pisec , P = 1.557806 msec (epoch = 2445303.2940 Julian ephemeris date)
[7], Tys = 37 K, B = 270kHz, < S > = 8mJy, G = 0.42 K/Jy, and T = 2400 sec are assumed. The
standard deviation calculated from these data is 9.7 11sec .

From the residual shown in Fig.4, we calculated the Allan variance by;

12( =[R(t + r)- R(t) R(t)- R(t- r)]2)

where R(t) is a residual at time t, and the angled bracket is an average taken over all available triplets.
The log ay(r) is plotted in Fig.5. Each data is corresponds to r = 1,2,3,4,5,24, and 48 hours. The
value at r = 48 hours has a large error bar, because the number of samples was very few. Except this
one, data seems to be on a straight line with the precision of 16 pusec /r.

Conclusion

We developed an observation system for millisecond pulsars, and observed the pulse timing of PSR1937+21
with the precision of about 16psec /-r. Our main purpose is to use the pulsar timing as a most stable
dock, so our measurement precision should be better than present value by at least one order. For
this improvement, we plan to expand the observation bandwidth B further to decrease dt 5bs , and
investigate some methods. The local sweep method is one of them. By using it, one channel can track
one pulse in some frequency band by sweeping a local frequency and shifting its observable frequency
band along with the dispersion curve. It is equal to expanding the bandwidth of one channel.

Besides the use as a dock, various applications of a millisecond pulsar's pulse timing are considered.
Its high stability is expected to be a good probe of detecting the dispersion fluctuation, gravitational
wave and so on. We will study these subjects when we can take timing data with enough precision.
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Figure 2. Block diagram of pulsar observation system at CRL.

Pulsar qignal from 1.5GHz receiver is down converted at the first mixer to
IF-band(100-500MHz). Divided IF signal from IFD is converted to video band at IRM, re-
stricted in 270 kHz bandwidth, then detected. Detected signal is restricted from 150 Hz to 20
kHz at LPF, A/D converted and averaged in data processor, then saved in the host comput-
er(CPU1). Another computer (CPU2) controls clock signals for the data processor. It reads
time from CLK and calculates the pulse period received at the observation station in real time,
then sends the period to the signal generator.
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Figure 3. Pulse figure of PSR1937+21 observed at 1.5GHz.

It is acquired after averaging of 1.5 million pulses.
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Figure 4. Post-fit arrival time residuals for PSR1937+21.

Arrival times are acquired from the peak points of averaged pulses taken over one
hour. The least square fitting is carried out as canceling the drift of data. The residuals are
derived from the fitting line.
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Figure 5. Fractional frequency stability for PSR1937+21 at CRL.

Each circle is calculated from the data of 5 days observation. The broken line corre-
sponds to the precision of our system, 16 /sec/r.
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ABSTRACT

The ESA-NASA technology demonstration flight of a pair of hydrogen
masers on the EURECA III mission is planned for 1998. The ESA part
of the experiment will have a maser built by Neuchatel Observatory
and a microwave T&F transfer system derived from the existing
PRARE system. The NASA part of the experiment will have a maser
built by the Smithsonian Astrophysical Observatory and a laser T
transfer system. The technology demonstration experiment is
described with its expected outcomes and applications.

1.0 INTRODUCTION

This paper reports a proposal submitted by Neuchatel Observatory
(ON) in cooperation with the Deutsche Forschungsanstalt far Luft
und Raumfahrt (DLR) to the European Space Agency (ESA) for the
space technology demonstration of a H-maser with a microwave Time
& Frequency Transfer (T&FT) system to be flown on the EURECA III
spacecraft which will be launched in 1998.

The Smithsonian Astrophysical Observatory (SAO) have submitted a
similar proposal to the National Space Administration (NASA) for
the flight of a SAO built maser with a laser Time Transfer (TT)
system to be flown on the same mission. This project was reported
in this 23rd PTTI meeting [1].

The high level of redundancy provided by the joint ITASA-ESA
technology demonstration flight of 2 masers with both a laser TT
system and a microwave T&FT system obviously gives a high
reliability level to the experiment but, most of all, makes
possible a complete evaluation of the contribution of each maser
and each transfer system to the overall T&F stability performance.

EURECA III will be a 6 month mission after which the EURECA
spacecraft will be retrieved by the Space Shuttle. The ON maser
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will be designed for a 10 year lifetime in order to demonstrate
tie level of performance achievable in future T&F applications in
space.

The ESA project will involve Neuchatel Observatory for the ES
maser physics package and electronics design, DLR and the
Institute of Navigation of Stuttgart (INS) in Germany for the
microwave T&FT system design and industries for the space
qualification of the equipments.

Space System
----------------- 4---------------------
I I
I I

Data to I

On board direct ground
clock comparison

! I
I II I
ESA H-maser , [ NASA H-maser

clock clock

Electronics Electronics

Microwave Event timerTmit-Rcve laser refl.

Antennas

--- T --------
pwave i I Laser
link link

t/f + IItime
data i transfer

r--------------4-------4 ------------------
I I

Microwave Laser 
Tmit-Rcve Tmit-Rcve

Data Data

I I
*--------------------t---- ------------------
Ground System

Figure 1
Proposed 2 H-maser T&F Transfer Experiment
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The microwave T&FT system will be an extended version of the NAVEX
microwave link demonstrated in the 1985 Shuttle mission Di as a
powerful tool for the control of two atomic clocks onboard the
Shuttle. This method comprises a precise PRN-code time transfer
combined with a simultaneous spread-spectrum data transmission.
The extended version with higher carrier frequencies and larger
signal bandwidths will be based on existing hardware-facilities of
the PRARE ranging system developed by INS for use in ESA ERS-l
satellite.

The T&FT microwave system will be signal compatible with the
ground equipment of PRARE and, as the latter, will use both X and
S band 1-way links for real time ionospheric correction.
Compatibility with PRARE makes the network of already existing
PRARE ground stations usable for the present spaceborne masers T&F
transfer experiment at the cost of only small modifications to the
PRARE ground stations.

2.0 LOCAL & REMOTE T&F TRANSFER & MEASUREMENT CAPABILITIES

Fig.1 shows the schematic diagram of the planned NASA-ESA maser
mission on EURECA III.

2.1 LOCAL COMPARISON OF SPACEBORNE H-MASERS

The frequency difference between the ESA and NASA masers is
measured continuously during the whole mission (6 to 9 months)
using the on board direct clock comparison system. The comparison
data is stored locally and transmitted to ground on the telemetry
link when tracking stations are visible. The direct comparison
will allow the estimation of the relative frequency stability
between the 2 H-maser clocks (characterized in the time domain by
the classic and modified Allan variances) for averaging periods T
in the range from 1 second to i week with a very good statistic
confidence.

2.1 LASER REMOTE TIME TRANSFER

The laser T system [i] allows the remote measurement of the time
stability of the space masers. The time comparison is made between
a ground maser and the spaceborne maser with a sampling interval
equal to the time interval between 2 successive passes of the
EURECA spacecraft, i.e. T 5400 s. These time stability
measurements will also make possible the estimation of the long-
term frequency stability of the spaceborne masers.

The NASA spaceborne TT system is equipped with a corner laser
reflector, a laser detector and a time tagging counter. The laser
ground station measures the 2 way time propagation time of the
laser pulse using the passive corner reflector. The spaceborne
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laser detector and time tagging counter determine the time of
arrival of the laser pulse in terms of the spaceborne clock local
time.

A propagation time error of = 10 ps is estimated to be achievable
in the laser TT system [2]. The time error accumulated by the

spaceborne H-maser clock over a full orbit is also = 10 ps.
Therefore time transfers with a precision of the order of 10 ps is
possible from one laser station ground clock to another even if
the EURECA spacecraft is not in common view. State-of-the-art time
transfers between ground clocks, using already existing laser
ground stations, is indeed a highly attractive application of the
spaceborne masers experiment.

2.2 MICROWAVE REMOTE T&F TRANSFERS

The microwave T&F transfer system allows the remote measurement of
both the short-term and long-term stability of the spaceborne H-
masers. During each contact period, the short term stability is
measured continuously from the ground stations that are equipped
with both a H-maser and a modified PRARE receiver.

The typical contact period is 10 minutes. Several frequency
samples averaged over a T = 100 s averaging interval can be
acquired in a single pass. This allows a frequency transfer to the
lX0 -14 level over a single pass. Frequency averaging over the
whole 10 minutes pass yields a single T = 600 s frequency sample.
In this way the spaceborne H-maser frequency stability with
respect to a ground H-maser reference can be measured with a few
parts in 1015 uncertainty by using multi-pass statistics.

The long-term stability of the spaceborne H-maser is estimated by
means of time transfers. The time interval error accumulated by
the spaceborne H-maser clock with respect to a ground H-maser
clock is sampled at every pass over a ground station equipped with
a maser and a PRARE receiver. Note that the time interval error
accumulated by the spaceborne H-maser clock during a 600 s contact
interval is only 1 ps.

The transmission through the telemetry link of the local frequency
comparison between the 2 spaceborne H-masers together with the T&F
microwave remote comparison between the spaceborne H-masers and
the ground H-maser reference make possible a real time measurement
of the microwave T&FT system noise.

The contributions of residuals of the ionospheric propagation
model, of the geometric doppler and delay cancellation model, and
of the relativistic correction model to the microwave T&FT system
accuracy are estimated in the following sections below.

388



The schematic of the PRARE system, modified to provide two X
band channels instead of one, permitting the evaluation of 2
spaceborne hydrogen maser clocks, is shown on Fig.3 and Fig.4.

The standard PRARE T&FT system works as follows. Two one-way
signals, one in S band and one in X band, are generated from the
spaceborne maser and sent to the ground stations. The signals
carry both time information, contained into the spread spectrum
PRN code modulation, and frequency information, contained into
the carrier phase. By measuring the differential delay and the
differential doppler between the same signal propagated
simultaneously through X and S bands, the actual ionospheric
delay and doppler can be determined by the ground stations. A
coherent transponder in the ground station sends the signal back
to the spaceborne PRARE system in X band. Again both time and
frequency information are transmitted through the PRN code and
carrier. The transponded signal is received and processed by the
PRARE system aboard the space vehicle and yields the one-way
delay and the one-way doppler which are estimated to be half the
2-way delay and half the 2-way doppler respectively. The
computed 1-way doppler and delay are transmitted in real time to
the ground station via the data link.

In standard PRARE applications, the information provided by the
system is used for geodetic purposes. In our application, on the
other hand, the knowledge of the 1-way doppler and delay,
corrected for the actual ionospheric propagation effects and for
the relativistic effects discussed in next sections are used by
the ground station in order to compare to a high precision the
time and frequency of its reference clock with respect to the
space clock.

Note that the PRARE system, contrary to the doppler cancellation
system of [71, [8] or to the doppler and delay cancellation
system proposed in [91, does not try to compensate in real time
and by hardware the ionospheric and geometric delay and doppler.
Instead these effects are first measured and then corrected by
software.

3.3 PRESENT STATUS AND FORESEEN IMPROVEMENTS OF PRARE

The time transfer error achievable with the standard PRARE
ground station of the first generation ERS-l PRARE, which uses a
60 cm dish antenna, is limited by the S/N ratio to a level of 50
ps for an averaging time of 1 s. By increasing the averaging
time to > 10 s, the error can be reduced to a limiting value of
about 5 ps [10]. This level of performance is comparable or
better than that achievable with a laser TT system. On the other
hand the frequency transfer error of the ERS-1 PRARE system is
limited by the resolution of the counter on board which is 5x10-12

for an averaging time of I s. This is not acceptable in view of
the maser stability performance which is lxl0 -13 over the same
interval. However the counter resolution can be increased by 1
order of magnitude by a minor modification of the PRARE
spaceborne equipment. This modification of the counter would
yield a white noise floor of 5X10-13 for an averaging time of
T = 1s, improving as l/T with the averaging time, and the FT
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The laser 'T system is expected to track the EURECA spacecraft
with a millimeter level range accuracy. The tracking data will be
used to calibrate the non-dispersive tropospheric delay in the
microwave T&FT system to the corresponding level of time accuracy.

3.0 DETAILED DESCRIPTION OF THE SPACE AND GROUND SYSTEMS

The next sections report the detailed description of the space and
ground systems used in the ESA part of the experiment.

3.1 ESA SPACEBORNE MASER

fi .2 shows a drawing of the spaceborne H-maser to be produced by
ON. This preliminary design of the spaceborne physics package is
based on our 10 year experience with the original EFOS ground
masers (3], that are used in VLBI applications, in addition to our
on going recent experience gained in the development of the EFOS-B
ground maser for ESTEC [4]. Only the features related specifically
to the adaptation of the physics package to the space environment
are reported below.

The main design features of the ESA spaceborne maser are as
follows. The vacuum system uses a passive getter system for
pumping hydrogen. A small ion pump is also necessary in order to
pump the residual non-getterable gases present in the vacuum
enclosure. The high thermal insulation between the cavity and the
base plate that is required by the use of an aluminium microwave
cavity is naturally provided by the space vacuum environment. A
solid state hydrogen supply is used which is much more reliable
and lightweight than the conventional hydrogen bottle and pressure
regulator.

An auxiliary mode cavity oscillator is used in the Automatic
Cavity Tuning (ACT) system [5]. The output frequency of the TE013
auxiliary mode oscillator is measured using a counter. By
stabilizing the frequency of the TE013 auxiliary mode, the
frequency of the TE011 main mode is automatically stabilized due to
the fact that the frequency ratio of the 2 modes is constant. This
type of ACT does not perturb at all the maser signal because it
uses a mode of the cavity far from the TE011 mode. It has no
ambient temperature sensitivity since the oscillator amplifier is
secured to the cavity and is thermally controlled by the ACT loop
to the same level of thermal stability as the cavity itself.

The size and mass limitations imposed by the space qualification
requirements can be satisfied by a careful mechanical design. The
main trade-off issue in the mass budget is the choice of the
thickness to be used for the 5 layers of magnetic shields. The
preliminary overall characteristics of the spaceborne maser are

- 35 cm diameter and 70 cm length
- 70 kg mass including electronics
- 70 W power consumption
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Figure 1
Sketch of Spaceborne H-maser Physics Package

In addition to the drastic vibration and acceleration
specifications on the mechanical design imposed by space
qualification, the main environmental constraints that are
foreseen are thermal and magnetic.

The temperature of the instrument mounting base plate on the
EURECA platform is specified to be within a [0 C", 40 C"] range.
Therefore the temperature coefficient of the maser must be very
small in order to maintain state-of-the-art frequency stability.
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An extremely low thermal sensitivity will be achieved actively by
the use of the ACT system.

The magnetic torquers used to control the attitude of the EURECA
spacecraft produce magnetic pulses which intensity can reach up to
3 Gauss on the worst area of the instrument mounting panel. In the
most favorable area of the panel the pulse strength reaches 50
mGauss. This is to be compared to the 1 mGauss field variations
encountered by ground masers under normal operating conditions.

3.2 PRARE T&F MICROWAVE TRANSFER SYSTEM

The development of the microwave T&FT system will be managed by
DLR which already has a working experience in this field [6]. 11n,
adaptation of the existing PRARE system, which was developed by
DLR for use in the ERS-l satellite, to the requirements of the
present maser experiment is a cost-effective alternative to the
development of a completely new T&FT system not only from the
point of view of the production of the space qualified equipment
but also because exicting PRARE ground stations become usable for
the T&F monitoring of the spaceborne masers at the price of minor
modifications.

The schematic of the PRARE system, modified to provide two X band
channels instead of one, permitting the evaluation of 2 spaceborne
hydrogen maser clocks, is shown on Fig.3 and Fig.4.

The standard PRARE T&FT system works as follows. Two one-way
signals, one in S band and one in X band, are generated from the
spaceborne maser and sent to the ground stations. The signals
carry both time information, contained into the spread spectrum
PRN code modulation, and frequency information, contained into the
carrier phase. By measuring the differential delay and the
differential doppler between the same signal propagated
simultaneously through X and S bands, the actual ionospheric delay
and doppler can be determined by the ground stations. A coherent
transponder in the ground station sends the signal. back to the
spaceborne PRARE system in X band. Again both time and frequency
information are transmitted through the PRN code and carrier. The
transponded signal is received and processed by the PRARE system
aboard the space vehicle and yields the one-way delay and the one-
way doppler which are estimated to be half the 2-way delay and
half the 2-way doppler respectively. The computed 1-way doppler
and delay are transmitted in real time to the ground station via
the data link.

In standard PRARE applications, the information provided by the
system is used for geodetic purposes. In our application, on the
other hand, the knowledge of the 1-way doppler and delay,
corrected for the actual ionospheric propagation effects and for
the relativistic effects discussed in next sections are used by
the ground station in ordei to compare to a high precision the

392



time and frequency of its reference clock with respect to the
space clock.

Note that the PRARE system, contrary to the doppler cancellation
system of (7], [8] or to the doppler and delay cancellation system
proposed in [9], does not try to compensate in real time and by
hardware the ionospheric and geometric delay and doppler. Instead
these effects are first measured and then corrected by software.

3.3 PRESENT STATUS AND FORESEEN IMPROVEMENTS OF PRARE

The time transfer error achievable with the standard PRARE ground
station of the first generation ERS-l PRARE, which uses a 60 cm
dish antenna, is limited by the S/N ratio to a level of 50 ps for
an averaging time of 1 s. By increasing the averaging time to > 10
s, the error can be reduced to a limiting value of about 5 ps
[10]. This level of performance is comparable or better than that
achievable with a laser 'T system. On the other hand the frequency
transfer error of the ERS-l PRARE system is limited by the
resolution of the counter on board which is 5x10 -12 for an averaging
time of 1 s. This is not acceptable in view of the maser stability
performance which is lxl0 -13 over the same interval. However the
counter resolution can be increased by I order of magnitude by a
minor modification of the PRARE spaceborne equipment. This
modification of the counter would yield a white noise floor of
5x10-13 for an averaging time of T = IS, improving as I/T with
the averaging time, and the FT system would catch up the maser
frequency stability curve for an averaging time of 100 s.

It would be possible to further improve the FT performance of the
PRARE system but at the cost of a major redesign. The white phase
noise floor due to the S/N alone is lxl0 -14 I/T.

The temperature sensibility of the internal delay is about 30
ps/C0 and can be compensated with a 20 fold improvement factor by
the internal delay calibration system. Therefore a < 10 ps delay
stability can be achieved over a full orbital period.

In conclusion the PRARE system happens to match the requirements
of our spaceborne masers experiment at the cost of minor
modifications. The latter include the addition of a second channel
in X band since 2 masers are to be evaluated.

3.4 T&FT SYSTEM DESIGN OPTIONS

Many design options of the T&FT system are open. For reliability
reasons the H-maser clocks signals will be cross-switchable.
Therefore the clock labeled N01 in the S band 1-way link of figure
3 may may be switched to either H-maser signal in case the other
maser fails. For the same reliability reasons the use of 2
redundant transmitter chains sharing the same antenna is
considered.
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The use of 2 channels in the X band downlink allows a continuous
and simultaneous comparison between the H-maser spaceborne clocks
N*1 and N°2. This is necessary for the ground measurement of the
relative short-term stability between clock N*1 and clock N*2. The
spaceborne hardware could be simplified by the use of only one X
band downlink channel, like in the standard PRARE package, but
then the clock N01 vs clock N02 data is obtained from non-
simultaneous clock N°3 vs clock N02 and clock N03 vs clock N01
measurements.

The modification options for the accommodation of the existing
PRARE ranging grounj equipment to both internal delay calibration
and T&FT requirements are still open.

4.0 CINEMATIC AND RELATIVISTIC ASPECTS

The true 1-way delay and 1-way doppler are not half the measured
2-way delay and doppler because of the asymmetry due to the fact
that the space vehicle moves during the signal propagation. It can
be shown that the frequency offset measured on ground is given by

Af/f = 6f/f + DA(1 ) + DA ( 2 ) + D (2 ) + GS (1)

where Af/f is the normalized frequency offset between the ground
and the spaceborne maser after correction for ionospheric
propagation effects, bf/f is the true frequency offset between the
clocks, DAW1 ) is the first order doppler asymmetry term, DA(2 ) the
second order doppler asymmetry term, D (2 ) the second order doppler
and GS the gravitational frequency shift.

The different terms are given by

DA = 1 - "rIg - - 2(2)

2

(2 = 1 3
D 2 j (4)

GS =(5)
c
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The are velocity vectors normalized by the velocity ofc

light c. The ri are position vectors. 1 is the gravitation
potential. Index 1 refers to the position and velocity of the
satellite, in an inertial system of coordinates, at the time a
synchronization pulse is generated in the satellite and sent to
the ground. Index G refers to the position and velocity of the
ground station at the time the pulse arrives to the ground. Index
2 refers to the position and velocity of the satellite at the time
the pulse transponded from the ground arrives to the satellite.

In the planned experiment the gravitational shift is nearly
constant, due to the circular orbit, and equal to = 6x10 -11 . The
second order doppler shift is of the same order of magnitude and
nearly constant for the same reason. These conditions are
radically different from the conditions of the 1976 red-shift
experiment [ii] in which the gravitation shift and second order
doppler changed by order of magnitudes in the course of a
ballistic flight. In the present experiment it is the doppler
asymmetry terms that show a high dynamic change in the course of
every pass of the space vehicle over a ground station. The first
order term DAW ) will reach maximum values of the order of ix10- 0.
It will be possible to check the relativistic model of the
asymmnetry terms to the order of 1x10-15.

5.0 GROUND SEGMENT

At present the only ground station committed to the laser TT
aspect of the experiment is the NASA station of Maoi in Hawaii.
The Matera station in southern Italy and the Shanghai station in
China are showing interest to join. The scientific benefit of the
participation of several laser tracking stations is the
possibility of time transfer to a 100 ps level of accuracy between
distant ground clocks.

As for the microwave T&FT aspect, the commitment of the Mas
Palomas station is expected. The participation of ground stations
equipped with both laser tracking and PRARE systems allows the
precise calibration of the microwave tropospheric delay.

All VLBI stations use hydrogen maser clocks and those located
within the EURECA III visibility region could be equipped with
mobile PRARE ground equipment. The relevant European stations are
Matera and Noto in Italy.

Besides, all existing PRARE stations located within ±300 of
latitude, i.e. about 10 stations, could participate. The P-RE
stations are committed to geodesy work and the benefit they could
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draw from the experiment is the mm level position determination
accuracy provided by the use of a spaceborne maser reference
clock. A very precise tracking of the EURECA III orbit is required
in order to make possible the accurate position determinations of
the ground PRARE stations. This could be easily achieved if a
space qualified GPS receiver is carried aboard the EURECA III
spacecraft in addition to the laser ranging system. As a matter of
fact, part of the original goals of the ERS-1 PRARE experiment,
that failed because of a destructive latch-up in the memory
subsystem of the ERS-l PRARE space package, could be achieved by
means of the EURECA III maser experiment.
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TEST OF AN ORBITING HYDROGEN MASER
CLOCK SYSTEM USING LASER TIME TRANSFER
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Abstract

We describe a joint SAOINASA program for flight testing an atomic hydrogen maser clock system design
for long-term operation in space. The clock system will be carried by a shuttle-launched EURECA spacecraft.
Comparisons with earth clocks to measure the clock's long-term frequency stability (r > 10 4 seconds) will
be made using laser time transfer from existing NASA laser tracking stations. We describe the design of the
maser clock and its control systems, and the laser timing technique. We discuss the precision of station time
synchronization and the limitations in the comparison between the earth snd space time scales owin to gravi-
tational and relativistic effects. We will explore the implications of determining the spacecraft's location by an
on-board GPS receiver, and of using microwave techniques for time and frequency transfer. The possibility
of a joint SAO/NASA/ESA (European Space Agency) test with a second hydrogen maser and a microwave
time and frequency transfer system will be discussed in a separate paper.

INTRODUCTION

A number of future space applications will need high stability oscillators, such as hydrogen masers,
having frequency stability better than 10' 5 for time intervals between 103 and 10 seconds. Such appli-
cations include tests of relativistic gravitation[l], operation of Very Long Baselnhe Interferometers[2],
high precision space tracking, and time synchronization by orbiting clocks[3]. When high-stability
microwave signals are transmitted through the earth's atmosphere and compared with a high-stability
oscillator, as in earth-based VLBI or microwave Doppler tracking, the measurement accuracy of the
system is limited by fluctuations in atmospheric propagation, rather than by the oscillator's frequency
stability. Such a system in space, however, would be almost completely free of propagation effects.

Under spaceborne operation, measurement precision would depend primarily on the frequency stability
of the maser oscillator, and could fully exploit the high frequency stability provided by an H-maser.

A joint NASA/SAO technology experiment to demonstrate the performance of this maser in space is
now in progress. The frequency of the space maser will be compared with terrestrial clocks and time
scales by means of laser pulse techniques and time measurement. This work, which is supported by
the NASA Office of Aeronautics and Exploration Technology (OAET) "In Step" program, is currently
in Phase B, during which we are defining the experiment and developing a plan for its implementation.
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Development at SAO of an atomic hydrogen maser for space operation began in 1972 with the design
and construction of a maser for the 1976 SAO/NASA Gravitational Redshift (Gravity Probe-A, or
GP-A) test of the Einstein Equivalence Principle[41, in which a maser was launched by a Scout rocket
to an altitude of 10,000 km in a nearly vertical two-hour flight. The next generation of space masers,
designed for four years of continuous operation in space, has been under development at SAO, and a
preliminary demonstration model has been built and operated.

Figure 1 shows the expected stability of the spaceborne SAO maser, represented by the Allan deviation
a(7). As an example of the precision attainable with such an oscillator in space, one can consider

Doppler ranging measurements. The limits imposed by this level of oscillator frequency stability on
hour-to-hour determination of range-rate is 1.8x 10- cm/sec, while the limit on range distance is
0.065 cm. These values are about two orders of magnitude better than can be achieved with current
earth-based systems.

Maser frequency stability over short time intervals - less than roughly 10' seconds - is governed by
the inherent thermal noise within the maser's oscillation linewidth and by the signal power to the
receiver system. These characteristics are determined largely by the design of the maser's hydrogen
storage bulb and hydrogen beam optics, all of which are similar in the space maser to the design
of SAO's VLG-11 terrestrial H-masers. Systematic frequency variations, occurring for times beyond
about 10' seconds, result in the up-turn in the U(r) curve shown in Fig. 1, and are the focus of

interest in our investigation. The slanted lines in Fig. 1 represent the limits on frequency stability
determination resulting from uncertainties of 20 picoseconds and 50 picoseconds, respectively, in the
laser time transfer technique. With a 50 ps system, for example, we will be sensitive to maser frequency
variations on the order of 2x 10-15 for intervals of greater than roughly half a day.

In the planned SAO/NASA Space Maser experiment, the new space maser will be flown on a Euro-
pean Space Agency (ESA) EURECA spacecraft, and frequency measurements will be made by time
transfer using existing laser ranging stations. A possible joint NASA/ESA experiment is also being
considered, to test simultaneously a second H-maser on the EURECA spacecraft. This maser will be
developed by the Neuchatel Observatory, Switzerland, led by G. Busca. In addition to the laser time
transfer system, the joint experiment would use a microwave time transfer system developed by the

Deutsche Forschungsanstalt fiir Luft und Raumfahrt (DLR), Oberpfaffenhofen, Germany, led by by S.
Starker. This joint project would greatly broaden the technological goals of the experiment to include

international time transfer at the sub-nanosecond level.

THE EXPERIMENT CONCEPT

The concept for making frequency comparisons between a spaceborne clock and an earth station

originated in the early 1980s with a NASA-sponsored study of a Satellite Time and Frequency Transfer
(STIFT)[5] mission, for which a combination of laser time transfer and microwave time and frequency
comparison was proposed. Here the idea was to use highly precise laser timing, which is limited to
clear sky conditions, to calibrate a pseudo-random-noise modulated microwave time transfer system,
which would be useable under nearly all weather conditions. The study involved SAO, the US Naval

Observatory, the National Bureau Of Standards, and the University of Maryland.

The present plan is to operate the maser on the EURECA spacecraft, which will be deployed from the
NASA Space Shuttle, and boosted to an altitude of 525 km in a 28.50 inclination orbit. The spacecraft
will remain in operation for approximately 6 months, after which it will be returned to a lower orbit

and retrieved by the shuttle.
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The EURECA spacecraft is shown in Fig. 2 with its solar panels extended. Magnetic torquers and
cold nitrogen gas jets maintain its orientation in space with its solar panels facing the sun. Because
EURECA's earthward-pointing surface will change as the spacecraft circles the earth, laser reflec-
tor/detector arrays will be mounted in three places to allow laser time transfer under all orientations.
The procedure for time transfer is straightforward. When the spacecraft comes into view of the laser
station, laser pulses are fired at the spacecraft. The time of reception of these pulses is recorded at
the spacecraft in terms of the time kept by the space maser clock system. In addition, the pulse trans-
mission times (epochs) and their round-trip propagation intervals are recorded on earth. One-half
the propagation interval, with appropriate corrections, is then used to determine the spacecraft pulse
reception time in terms of the earth clock, thus giving a comparison of time kept by the earth and
space clocks.

The space maser's frequency will be measured over averaging intervals of approximately 94 minutes,
EURECA's revolution period about the earth, as well as for intervals of a day and longer. Each day
the spacecraft will be visible from the Hawaiian laser ranging site during several consecutive passes,
separated by 94 minutes. With a laser timing precision of 20 ps, we expect to be able to make short-
term frequency measurements with a precision of o,(94) - 4x 10- 15. For longer intervals, the precision
improves with the time interval between measurements, as indicated by the straight lines in Fig. 1.
The dominant factors likely to limit the frequency comparison precision are errors in correcting for
gravitational and relativistic effects, owing to uncertainties in the spacecraft's position and velocity.
The random processes that affect the stability of H-masers for periods less than roughly 103 seconds
are well understood and not likely to be changed by the space environment. In the planned test, the
goal is to measure any systematic effects that affect the operation of the maser; these effects will be
observable at averaging intervals beyond one day.

Of particular interest are the effects of magnetic field and temperature variations, including the possible
long-term effects of radiation in space. Environmental processes will be correlated with systematic
variations of frequency. Continuous monitoring will be done of all relevant temperatures, the maser's
internal vacuum, hydrogen source pressure and dissociator efficiency, and the maser's output signal
level.

Figure 3 shows a block diagram of the experimental system, including the major EURECA electronic
systems and the maser's control electronics, r.f. receiver, and clock and event timer. The receiver's
frequency synthesizer operates from a 64 bit number-controlled oscillator; its settings can be adjusted
by telecommand with a granularity of 7 parts in 1018. The arrival time of the incoming laser pulse is
registered by the event timer with a resolution of about 20 picoseconds and is stored in memory for
subsequent telemetry to the EURECA ground control station, along with readings of the monitored
system parameters.

During the mission, occasional telecommands from earth will be send to the maser's microprocessor to
adjust the maser's operating parameters, such as its source H2 pressure and internal magnetic fields.
The microprocessor performs several functions, including controlling maser parameters; monitoring
maser operation; and carrying out programmed sequential operations, such as determining the maser's
internal magnetic field by varying the Zeeman oscillator's frequency and measuring the corresponding
maser output power.
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THE SPACE MASER

The internal structure of the second generation SAO space maser is based on design of the maser used
in the GP-A mission, in that the cavity resonator, storage bulb and beam optics are similar. Figure 4
shows a cross section view of the new space maser. In the present maser we have substantially improved
the thermal control system by taking advantage of the longer mission duration and the vacuum of
space, which permits us to use multilayer insulation (MLI). The new thermal design evolved from the
development at SAO of small passive masers, sponsored by the U.S. Naval Research Laboratory[6].
This design permits operation under tmospheric conditions, for testing, as well as in the vacuum of
space. The technique employs a segmented cylindrical aluminum isothermal oven. The independence
of the oven segments allows the oven to control heat flowing through the multilayer insulation, which
dominates under atmospheric conditions, as well as heat flowing through structural members, which
is most important when the maser is in vacuum.

The maser's cavity resonator is isolated from structural variations in the vacuum belljar that result
from the atmospheric pressure change encountered when going from earth to space. Isolation is
achieved by mounting the CER-VIT cavity resonator and storage bulb, as a subassembly, on a circular
baseplate that is attached to one of the belljar necks near the center of the belljar endcap. The baseplate
is almost completely isolated from the belljar, and is not affected by variations in belljar shape. The
effects of axial thermal expansion of the cavity mounting structure are minimized by clamping the
cavity onto its baseplate with a zero-rate Belleville spring; radial expansion is reduced by supporting
the cavity on the baseplate by a quasi-kinematic roller mount. This mounting structure is identical
to that used in the GP-A maser, which coped with 60 g shock and 20 g static accelerations generated
by the solid fueled Scout rocket system.

A three-section printed-circuit magnetic field solenoid fits closely within the innermost magnetic shield
that surrounds the titanium alloy vacuum belljar. The belljar is equipped with two demountable
metallic vacuum seals. The cavity resonator's mechanical tuner is adjusted through a port sealed with
a gold "0" ring. The belljar is joined by another gold "0" ring to a manifold, made of thin-walled
stainless steel, that contains vacuum pumps and the hydrogen beam forming system. Four hydrogen-
sorbing cartridges in a cross-shaped array on the manifold surround the hexapole state-selector magnet.
A small ion pump scavenges non-hydrogen gases. Extrapolating from our experience with the GP-A
maser, which operated continuously for one year with a single hydrogen sorption cartridge, the four
sorption cartridges are expected to permit more than four years of continuous operation.

As in the GP-A maser, hydrogen for the maser is obtained from LiA1H 4 contained in a thermally-
controlled vessel and maintained at about 40 psig. Hydrogen flow is regulated by servo control of
the temperature of a palladium-silver diaphragm to maintain a constant pressure in the hydrogen
dissociator. Molecular hydrogen is dissociated into atoms by an external r.f. power supply. Heat
generated by the r.f. power dissipated in the vacuum-enclosed glass dissociator is conducted through
the dissociator's walls to the bottom manifold flange, from which it is dumped to the EURECA heat
sinks.

The maser's size, weight and expected power consumption are summarized in Table 1. Because
EURECA's magnetic torquers produce magnetic field variations as high as 0.1 Gauss at the location
of the maser, we will add a fifth layer of magnetic shielding, enclosing the entire maser, in order to
prevent magnetic field inhomogeneity frequency shifts[7] that can result from these field variations.

A photograph of the engineering demonstration model that was built to test the thermal design is
shown in Figure 5. Its measured oscillation parameter[8] is q = 0.14, its storage bulb relaxation rate
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is - = 2.0 sec - 1 , and its oscillation line Q is Q1 = w/2-y = 2.2x 10'. Thermal measurements in room
temperature (25°C) air closely follow the design predictions, with 18 watts required for thermal control.
In vacuum, we predict a power consumption of 7.5 watts with the maser mounting baseplate held at
20°C and the maser surrounded by MLI. Thermal tests in vacuum will be made on the demonstration
model early in 1992 to verify the design.

LASER TIME TRANSFER

The space maser will be compared with ground maser clocks by laser time transfer. Laser transfer is
the most accurate method of comparing separated clocks. The principle of laser time transfer is shown
in Fig. 3. The laser ground station transmi short laser pulses (,200 ps duration) at a rate of up
to 8 Hz that are reflected back to the ground station by corner reflectors mounted on the spacecraft.
Timing of the ground station pulses is controlled by a hydrogen maser that is compared with primary
time scales by means of GPS time transfer. The emission time tel and the arrival time e2 of the
reflected laser pulse are measured in terms of the time scale te of the ground clock. One half the pulse
round trip interval te2 - t l provides the propagation delay to the spacecraft and allows us to predict
the time of arrival (tel + te2 )/2 = (tl + [t4 2 - te]/2) of the laser pulse at the spacecraft as measured
in the ground clock's time scale. At the spacecraft, a photodetector located near the corner reflector,
senses the arrival of the laser pulse and provides a signal to the event timer controlled by the onboard
maser clock. The event timer determines the arrival time t - s of the laser pulse in the time scale
of the onboard clock. The difference between the two epochs (onboard and ground pulse times) is
the time difference between the ground and space clock. Fig. 6 shows a light-time diagram of the
laser time transfer technique. The laser time transfer technique can provide sub-nanosecond accuracy.
We expect that a precision of 20 to 50 picoseconds in the comparison of the space and ground clocks
should be achievable.

The primary laser ground station is the existing laser ranging station on top of Mt. Haleakala on Maui
(Hawaii). Because of Federal Aeronautics Administration regulations, laser ranging is not available
below an elevation of 200. The sun-fixed attitude of the EURECA spacecraft requires three cube-corner
reflector arrays on the spacecraft in order to obtain full angular coverage. We expect to perform laser
tracking and time transfer during both day and night transits of the spacecraft.

EXPERIMENT OPERATION

The nominal duration of the EURECA mission is 6 months but could last up to 9 months. The EU-
RECA spacecraft will be in a circular orbit of altitude between 525 and 485 km with 28.50 inclination.
Onboard experiment data will be transmitted through the EURECA telemetry system to the ESA
ground station and relayed to SAO. Several equipment functions will be controlled by command from
the ESA ground station, enabling us to perform in-flight diagnostic tests and to adjust parameters for
optimal operation of the experiment. Details concerning data collection and data flow from telemetry
and laser ground station, distribution of data to the user, and other aspects of the experiment are
being defined as part the now ongoing Phase B study.

While the primary ground station for laser time transfer is the existing laser station on Maui, Hawaii,
other laser stations, such as at Matera, Italy, and Shanghai, China[9], are able to contact the space-
craft, and may participate in the experiment. These laser stations are presently equipped with hy-
drogen masers and high resolution event timers. Because of the low inclination of the orbit, only
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a small number of existing laser stations are able to see the spacecraft. However, there are mobile
laser stations available in the USA and in Europe that can be set up in locations providing optimum
visibility of the spacecraft.

For the Maui laser station, up to five consecutive contacts with the spacecraft can be anticipated during
a 24 hour time period. The maximum period available for time transfer during a spacecraft transit
over the station is approximately seven minutes. A sample ground track calculation of consecutive
laser contacts with Maui is shown in Figure 7.

Accurate position and velocity data of the spacecraft are needed to determine relativistic corrections.
For precision of relative frequency comparison at a level of 1 part in 1016, we require position tracking
accuracy of approximately 1 meter, and velocity accuracy of approximately lmm/sec. At present, the
standard ESA tracking process does not provide the required accuracy. Several options are available
to obtain the necessary orbit data accuracy, including use of laser tracking data and operation of an
onboard GPS receiver.

This experiment could provide an opportunity to perform global high precision (100 picosecond) clock
synchronization experiments.

POSSIBLE JOINT NASA/ESA SPACE H-MASER EXPERIMENT

A joint NASA/ESA H-maser space experiment is being studied by ESA and is the topic of another
paper at this meeting[1O]. This experiment would add to the SAO/NASA experiment equipment, a
second space H-maser built by the Observatoire Cantonal de Neuchatel and a microwave time and
frequency transfer system, probably a modified PRARE ranging system[11], provided by the DLR.
The combined experiment would permit direct on-board frequency comparison of the two H-maser
clocks, as well as and time and frequency transfer to a number of existing PRARE ground stations.
While the microwave frequency comparisons would last for only about 7 minutes, and the frequency
stability measurement would be correspondingly limited, the resulting time synchronization, using
phase modulation of the one-way and two-way microwave links, is expected to be well into the sub-
nanosecond domain[12]. The possibility of recovering the phase of the microwave carrier signal from
orbit to orbit so as to retain the phase coherence of the frequency comparison has been advanced in an
earlier publication[13]; however, close attention to the tracking requirements and atmospheric prop-
agation delay measurements will be required to enable this "reconnection" of phase. The microwave
time transfer, which is essentially independent of weather conditions, would be calibrated with the
more precise laser time transfer method.
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Table 1. Space Maser Characteristics
Dimensions Weight Power Requirements
442 mm (17") diam 67 kg Physics unit: 17 watts
863 mm (34) long Receiver/synthesizer: 10 watts

Total: 27 watts
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The overall EURECA configuration has been primarily determined
for a maximum payload volume, while minimizing Shuttle launch
costs, both providing an optimum spacecraft length-to-mass ratio
and a direct attachment to the Shuttle via a three-point latching
system, for a variable positioning of the platform throughout the
length of the Shuttle's cargo bay.
The EURECA flight configuration is shown in Figure 2

Figure 2 Eureca Flight Configuration
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QUESTIONS AND ANSWERS

Dr. G. John Dick, JPL: First, what do you feel are the most important environmental
problems. You have the temperature effects due to coming in and out of sunlight. Secondly, what
would you have to say as to the utility of a super time standard in a low orbil like this, as opposed
to a geostationary orbit.

Dr. Vessot: The first question is hard to answer, because if we knew what we were looking for,
we would test it on the .ound. It is usually said that there are combinations of environmental
effects that are not possibly realizable in ground testing. I suspect that temperature gradients are
likely to be the hardest thing to beat. We will introduce them in testing to determine the response
times and the effects. There is also the question of particle radiation. From the discussions with the
people who make Teflon, it appears that this type of radiation may even be beneficial. The problem
is that a change is not good, so we will watch the wall shift very intently. That is something that
we will measure when we recover the vehicle when it comes back to earth. It is likely to be in a
powerful radiation belt in the planned orbit. For the second question about applications-there is
no real application in this experiment other than to test the clock in this very low orbit. If could
have polar orbit at a high altitude, then we could have world-wide coverage, which was the proposal
envisioned for STIFT. This should have been able to do sub-nanosecond timing with a microwave
system. From what I have seen today, it is not wrong to expect that we could get 100 picoseconds
with a laser. The laser would not be an all weather system, but some people would settle for that
in order to get 100 picoseconds.

Mr. Busca: I would like to add just one point. For time transfer this will be a really unique
situation. We will be able to stay on a cycle of the 10 GHz for a full orbital period. The signal-to-
noise and the clocks allow that Lo be done.

David Allan, NIST: That brings me to my question. I am very happy to hear you say that
you can keep track of a cycle, because if you can, going back to the STIFT experiment, we were
able to show that, if you can do the relativity well enough, meaning that you have to keep track of
the vehicle position to a few meters for the full orbit in order to adjust for all the relativity terms.,
then you can use the phase, or the zero crossings of the carrier, as a timing edge. That would
take you down to the sub-ten picosecond level. You do that from pass to pass and then talk about
comparing clocks in parts in the 1016, 1017 and 101 s . In terms of long term timing we hope that you
remember what we tried to wrestle with before. If that could be integrated into this experiment it
would be very useful.
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Present Status and Future Prospects
for Ionospheric Propagation Corrections

for Precise Time Transfer Using GPS

John A. Klobuchar
Ionospheric Physics Division

Air Force Geophysics Directorate
Phillips Laboratory

Hanscom Air Force Base, MA 01731

Abstract

The ionosphere can be the greatest variable source of error in precise time transfer using GPS satel-
lites. For single frequency GPS users the iono spheric correction algorithm can provide an approximate
50% r.m.s. correction to the time delay, but users who desire a more complete correction must make actual
measurements of ionospheric time delay along the path to the GPS satel lite. Fortunately, at least three
commercial GPS receivers, specifically designed to measure and correct for ionospheric time delay, are
now, or soon will be, available. Initial operation with two different types of GPS iono spheric receivers
has demonstrated a high degree of accuracy in measuring the ionospheric group delay. Results of these

measurements will be presented.
For those who use a model to correct for ionospheric time delay, it is tempting to use daily values

of solar 10. 7 cm radio flux to correct a monthly average ionospheric time delay model for each day's
operation. The results of correlation of daily maximum ionospheric time delay against solar radio flux
values show a poor correction will be obtained by this procedure. Prospects for improving ionospheric
corrections during the declining phase of the present solar cycle will be discussed.

INTRODUCTION

It is well known that attempts to obtain precise time by means of monitoring the clocks on the
GPS satellites can be limited by the time delay of the earth's ionosphere. This additional time
delay is due to the group delay of the modulation of the 1.023 MHz and 10.23 MHz modulation
which carry the modulation, or time information on the signal. The amount of this additional time
delay can be expressed as:

At = 40.3/(cf2 J)TEC (seconds)

where c is the velocity of light, in ni/s and f is the carrier frequency, in Hertz.

TEC is the number of free electrons in a unit column, having a cross section of one square meter,
the earth's ionosphere along the path between the satellite and the ground monitoring station.

Oiw TIE(, unit is called I x 101l el/m 2 .

417



Typical monthly median values of this additional time delay are shown in Figure la for 2000 U.
T. for the solar maximum year of 1990. Note that the highest values of ionospheric vertical time
delay are 50 nanoseconds. To convert vertical time delay values to those at a slant elevation angle
a mean ionospheric height of 400 km is generally used. Thus, at low elevation angles, even as low
as 5 degrees, the time delay will be only approximately three times as high as the vertical values.

During a period of minimum solar activity the ionospheric time delay values will be much lower.
Figure lb illustrates the results of a monthly median model of time delay for 1995, a year of
expected minimum in solar activity. Note that the maximum value of ionospheric time delay is
only 20 nanoseconds, and for much of the time over the entire globe, the maximum median vertical
ionospheric time delay is less than 5 nanoseconds. These model representations are of monthly
median conditions only.

IONOSPHERIC DAY-TO-DAY VARIABILITY

The variability of ionospheric time delay about the monthly median values for any month is ap-

proximately normally distributed about the mean value with a standard deviation from 20 to 25%,
especially during the daytime hours when the absolute values are the highest. Figure 2 illustrates
the day-to-day variability of ionospheric time delay over an entire year, for a mid-latitude station
located near Boston, MA. The units in Figure 3 are in 1016 el/m 2 column. To obtain nanoseconds
of time delay at LI, the 1.575 GHz GPS freq uency, you must divide the TEC ordinate scale by 1.85.
Note that each of the monthly overplots has a relatively large spread about its monthly median
values. A similar variability is found for ionospheric time delay measured from other mid-latitude

stations.

CORRECTING FOR IONOSPHERIC TIME DELAY

I. THE GPS IONOSPHERIC TIME DELAY ALGORITHM

The (PS satellites transmit, as part of their data message, coefficients designed to correct for

approximately 50% of the root mean square, (rms) ionospheric time delay error. Tests of the
performance of this algorithm against a large amount of mid-latitude ionospheric electron content

data have shown that, indeed, at least a 50% rms correction is achieved. Klobuchar and Doherty,

(1990), have looked at the statistics of the behavior of ionospheric time delay for a number of
stations, and also have shown the statistics of the residual errors after applying the GPS ionospheric
time delay algorithm.

Figure 3a illustrates the statistics of the variability of the earth's mean daytime ionosphere for a low

mid-latitude station, Ramey, Puerto Rico. The three seasons of a solar maximum year, 1981, are
represented separately in Figure 3a. The solid points represent the actual behavior of ionospheric
range error, in meters at L1, versus cumulative probability. One meter represents 3 nanoseconds

of time delay. The abscissa is scaled in a manner such that a normal distribution is represented by
a straight line in this figure. Note that for all three seasons the ionospheric time delay behavior is
approximately normally distributed.

Also shown in Figure 3a is the remaining ionospheric range error after the use of the GPS single fre-
quoncy user algorithm to correct for ionospheric range error. Note that, for all but the approximate
lowest 0.01 fraction of the curves, the use of the algorithm considerably lowered the ionospheric
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range error.

Figures 4a and 4b illustrate similar data for a station located in Hamilton, MA also for the solar
maximum year of 1981. Again the GPS single frequency user ionospheric algorithm provides a large
improvement over the actual data for the daytime values for all three seasons. The large departure
from near normal distribution of the data above 0.99 on the cumulative proba bility curve for the
equinox daytime values shown in figure 4a is due to a single magnetic storm which occurred during
that season.

Other similar comparisons of actual ionospheric measurements against the GPS ionospheric algo-
rithm have been made for stations located in Hawaii and Tromso, Norway. The results of coin-
parisons at all these stations show that the algorithm works best during times when the actual
ionospheric range errors are the greatest, which is when it is highly desirable that it should work
the best. During the nighttime hours, when the absolute values of ionospheric time delay are low,
the algorithm does not correct as well, but during those hours of low absolute values, a poorer
correction can more easily be tolerated.

II. MEASUREMENTS OF IONOSPHERIC TIME DELAY

If the residual errors in obtaining precise time from GPS signals, after using the single frequency
ionospheric correction algorithm, are still too large for precise time transfer using GPS, then an
actual measurement of the ionospheric time delay must be made, preferably along the line of sight
from the same GPS satellite from which the time transfer is being attempted. Davis, et. al. (1991)
have described a receiving system specifically designed to measure ionospheric time delay from
multiple GPS satellites. Figure 5 illustrates an example of TEC data obtained from this type of
code-free rec eiving system. Also shown in this figure is the TEC obtained by the Faraday rotation
technique. The agreement is excellent, indicating that the NIST ionospheric monitoring system
works as desired.

The code-free GPS ionospheric receiving system is relatively inexpensive and has been proven to
yield satisfactory values of ionospheric time delay to an approximate accuracy of a few nanoseconds,
certainly better that ten nano seconds, but, at present, not as good as one nanosecond. One
potential problem for ionospheric corrections is the unknown offset of the 10.23 MHz modulation
on the LI and L2 frequencies on each GPS satellite. Each satellite has a different modulation offset,
called tgd, which is transmitted as part of each satellite message. Unfortunately, when compared
against other measure ments of ionospheric electron content the transmitted tgd values do not yield
as precise absolute ionospheric electron content as desired. Several groups are presently studying
ways of improving the accuracy of this bias.

CORRELATION OF IONOSPHERIC TIME DELAY WITH SO-
LAR RADIO FLUX

Ionization in the earth's ionosphere is produced by ultra-violet, UV, emissions from the sun. Thus,
it is tempting to use a standard measure of short term solar activity, the solar radio flux on 10.7
cm wavelength, to correlate with the day-to-day variability of the ionosphere. Unfortunately, this
does not work well due to many other complicating factors in the produc tion, loss and transport
of ionization in the earth's ionosphere which are still subjects of active research in the ionospheric
coin n u Hi ty.
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As an example of attempts to correlate ionospheric time delay against F10.7, Figure 6a illustrates
correlations of mean daytime values of TEC against 10.7 cm solar radio flux for each of the 12
months of 1981, a year of very high solar activity. The coefficient of correlation, along with the
95% confidence intervals is given for each month. Note that, for most months, the correlation is
low. The highest values of correlation occur during April and December and even during those
months the correlation coefficient is only 0.66.

If the magnetically disturbed days are removed from each month, the resulting correlation does not
impi(,ve significantly, as indicated in Figure 6b. Note that the month of April now has a negligible
correlation, while that for May and some of the winter months has improved a bit. Over half the
months of the year exhibit a negligible correlation of mean daytime ionospher ic time delay against
the standard F10.7 radio measure of solar UV flux.

LONG TERM SOLAR FLUX

We are now in the oeclining phase of the current 11 year solar cycle, as shown in Figure 7. At
present the predictions of long term solar activity are not reliable. Thus, an average solar cycle
maximum is perhaps the best that can be predicted at this time. As we approach the end of the
current solar cycle, expected to be in the mid-1990s, predictions of the next cycle should be more
reliable since the method which has had moderate success in long term predictions has relied on
recurrent magnetic storms during the last few years of a solar cycle. During the solar minimum
conditions expected in the mid- 1990s the absolute values of ionospheric time delay should be from
one half to one fourth their values during solar maximum.

DISCUSSION AND CONCLUSIONS

Ionospheric time delay limits the accuracy of precise time transfer, by using the single frequency
signal from the GPS satellites, to a few tens of nanoseconds. The ionospheric time delay algorithm
can improve the ionospheric rms error by at least 50%, but the remaining errors may still be too
large for time transfer at the ten nanosecond level.

The best method of correcting for the effects of ionospheric time delay is simply to measure it
directly by means of a relatively inexpensive code-free receiving system designed specifically for
that purpose. The overall accuracy of such a system is certainly better than ten nanoseconds, but
probably not yet at the one nanosecond level. Time transfer at the sub-nanosecond level using GPS
will be very difficult to accomplish due to the effects of the time delay of the earth's ionosphere.

The long term solar activity of the present solar cycle is now in its declining phase, and can be
expected to reach a minimum in activity in the mid-1990s. The best current estimates of the next
solar maximum are for it to occur approximately in the year 2000, and to be of average strength.
By the mid-1990s the predictions of the strength of the next solar maximum should be greatly
improved.
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QUESTIONS AND ANSWERS

Dr. William Klepczynski, USNO: A\ coin ent along th. linhes ol **rhe g-host of ( irist irias
preseri t-.. At thle IO)N rIleotill iti Selemiber we gave a papier where t ii- p rob lelin is even OI~IIpoun rded
Mrore I)w thle t ranismiitted 11o1) bv ( PS. There is at mlaxi muin ii nuiier for thle solar fIlix uniit I hlat
cani be t ransi nt ted. I li ciirrenit val ues of solar flux exceedl that valule. There is a trnicat ion

problorin that ma kes the t ransinitIedl niodelI inrcoriplete, when the suit really acts lip.

Mr. Kiobuchar: Yes, it was verY [)ad (liiring .lariuarY an (I lebruar v. I (lonl't know what to do
abhout thIiat. If l1P() would( give at little money to think about it. we cold try to uipd ate thle iiiodl.
"i here is a later setI f datia now tilat. we cou)II (1 use, to iii~ et hat algori thin. l)ut I don't t hinuk

hat there is niiich interest at J1P0.

Dr. Henry Fliegel, Aerospace: It is riot known as well as it should lbe, perhaps. t hat J1P0 rio
h nig-er directs t lie, (lay' to ( (lav operations of C PS. That is really Ii the hands of Spac ('orurnand
Thie one thin- righat .1P P(- an do, of couirse, is to revise the( software to take care of this trulncat ion

problern t hat 1ill arid 'you have just been discuissinrg. I guess that we should work onl t hat so t hat
We will be ready for tie( next solar iiiaxiinuin. The other cornmnent t hat I have is that, altholig
fra i kl 'v thle relations bet weeni J P0 aid( Space C'ommnand have been very, very poor over t he last few

Years. I think t hat undl~er tie( new joint coflirnari( for C PS. tie( Air Force will b)e mnore resporisive
to thiungs like t his.

Mr. Kiobuchar: Without getting into thle politics of the situation, it is not ;lust a truncation
problemr. It is because the algorithin coefficients themnselves were designed only tip to an average
solar cyclev mna'XInvumn. W\e dlidn't accurate timie delay informiation that initcorpora ted even t he 1981
cycle, let alone tie( p~re'sent cycle. However, now that is available. It would require a lot of lookinig at
lie dal t anrd new coefficienits andl a new mO10lel . I tink that it is not a problemi for the o1)erationial

side. bill to fthle Splace Syst eris D)ivision sidle.

Samuel Ward, JPL Ini looking at the data there. arid hbeing aware that the ionization of thle

atmriosphiere by f ie( solar fIlux is a fuinct ion oif the angle t hat the flurx strikes the atmnosphere. That
a rigle, is, a firnrction of tithe mid al blge,( caursedh by solar, earth, Ilunar rhythmns. C'ould t his caulse, somie
of tie( lirobhlenris t hat You see"

Mr. Klobuchar: What causes the( lonig terrii solar behavior is not something that I dor't really
wa rut to) ci rni ent t on . Somle people hiave saidI t hat rriost of the angular momnentuin of the( solar
sYsterin Is (]It- to the planet .Jupliter, since it is the heaviest planet. So som-ehow JIupiter "sucks
ot tthe sirnspot s frornt lieh iii The( period of .Jupiter is abut I11 years. Having said all of that, I
s;iloiihiu 't have b~ecauise t hat sniacks to rue of astrology. The people who are the real solar experts
don't have a good handle oil what causes thle cycles. They are starting to understand thle shorter
terrin st uff a little. but riot the long termn. They know less about forecasting solar cycles than we (10

abhiout the wea ther. .JP L is startinrg to give sone excellent data. onl thle ionospheric nieasureruc its
a roin id the world because tithey are scattering the ROGUJTE receivers around( and are getting a lot
of daut a. WithI t hat data, it rray be possible to mnake a world wide miodel of p~lanet ary t i re dlelay,
ilirectlv. withbin the( next five years or so.

Dr. Claudine Thomas, BIPM: You forgot to meontion t ha~t there is aniot her formn of codeless

receiver thIiat was dlevelopedl at 111PM anol reported At the PTTI in Rledondo lie'tci. It. is nlow
avail a ble iii corninrmercial form. coupled with a C PS receiver. That receiver is used at 111PM.

428



Mr. Klobuchar: Yes, I didn't mean to go into the commercial units, but there are several out

there. You should realize that the rights to commercial use of them belongs to Pete McDoran, who

did the work when he was at JPL. The sequence is probably JPL, NIST with the French group,
and the Japanese.

429



1991 PTTI CONFERENCE
ATTENDEES LIST

Wayne T. Abernethy Sami Asmar
U. S. Naval Research Laboratory Jet Propulsion Laboratory
P. 0. Box 727 4800 Oak Grove Drive
635 Telegraph Road Pasadena, CA 91109 USA
Stafford, VA 22554 USA 818/393-0662
703/690-3614

Rob Avery
Charles Adams Telecom Solutions
Hewlett-Packard 85 West Tasman Drive
5301 Stevens Creek Boulevard San Jose, CA 95134 USA
MS/51U/23 408/428-7862
Santa Clara, CA 95052 USA
408/553-2440 James F Barnaba

Martin P Anguilar A. F. Metrology Center

D.O.D. Newark Air Force Base

3925 Foster Avenue Newark, OH 43057-5475 USA

Baltimore, MD 21224-4340 USA 614/522-7792

David W, Allan James A. Barnes
National Institute of Standards and Technology Austron, Incorporated
Time and Frequency Division 3011 Broadway
325 Broadway Boulder, CO 80304 USA
Boulder, CO 80303 USA 303/490-7282

Brad Anderson Thomas R. Bartholomew
Stanforo Telecom TASC
2421 Mission College Boulevard 1190 Winterson Road
Santa Clara, CA 95056-0968 USA Linthicum, MD 21090 USA
408/987-5506 410/850-0070

William W. Anderson Francoise S. Baumont
Fleet Numerical Observatoire de la Cote D'Azur
Oceanography Center OCA/CERGA
Code 74 Avenue Nicolas Copernic
Airport Road F-06130 Grasse, FRANCE
Monterey, CA 93943-5005 USA 33 1 93 36 5849
408/647-4413

Thomas B. Andrews Roger East Bcchler

I lewlett-Packard National Institute of Standards and ]c chnology

5301 Stevens Creek Boulev:d 325 Broadway

Santa Clara, CA 95W§52-8059 USA Boulder, CO 80303 USA

408/553-7013 303/497-3281

Ronald J. Andrukitis Laurent-Guv Bernier
U. S. Naval Observatory Observatoire Cantonal de Ncuchatcl
Time Service Substation Avenue de Beauregard 3
11820 Southwest 166th Street ('H-2036 Cormondreche
Miami, Fl. 33177 USA SWITZERLAND
305/235-0515 41 38318831

A-I



Martin Bloch Giovanni Busca
Frequency Electronics Incorporated Observatoire Cantonal de Neuchatel
55 Charles Lindburgh Boulevard Avenue de Beauregard 3
Mitchell Field, NY 11553 USA CH-2036 Cormondreche
516/794-4500 SWITZERLAND

41 38 318 831

Stephen G. Boemler Edgar W. Butterline
Naval Aviation Depot-Standards Lab AT&T
Code 94601/3220 Routes 202 and 206 North
NAS Pensacola, FL 32508 USA Bedminster, NJ 07921 USA
904/452-3277 908/234-4545

Richard T. Boswell Troy Caffey

Ball Corporation Department of Defense

Efratom Division 223 Harbor Drive

3 Parker Severna Park, MD 21146 USA

Irvine, CA 92718 USA 410/647-6433

714/770-5000 Malcolm D. Calhoun

Jet Propulsion Laboratory
Dan E. Brannen 4800 Oak Grove Drive
HRB Systems Pasadena, CA 91109 USA
Science Park Road 818/354-9763
P. 0. Box 60
State College, PA 16804-0060 USA William Cashin

814/238-4311 Ball Corporation
Efratom Division
3 Parker

Lee A. Breakiron Irvine, CA 92718-1605 USA
U. S. Naval Observatory 714/770-5000
Time Service Department
34th and Massachusetts Avenue, Northwest Harold Chadsey
Washington, DC 20392-5100 USA U. S. Naval Observatory
202/653-1888 Time Service Department

34th and Massachusetts Avenue, Northwest

Julian C. Breidenthal Washington, DC 20392-5100 USA

Jet Propulsion Laboratory 202/653-1888

4800 Oak Grove Drive Z. C. Chai
MS/161-228 Shanghai Observatory
Pasadena, CA 91109 USA Chinese Academy of Sciences
818/354-3349 80 Nandan Road

Shanghai, CHINA

Anthony W. Brown
Lockheed Technical Operations Company Yat Chan
P. 0. Box 3430 The Aerospace Corporation

Onizuka Air Force Base, CA 94088 USA 2350 East El Segundo Boulevard

408/752-3132 El Segundo, CA 90245 USA
310/336-7174

Edward E. Burkhardt Mark J. Chandler
Burkhardt Monitoring Service BMC
P. 0. Box 1411 235 Congress Avenue
Glen Allen, VA 23060 TJSA Lansdowne, PA 19050 USA
804/261-1800 215/622-2833

A-2



Rex Chappel Jim Danaher
Hewlett-Packard 35 Navigation
5301 Stevens Creek Boulevard 23141 Plaza Pointe Drive
Santa Clara, CA 95052 USA Laguna Hills, CA 92653 USA
408/553-2402 714/830-3777

Li Chengfu Angela M. Davis
U. S. Naval Observatory

Beijing Institute RM&M Time Service Department
P 0. Box 3930 34th and Massachusetts Avenue, Northwest
Beijing, CHINA Washington, DC 20392-5100 USA
83 85 462 202/653-1528

Lee Chenoweth Kenneth J. Davis
Ball Corporation D.O.D. Naval Weapons Center
Efratom Division Code 62541
3 Parker China Lake, CA 93555 USA
Irvine, CA 92718 USA 619/939-6768
714/770-5000 Patrick Davis

Navstar Electronics, Incorporated
Lisa G. Childers 1500 North Washington Boulevard
Hewlett-Packard Sarasota, FL 34236 USA
5301 Stevens Creek Boulevard 813/366-9335
Santa Clara, CA 95052-8059 USA
408/553-2328 Gerrit De Jong

Van Swinden Laboratory

Philip A. Clements P. 0.Box 654
Jet Propulsion Laboratory 2600 Ar Delft
4800 Oak Grove Drive NETHERLANDS
Pasadena, CA 91109 USA 3115 631 500
818/354-2933 Zhang De Jun

Beijing Institute RM&M
Debra Coleman P. . Box 3930
Bonneville Power Administration Beijing, CHINA
P 0. Box 3621 8385 462
Portland, OR 97208-3621 USA
503/230-4533 Rudolph Dccher

NASA/MSFC

Carey Conlon Huntsville, AL 35812 USA

Naval Satellite Operations Center 205/544-7751

Building 375 Steven D. Deines
Point Mugu, CA 93042 USA 3254 Austin Drive
805/989-4342 Colorado Springs, CO 80909 USA

719/630-7532
Len Cutler

Len CtlerEdoardo Detoma
Hewlett-Packard Laboratories SEPA S.p.A (FIAT)3500 IDeer Creek RoadSEAS.A(AT

3500 cer reekRoadCorso Giulio Cesare, 294-300
Palo Alto, CA 94303-0867 USA Corso 1iu5io Ceae9Torino 10154, ITAIlY

Kevin Daly 39 11 2682 523

Odetics G. John Dick
Precision Time Division Jet Propulsion Laboratory
1515 South Manchester Avenue 4800 Oak (rove Drive
Anaheim, CA 92802-2907 USA Pasadena, CA 91109 USA
714/758-0400 818/354-6393

A-3



William A. Diener Thomas English

Jet Propulsion Laboratory Ball Corporation

4800 Oak Grove Drive Efratom Division

Pasadena, CA 91109 USA 3 Parker

818/354-9762 Irvine, CA 92718-1605 USA
714/770-5000

Michael Dienert
TIMETECH GmbH Sheila Faulkner
15 Nobelstr 15 U.S. Naval Observatory

7000 Stuttgart, GERMANY Time Service Department

49 711 687 3575 34th and Massachusetts Avenue, Northwest
Washington, DC 20392-5100 USA

Barbara A. Donaldson 202/653-1460
EG&GFrequency Divisions W. A. Feess
35 Congress Street The Aerospace Corporation
Salem, MA 01970-0662 USA 2350 East El Segundo Boulevard

El Segundo, CA 90245-4691 USA

Winfield Donat, III John Fellner
U. S. Naval Observatory Ball Corporation
34th and Massachusetts Avenue, Northwest Efratom Division

Washington, DC 20392-5100 USA 3 Parker

202/653-1538 Irvine, CA 92718 USA

Robert J. Douglas 714/770-5000

Nationat Research Council of Canada Mark Fitzgerald

M-36 Institute for National Motorola, Incorporated

Measurement Standards 8201 East McDowell Road

Ottawa, Ontario KIA 0R6, CANADA M/D H2220

613/993-5186 Scottsdale, AZ 85252 USA
602/441-8616

Richard A. Dragonette

Johns Hopkins University Henry F. Fliegel

Applied Physics Laboratory The Aerospace Corporation

Johns Hopkins Road 2350 East El Segundo Boulevard

Laurel, MD 20723-6099 USA El Segundo, CA 90245-4691 USA

301/953-5000 310/336-1710

Charles I)unn Earl Fossler

Jet Propulsion Laboratory TRAK Systems

4800 Oak Grove Drive 4726 Eisenhower Boulevard

Pasadena, CA 91109 USA Tampa, FL 33634-6391 USA

813/884-1411
Frank F. Easton
U. S. Air Force Dan Friel
Building 856, Room [247 Leitch Incorporated

Wright-Patterson Air Force Base 825K Greenbriar Circle

Dayton, OH 45433-6508 USA Chesapeake, VA 23320 USA

513/257-4113 804/424-7920

Edward Eng Richard E. Funderburk

L ockheed Missiles and Space Company Austron, Incorporated

P 0. Box 3504 P. 0. Box 14766

Sunnyvale, CA 94088 USA Austin, TX 78761 USA

4() 8/756-3989 512/251-2341

A-4



Jean C. Gaignebet Joe C. M. Green
Observatoire de la Cote D'Azur Allied Signal
OCA/CERGA Bendix Aerospace Corporation
Avenue Nicolas Copernic 129 North Hill Avenue
F-06130 Grasse, FRANCE Pasadena, CA 91001 USA
33 1 93 36 5849 818/584-4472

Charles A. GreenhallIvan J. Galysh 13 aso rv

U. S. Naval Research Laboratory 1836 Hanscom Drive

4555 Overlook Avenue, Southwest 213a258A01U

Washington, DC 20375-5000 USA

202/404-7060 Robert L. Hamell
Jet Propulsion Laboratory

Jerry L. Garcia 4800 Oak Grove Drive
NASA/Langley Research Center Pasadena, CA 91109 USA
MS/488 818/354-4944
Hampton, VA 23665-5225 USA Yuko Hanado
804/864-5888 Communications Research Laboratory

893-1 Hirai, Kashimamachi
Mike Gardner Ibaraki 314, JAPAN

Leitch Incorporated 81 299 82 1211

825K Greenbriar Circle

Chesapeake, VA 23320 USA Hiroshi Hanado
804/424-7920 Communications Research Laboratory

893-1 Hirai, Kashimamachi

Michael Garvey Ibaraki 314, JAPAN
Frequency and Time Systems, Incorporated 81 299 82 1211
34 Tozer Road Robert Hardin
Beverly, MA 01915 USA Ball Corporation
508/927-8220 Efratom Division

3 Parker
Robin Giffard Irvine, CA 92718-1605 USA
Hewlett-Packard Laboratories 714/770-5000
3500 Deer Creek Road
Palo Alto, CA 94303-0867 USA Walter R. Harding

415/857-5372 NAVELEX
P. 0. Box 55

Guy A. Gifford Portsmouth, VA 23705-0055 USA

U. S. Naval Research Laboratory 804/396-0516

Code 8321 Ilan Havered
Washington, DC 20375-5000 USA Datum, Incorporated
202/404-7060 1363 South State College Boulevard

Anaheim, CA 92806 USA
Asbjorn M. Gjelsvik 714/533-6333
MITRE
Burlington Road Helmut Hellwig

Bedford, MA 01730 USA Air Force Office of Scientific Research

617/377-9067 Bolling Air Force Base
Washington, DC 20332-6448 USA

Earl Grant 202/767-5017

U. S. Army Information System Command Robert J. Hesselberth
White Sands Missile Range Spectracom Corporation
White Sands, NM 88002 USA 101 Despatch Drive
505/678-1717 East Rochester, NY 14445 USA

A-5



Richard L. Holstein James Jespersen
U. S. Air Force National Institute of Standards and Technology
6585 TG HSTI TKOD 325 Broadway
Hollamon Air Force Base Boulder, CO 80303 USA
Alamogordo, NM 88330-5000 USA 303/497-3849
505,"'79-2535

Walter A. Johnson
Diana S. Howell The Aerospace Corporation
Din S.oeln Lab2350 East El Segundo Boulevard
Jet Propulsion Laboratory El Segundo, CA 90245 USA
MS/161 -228 310/336-7174

4800 Oak Grove Drive

Pasadena, CA 91109 USA James L. Johnson
818/354-0399 Hewlett-Packard

5301 Stevens Creek Boulevard

Quyen D. Hua Santa Clara, CA 95052 USA

PAQ Communications 408/553-2622

607 Shetland Court
Milpitas, CA 95035 USA Sarunas K. Karuza

408/946-3305 The Aerospace Corporation
2350 East El Segundo Boulevard
El Segundo, CA 90245 USA

Lim Hudiono 310/336-7174
Ball Corporation
Efratom Division Shalom Kattan
3 Parker Guide Technology, Incorporated
Irvine, CA 92718-1605 USA 920 Saratoga Avenue
714/770-5000 Suite 215

San Jose, CA 95129 USA

James F. Hungerford 408/246-9905

FTS
34 Tozer Road Nancy E. Key

Beverly, MA 01915 USA Jet Propulsion Laboratory

508/927-8220 4800 Oak Grove Drive
Pasadena, CA 91109 USA
818/354-5434

Jeffrey S. Ingold
Bendix Field Engineering Corporatiorn Dieter Kirchner
One Bendix Road Technische Universitat Graz
Columbia, MD 21045 USA 12 Inffeldgasse
301/964-7188 Graz A-8010 AUSTRIA

43 316 873 7459

Bernardo Jaduszliwer Lothar Kirk
The Aerospace Corporation Jet Propulsion Laboratory
P. O. Box 92957, MS/253 4800 Oak Grove Drive
Los Angeles, CA 90009 USA Pasadena, CA 91109 USA
310/336-9217 818/354-3033

Nicolette M. Jardine William J. Klepczynski
U. S. Naval Observatory U. S. Naval Observatory
Time Service Department Time Service Department
34th and Massachusetts Avenue, Northwest 34th and Massachusetts Avenue, Northwest
Washington, DC 20392-5100 USA Washington, DC 20392-5 100 USA
202/653-1662 202/653-1521

A-6



John A. Klobuchar Julius C. Law
Air Force Phillips Laboratory - GPI Jet Propulsion Laboratory
Ionospheric Physics GP-IS MS/298-100
Hanscom Air Force Base, MA 01731 USA 4800 Oak Grove Drive
617/377-3988 Pasadena, CA 91109 USA

818/354-2988

David J. E. Knight Ming C. Lee
National Physical Laboratory Western Test Range/SFD
Queens Road Vandenberg Air Force Base, CA 93437 USA
Teddington Middlesex TW1 DLW 805/734-8232
UNITED KINGDOM
44 81 943 6796 Albert Leong

The Aerospace Corporation
2350 East El Segundo Boulevard

Stephen H. Knowles El Segundo, CA 90245 USA
NAVSPASUR 310/336-7174
Dahlgren, VA 22448 USA
703/663-8191 Sigfrido M. Leschiutta

Politecnico-Elettronica
Greg Kret 24 Corso Abruzzi

TrueTime, Incorporated Torino 10123 ITALY

3243 Santa Rosa Avenue 38 1156 44 035

Santa Rosa, CA 95407 USA Martin W. Levine
707/528-1230 Smithsonian Astrophysical Observatory

P. 0. Box 1513

Paul F. Kuhnle Manchester, MA 01944 USA

Jet Propulsion Laboratory 617/496-7652

MS/298- 100 Wlodzimierz W Lewandowski
4800deak GrA Drive USABureau International des Poids et MesuresPasadena, CA 91109 USA Pavilion de Breteuil
818/354-2715 F-92312 Sevres Cedex, FRANCE

33 145 07 7063

Paul J. Kushmeider
Bendix Field Engineering Corporation Steve Lewis
MS/VLBI Jet Propulsion Laboratory
One Bendix Road MS/125-B18
Columbia, MD 21045 USA 4800 Oak Grove Drive
301/964-7672 Pasadena, CA 91109 USA

818/354-3033

Jack Kusters Fumming Li
I Hewlett-Packard Ball Corporation
5301 Stevens Creek Boulevard Efratom Division
Santa Clara, CA 95052-8059 USA 3 Parker
408/553-2041 Irvine, CA 92718-1605 USA

714/770-5000

G. Paul Landis Chuck Little
U. S. Naval Research Laboratory Hewlett-Packard
Code 8322 5301 Stevens Creek Boulevard
Washington, DC 20375-5000 USA Santa Clara, CA 95052-8059 USA
202/404-7067 408/553-2506

A-7



Roger D. Loiler Richard H. Maurea
Allen Osborne Associates Johns Hopkins University
756 Lakefield - J Applied Physics Laboratory
Westlake Village, CA 91361 USA Johns Hopkins Road
805/495-8420 Laurel, MD 20723 USA

301,953-5000
Robert J. Lopes
AT&T - ADEC Thomas B. McCaskill
Two Gateway Center U. S. Naval Research Laboratory
Newark, NJ 07012 USA Code 8323
201/645-5025 4555 Overlook Avenue, Southwest

Washington, DC 20375-5000 USA
James G. Lopez 202/767-2595
Jet Propulsion Laboratory
4800 Oak Grove Drive Tom McClelland
Pasadena, CA 91109 USA Frequency Electronics, Incorporated
818/354-7055 55 Charles Lindburgh Boulevard

Mitchell Field, NY 11553 USA
John Luck 516/794-4500
Orroral Geodetic Observatory
Auslig Hunter McConnell, Jr.
P.O. Box 2 2912 Henrietta Avenue
Belconnen ACT 2616 AUSTRALIA La Crescenta, CA 91214-2054 USA

818/248-3866
David W. Lupton
U. S. Coast Guard Joseph McDonough
Omega Nav System Center Computer Sciences Corporation
7323 Telegraph Road P. O. Box 217
Alexandria, VA 22310-3998 USA Clearfield, UT 84015 USA
703/866-3806 801/773-9271

George F Lutes David A. McGillivray
Jet Propulsion Laboratory EG&G/EM
4800 Oak Grove Drive P. O. Box 1912
Pasadena, CA 91109 USA MS/B3-21
818/354-6210 Las Vegas, NV 89125 USA

702/295-3094
George E. Lutz
Hewlett- Packard Marvin Meirs
MS/51 U-23 Frequency Electronics, Incorporated
5301 Stevens Creek Boulevard 55 Charles Lindburgh Boulevard
Santa Clara, CA 95050 USA Mitchell Field, NY 11553 USA
408/553-2558 516/794-4500

Ken E. Martin Don Mitchell
Bonneville Power Administration TrueTime, Incorporated
P. O. Box 491 P.O. Box 115
Vancouver, WA 98606 USA Georgetown, TX 78627 USA
206/690-2694 512/863-5414

Fdward M. Mattison Shawn P. Monaghan
Smithsonian Astrophysical Observatory Communications Security Establishment
60 Garden Street, MS/59 P. 0. Box 9703, Terminal
Cambridge, MA 02138 USA Ottawa, Ontario KIG 3Z4 CANADA
617/495-7265 ( ,/991-7691

A-8



Robert D. Montesi Dean T. Okayama
Hewlett-Packard National Institute of Standards and Technology

MS/23 P. 0. Box 417
5301 Stevens Creek Boulevard Kekaha, HI 96752 USA
Santa Clara, CA 95052 USA 808/335-4361
408!553-A088

Binh Ong

Derek Morris Ball Corporation

National Research Council Efratom Division

Montreal Road 3 Parker

Ottawa KIA 0R6 CANADA Irvine, CA 92718-1605 USA

613/993-9340 714/770-5000

Louis F. Mueller David B. Opie

Hewlett-Packard Physical Sciences, Incorporated

5301 Stevens Creek Boulevard 635 Slaters Lane

Santa Clara, CA 94306 USA Suite G101

408/553-2347 Alexandria, VA 22314 USA
703/548-6410

Frank Mullen
Frequency and Time Systems Skip Osborne34 Tozer Road Allen Osborne Associates
Beverly, MA 01915 USA 756 Lakefield Road, Building J
508/927-8220 Westlake Village, CA 91361-2624 USA

805/495-8420

Prem K. Munjal Terry N. Osterdock
The Aerospace Corporation Stellar Navigation, Incorporated
2350 East El Segundo Boulevard 19075 Skyline Boulevard
El Segundo, CA 90245 USA Los Gatos, CA 95030 USA
310/336-6406 408/354-0733

William J. Murphy Joseph W. Ouellette
Computer Sciences Corporation The Aerospace Corporation
P. O. Box 446 P.O. Box 92957
Edwards Air Force Base, CA 93523 USA Los Angeles, CA 90009-2957 USA
805/277-2004 310/336-6994

Clyde C. Norris Chris Pagnanelli
Computer Sciences Corporation Ball Corporation
P. 0. Box 217 Efratom Division
Clearfield, UT 84015 USA 3 Parker
801,/773-9271 Irvine, CA 92718-1605 USA

714/770-5000
Jerry R. Norton
Johns Hopkins University Alfred R. Paiz
Applied Physics Laboratory Jet Propulsion Laboratory
Johns Hopkins Road 4800 Oak Grove Drive
Laurel, MD 20723-6099 USA Pasadena, CA 91109 USA
301/792-5000 818/354-3014

Phillip Norton Theo Parisek
Naval Satellite Operations Center Hewlett-Packard
Building 375 5301 Stevens Creek Boulevard
Point Mugu, CA 93042 USA Santa Clara, CA 95052 USA
805/989-4338 408/553-3344

A-9



Ralph E. Partridge Gerard Petit
Los Alamos National Laboratory Bureau International des Poids et Mesures
P. 0. Box 1663 Pavilion de Breteuil
MS/P947 F-92312 Sevres Cedex, FRANCE
Los Alamos, NM 87545 USA 33 1 45 07 7067
505/665-1617

Wolfgang Pflaum
Benjamin Parzen Ball Corporation
Consulting Engineer Efratom Division
3634 7th Avenue 3 Parker
San Diego, CA 92103 USA Irvine, CA 92718 USA
619/292-0567 714/770-5000

Peter Z. Paulovich Tuan M. Pham
NAVELEX Portsmouth Allied Signal
P. 0. Box 55 Bendix Field Engineering Corporation
Portsmouth, VA 23320 USA 129 North Hill Avenue
804/396-0287 Pasadena, CA 91106 USA

Rolando PenabadeTRAK Systems Physikalisch Technische
TRAKSysemsBundesa nstalt4726 Eisenhcwcr Boulevard Library

"lmpa, FL 23634-6391 USA Bundesallee 100
813/884-1411 Ps0. Box 100

Bruce M. Penrod D-3300 Braunschweig GERMANY

Austron, Incorporated William M. Powell
P. 0. Box 14766
Austin, TX 78761 USA U. S. Naval Observatory
512/251-2341 Time Service Department

34th and Massachusetts Avenue, Northwest

lrudi Peppier Washington, DC 20392-5100 USA

National Institute of Standards and Technology 202/653-1528

325 Broadway
Boulder, CO 80303 USA Edward D. Powers
303/497-3338 Naval Research Laboratory

4555 Overlook Avenue, Southwest

Donald B. Percival Code 8321

University of Washington Washington, DC 20375-5000 USA

Seattle, WA 98105 USA 202/404-7060

206/543-1300
Robert E. Price

James Perry Bendix Field Engineering Corporation
NASA/Goddard Space Hight Center MS/VLBI
Code 531.3 One Bendix Road
Greenbelt, MD 20771 USA Columbia, MD 21043 USA
301/286-3471 301/964-7437

Harry F. Peters William L. Raffel
Sigma Iau Standards Corporation D.O.D. Naval Weapons Center
P 0. Box 1877 Code 62541
Tuscaloosa, AL 35403 USA China Lake, CA 93555 USA
205/553-0038 619/939-6763

A-10



Richard A. Rayos Rick Sarrica
Computer Sciences Raytheon Hewlett-Packard
P 0. Box 4127 5301 Stevens Creek Boulevard
CSR 2230 Santa Clara, CA 95052 USA
Patrick Air Force Base, FL 32925 USA 408/553-2089
407/494-7176

Gary D. Sasaki
Wilson G. Reid Hewlett-Packard
U. S. Naval Research Laboratory 5301 Stevens Creek Boulevard
Code 8324 Santa Clara, CA 95052 USA
Washington, DC 20375-5000 USA 408/553-2568
202/767-2595

Wolfgang Schaefer
Victor S. Reinhardt University of Stuttgart
Hughes Aircraft Company D-7000 Stuttgart
SC/S12/4325 Senefelder Str 26 GERMANY
P. O. Box 92919
Los Angeles, CA 90009 USA Mark S. Schenewerk
310/647-8359 National Oceanographic and Atmospheric

Administration
Eugene A. Rheingans 11400 Rockville Pike
351 Binscarth Road Room 419, N/OES13
Los Osos, CA 93402 USA Rockville, MD 20852 USA
714/637-1959 301/443-2520

William J. Riley Wally Schnitger
EG&G Components Science Systems
Frequency Division P. O. Box 880
35 Congress Street Midway City, CA 92655 USA
Salem, MA 09170-0662 USA

Soon Shin
Juan Rivera Ball Corporation
Loral Space Information Systems Efratom Division
1322 Space Park Drive 3 Parker
I ouston, TX 77058 USA Irvine, CA 92718-1605 USA
713/335-6571 714/770-5000

Harry W. Sadler Doug A. Sisk
Bendix Field Engineering Corporation AT&T - ADEC
One Bendix Road Two Gateway Center
Columbia, MD 21045 USA Newark, NJ 07102 USA
410/964-7425 201/645-5765

Safaa Samuel Gary Smith
National Institute for Standards, 92A Odetics
Ahmed Orabi Street, El Precision Time Division
Mohandeseen 1515 South Manchester Avenue
Cairo, EGYPT Anaheim, CA 92802-2907 USA
2023612339 714/758-0400

George A. Santana Armin Soering
Allied Signal German Telekom, FTZ
Bendix Field Engineering Corporation 3 AM Kavalleriesand
129 North Hill Avenue Darmstadt 6100
Pasadena, CA 91106 USA GERMANY
818/584-4520 49 6151 83 4549

A-11



Siegfried K. Starker Patrizia R Tavella
DLR Istituto Elettrotecnico Nazionale
8031 Wessling 91 Strada Delle Cacce
Ringstr 14, GERMANY Ibrino 10135 ITALY
S .,3 28347 39 11348 8933

Samuel R. Stein Pierre Tetreault
Timing Solutions Corporation Geodetic Survey of Canada
555 Jack Pine Court 615 Booth Street
Boulder, CO 80304 USA Ottawa Ontario K1A 0E9 CANADA
303/443-5152 613/995-4345

Charles S. Stone Claudine Thomas
Frequency Electronics, Incorporated Bureau International des Poids et Mesures
55 Charles Lindburgh Boulevard Pavilion de Breteuil
Mitchell Field, NY 11553 USA F-92312 Sevres Cedex, FRANCE
512/794-4500 33 1 45 07 7073

David A. Stowers Alexander Titov
Jet Propulsion L.aboratory Norell, Incorporated
MS/298-100 LSRRI
4800 Oak Grove Drive 22 Marlin Lane
Pasadena, CA 91109 USA Mays Landing, NJ 08330 USA
818/354-7055 609/625-2223

Emil R. Straka Michael Tope
Hewlett-Packard Mie Top
5301 Stevens (Creek Boulevard TrueTime, Incorporated
Santa Clara, CA 95051 USA 3243 Santa Rosa Avenue40)8/553-2887 Santa Rosa, CA 95407 USA

707/528-1230

Alvin Strauss
Frequency Electronics, Incorporated Robert D. Turner

55 (Charles Lindburgh loulevard Los Alamos National Laboratory

Mitchell Field, NY 11553 USA 6890 Vallon Drive

516/794-4500 Rancho Palos Verdes, CA 90274 USA

Joseph J. Sutcr Ricardo A. G. Unglaub
Johns Hopkins University Allied Signal
Applied Physics Laboratory Bendix Field Engineering Corporation
Johns Hopkins Road 129 North Hill Avenue
Laurel, MD 20 723-6099 USA Pasadena, CA 91106 USA

301/953-5000 818/584-4458

Richard L. Svdnor Marinus J. Van Melle
Jet Propulsion Laboratory Rockwell International
MS/298-100 8042 Madia
4800 Oak Grove Drive La Palma, CA 90623 USA
Pasadena, CA 91109 USA 310/797-3459
818/354-2763

Christian Veillet
Philip E. lllcv Observatoire de La Cote D'Azur
[hc Aerospace Corporation OCA/CERGA

531 Margo A c nue Avenue Nicolas Copernic
Long Beach. C A 90803 USA F-06130 Grasse FRANCE
310/431-3226 33 193 36 5849

A-12



Robert F C. Vessot Paul J. Wheeler
Smithsonian Astrophysical Observatory U. S. Naval Observatory
60 Garden Street Time Service Department
Cambridge, MA 02138 USA 34th and Mass- .. huseats Avenue, Northwest
617/495-7276 Washington, DC 20392-5100 USA

202/653-0516
John Vig
U. S. Army Labcom Warren L. Wilson

ATIN: SLCET-EQ Lockheed Missiles and Space Company

Fort Monmouth, NJ 07703-5601 USA 707 Spindrift Drive

9081/ 544-4275 San Jose, CA 95134-1346 USA
408/743-1213

Frank J. Voit
The Aerospace Corporation Robert E. Wilson2350 Last El Segundo Boulevard University of Idaho
2350 ast El Seguo Bulard Department of Electrical Engineering
Fl Segundo, CA 90245 USA Moscow, ID 83843 USA

310/336-7174 203/885-6554

.ric P. Vondran Gernot M. R. Winkler
45th Space Wing U. S. Naval Observatory
Maintenance Sq/Elngineering Time Service Department
Building 981 34th and Massachusetts Avenue, Northwest
Patrick Air lorce Base, FL 32931 USA Washington, DC 20392-5100 USA
407/799-2195 202/653-1520

iodd Walter Bosco Wong
(Gravitv Probe 13 Hewlett-Packard
Il ansen Experimental Physics Laboratory 5301 Stevens Creek Boulevard
Via Palon Street Santa Clara, CA 95052 USA
Stanford University 408/553-2418
Stanford, CA 94305-4085 USA James L. Wright
415/723-7239 Computer Sciences Raytheon

Samuel C. Ward P.0. Box 4127

2258 Midlothian Drive CSR 2230

Altadcna, CA 91001 USA Patrick Air Force Base, FL 32925 USA

818/794-3491 407/494-7176

S. ('lark Wardrip Nicholas E Yannoni
F.Corporation Rome LaboratoryBendix Field Engineering Croain31 I.afayette Road

726 loxenwood Drive
Santa Maria, CA 93455 USA Newton, MA 02162 USA

Sant Maia, 'A 3455USA617/377-2206
805/734-8232, Ext. 53214

Colleen H. Yinger
Werner Weidemann The Aerospace Corporation
Ball (orporation P 0. Box 92957
Etratom Division M4-954
3 Parker Los Angeles, CA 90009 USA
Irvine, CA 92718-1605 USA 310/336-4386
714/770-5W0

Curtis M. Younce
Marc Weiss Hewlett-Packard
National Institute of Standards and 'lechnology Santa Clara Division
325 Broadway 5301 Stevens Creek Boulevard
Boulder, CO 80303 USA Santa Clara, CA 95052 USA
30 33/497-3261 408/553-2540

A-13



C. Eric Youngberg Vadim Zhoinerov
Hewlett-Packard Norell, Incorporated
5301 Stevens Creek Boulevard, MS/52/07 22 Martin Lane
Santa Clara, CA 95119 USA Mays Landing, NJ 08330 USA
408/553-2308 609/625-2223

Ed Yrisarri
Ball Corporation
Efratom Division Qixiang Zhuang
3 Parker National Research Council
Irvine, CA 92718-1605 USA Room 25, M-36
714/770-5000 Montreal Road Campus

Edward M. Zantek Ottawa Ontario KIA 0R6 CANADA
Naval Air Development Center 613/993-5698
Warminster, PA 18974 USA

A-14



Form Approved
REPORT DOCUMENTATION PAGE OMBNo.0704-0188

Puldc reporting burden for the, coltecton of 0it riralton a estimrated to average I hour per response. induding the tle tor revieing imtrucion, searching existing data sour:s. gashering
and rnaintanbg the data needed, aid coff4elin and reviewing the coliection of mrorrazion. Send corrents regarding this burden estimate Of any Other aspet of this cotlectn ol
,tnormteton= induding suggestions for reducing this burden, to Washington Headquarters Servioes. Directorate lor Inlormation Operations and Rem"t. 1215 Jefferson Davis Highway. Sutae
1204, Arlington. VA 22202-4302. and to the Office 04 Managerent and Budget. Paperwork Reduction Project (0704-0188). Washington. DC 20503.
1. AGENCY USE ONLY (Leave blank) 12. REPORT DATE 3. REPORT TYPE AND DATES COVERED

I July 1992 Conference Publication
4. TITLE AND SUBTITLE 5. FUNDING NUMBERS

23rd Annual Precise Time and Time Interval (PTTI)
Applications and Planning Meeting C-NAS5-31000

6. AUTHOR(S)

Richard L. Sydnor, Editorial Committee Chairman

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION

NASA-Goddard Space Flight Center REPORTNUMBER

Greenbelt, Maryland 20771
92B00083

9. SPONSORINGMONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORING/MONITORING
AGENCY REPORT NUMBER

National Aeronautics and Space Administration
Washington, D.C. 20546-0001

NASA CP-3159

11. SUPPLEMENTARY NOTES
Richard Sydnor. Jet Propulsion Laboratory, Pasadena, CA. Other sponsors: U.S. Naval Observatory, Jet Propulsion
Laboratory, Space and Naval Warfare Systems Command, Naval Research Laboratory, Army Electronics Technology
and Devices Laboratory, Rome Laboratory, and Air Force Office of Scientific Research.

12a. DISTRIBUTION/AVAILABIUTY STATEMENT 12b. DISTRIBUTION CODE

Unclassified - Unlimited
Subject Category 70

13. ABSTRACT (Maximum 200 words)

This document is a compilation of technical papers presented at the 23rd Annual PTTI Applications and Planning Meet-
ing, December 3 through 5, 1991, at the Ritz-Carlton Huntington Hotel in Pasadena, California. Papers are in the follow-
ing categories.

o Recent developments in rubidium, cesium, and hydrogen-based frequency standards, and in cryogenic and
trapped-ion technology.
o International and transnational applications of precise time and time interval technology with emphasis on
satellite laser tracking networks, GLONASS timing, intercomparison of national time scales and international
telecommunications.
o Applications of precise time and time interval technology to the telecommunications, power distribution, platform
positioning, and geophysical survey industries.
o Applications of PIT! technology to evolving military communications and navigation systems.
o Dissemination of precise time and frequency by means of GPS, GLONASS, MILSTAR, Loran, and synchronous
communications satellites.

14. SUBJECT TERMS 15. NUMBER OF PAGES

Frequency Standards, Hydrogen Masers, Cesium, Rubidium Trapped Ion, Crystals, 460
Time Synchronization, Precise Time, Time Transfer, GPS, GLONASS, Satellite Clocks, 16. PRICE CODE
Jitter, Phase Noise A20

17. SECURITY CLASSIFICATION 18. SECURITY CLASSIFICATION 19. SECURITY CLASSIFICATION 20. LIMITATION OF AB-
OF REPORT OF THIS PAGE OF ABSTRACT STRACT
Unclassified Unclassified Unclassified Unlimited

NSN 7540-01-280-5500 Standard Form 298 (Rev. 249)
Phracifted by ANSI SL 229-18, 29S-t02

NA,A langl-' 1Wq2



DTIC:

Following are additional keywords/descriptors that Dr. John Vig
of the Army Electronics and Technology Devices Laboratory, a
member of the PTTI Executive Committee would like on the database
when the Proceedings are cataloged/indexed. (This list includes
those terms on the SF298 at the back of the volume.)
Aging

Atomic Clock

Atomic Frequency Standard

Cesium

Cesium Standard

Clock

Crystals

Frequency Control

Frequency Standards

Frequency Stability

Global Positioning System

GLONASS

GPS

Hydrogen Masers

Jitter

Noise

Oscillator

Phase Noise

Precise Time

Quartz

Quartz Crystal

Quartz Oscillator

Rubidium Standard

Rubidium Trapped Ion

Satellite Clocks

Stability

Time

Time Synchronization

Time Transfer
Timing Devices


